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Abstract

Controls on critical zone thickness and hydrologic dynamics at the hillslope scale

by

Daniella Marie Rempe
Doctor of Philosophy in Earth and Planetary Science
University of California, Berkeley
Professor William E. Dietrich, Chair

The critical zone is defined as the thin outer veneer of Earth’s terrestrial surface, extending from the top of the vegetation canopy to the base of weathered bedrock. Very little is known about how the critical zone is structured and how its structure controls the storage, transport, and chemical evolution of the biosphere’s most important resource—water. In hilly or mountainous landscapes, the critical zone often includes tens of meters of weathered rock beneath the surface and this weathered rock hosts a dynamic hydrologic system that is virtually unexplored. Below weathered bedrock, lies an unmapped three dimensional fresh bedrock surface, $Z_b$, that defines the bottom boundary of the critical zone. This dissertation develops novel theory to predict how this fresh bedrock surface is structured across ridge and valley topography and illustrates, through a field study, how that structure influences the routing of water within the landscape. I report, for the first time, how the structure and hydrologic dynamics of the critical zone vary across an entire hillslope, from channel to topographic divide.

Current models for development of the critical zone emphasize top-down processes associated with infiltrating waters and gases, as well as fracturing due to the differential stresses generated by topography. I propose a distinctly different theory, which enables a prediction of the thickness of weathered bedrock across a landscape. I hypothesize that as fresh bedrock, saturated with nearly stagnant fluid, is advected upward into the near-surface through uplift and erosion, channel incision produces a lateral head gradient within the fresh bedrock inducing drainage towards the channel. Drainage of the fresh bedrock causes weathering through drying (i.e. repeated cycles of wetting and drying) and permits the introduction of atmospheric and biotically controlled acids and oxidants such that the boundary between weathered and unweathered bedrock is set by the uppermost elevation of undrained fresh bedrock, $Z_b$.

At steady-state the rate at which fresh bedrock crosses the $Z_b$, boundary is equal to the channel incision rate (which commonly is less than 1 mm/yr). Hence, this slow drainage of fresh bedrock, progressively allowing weathering to proceed, exerts a “bottom up” control on the advance of the weathering front. The thickness of the weathered zone is calculated as the difference between the predicted topographic surface profile (driven by erosion) and
the predicted groundwater profile (driven by drainage of fresh bedrock). For the steady state, soil-mantled case, a coupled analytical solution arises in which both profiles are driven by channel incision. Lithology of the fresh bedrock influences the thickness of the weathered zone through the saturated hydraulic conductivity of the bedrock. Measurements of rate processes and topography, as well as depth to fresh bedrock at the divide can be used to estimate the saturated hydraulic conductivity and porosity of the fresh bedrock. Two non-dimensional numbers corresponding to the mean hillslope gradient and mean groundwater table gradient emerge and their ratio defines the proportion of the hillslope relief that is unweathered. The model predicts a thickening of the weathered zone upslope and consequently, a progressive upslope increase in the residence time of bedrock in the weathered zone. Despite its simplicity, the model makes testable predictions and is consistent with field data from three sites.

To investigate how the critical zone is structured across a hillslope and how water is routed throughout the critical zone, I conducted an intensive field investigation on a steep (average 30 degree), actively eroding (0.2-0.4 mm/yr), 135 m long soil-mantled hillslope within the Northern California Coast Ranges (referred to as Rivendell). The 4000 m² hillslope is located within the 17 km² Elder Creek watershed, in the Angelo Coast Range Reserve. The hillslope is forested with up to 60 m tall Douglas fir (*Pseudotsuga menziesii*) and mixed evergreen hardwoods including live oak (*Quercus wislizeni*), madrone (*Arbutus menziesii*), and California bay (*Umbellularia californica*), and is underlain by vertically dipping argillite with sandstone interbeds. The climate is seasonally dry, and characterized by warm, dry summers (May-Sept) and cool, wet winters within which all of the precipitation (1800 mm mean annual precipitation) falls.

A network of 12 wells, as deep as 30 m, were drilled across the hillslope into fresh bedrock and an extensive sensor network of over 750 sensors records soil moisture and rock moisture, and meteorological and groundwater conditions across the site. Streamflow at the base of the hillslope is recorded at a United States Geologic Survey station a short distance upstream. To document the spatial and temporal dynamics of rock moisture, I performed periodic neutron probe surveys within deep wells.

Drilling revealed a 4-25 m thick zone of variably weathered, fractured bedrock underlying, thin (<50 cm) soils. Intensely fractured argillite forms a saprolite in the upper 4 m, below which fracture density, porosity, and mechanical strength decreases with depth. Fresh bedrock at the base of the profile (revealed through large increases in standard penetration resistance and an absence of signs of oxidative weathering) bounds the weathered zone from below. The boundary between unweathered and weathered rock, $Z_b$, is progressively deeper upslope, forming an upslope thickening wedge of fractured, weathered bedrock that is increasingly weathered upslope.

The seasonal addition of rainfall to this structured weathering profile, leads to the development of three distinct hydrologic zones: a near surface 4-18 m thick zone that remains unsaturated year round, a 4-15 m thick seasonally saturated zone that fluctuates largely within the same elevations year after year, and a zone which remains chronically saturated below an annually repeatable minimum water table position.
A significant consequence of the development of the weathering front into bedrock is that infiltrating rainfall travels through and is stored within weathered rock as rock moisture. Rock moisture is the exchangeable water within unsaturated weathered and fractured bedrock. It has been identified as an important source of moisture to vegetation, but is poorly documented due to its inaccessibility and therefore remains an unaccounted for, but important, component of the hydrologic cycle. Here, for the first time, I directly document the spatial and temporal dynamics of rock moisture throughout the critical zone.

Periodic surveys in deep wells reveal a seasonal cycle of rock moisture addition and depletion across the hillslope. This cycle begins with the first rains that mark the end of the dry season, which advance moisture into the soil and often up to 1 m into the weathered bedrock. Subsequent rains advance a wetting front through the upper 5-12 m of the profile, where increases in rock moisture storage are proportional to the addition of rainfall. In some instances, these early wet season storms generate a small, rapid but short-lived response of the water table.

Once cumulative rainfall has caused the local rock moisture storage to reach a capacity beyond which rock moisture no longer increases, groundwater responds to rainfall. Further incoming water is passed rapidly, via fracture flow, to the groundwater table. This rock moisture storage capacity, which is observed to be approximately the same each year, increases upslope from 85 to 615 mm, corresponding to the upslope increase in weathering of the bedrock. The average rock moisture storage in the chronically unsaturated zone across the hillslope is about 280 mm. The upslope increase in rock moisture storage needed to initiate the seasonal groundwater response leads to the condition where, early in the wet season, runoff is generated from the lower part of the hillslope while the upper part of the hillslope is still gaining moisture.

Once rock moisture is seasonally elevated, all infiltrating precipitation travels vertically through soil, saprolite, and weathered rock (we observe no overland flow or saturated flow within the soil). The timing of the rapid response of the groundwater system (~ hours) is highly variable for a given depth and does not appear to depend on travel distance to the water table. Additional storms throughout the wet season do not alter the structure or magnitude of rock moisture storage within the hillslope. Rock moisture storage is most significant in the upper 5-12 m and diminishes with depth to a zone where no detectable changes in rock moisture are observed despite the rise and fall of the water table within this zone. Rock moisture may occur as water along fracture surfaces or as water that penetrates the matrix blocks bounding fractures. At depth, the constant saturation of matrix blocks leads to the dominance of fracture flow, which drives the rapid (10^{-5} to 10^{-3} m/s) and significant (up to 11 m in a single storm) rise of the water table. On average, rock moisture changes of only 5% are needed to achieve saturation in the seasonally saturated zone. The dynamic and responsive, fracture dominated groundwater system leads to 97-99% of runoff in Elder Creek occurring during the wet season.

The final storm of the wet season marks the initiation of the slow decline of rock moisture and groundwater within the hillslope throughout the long (>120 days) dry season.
The 30-130 mm of seasonal soil moisture storage is rapidly depleted within the first several weeks following the final storm. Approximately 12 weeks into a typically 18-week dry season, less than 15 mm of soil moisture remains, while up to 120 mm (53 mm average across the hillslope) is stored in the upper 10 m as rock moisture. An annual cycle is repeated each year: drying to a characteristic value and then wetting to a similar rock moisture storage capacity. Because the precipitation exceeds the rock moisture storage capacity even in dry years, the spatial pattern and magnitude of dry season rock moisture are insensitive to the precipitation magnitude and temporal pattern of the immediately preceding wet season, even in a significant drought year (approximately half mean annual precipitation). The drop in groundwater level over the last 2 months of the dry season (equivalent to approximately 5-50 mm) is also similar in different years. Runoff of just 5 mm per month is sufficient to sustain flow in Elder Creek and support salmonid populations.

Rock moisture, a direct consequence of the alteration of bedrock in the near surface, is a virtually unknown and unmapped component of the hydrologic balance. Here, I show that year after year, 30-60% of the incoming precipitation is stored seasonally as rock moisture. Nearly all of that water must be used in transpiration. Hence, rock moisture is a major source of water for vegetation. Because incoming rainfall first restores this moisture content before generating runoff, even in strong drought years, the rock moisture is available, and provides drought resilience. The ecohydrologic function of the critical zone at this site must therefore be divided between 1) near surface rock moisture storage that controls the exchange of gases and solutes and supports dry season transpiration and 2) the fracture dominated seasonally perched groundwater system that routes most precipitation as runoff and controls both peak and low streamflow and aquatic habitat. The dual function of seasonal storage and rapid transmission of water is the defining feature of the rock moisture system.

The rock moisture dynamics documented here explain several previously observed processes at Rivendell. The seasonal build up of rock moisture leads to mixing of waters and damping of the stable isotope signature of storm events. Within the dynamic rock moisture zone, seasonal stimulation of subsurface microbial communities (as expressed in gas composition) occurs and cation exchange processes likely drive the solute chemistry of water recharged to the groundwater and drained as runoff.

Rock moisture is likely important in a wide range of settings. I propose here the possibility that there may be a co-evolution of vegetation and critical zone structure wherein the water extraction by trees accelerates weathering of the bedrock, which increases rock moisture retention. Further field characterization is needed in a range of climates lithologies, and tectonic settings to document the critical zone structure, its rock moisture characteristics, and ecosystem dynamics. Modeling has begun to account for rock moisture dynamics and runoff through fractured bedrock, however, further field investigation will help guide models that predict critical zone development over sufficiently large areas to inform regional hydrologic, climate, and ecologic models.
To hard workers. My parents, Iris and John Rempe, in particular.
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Chapter 1

Introduction
1.1 Introduction

The critical zone is the interface between the atmosphere and the terrestrial earth. On landscapes developed in bedrock this zone commonly extends from the canopy top down to fresh bedrock underlying hillslopes (National Science Foundation, Program solicitation 12-575, 2012) (Figure 1.1). At present little is known about the structure and character of the subsurface part of the critical zone due to its inaccessibility and heterogeneity. A key currency that passes across the critical zone is water. The critical zone perspective suggests that we need to look below the soil to understand hydrologic processes in the critical zone. Intensive hydrologic field studies have pointed to the importance of hillslope runoff routed through weathered, and often fractured, bedrock (Wilson and Dietrich 1987, Montgomery et al., 1997, Asano et al. 2002, Blumstock et al., 2015, Frisbee et al. 2011, Haria and Shand, 2004, Kosugi et al. 2006, 2011, Katsuyama et al., 2010, Rademacher et al. 2005, Soulsby et al. 2007, and Hale and McDonnell, 2016). The invisibility and inaccessibility of the components of the critical zone below the soil has made it difficult to fully grasp how hydrologic processes work at depth. Valuable local field studies, conducted prior to the conceptualization of the critical zone, report on perceived patterns of the structure and depth of weathering across landscapes (Ruxton and Berry, 1957, Budel, 1957, Shengwen et al., 2009) and some studies associate this subsurface hillslope structure with specific hydrologic processes (Manning et al., 2007, Katsura et al., 2008, Marechal et al., 2009). Nearly all of these studies necessarily extrapolate from a limited and difficult to create observational base and from these observations, generate a conceptual model for the hydrologic dynamics (e.g. Bonnell, 1993, Legout et al., 2006, Banks et al., 2009). Very few document the critical zone subsurface structure from channel up hillslopes to the ridge divide (e.g. Anderson et al., 2002). However, hillslope and landscape scale investigations of critical zone structure are needed to explore how critical zone properties drive hydrologic processes and inform the theoretical and numerical models that route water from hillslopes to channels (e.g. Fan and Bras, 1998, Troch et al., 2002, 2003, Ebel et al., 2008).

Ultimately, critical zone science aims to predict the structure and function of the critical zone at landscape scales. To achieve this, field studies must describe the critical zone structure, document physical, chemical and biological processes, interrogate the mechanistic relationships between structure and function, and do so across the full range of pertinent scales - vertically down to the fresh bedrock, and laterally across full hillslope. This is not an easy task, but critical zone science is advancing, for example, five distinct theories have been proposed to predict the depth to fresh bedrock across landscape scales (Brantley et al., 2013, Rempe and Dietrich, 2014, St. Clair et al., 2015, Rasmussen et al., 2011, Braun, submitted). At present, these theories have limited observations to which their predictions can be compared (e.g. Pavich et al., 1986), and none predicts the structure or properties of the weathered material above the fresh bedrock, and thus the consequences for critical zone functions including the partitioning of water.

In this dissertation, I provide a detailed description of the critical zone and its hydro-
logic pathways, at the hillslope scale, and propose a theoretical model that can be used to predict the structure of the critical zone across a landscape. The thesis is divided into two parts. In Part I, I describe the theoretical model and in Part II, I describe the results of field observations.

In Part I, I propose a mechanism connecting the evolution of surface topography to the evolution of the bottom boundary of the critical zone and provide a quantitative and testable model to predict the variation in critical zone thickness along a hillslope profile. Specifically, the model predicts that, in landscapes underlain by bedrock, progressive channel incision will lead to slow drainage of groundwater in bedrock and this drainage initiates weathering. This model specifically predicts a fresh bedrock slope underlying the weathered mantle hillslope that may be less steep than the surface topography, thus leading to an upslope thickening zone of weathered bedrock.

In Part II, I explore the implications of the structure of the critical zone on hydrologic processes through direct field observations made within the Eel River Critical Zone Observatory (formerly Keck Hydrowatch). I report the results of an intensive effort to characterize the structure of the critical zone, across a hillslope unit from channel to drainage divide, and document how water influences ecohydrologic processes. Part II is organized as follows: Chapter 3 introduces the site and the methods used in the following chapters, Chapter 4-6 describe results, and Chapter 7 is a discussion and conclusion of the results presented in Chapters 4-6. More specifically, in Chapter 4, I describe the features of an upward thickening critical zone structure that emerged from drilling and hydrologic monitoring. In Chapter 5, I describe long term hydrologic monitoring results and identify the role of rock moisture, the exchangeable water held in weathered rock, on supplying moisture to vegetation. In Chapter 6, I explore how runoff is generated within the critical zone. In the final chapter, Chapter 7, I summarize the hydrologic field monitoring results.
Figure 1.1: The critical zone can be defined as Earth’s terrestrial boundary layer that extends from the top of the canopy to the depth of weathering in the subsurface. The extent of alteration of bedrock diminishes with depth and at some depth, below the critical zone, lies unweathered bedrock. Above this interface, called $Z_b$, the critical zone is comprised of weathered, fractured bedrock and soil that actively participates in the hydrologic cycle. Blue shading represents a seasonal groundwater table, and blue arrows represent flowpaths of water. Vertical arrows in the near surface depict the dominantly vertical flow that occurs in the unsaturated zone, downslope oriented arrows within the saturated zone reflect the downslope transport of groundwater towards the stream, and the deep curved arrows represent the pattern of very slow groundwater flow through nearly impermeable fresh bedrock. This illustration is inspired by the Rivendell field site within the Eel River Critical Zone Observatory. Note that the representation of trees suggests an aspect dependence. Our study site, Rivendell, is mostly on the left side (North facing) of this cartoon where dark green conical shaped needle trees predominate. On the south facing broad leaf trees dominate.
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Part I

A theoretical model for the evolution of the critical zone
In Part I, I describe a theoretical model for the thickness of the hydrologically dynamic weathered bedrock region underlying hillslopes that results from the co-evolution of the topographic surface and the drainage of groundwater within fresh bedrock. In Part II that follows, I describe a field investigation into hydrological consequences of hillslope weathering and the implications of these hydrologic dynamics on ecological processes.
Chapter 2

A bottom-up control to fresh bedrock topography under landscapes
2.1 Introduction

Uplift and erosion of bedrock commonly leads to ridge and valley topography variably mantled with weathered bedrock and soil. Quasi-steady state conditions may develop in which the topography is statistically constant as channels incise, hillslope surfaces erode, and fresh bedrock is uplifted to the surface. As this fresh bedrock rises up, it enters a near-surface zone where weathering irreversibly breaks and alters the rock before it is entrained into the mobile soil mantle and transported to adjacent streams. Variably weathered bedrock occupies the zone between the top of the fresh bedrock and the bottom of the soil. Here we identify $Z_b$ as the elevation of the transition from fresh to weathered bedrock (Figure 2.1).

The transport of sediment and water from hillslopes to stream channels is influenced by the rock property changes that result from weathering. Hence, the depth to and topography of $Z_b$ is an important driver in runoff generation and landscape evolution. Weathering tends to increase bedrock hydraulic conductivity and porosity, allowing infiltrating waters to perch on underlying fresh bedrock and flow laterally to stream channels (Figure 2.1). Field studies that have instrumented the weathered rock zone have shown that this perched groundwater path can deliver most of the stream runoff (1-4) and can be the source of sustained summer baseflow (5). The chemical evolution of hillslope runoff may be strongly dictated by the depth to $Z_b$ and flow paths through the weathered zone (6-8). The weathering of bedrock may also increase moisture retention, which can be exploited by vegetation to sustain transpiration (9,10). Furthermore, water exfiltration from this zone on steep slopes can cause localized elevated pore pressures and landslides (11), and the change in rock mass strength across this boundary due to weathering may localize deep-seated landslides (12, 13).

Collectively, these observations suggest that, aside from the ground surface, the topography of $Z_b$ is the most important boundary controlling surface and near-surface processes, and as such, observation and theory are needed to understand what controls its structure across a landscape. Field studies that have directly documented the depth to fresh bedrock underlying ridge and valley topography (e.g., refs 14,15) are rare and none have depicted the detailed three-dimensional pattern of $Z_b$ relative to surface topography. Nonetheless, the few studies that have mapped $Z_b$ under hillslopes have found a tendency for the weathered zone to be thickest at the ridge top and progressively thin downslope (14-18) (as illustrated in Figure 2.1). Though Pavich (1989) (15) and Feininger (1971) (18) associate this trend with areas of low relief, studies in steep landscapes in the California and Oregon Coast Ranges (5,6) have documented a systematic upslope thickening of the weathered zone as well (Figure 2.S1).

It is commonly assumed that the depth of weathered bedrock is controlled by downward propagating (“top-down”) processes driven by the advance of chemically reactive meteoric water into the underlying fresh bedrock (e.g., ref 19). The top-down hypothesis leads to a weathered zone thickness that is set by the relative rates of erosion and the downward propagation of the weathering front. Approaches to addressing this hypothesis
have included reactive transport modeling (e.g., ref 20) and extension of the soil production function (21) to the weathered bedrock zone through a negative feedback between weathered zone thickness and erosion rate (e.g., ref 22). For a convex two dimensional hillslope with a mobile weathered layer composed of soil and weathered bedrock, Lebedeva and Brantley (2013) (20) propose that the downslope steepening of the topographic surface may lead to progressively less water flux normal to the underlying reactive bedrock and consequently, a weathered zone that thins downslope.

An alternative hypothesis for the downslope decrease in depth to $Z_b$ under hillslopes is suggested by field observations of weathering profiles. Some of the earliest quantitative observations of weathering profiles identified the role of groundwater in impeding chemical weathering, and restricting the depth of the weathered zone (e.g., refs 14, 16, 23, 24) such as occurs in supergene enrichment processes (25). In fresh bedrock of sufficiently low hydraulic conductivity, nearly stagnant or slowly-moving water will reach chemical equilibrium and chemical weathering reactions will slow or stop (19, 26). Additionally, the chronic saturation of fresh bedrock prevents mechanical breakdown due to swelling and contraction cycles associated with wetting and drying (27). Drainage of this fresh bedrock permits meteoric fluids to enter from above, thus allowing atmospherically and biotically controlled acids and oxidants to enter pore spaces and induce weathering reactions.

These observations suggest a “bottom-up” control on the elevation of fresh bedrock under hillslopes in which drainage of saturated fresh bedrock is the key process. We propose that: 1) fresh bedrock that is advected into the near-surface environment through uplift and erosion arrives saturated with nearly stagnant pore fluid that is in chemical equilibrium with surrounding mineral surfaces; 2) in this environment, channel incision creates a lateral head gradient in the fresh bedrock and induces drainage towards the adjacent channel; and 3) drainage may cause drying and fracturing of the bedrock and permit meteoric water to enter the fresh bedrock, inducing weathering at the rate that the fresh bedrock is drained. For these conditions, we propose that the fresh bedrock drainage profile defines $Z_b$. The depth to fresh bedrock along a hillslope will depend on both this groundwater drainage control and on the erosion shaping the surface topography. Here we predict the thickness of the weathered bedrock zone by coupling a groundwater flow model with a surface erosion model.

### 2.2 Model for a bottom-up limit to bedrock weathering

Consider the simplest case described above: a steady state landscape in which hillslope erosion has adjusted to and matches the uplift rate and adjacent channel incision rate, $C_o$. The landscape is mantled with soil, and a steady state groundwater flow system drains water from the uplifting fresh bedrock to the adjacent channel (Figure 2.1). Assume that uplifted bedrock remains both unweathered and saturated until it reaches the top of the drainage profile to the adjacent channel. After the bedrock is advected above the elevation
of the drainage profile (Figure 1), it desaturates, weathers instantaneously, and develops a significant increase in porosity and permeability such that seasonal groundwater dynamics above \( Z_b \) do not influence drainage of the low conductivity, slowly draining bedrock. For a steady state groundwater system, the shape of the drainage profile will be set, then, by the porosity and saturated hydraulic conductivity of the bedrock and the rate of channel incision. In effect, “recharge” to this groundwater system is only accomplished by the upward advection of saturated bedrock from below (Figure 2.1).

The presence of a soil mantle allows us to assume that surface sediment flux is proportional to slope, the divergence of which is the erosion rate. For simplicity, we use the common expression \( q_s = -D \rho_s \frac{\partial Z_s}{\partial x} \) where \( q_s \) is the sediment transport rate per unit contour length (\( MT^{-1}L^{-1} \)), \( Z_s \) is the local elevation, \( x \) is the distance from the hillslope divide, \( \rho_s \) is the soil bulk density (\( ML^{-3} \)) and \( D \) is a rate constant often referred to as the soil diffusivity (\( L^2T^{-1} \)) (28). At steady state, uplift and erosion are equal to the channel incision rate, \( C_o \), the soil thickness is constant, and erosion is matched by conversion of bedrock to soil at the rate of \( \rho_r C_o \) in which \( \rho_r \) is the weathered bedrock bulk density at the base of the soil column. For a constant \( C_o \), the surface topography, \( Z_s \), is a convex up profile given by

\[
Z_s(x) = \frac{\rho_s}{\rho_r} \frac{C_o}{2D}(L^2 - x^2) \quad [1]
\]

where \( L \) is the hillslope length (see SI). Weathering of the bedrock in this case reduces the bulk density but does not lead to collapse or consolidation of the weathered bedrock column. The surface topography, \( Z_s \), that results from a non-linear relationship between soil flux and slope (Eq. 2.81), following Roering et al. (2001) (29), is also used in the analysis that follows however the linear form is shown here for simplicity (see SI).

In the saturated fresh bedrock, the one-dimensional, steady state form of the Boussinesq Equation for groundwater flow (30) is

\[
\frac{K}{2} \frac{\partial^2 Z_b}{\partial x^2} + \varnothing C_o = 0
\quad (2.1)
\]

where \( K \) is the saturated bedrock hydraulic conductivity (\( L/T \)) and recharge is defined as the channel incision rate, \( C_o \), times the saturated drainable pore space, set equal to porosity, (see SI). Assuming strictly horizontal flow, topographic symmetry about the ridge, and that the elevation of the channel is the bottom of the flow system, we arrive at

\[
Z_b(x) = \sqrt{\frac{\varnothing C_o}{K}}(L^2 - x^2)
\quad (2.2)
\]
The difference between Eq. 2.1 and Eq. 2.3 gives the thickness of the weathered zone (including soil), $H$, as a function of position along the slope

\[ H(x) = \frac{\rho_r}{\rho_s} \frac{C_o}{2D} \left( L^2 - x^2 \right) - \sqrt{\frac{\phi C_o}{K}} \left( L^2 - x^2 \right) \] (2.3)

$H(x)$ always increases towards the divide, so to explore the controls on the weathered zone thickness (and thus the distance from the ground surface to fresh bedrock), we focus on the ridgetop ($x=0$). At the ridgetop, the non-dimensional ratio of bedrock relief, $Z_{b0}$, to surface relief, $Z_{s0}$, is given by

\[ \frac{Z_{b0}}{Z_{s0}} = \frac{\sqrt{\phi C_o}}{\sqrt{\rho_r} \phi C_o} = \frac{S_w}{S_h} \] (2.4)

Hence, the proportion of the hillslope underlain by fresh bedrock at the divide, $Z_{b0}/Z_{s0}$, is a function of the ratio of two dimensionless numbers: the numerator is the mean slope of the water table, $S_w$, and the denominator is the mean slope of the surface topography, $S_h$ (Figure 2.S3). Seven terms must be evaluated to solve Eq. 2.5. The lowering rate, $C_o$, enters both dimensionless numbers, as $C_o$ sets the pace for both landscape lowering and drainage of the bedrock.

The residence time of material that arrives at the soil bedrock boundary at the ridgetop, $T_{r0}$, is calculated as the ridgetop weathered thickness divided by the channel incision rate. Thus, from Eq. 2.4, the residence time at the divide is

\[ T_{r0} = \frac{H_0}{C_o} = \frac{\rho_r}{\rho_s} \frac{L^2}{2D} - L \left( \frac{\phi}{\phi C_o K} \right)^{0.5} \] (2.5)

The forms of Eq. 2.4, 2.5, and 2.6 derived using the non-linear relationship between slope and soil flux is given in the SI.

Figure 2.2A shows qualitatively how the topographic profile, $Z_s(x)$ and the bedrock profile, $Z_b(x)$, vary with the two non-dimensional variables corresponding to the mean slope of each profile. Higher mean hillslope gradients ($S_h$), due to high uplift or incision rates, longer hillslopes and lower soil diffusivity lead to a deeper weathered bedrock zone. A higher average groundwater table slope ($S_w$), due to high $C_o$ and low $K/\phi$ thins the weathered zone by increasing $Z_b$.

Figure 2.2B plots the dependence of $Z_{b0}/Z_{s0}$ on $S_w$ and $S_h$. If $S_w$ is calculated to equal or exceed $S_h$, bedrock is expected at the surface and the model no longer applies. Steep slopes characterized by $S_h$ above 1.0 are typically associated with exposed bedrock at the
surface (31). For fresh bedrock to occupy a significant portion of the hillslope relief, \( S_w \) must be similar to \( S_h \), which implies (according to Eq. 2.5) \( K/\varnothing \approx (\varnothing - 2D)^2 (1/\rho) \). If \( S_w \) is much less than \( S_h \), then effectively \( Z_b \) is at the elevation of the adjacent channel bed.

Figure 2.2 C-F show the predicted \( Z_s \) and \( Z_b \) profiles as well as the calculated residence time for material within the weathered bedrock zone for four cases. \( C_o \) is held constant and the effects of varying \( D \) (thus changing \( S_h \)) and varying \( K/\varnothing \) (thus changing \( S_w \)) are shown. The resulting \( S_h \) and \( S_w \) for these four profiles are plotted in Figure 2.2B for both the linear and non-linear soil transport case. For sufficiently steep slopes such that non-linear soil transport processes prevail, the non-linear model (Eq. 2.51) is used to plot the surface profiles (Profiles resulting from the linear model are shown in Figure 2.52). In general, the non-linear model reduces the slope and relief of the hillslope, making it more likely that \( Z_b \) is some significant portion of the relief. Note that the modeled groundwater table is predicted to intersect the ground surface at the lowest, steepest portion of the hillslope. While this does violate the model assumptions (e.g. soil mantled, no seepage face), this prediction is consistent with common field observations of relatively fresh, saturated bedrock exposed at the lower, steep portions of hillslopes (see Figure 2.51). The model also predicts a systematic thickening of the weathered bedrock zone towards the divide and, correspondingly, a systematic increase in residence time of material transiting through the weathered bedrock zone. Despite the relatively high incision rate (0.1 mm/yr), the residence time through the weathered bedrock zone is calculated to be on the order of 100,000 to 1 million years.

In Figure 2.2B, we plot field data from three field sites where the \( Z_b \) surface was reported and estimates of erosion rates and bulk densities are available: Rivendell (14), Coos Bay (15) and Rondônia (32). The Rondônia site is located in the Rio Branco and Rio Massanagana watersheds near the town of Ariquimes, Rondônia, Brazil (9 deg 55 min 33 sec S; long. 63 deg 2 min W) and is underlain by gneiss (32). Both the Rivendell and Coos Bay sites are located in the Pacific Northwest United States and are underlain by turbidite sequences of shale and sandstone, with the Rivendell nearly all shale (e.g. argillite (14)) and Coos Bay mostly sandstone (e.g. greywacke (15)). In Figure 2.2B, the observed \( S_w \) and \( S_h \) are plotted for each site, leading to \( Z_{b0}/Z_{s0} \) values of 0.5, 0.72 and 0.83 for Rondônia, Rivendell and Coos Bay, respectively. Co at the Rondônia site is estimated to be approximately 0.004 mm/yr (32) and the 500 m hillslope is roughly convex. \( C_o \) is estimated to be roughly 0.4 mm/yr at Rivendell (33) and approximately 0.1 mm/yr at Coos Bay (6). The high \( S_h \) values for the Rivendell and Coos Bay sites and the apparent role played by periodic landsliding indicate that the non-linear soil transport relationship (Eq. 2.51) is the more appropriate soil flux relationship for these sites (29).

While \( S_h \) can be observed from topographic data, and depends on relatively constrained values of transport parameters, \( C_o \), and bulk densities, \( S_w \) defines the lower boundary and varies with both \( C_o \) and a material property, \( K/\varnothing \), which ranges over several orders of magnitude. The hydraulic conductivity, \( K \), of consolidated rocks is known to range between \( 10^{-12} \) to \( 10^{-2}m/s \) while effective porosity, \( \varnothing \), ranges from nearly zero to 50% (30, 34). Observed values of \( S_w \) and \( C_o \) can be used to estimate \( K/\varnothing \) (Figure 2.54).
For possible values of $C_o$, (0.001 to 10 mm/yr (35)), $Z_b$ will be above the elevation of an adjacent channel for $K/\varnothing$ between approximately $10^{-13}$ and $10^{-8}$ m/s (Figure 2.S4). Based on lithologic permeability compilations reported by Freeze and Cherry (1979) (34) and recently supported by field data compiled by Gleeson et al. (2011) (36), this range of $K/\varnothing$ is associated with shales and unfractured metamorphic and igneous rocks (assuming $\varnothing = 0.1$).

The observed persistence of the water table at the $Z_b$ boundary at the end of summer in Rivendell over seven years of monitoring (5), argues strongly for a very low bedrock $K/\varnothing$ value, consistent with the predicted value of $10^{-10}$ m/s. The $K/\varnothing$ value predicted for the Coos Bay site is $10^{-11}$ m/s (Figure 2.S4). Ebel et al., (2007) (37) modeled the runoff and groundwater dynamics for a relatively short period at Coos Bay and assigned a $K/\varnothing$ value of $5 \times 10^{-7}$ m/s for the fresh bedrock zone. The groundwater table continually dropped, however, during the modeling period (38) hence the modeled $K/\varnothing$ did not lead to the observed condition of a persistent water table significantly higher than the channel elevation.

Using model parameters for the Coos Bay site (Table S1), Figure 2.3 illustrates the influence of $C_o$ on the relative weathered zone thickness ($Z_{b0}/Z_{s0}$) and the residence time of material arriving at the soil-weathered bedrock boundary at the ridgetop ($T_{r0}$). The linear model for $Z_s(x)$ predicts that as channel incision rates and $K/\varnothing$ increase, the weathered zone progressively thickens ($Z_{b0}/Z_{s0}$ decreases) and the material residence time correspondingly increases (Figure 2.3). In contrast, the onset of non-linear soil transport dominance, which generally applies as landscapes steepen (29, 39, 40), significantly slows the rate of increase of the hillslope gradient with increasing channel incision rate. Consequently, because $S_w$ continues to increase with incision, the predicted weathered bedrock zone reaches a maximum value (minimum $Z_{b0}/Z_{s0}$) and then thins as $C_o$ increases (Figure 2.3A). Increasing $K/\varnothing$ lowers the weathered bedrock zone to the channel elevation ($Z_{b0}/Z_{s0}$ approaches zero) but does not eliminate or shift the value of $C_o$ at which the lowest $Z_{b0}/Z_{s0}$ occurs. The material residence time correspondingly has a maximum value, but it shifts to greater values with decreasing $C_o$ and increasing $K/\varnothing$. While the general pattern illustrated in Figure 2.3 holds, the specific values depend on $L$, $\rho_r/\rho_s$, and transport parameterization ($D,S_c$).

### 2.3 Discussion

The coupled equations that predict the thickness of the weathered zone (Eq. 2.4), the ratio of fresh bedrock to surface relief (Eq. 2.5), and the residence time of material in the weathered zone at the divide (Eq. 2.6) depend on seven parameters for the linear soil flux case, and eight for the non-linear case. Saturated conductivity and porosity of the fresh bedrock, which are treated here as the ratio $K/\varnothing$, are the most difficult parameters to measure. For the likely range of $C_o$ for which the model has applicability, significant $S_w$ (i.e. $Z_b$ above the elevation of the adjacent channel) only occurs for $K/\varnothing$ between $10^{-13}$
and $10^{-8} \text{m/s}$ (Figure 2.S4). Hence, our model suggests that bedrock of low conductivity is required for a significant portion of the hillslope relief to remain unweathered. As argued by Hatijema and Mitchell-Bruker (2005) (41) and explored by Gleeson et al. (2008, 2011), (36,42) the tendency for a water table to reflect the local topography increases with decreasing hydraulic conductivity. K. Gleeson and Manning (2008) (43) further suggest that low hydraulic conductivity crystalline rock within hillslope interiors limits the role of regional groundwater flow between watersheds.

Despite a few deep conductive fractures in the bedrock, $Z_b$ may remain elevated well above the channel floor. At the Coos Bay site (Figure 2.S1) for example, Anderson et al. (2002) (6) noted two fractures between 12 and 36 m below the surface at the divide that showed signs of oxidation in otherwise fresh bedrock. Similarly, Gburek and Folmar (1999) (44) noted the occurrence of local weathered and more conductive fractures within fresh sedimentary rocks in a drill hole used for characterizing groundwater dynamics on an unglaciated hill in Pennsylvania. This suggests that even though rare fractures may be seasonally dynamic in transmitting some deeper groundwater flow, $Z_b$ might be maintained well above the channel elevation by the predominance of low conductivity rock matrix and the absence of abundant conductive fractures (see SI).

The boundary condition for $Z_b(x)$ in Eq. 2.2 is that all lateral flow emerges at the channel surface at the base of the hillslope (Figure 2.1). The flux of water per unit length of channel due to drainage of the fresh bedrock is simply $C_o \Delta L$, which, given very slow incision rates (less than 1 mm/yr) and low porosity (less than 0.1), will be typically less than $10^{-3} \text{m}^3/\text{m} - \text{yr}$. This is an undetectable amount of runoff addition to a channel. Even in a seemingly dry channel, slow flow to the channel may occur

While the model successfully predicts a thickening weathered zone towards the divide, it also predicts a surprising $Z_b$ dependency on tectonics and climate. The depth of weathering and the degree of weathering is not a simple function of erosion rate. One might expect that faster erosion rates would thin a weathering profile, but instead the profile initially thickens with increasing uplift (Figure 2.4) due to the more rapid steepening of the hillslope than the groundwater table. This thickness then decreases once non-linear soil transport prevails. Hence, for the non-linear case, fresh bedrock could be at the surface if erosion rates are slow or fast, and, for the Coos Bay example this requires channel incision rates less than 0.02 mm/yr and greater than 0.4 mm/yr. Residence time, and thus, degree of alteration of the weathered rock zone is correspondingly a parabolic function of incision rate, with shorter residence times and a narrower range of possible residence times with decreasing $K/\varnothing$. Observations in the slowly eroding landscapes of tropical Rondônia, Brazil (32)$Z_{b0}/Z_{s0} = 0.5$ and the humid temperature Appalachian Piedmont (15)$Z_{b0}/Z_{s0} = 0.64 - 0.8$ suggest that the bottom-up limit on $Z_b$ may have broad application beyond areas of rapid uplift.

Neither the elevation profile of $Z_b$ (Eq. 2.3), nor the thickness of the weathered zone (Eq. 2.4) is an explicit function of rainfall or runoff rate but climate may play an important role (see full discussion in SI). Climate influences $L$ (or valley wavelength) (e.g., refs 45, 46), $C_o$ (e.g., ref 47), $\varnothing$ (48), and $\rho_r/\rho_s$ due to chemical weathering (e.g., ref 6).
Three-dimensional topographic effects arising from ridge and valley topography and vertical or lateral heterogeneities, especially of $K/\mathcal{D}$, could significantly affect the $Z_b$ profile. The time scale to develop the steady state profile modeled here is possibly several relief replacement times (48, 49). For example, a 50 m high hillslope eroding at 0.1 mm/yr requires at least 500,000 years to reach steady state. $C_o$ is unlikely to be constant over such time scales. Global climate cycles and internal dynamics of stream capture, episodic instabilities (e.g. landslides), variable resistant bedrock, propagating knickpoints, and lateral shifting of the channel will all contribute to non-uniform channel incision, even under relatively constant uplift. Such variations could also lead to perturbations in the $Z_b$ profile, and in the case of lateral channel shifting, dissociation of the $Z_b$ profile from the more rapidly adjusting surface topographic profile. Numerical modeling of unsteady $C_o$ is needed to evaluate the degree to which the $Z_b$ profile is damped in response to perturbations.

2.4 Conclusion

Until hillslope interiors are more accessible, either through geophysical imaging or extensive deep drilling, the relationship between surface topography ($Z_s$) and the topography of the transition to underlying fresh bedrock ($Z_b$) will remain essentially unknown. This knowledge gap is important to geomorphic, hydrologic, geochemical, ecological, and atmospheric processes. Our theory suggests that slow groundwater drainage of fresh bedrock creates a bottom-up control on the elevation of $Z_b$. Consistent with limited field data, the weathered zone is predicted to thicken towards the divide. $Z_b$ can be a significant fraction of the hillslope relief under a specific set of circumstances for a given hillslope length: 1) the underlying fresh bedrock $K/\mathcal{D}$ is less than $10^{-9} \text{m/s}$ and fractures are rare and mostly nonconductive; 2) channel incision rate is slow (order 0.1 mm/yr or less) or sufficiently high that non-linear soil transport dominates; 3) dissolution significantly lowers the weathered bedrock bulk density (leaving less to be carried away by soil transport); and 4) soil diffusivity is high. The model is testable because all variables can be determined with current technology of topographic surveying, cosmogenic nuclide measurements of erosion rates, field mapping of $Z_b$ through drilling, and measurements of bulk density, porosity, and saturated hydraulic conductivity. The systematic drilling of ridgetops at well-chosen sites could demonstrate the circumstances where $Z_b$ is below the surface and above the elevation of an adjacent channel and also evaluate if the model predicted $K/\mathcal{D}$ corresponds with the observed rock type. Such work would illuminate the interior structure of hillslopes and allow for the systematic mapping of the fresh bedrock topography under landscapes. Just as high-resolution digital elevation data of topography is revolutionizing earth surface process research, we now need high-resolution maps of the topography of the weathering front, $Z_b$, under landscapes. This is a shallow frontier in earth surface processes.
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2.6 Figures

Figure 2.1: Conceptual model showing the elevation of fresh bedrock, $Z_b$, under ridge and valley topography with a thin soil mantle overlying a weathered bedrock zone that extends to $Z_b$. Channel incision, at the rate $C_0$, drives hillslope erosion and drainage of fresh bedrock (flow paths illustrated with blue arrows). The left side of the figure illustrates the model framework and assumptions. At the ridgetop ($x=0$), the surface elevation is $Z_s0$ and the fresh bedrock elevation is $Z_b0$. Groundwater flux, $q_w$, is horizontal and proportional to the water table gradient, $\nabla Z_b$. Soil transport, $q_s$, is proportional to the surface slope, $\nabla Z_s$. All soil and water leaves the hillslope at $L$ where the hillslope meets the channel. At steady state, the rate of channel incision ($C_0$) is equal to the uplift rate such that the ground surface, $Z_s$ and surface of the fresh bedrock, $Z_b$, are stationary.
Figure 2.2: Controls on the fresh bedrock profile and thickness of the weathered zone under hillslopes. (A) Conceptual illustration of the dependence of the weathered zone thickness on the mean hillslope gradient, $S_h$, and mean groundwater table slope, $S_w$, and thus soil transport and hydraulic properties (all terms defined in the text). (B) The dependence of the ratio of fresh bedrock relief to hillslope relief at the ridgetop, $Z_{b0}/Z_{s0}$, on $S_h$ and $S_w$ illustrates the parameter space for which the weathered zone is expected to be limited in vertical extent by drainage of fresh bedrock. Observations from three sites (solid symbols) and data associated with the example profiles shown in Figs. 3 C-F (open symbols) are plotted. Open circles represent results of the linear soil flux model (Eq. 2.5) and open squares represent the non-linear model (Eq. 2.S2). The dark gray area indicates where $S_w$ exceeds $S_h$ and thus bedrock is expected at the surface. The light gray area indicates where $S_w$ is so low relative to $S_h$ that $Z_{b0}$ is essentially at the elevation of the channel. (C-F) Four example profiles for a fixed hillslope length (L=100 m) and lowering rate ($C_o = 0.1 mm/yr$) demonstrate the influence of soil diffusivity, D, and the ratio of hydraulic conductivity to porosity, $K/\varnothing$, on the thickness and residence time of the weathered bedrock zone. Fresh bedrock is denoted by dark gray. The surface topography was calculated using the non-linear model (29) assuming a critical slope, $S_c$, of 1.2 (Eq. 2.S1). The corresponding linear profiles are shown in Figure 2.S1.
Figure 2.3: Mapping the ratio of saturated hydraulic conductivity to porosity ($K/\varnothing$), fresh bedrock relief ratio ($Z_{b0}/Z_{s0}$) and mean residence time ($T_r0$). (A) The influence of channel incision rate, $C_o$, on the fraction of the total hillslope relief that is unweathered ($Z_{b0}/Z_{s0}$). (B) The influence of $C_o$ on the residence time of the weathered material that arrives at the soil-bedrock boundary at the ridgetop ($T_r0$). In both (A) and (B), solid lines represent predictions using a non-linear relationship between soil flux and slope (Eq. 2.S2, S3) and dashed lines represent the linear model. Model parameters for Coos Bay were used to generate predictions (Table S1). A range of $K/\varnothing$ is shown to illustrate how the deviation between the linear and non-linear model predictions depend on $K/\varnothing$ such that higher $K/\varnothing$ will produce a thicker weathered zone. Deviations between the two model results are minimal at low $C_o$ but increase with increasing $C_o$. Whereas the linear model predicts a thickening of the weathered zone (and thus an increase in residence time) with increasing erosion rate, the non-linear model predicts a maximum weathered zone thickness that depends on the bulk density ratio, $p_r/\rho_s$, hillslope length, $L$, and critical slope, $S_c$. 
Part II

Field investigation of critical zone hydrologic dynamics
Chapter 3

Site description and methods
3.1 Introduction

Part II describes the results of an intensive investigation focused on characterizing the structure and hydrologic dynamics of the critical zone. The focus of the study is the Rivendell experimental hillslope at the Eel River Critical Zone Observatory within the steep, forested, seasonally dry Northern California Coast Ranges. In the first chapter of Part II (Chapter 3), I introduce the site and methods used in the following chapters. In Chapter 4, I report the results of a drilling investigation aimed at characterizing the critical zone rock weathering profile properties and general hydrologic dynamics. Chapter 5 details the spatial and temporal dynamics of rock moisture, the exchangeable water within weathered and fractured rock, observed within the hillslope. In Chapter 6, I explore the consequences of the spatial structure of the critical zone on groundwater flow and runoff generation. In effect, I introduce the site and methods (Chapter 3), describe the critical zone structure (Chapter 4) and its influence on unsaturated zone (Chapter 5) and saturated zone (Chapter 6) processes. In each chapter, I introduce the research objective and provide a summary of the main findings. I conclude in the final chapter (Chapter 7) with a synthesis of the results outlined in Chapters 4-6.

3.2 Site Description

The study site (39.729 N, 123.644 W) is a steep (average 32 degrees) hillslope affectionately known as “Rivendell.” Rivendell is located 150 miles north of San Francisco in Mendocino County, California, and is a small hillslope located within the University of California Angelo Coast Range Reserve (http://angelo.berkeley.edu/). It lies 14 kilometers inland from the Pacific coast, which places the site just outside the coastal fog belt but still within the California Coastal Mountain Range. Rivendell is a 4000 square meter catchment within a hillslope that drains to Elder Creek at 392 m.s.l., a tributary of the South Fork Eel River. Slightly upstream of Rivendell, along Elder Creek, a United States Geological Survey benchmark real-time gauging station has operated since 1965 (Station 11475560).

As part of the Eel River Critical Zone Observatory, formerly Keck Hydrowatch, over 750 hydrologic and climatic sensors across Rivendell are powered by treetop solar panels and transmit measurements wirelessly across a network of radios and servers within the reserve. To date, over 374 million data points have been collected and stored in the sensor database, with new data available nearly in real-time (http://sensor.berkeley.edu). Instruments record the moisture content of soil and rock at 27 stations, groundwater levels in 12 wells, climatic conditions such as temperature, humidity and solar radiation at 5 stations, and sap flow in over 30 trees across the site. Rivendell is a steep north facing slope and the south slope, which is the headwall of a deep-seated landslide, has a considerably shallower slope of 25 degrees.
Climate

The climate is characterized as Mediterranean, with warm dry summers and cool wet winters. The area receives an annual average of 1800 mm of rain with very little snow, but there is significant variability in total annual precipitation (Link et al., 2014). A 60 year average annual precipitation of 1763 mm was recorded at at nearby Richardson Grove State Park Weather Station. The vast majority of precipitation falls between October through May. Early October daily temperature is about 10 degrees C (which is the average annual temperature); the daily average temperature then drops to nearly 0 degrees C by the end of December before increasing to 20 degrees C in early August (http://angelo.berkeley.edu/). Daily fluctuations in temperature are much larger during the warm summer months than in the winter.

Vegetation

The forest is old growth needleleaf and broadleaf evergreen and relatively dense with a limited understory. Species include Douglas-fir (*Pseudotsuga menziesii*), interior live oak (*Quercus wislizeni*), tanoak (*Notholithocarpus densiflorus*), Pacific madrone (*Arbutus menziesii*), California bay (*Umbellularia californica*) and some relatively younger coast redwood (*Sequoia sempervirens*). Douglas-fir constitutes approximately 40% of tree basal area in the Eel River watershed (Woudenberg et al., 2010) and forms the overstory at the site, with heights up to 55-60 meters. The other species form the lower canopy at approximately 20 meters. Below the lower canopy, there are smaller (5-10 meter) trees of varying type and no dense ground cover. Pacific madrones occur more frequently upslope, but the rest of the trees appear to have a relatively even distribution.

Geologic setting

Most of the site is underlain by nearly vertically dipping argillite, which strikes approximately parallel to the hillslope axis. Along the eastern divide, a sandstone interbed is exposed at the surface (Figure 3.1). Minor interbeds of sandstone in this marine turbidite sequence are common. Kim et al. (2014) report that the major clay minerals are illite, Fe-rich chlorite, kaolinite and mixed layer illite/montmorillonite and the major primary minerals are quartz K-feldspar, plagioclase and chlorite.

The underlying geology, mapped as the Coastal Belt of the Franciscan Formation (McLaughlin et al., 2000), is a record of the accreted terrain of the North American plate margin and consists of slightly metamorphosed marine sedimentary rocks. The Elder Creek watershed falls mostly within the Yager Terrane, however the southwesternmost portion, including the mouth of Elder Creek where Rivendell is located, is mapped within the Coastal Belt Terrane. The Yager terrane is described as well-bedded, little sheared, locally highly folded mudstone rich turbidities with interbeds and lenses of sandstone and conglomerate (Blake et al., 1985). The Yager and Coastal Belt are geochemically similar.
(Ernst and McLaughlin, 2012), however structural differences are reported: The Yager Terrane is less severely deformed and has less laumontite veining and no volcanic material, while the Coastal Belt Terrane, is more deformed, has abundant laumontite veining, and does contain volcanic material (Langenheim et al., 2013). The mapped boundary between the two terranes is shown as closely aligned with the ridge forming the southern boundary of the Elder Creek catchment (Langenheim et al., 2013), but this mapping relied primarily on interpretation of photography and topography and must be considered as approximate. Despite the tectonic deformation, the area retains mappable bedding (unlike the Central Belt mélangé farther to the east).

The Eel River watershed emerged above sea level in the past 2-4 million years (Lock et al., 2006). Incision rate along Elder Creek during the Holocene was approximately 0.2 mm/yr, while Pleistocene erosion rates associated with wetter conditions approached 0.4 mm/yr (Fuller et al., 2009). Contemporary uplift rates increase from south towards the north from 0.4 mm/yr to >4 mm/yr (Merritts and Bull, 1989). Pleistocene to Holocene erosion rates of 0.07 – 0.35 mm/yr are measured locally (Fuller et al. 2009). Erosion rates as high as 0.9 mm/yr were measured over the Eel River (Wheatcroft and Summerfeld, 2005). Deep seated landsliding is pervasive and delivers much of the sediment to the channel. Mackey and Roering (2015) proposed that up to 7% of the Elder Creek watershed moved in the past 62 years. Rivendell is a steep north-facing slope with no evidence of deep landsliding. Across the ridge, the south slope, however, forms the headwall of an ancient deep-seated landslide. Rivendell drains directly to the channel but much of Elder Creek is lined by strath terraces which record the active incision into bedrock.

### 3.3 Prior work at the Rivendell field site

Rivendell was established in 2007 as part of the Keck Hydrowatch project. Since then, projects focused on the spatial and temporal pattern of evapotranspiration of the mixed canopy forest (Link et al., 2014), the source of water to vegetation (Oshun, 2015), controls on the geochemical composition of groundwater (Kim et al., 2012, 2014), streamflow solute concentrations (Kim, 2014, Thurnhoffer, 2015), the extent of the wetted channel in Elder Creek (Lovill, in prep), the subsurface stable isotope composition of pore fluids (Oshun et al., 2015), spatial and temporal patterns of groundwater, soil and rock moisture (Salve et al., 2012), numerical representation of rapid groundwater flow (Vrettas and Fung, 2014) and the development of the weathering front (Rempe and Dietrich, 2014).

Kim et al. (2014) monitored the geochemical composition of groundwater and streamflow at Rivendell at daily frequency in three wells (1,3, and 10) across the hillslope via automated sampling. Kim et al., 2014 found two dominant processes that influence the observed patterns of groundwater chemistry: 1) At high water table positions during the wet season, groundwater is more concentrated than rain water but has relatively low cation and high silica concentrations which are controlled by the fast cation exchange reactions and the probably dissolution of amorphous silica in soils and saprolite (and per-
haps fractured, weathered bedrock) in the near surface where elevated CO\textsubscript{2} concentrations provide a source of protons and 2) At low water table positions during the dry season, groundwater reaches thermodynamic equilibrium with secondary minerals and high base cation concentrations in groundwater are observed. These two “end-member” groundwater compositions are thought to control stream water chemistry in Elder Creek and the spatial and temporal variability of stream chemistry is currently under investigation.

By monitoring sapflow measurements of 26 trees on the Rivendell hillslope, Link et al. (2014) found that the evergreen species on the site exhibit distinct differences in the seasonality of their transpiration rates and that this seasonality is expected to have a significant influence on regional climate. Douglas fir, (*Pseudostuga menziesii*) transpiration peaks in the wet spring and declines significantly during the summer months while other species including Pacific madrone transpire maximally in the mid to late summer when insolation peaks. By comparing transpiration rates to measurements of soil moisture, Link et al., 2014 suggest that the decline in Douglas fir transpiration over the summer months is linked to the sensitivity of Douglas fir stomatal conductance to water availability and vapor pressure deficit, while broadleaf species such as madrone are less sensitive to water stress and maintain greater stomatal conductance during the dry summer. Using an atmospheric modell, Link (2015) demonstrated that a shift in species composition from dominantly broadleaf to dominantly conifer may lead to a near-surface 1.5-2.5 °C warming and 2-3 g/kg change in humidity due to the difference in the seasonality of transpiration.

Oshun (2015), investigated the source of water to vegetation through stable isotope (dD and d\textsubscript{18}O) analysis of weathered bedrock, groundwater, soil, vegetation and rain. Through monitoring of stable isotopes throughout the seasonal cycle over several years, Oshun (2015) show that that the dominant conifer species, Douglas fir, (*Pseudostuga menziesii*), relies primarily on rock moisture whereas adjacent hardwoods (e.g. Interior live oak *Quercus wislizeni*) exploit soil moisture. An artificial injection (tracer test) of water below 1.5 m (Oshun, 2015) directly demonstrated the uptake of rock moisture by Douglas Fir in the summer of 2014.

Oshun (2015) found that, despite the rise and fall of the water table, the stable isotope composition of groundwater was relatively invariant, was distinctly different from the stable isotope composition of water taken up by trees (even where groundwater was shallow), and was distinctly different from the composition of water extracted from the rock that the groundwater occupies. By tracking the stable isotope composition of incoming rainfall within the weathering profile (soil, saprolite, and weathered rock) across the hillslope, Oshun et al., (2015) documented a persistent structure of stable isotope pore fluid composition that they suggest reflects the potential evolution of water through the critical zone.

Salve et al., (2012) analyzed the response of soil moisture, rock moisture (a term they introduced that is further explored in Chapter 5) and the groundwater system to rainfall, particularly to the first storms of the season. Their analysis was limited to wells drilled in 2007 (1, 3, 5, 6, 7, 10). They proposed that precipitation travels vertically through the
weathered bedrock along fractures, perches on the dense fresh bedrock, and then flows to the adjacent stream, Elder Creek. The first rains of the season which mark the end of the long dry summer can generate a rock moisture response at depths beyond the soil. Early small storms also cause a rapid but minor water table rise that is short-lived. Subsequent rainfall during the wet season advances a wetting front through fractured and weathered bedrock and recharges a fracture dominated seasonally perched groundwater system which delivers water to the adjacent stream. Salve et al., 2012 suggest that recharge is dominated by flow through fractures, rather than the rock matrix, and document significant seasonal changes in rock moisture, the water stored within fractured bedrock, that exceeded that observed in soil. They observed that rock moisture changes diminished at depth, and that despite the rise and fall of the water table during a large (>200 mm) storm, rock moisture changes were not observed within the water table fluctuation zone suggesting a distinct structure to rock moisture dynamics in the unsaturated and saturated zone.

Vrettas and Fung (2014), motivated to include the processes documented in Salve et al. (2014) in climate models, propose a novel treatment of hydraulic conductivity parameterization that simulates both the rock moisture dynamics and the rapid delivery of water to the groundwater. They showed that by representing the mean hydraulic conductivity (which declines with depth) as a product of effective saturation and a background hydraulic conductivity drawn from a lognormal distribution, they could capture both the rapid groundwater response and the seasonal change in rock moisture content.

### 3.4 Methods

#### Drilling

In September 2007 and August 2010, boreholes were drilled into the hillslope using a tractor-mounted rig on and above a dirt access road and a hand-portable system below the road on the steeper portion of the hillslope (Table 3.1). Both systems used a combination of dry augering and standard penetration resistance testing to advance the hole and retrieve samples. During drilling, standard penetration resistance was measured by dropping a 140 lb hammer 30 in. on a 2 in. outside diameter split spoon sampler and recording the number of blows required to penetrate 6 inches. This value was used to calculate the N-value or standard penetration resistance in blows per foot. For penetration smaller than 6 inches, the number of blows was recorded and standard penetration resistance was calculated by dividing the number of blows by the penetration distance and converting this value to blows per foot. Our method differs from the ASTM standard (D1586 – 11) in that N-values were calculated for each individual advance of the sampler as opposed to summed over two 6 inch penetrations and additionally, N-values greater than 100 blows/foot were recorded. Therefore, the N-values or standard penetration resistance can be considered a modified penetration resistance and is referred to as N or penetration resistance herein. The drilled holes were lined with perforated PVC (polyvinyl chloride)
pipes, sealed at the surface with a cement grout, and fitted with submersible pressure transducers and temperature sensors (CS450 and CS451, Campbell Scientific, Inc.) to monitor the height of water in each borehole and water temperature.

These vertical holes were also used to monitor rock-moisture changes using a neutron probe (Model CPN 503DR Hydroprobe). In our surveys, we lowered the probe at 0.3 m intervals throughout the entire unsaturated zone at the time of measurement. The neutron count measured by the neutron probe is sensitive to the volumetric water content of material within approximately 30 cm of the probe and has been shown to be linearly related to volumetric water content. The magnitude of the counts also depends on the casing material, which is uniform for all wells, and diameter, which varies at our site (Table 3.1). While neutron count readings are most sensitive to the presence of hydrogen, variations in soil and rock composition influence the magnitude of counts. Specifically, high absorption capacity elements such as iron, potassium, manganese, boron, and chlorine will decrease neutron counts (Burn 1964, Couchat 1967). In successive measurements over time, water content is the only variable expected to influence changes in neutron counts. While most hydrologic and climatic observations from this investigation (i.e., precipitation, atmospheric temperature, moisture-content changes in shallow profile, water table fluctuations) are from continuous measurements made at a high temporal resolution, neutron probe measurements and downhole temperature and dissolved oxygen profiles are from periodic measurements made at various discrete times. Monitoring equipment is powered by solar panels and data are transmitted to a server via radios. Various power outages and sources of electronic noise were encountered during the period of observation and data from these intervals were not analyzed. Therefore, despite mostly continuous monitoring of all hydrologic and climatic variables, some data are not available for certain discrete periods and are therefore missing or not included in the analyses that follow.

Laboratory Analysis of drilling samples

Samples of soil and rock recovered during drilling were analyzed in hand sample for evidence of weathering. Samples were logged for lithologic characterization (primarily grain size), color, presence of weathering rinds, coatings, or precipitates, presence of roots, extent of fracturing, and friability. Representative samples from each depth where standard penetration testing was conducted were quantitatively analyzed for color through analysis of digital photography. Core samples were photographed under standardized lighting conditions and digital image processing of the photographs provided a quantitative estimate of the RGB and CIELAB color space for each core sample.

Samples for gravimetric moisture content analysis were bagged, placed in a cooler, and transported to a laboratory located within the Angelo Coast Range Reserve within hours of retrieval. Samples were weighed before and after drying at 105 C for 24 hours. Different samples were later taken from storage for measurement of saturated gravimetric moisture content. To document moisture content increase upon wetting of matrix blocks, samples of rock matrix were soaked in deionized water for 96 hours and dried by hand
using Kim wipes until no moisture was observed on the Kim wipe and the difference in
mass between the soaked sample and the sample dried for 24 hours at 105°C was used to
calculate the gravimetric moisture content, \[ \Theta_{grav} = \frac{m_{wet} - m_{dry}}{m_{dry}} \] where \( m_{wet} \) is the mass of
the sample prior to oven drying, and \( m_{dry} \) is the mass of the sample after drying.

**Soil Moisture and Climatological Data**

Soil moisture was monitored via time domain reflectometers (TDR) across the hill-
slope. Two types of TDR installation were used to monitor soil moisture (see Salve et
al., 2012). Short, 15 cm, TDR (TDR100, Campbell Scientific) were installed directly into
soil in small trench faces which were then backfilled (T-series TDR). Long, 30 cm long,
TDR (Model CS610_L, Campbell Scientific) were installed in augered holes which were
backfilled with native soil (S-series).

Continuous moisture content monitoring of shallow saprolite and weathered rock was
accomplished using TDR that were installed using several methods (see Oshun, 2015
and Salve and Rempe, 2013). Three 30 cm long TDR (L5 0.7-1.38 m), (Model CS610_L,
Campbell Scientific) were installed into a trench face in highly weathered sandstone sapro-
lite near Well 15. Near the road cut, two 30 cm long TDR (L4, Model CS610_L, Camp-
bell Scientific) were installed directly into fractures located within argillite and sandstone
(Salve and Rempe, 2013). Two other 30 cm long TDR (also labeled L4) were installed di-
rectly into argillite and sandstone matrix by drilling holes the diameter of the TDR probes
and directly pressing the TDR into the matrix.

Precipitation records used in water budget calculations are from the Angelo Meadow
Weather Station. Between March 8 2015 and March 25 2015 the Angelo Meadow weather
station sensor was down. A modified Angelo Meadow Weather Station rainfall (mm) and
cumulative rainfall (mm) dataset was generated by using the Cahto Peak dataset during
the Angelo Meadow Weather Station outage.

Nearby, upstream along Elder Creek, a United States Geological Survey benchmark
real-time gauging station has operated since 1965 (Station 11475560) and streamflow data
are derived from there. The microclimate of the hillslope was monitored with four rain-
gauges (TE525 Campbell Sci., Inc), (Figure 3.1). Topographic data are derived from
LiDAR (light detection and ranging) provided by the National Center for Airborne Laser
Mapping (NCALM) in a survey conducted in 2014. Microclimate data were also recorded
in an open meadow across Elder Creek from the site (initiated in Fall 2008 using the
same system as on the site). The clocks on the control device were synchronized and
periodically checked to ensure that timing of measurements along the site were always
consistent.

**Analysis of groundwater response**

During the period of monitoring (2008-2015), we evaluated the hydrologic response
to rainfall both within and between seasons. The wells are continuously slotted through-
out the entire penetrated thickness. This allows us to sample and monitor the entire thickness of the seasonally saturated zone without apriori knowledge about its depth. However, we are prevented from identifying the exact depth intervals from which water is derived or from identifying perched water tables within the otherwise unsaturated zone. By constructing wells this way in a fractured bedrock environment, we were able to make observations about the heterogeneity of the hydrologic response across the hillslope without restricting observations to discrete fractures. The timing of groundwater response to rainfall was evaluated by analyzing the groundwater response to individual storm events. A storm was defined as a period that exceeded 2 mm of rain after more than 6 hours of no rain. Analysis of well hydrographs was restricted to unambiguous, single peaked groundwater responses to storms. Several parameters were used to evaluate the groundwater response to storms. Lag to peak was defined as the lag between the centroid of the storm precipitation and the peak groundwater response. The velocity of the initial groundwater response was defined as time between the initiation of rainfall within a given storm and the initial groundwater level rise. The uncertainty on these time scales is limited to the frequency of data collection which was 30 minutes prior to November 2011 and 5 minutes after November 2011. The amount of precipitation per storm was compared to the groundwater level rise that occurred during the storm. The fraction of the groundwater level rise accounted for by the storm precipitation can be calculated by dividing the cumulative storm precipitation by the maximum groundwater level rise. Assuming that all precipitation reaches the groundwater during the time scale of the storm, all flow is vertical, and all groundwater is associated with fracture porosity, this parameter provides a crude estimate of the fracture porosity within the saturated zone. The seasonal response to rainfall was evaluated by identifying the initial, significant groundwater response which resulted in a seasonally elevated water table. This was distinguishable from small increases and recessions generated by modest Fall storms. The water table elevation in W2 and W13 recedes below the elevation of the bottom of the well, therefore pressure transducer data derived from these time periods was not included in hydrograph analyses. Groundwater from W1, W3, and W10 are also from summer recession hydrograph analyses because of daily pumping for groundwater sampling which complicated the quantitative interpretation of the groundwater recession.

**Rock moisture measurement**

Rock moisture was monitored in shallow and deep boreholes using a neutron probe (CPN 503DR Hydroprobe, Instrotek Inc. Serial No. 4340702152). Appendix B provides general discussion of neutron probe theory and sources of error as well as specific details pertaining to the calibration and interpretation of neutron probe data in this study. Downhole surveys were conducted in deep (4-30 m) groundwater monitoring wells (Figure 3.1). Groundwater monitoring wells used for neutron probe results reported here were drilled in 2007 (Wells 2, 5, 6 and 7) and 2010 (Wells 12, 13, 14, 15, and 16) and cased with continuously slotted PVC (see Appendix B) and sealed at the surface with cement
to prevent short circuiting of water down the hole. Monitoring wells were outfitted with submersible pressure transducers to monitor groundwater dynamics.

In the field, raw neutron counts, $N$ (counts per 16 seconds), were measured throughout the unsaturated zone by lowering the probe down cased borehole at 0.3 m intervals. Neutron counts were converted to volumetric moisture content, $\theta$ (m$^3$m$^{-3}$) using a linear calibration between $N$ and $\theta$ that depends on the borehole casing diameter and material (Appendix B). Changes in volumetric moisture content, $\Delta \theta$, are calculated as

$$\Delta \theta(z, t) = \theta(z, t) - \theta(z, t_0)$$  \hspace{1cm} (3.1)

where $z$ is the depth of measurement (m), $t$ is the time of the survey and, in the analysis that follows, $\theta(t_0)$ is derived from a survey performed on October 25, 2015. This survey date was selected because it represented the driest survey for which data existed in all wells. Not all depths experience the driest conditions at the same time, and we explore this in the section addressing interseasonal storage, but we choose to define a changes in rock moisture using a single survey rather than the driest observation at each depth because we seek to understand the controls on the timing and spatial distribution of rock moisture storage, not just the full dynamical range. We therefore use individual survey dates as snapshots in time.

To quantify changes in the volume of water stored as soil and rock moisture, we define $S$ (mm) as moisture storage relative to a reference date, here taken to be October 25, 2015. Moisture storage, $S$, is the integral of changes in moisture content over a depth interval:

$$S_{z_1-z_2} = \int_{z_1}^{z_2} \Delta \theta(z) \, dz$$  \hspace{1cm} (3.2)

Soil moisture storage was computed by applying an observed moisture content change to a defined soil thickness over which the measurement applied. To compute rock moisture storage, $S$, from moisture content changes measured in boreholes via neutron moderation over time we assume that discrete measurements of change in moisture content, $\Delta \theta$, made at regular 0.3 m intervals reflect moisture content changes over the depth interval between the midpoints of successive measurements and therefore, $S(z)$ can be computed as

$$S(z, t) = [(z - 0.15) - (z + 0.15)] \ast \Delta \theta(z, t) \ast 1000 \frac{mm}{m}$$  \hspace{1cm} (3.3)

Discrepancies in survey-to-survey probe placement are expected to influence readings, and were therefore minimized in the field by using the same graduated cable for all surveys presented here. Further, analysis of $S$ over depth intervals greater than the measurement interval helps to overcome errors introduced by potential survey-to-survey inconsistency in the location of the probe in the borehole. To analyze changes in moisture storage over

\footnote{Note that standard penetration resistance (Section: Drilling) is referred to as an “N-value” while neutron counts are denoted by the letter “N.”}
depth intervals greater than the measurement interval of 0.3 m, \( S_{z_1 - z_2} \) was calculated by summing \( S(z) \) throughout the interval.

\[
S_{z_1 - z_2}(t) = \sum_{z_1}^{z_2} S(z, t) \tag{3.4}
\]

The rate of change of rock moisture storage within a specified depth interval is calculated as the change in rock moisture observed between two discrete measurements divided by the elapsed time between those measurements:

\[
\frac{\Delta S_{z_1 - z_2}}{\Delta t} = \frac{S_{z_1 - z_2}(t_a) - S_{z_1 - z_2}(t_b)}{t_a - t_b} \tag{3.5}
\]

As a means of analyzing changes in rock moisture with depth, we define a parameter \( \Sigma S \) which is the amount of rock moisture stored at or above a particular depth. \( \Sigma S \) is calculated as the cumulative sum of \( S \) with depth:

\[
\Sigma S(z, t) = \sum_{z_0}^{z} S(z, t) \tag{3.6}
\]

To evaluate changes in storage throughout the profile, we also define the term unit storage capacity (mm/m) as the amount of storage observed within a particular measurement location at a particular time. Storage capacity is simply the change in moisture content, \( \Delta \theta \) multiplied by 1000 to achieve the units of mm/m.

Note that though the magnitude of \( \theta \) and \( S \) in measured in rock depend strongly on the probe-specific, casing-specific, and material-specific calibration of the instrument, the spatial and temporal patterns explored here are largely independent of this calibration. Our analyses and conclusions generally rely on \( \theta \) and \( S \) as a means of understanding patterns of water availability in time and space. However, comparisons between various components of the water balance and rock moisture are made by using a probe-specific and casing-specific calibration for an idealized material (see Appendix B). An idealized material is used because presently it is not feasible to develop a material specific calibration relationship at each measurement point.

Though methods for estimating uncertainty of neutron probe measurement exists for intensively characterized soils and granular material of established heterogeneity (e.g. Haverkamp et al., 1984, Vachaud et al., 1983), further research is needed in both calibration and quantification of uncertainty with neutron probe measurements in heterogeneous rock environments. This topic is explored in Appendix B, and here, we offer two measures of uncertainty. The first, instrument precision, is the smallest and easiest to quantify (Table B.5 in Appendix B). The mean standard deviation of all repeat measurements was 45 counts/16 s, which leads to an uncertainty of 2-3 mm/m. The maximum standard deviation of repeat measurements observed was 160 counts/16 s which leads to an uncertainty in \( S \) of 7-11 mm/m. The largest contribution to uncertainty in the calculation of \( \Delta \theta \) and thus \( S \) is the slope of the calibration equation, \( \alpha \), used to calculate \( \theta \) from \( N \).
Since the calibration between $N$ and $\theta$ is expected to be linear at moisture contents lower than approximately 0.4 (Schwanki et al. 1995, as well as our own experimental work in crushed rock shown in Appendix B), any uncertainty in $\alpha$, the slope of the calibration equation, is easily translated into uncertainty in $\Delta \theta$ and $S$. Differences in material properties throughout the profile are expected to influence the relationship between $N$ and $\theta$ (and thus $\Delta N$ and $\Delta \theta$), therefore, we expect $\alpha$ to vary throughout the profile. Presently, we lack methods for establishing an uncertainty estimate for $S$ based on uncertainties in $\alpha$ itself or its variability throughout the profile. When compared to neutron probe data, data from gravimetric sampling and continuous TDR measurements in the upper 0.7-1.4 m reveal that $\alpha$ may be 1.4-1.9 times higher than the $\alpha$ for sand (Appendix B). Therefore, it is possible that the sand-based calibration we use here leads to an underestimate of rock moisture storage, particularly in the near surface. In summary, we use a single $\alpha$ throughout the profile that was established from a barrel calibration experiment on an idealized material (Appendix B) and the reported uncertainty is only the uncertainty associated with instrument precision.

### 3.5 Tables

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>10</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elevation of Wellhead Above M.S.L. (m)</td>
<td>400</td>
<td>420</td>
<td>421.3</td>
<td>449</td>
<td>451.62</td>
<td>454</td>
<td>455</td>
<td>401.8</td>
<td>420</td>
<td>445</td>
<td>468</td>
<td>455</td>
</tr>
<tr>
<td>Total Depth of Well (m)</td>
<td>9.50</td>
<td>12.20</td>
<td>14.40</td>
<td>25.30</td>
<td>19.90</td>
<td>19.80</td>
<td>27.40</td>
<td>7.21</td>
<td>18.44</td>
<td>32.92</td>
<td>33.22</td>
<td>34.29</td>
</tr>
<tr>
<td>Casing Diameter (in)</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 3.1: Borehole elevation, depth, and casing diameter for wells drilled at Rivendell field site.

### 3.6 Figures
Figure 3.1: (A) Laser altimetry map of Elder Creek watershed derived from data collected by the National Centre for Airborne Laser Mapping. Vegetation within the watershed is coloured by canopy height (light green is brush and hardwoods, dark green is the taller conifers). Elsewhere, vegetation is filtered to reveal bare earth topography. Inset shows location of Elder Creek watershed within Northern California. (B) Location of Rivendell relative to Elder Creek and the South Fork Eel River. (C) Image of Elder Creek and (D) Rivendell Field Site. (E) Map of Rivendell field site (latitude 39 4304400N, longitude 123 3803900W) showing contours (1 and 5 m intervals) derived from airborne laser swath mapping data collected by the National Center for Airborne Laser Mapping (2009) and the location of wells, soil moisture (TDR), and precipitation gauges. A sandstone ridge that borders the Eastern side of the site is shown in light tan. Mapped lithology in exposures (along the channel and a road cut that bisects the site) reflects the dominance of nearly vertically bedded argillite with some competent sandstone interbeds that can outcrop.
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Chapter 4

Critical zone characterization
4.1 Introduction

The structure and hydrologic dynamics of hillslope interiors are largely inferred via the composition of streamflow or isolated observations within wells, trenches, or roadcuts. In the few studies that do drill into the critical zone, wells are often too shallow to characterize the full extent of the critical zone (e.g. Ebel et al., 2008) or are sited in valley bottoms or ridge tops but do not permit for a hillslope critical zone structure to be established (e.g. Padilla et al., 2015, Hale and McDonnell, 2016). In this chapter, I introduce the first attempt to fully characterize the structure of a deep critical zone across a hillslope unit, from channel to divide. I describe the Eel River Critical Zone observatory Rivendell field site and the results of drilling and groundwater monitoring that reveal the general pattern of weathering and hydrologic dynamics of the critical zone.

4.2 Results

Critical zone vertical profiles: Summary overview

Figure 4.1 summarizes the vertical variation in critical zone characteristics at each of 12 wells. Figures 4.2-4.5 show each row at a larger scale. The wells are arranged in Figure 4.1 parallel to their relative elevations so that one can see the gross patterns of critical zone properties and dynamics in a single figure. Each well is represented by two adjacent profiles. In the first profile the vertical variation in material properties obtained from drilling are portrayed. The second summarizes the entirety of the hydrologic dynamics in each well hole. The material properties shown in the first profile of the pair are (see legend): 1) the material type- soil, saprolite, weathered bedrock, and fresh bedrock. Gaps in the profile record where no samples were collected via standard penetration testing. Fresh bedrock is typically represented by a thin line because we were only able to penetrate several centimeters into fresh bedrock. Wells 5, 6 and 7 were drilled on the road bed, consequently the soil and much of the saprolite were absent. These drill holes are located relative to the reconstructed original surface (by projecting the adjacent ground surface in the road cut across the road). 2) Mineral coatings and precipitates - red-colored oxide coatings on fracture surfaces (likely iron-oxide), blue or black-colored oxide coatings on fracture surfaces (likely Mn oxides), white precipitate (includes calcite and laumontite), 3) sandstone blocks associated with thin sandstone interbeds, and 4) tree roots. Also shown in the first profile is the vertical variation in penetration resistance. Figure 4.6 shows the data for all the wells plotted as three groups (based on relative proximity) as the observed blow counts per penetration distance. In Figure 4.1 the data have been normalized relative to the maximum resistance (lowest blow counts) such that the range is from 0 to 1.0. The second profile of the pair for each well in Figure 4.1 show four key hydrologic features: 1) the portion of the hole that remains saturated all year long, 2) the seasonally saturated zone, 3) the relative time spent by the groundwater table at each
level (horizontal scale not shown but ranges from zero to 1.0), and 4) the neutron probe counts recorded by repeat profile surveys with the neutron probe. The wider the range of counts at a given depth below the surface, the large the range of rock moisture change.

Weathering profiles

The material profiles (Figure 4.1) can be grouped into three zones: soil, weathered bedrock (consisting of saprolite and weathered fractured-bedrock) and fresh bedrock (Table 4.1). Soil thickness measurements across the site do not exceed 75 cm and generally lie between 30 cm and 50 cm. The entire hillslope is soil mantled with the exception of isolated outcrops of fractured and moderately weathered sandstone interbeds (Figure 3.1). These stony soils are dilated by biogenic disturbance, contain abundant macroporosity, and despite being derived from an argillite, show no signs of seasonal cracking. Soils are loam, clay loam, or silty clay. The saprolite properties are highly variable, as it lies between a completely disaggregated, dilated state of the soil and the strongly structured state of the weathered fractured-bedrock. It can be sufficiently disaggregated that it takes on a granular, soil-like appearance despite retaining corestones, remnants of bedding structure, and in some locations weakly systematic fracture patterns. Abundant fine-grained debris may separate relict blocks ranging in sizes from millimeters to centimeters, and roots, root casts, and burrows are locally common in the shallow saprolite. The deeper saprolite typically retains more visibly the bedrock structure and is overall much less disrupted. The saprolite is sufficiently broken that it can be excavated with a shovel. Nearly the entire mass is oxidized. The transition from saprolite to weathered fractured-bedrock is gradational with distinctly more clay-sized weathering products occupying fractures within the saprolite. The weathered fractured-bedrock consists of hard matrix blocks bounded by fractures of varying frequency and orientations. Generally the open fracture density decreases with depth. Fractures were observed at a variety of scales. Here the weathering is largely restricted to fracture surfaces and the matrix blocks appear generally unweathered. In many instances, however, the blocks could be broken by hand, revealing fractures whose surfaces were coated with oxides, and between the fractures granular material infills or precipitates were common. These small, barely visible fractures (before breaking the matrix blocks open) do not appear to be associated with bedding planes and instead may collectively form rectilinear blocks or conchoidal chips. In general, the narrow, usually disrupted (due to augering) drill samples prevent mapping bedding planes. Such bedding (which was roughly vertical) in the weathered bedrock, was visible in the road cut. The transition from weathered to fresh bedrock, $Z_b$, (see Chapter 2) was marked by a lack of oxidation along fracture surfaces, a decrease in fracturing observed during drilling, a change in mechanical strength revealed via an increase in penetration resistance, and analysis of the color, friability, and general condition of material recovered during drilling. In some wells (e.g. W6 and W10), this transition was abrupt and all metrics used to identify this boundary were coincident (Figure 4.1). In other wells, weak evidence of weathering (e.g. oxidation along a fracture plane) was observed
below within otherwise unweathered rock. Penetration resistance data collected during drilling show significant increases in penetration resistance with depth and relatively distinct values of penetration resistance for each of the broad weathering categories proposed (Figure 4.6). For example, on average, 9 blows per foot were required to penetrate soil, while saprolite, weathered fractured-bedrock, and fresh rock required 30, 130, and 1400 respectively (Figure 4.6). Generally each of these three penetration resistance values are similar amongst wells grouped together in Figure 4.6 and show a similar form: linear increase with depth, then nearly constant values, and then a systematic but less rapid increase in the deepest penetration. The penetration resistance at which the values turn constant corresponds to the blow count transition from saprolite to weathered fractured-bedrock. The depth to this transition varies from about 3 m near the foot of the slope to 8 m upper part of the hillslope. The depth where the penetration resistance once again increases with increasing depth varies from 6 m in the lower part of the slope to 11 m at the upper part of the hillslope. The smoothed resistance data shown in Figure 1.3 show that the resistance change with depth display localized increases and decreases, presumably corresponding to variations in fracture density. Oxidation along fracture surfaces and the presence of precipitates within fractures was generally restricted to soil, saprolite, and weathered fractured-bedrock, though precipitates and iron oxide staining associated with discrete fractures in the fresh bedrock was observed in some wells (e.g. W15 and W14). Roots were most dense in the first 2.5 m, but some roots were found as deep as 16 m below the surface. Figure 4.7 shows a longitudinal profile of the critical zone with penetration resistance color-coded in each borehole. Figure 4.8 shows profiles of color quantified in core samples via digital photography and image processing which reflect the degree of weathering. An increase in “redness” is associated with a greater degree of iron staining which is a strong indicator of near surface alteration due to weathering. These two figures illustrate that the depth and intensity of weathering within the saprolite and fractured weathered bedrock intensifies upslope. During drilling, drill samples recovered from Wells 10, 15, and 16 showed distinctly greater degree of oxidation and fracturing above the fresh bedrock, while wells located downslope showed generally lower fracture density and frequency of weathering along fracture surfaces.

Hydrologic response profiles

Gross hydrologic response, as portrayed in Figure 4.1, varies with material properties variation with depth, and with topographic location. Similar to the classification proposed by Legout et al., 2007, we identify three distinct hydrology zones: chronically unsaturated zone (CUZ), seasonally saturated zone (SSZ), and chronically saturated zone (CSZ). These zones are shown in a profile of the site drawn along Wells 1, 3, 6, 10 and 15, which lie along a common topographic fall line (Figure 4.7). The depth to the transition to the seasonally saturated zone (top of light blue zone in Figure 4.1) varies respectively from 2.5 m at well 1, to 3 m, 6 m, 11 m and 19 m at Well 15. This indicates a significant increase in the chronically unsaturated (vadose zone) upslope (Figure 4.7). The depth
to the chronically saturated zone (top of the darker blue zone, Figure 4.1) also increases upslope: 5 m, 10 m, 13 m, 19 m and 26 m, respectively. The difference in elevation of these two transitions defines the maximum thickness of the seasonally saturated zone, and surprisingly it remains nearly constant upslope from well 3 (2.5 m at Well 1, to 7 m, 7 m, 8 m, and 7 m). These two transitions (to seasonally saturated and transition to chronically saturated) roughly correspond to the transition in blow counts at about 100 blows/ft (seasonally saturated) to values that approach 1000 blows/ft (chronically saturated). Over 4 years of groundwater monitoring show that there is little variation of the minimum groundwater table position and that this chronically saturated level crudely corresponds to transition to fresh bedrock, which implies that groundwater perches on the fresh bedrock seasonally and nearly completely drains every year. In both 2007 and 2010, wells were drilled at the conclusion of the dry season in an effort to capture the full range of groundwater fluctuations that might occur within the hillslope. Drilling ceased when the water table had been penetrated or the drilling became too slow to proceed. In two wells (W13 and W2) groundwater monitoring subsequent to drilling revealed that the wells did not penetrate the deepest extent of the seasonal groundwater table because the wells drain completely.

Also shown in the hydrologic profile are raw neutron probe data that reveal the rock moisture dynamics of the critical zone (see Chapter 2). Three features are visible in these profiles. First, the vertical variation in moisture content is very consistent in successive years of measurements (these data represent 3 years of measurements in throughout wet and dry seasons). The spread of data at a particular depth reflects the dynamic range of rock moisture (i.e. the seasonal addition and depletion of water in the weathered bedrock), and this dynamic range generally declines with depth. Finally, data within the seasonally saturated zone (light blue in Figure 4.1) does not display a wide range of moisture content variation. The rock moisture dynamics are described in further detail in the chapter that follows. The general groundwater and unsaturated zone observations indicate that the hillslope interior experiences one of three hydrologic states, (unsaturated, seasonally saturated, or saturated) and the moisture dynamics are greatest where extensive weathering is observed.

4.3 Summary of results

We established the critical zone structure across a 4000 m² hillslope, from channel to hillslope divide, through drilling and groundwater monitoring within 12 deep wells. Drilling and characterization revealed a 4-25 m thick zone of variably weathered, fractured bedrock that thickens upslope and a seasonally perched water table forms at its base. Standard penetration testing and core characterization reveal four distinct layers, soil, saprolite, fractured rock, and unweathered bedrock, and a general pattern of decreasing porosity and increasing mechanical strength with depth. The seasonally saturated zone occurs within fractured bedrock, which shows evidence of weathering primarily along
fracture surfaces. Below the seasonally saturated zone which drains to approximately the same elevation annually, rock remains saturated year round. Above the seasonally saturated zone, soil and weathered bedrock remain unsaturated year round but exhibit large changes in moisture content.

4.4 Tables

<table>
<thead>
<tr>
<th>Depth Range (m)</th>
<th>Classification</th>
<th>Example</th>
<th>Description</th>
<th>Depth Range (m)</th>
<th>Classification</th>
<th>Example</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0 – 1.8</td>
<td>Soil</td>
<td>Soil</td>
<td>Granular, organic rich loam to silty clay, abundant rock chips, macropores, and roots</td>
<td>0.0 – 0.05 0.0 – 0.15 0.0 – 0.30 0.0 – 0.50 0.10 – 0.30 0.10 – 0.50</td>
<td>Soil</td>
<td>Soil</td>
<td>Granular, organic rich loam to silty clay, abundant rock chips, macropores, and roots</td>
</tr>
<tr>
<td>0.05 – 2.0</td>
<td>Saprolite</td>
<td>Saprolite</td>
<td>Pervasively fractured and weathered mantles rich building structures with discoloration along weak fracture surfaces, matrix may cement clay infill in some</td>
<td>0.75 – 1.0 0.75 – 1.5 0.75 – 2.0 0.75 – 2.5 0.75 – 3.0 0.75 – 3.5</td>
<td>Saprolite</td>
<td>Saprolite</td>
<td>Pervasively fractured and weathered mantles rich building structures with discoloration along weak fracture surfaces, matrix may cement clay infill in some</td>
</tr>
<tr>
<td>0.5 – 2.5</td>
<td>Weathered Rock</td>
<td>Weathered Rock</td>
<td>Some discoloration along discontinuity surfaces, matrix remains largely unweathered, granular fracture infill is rare</td>
<td>0.8 – 2.5 0.8 – 3.0 0.8 – 3.5 0.8 – 4.0 0.8 – 4.5 0.8 – 5.0</td>
<td>Weathered Rock</td>
<td>Weathered Rock</td>
<td>Some discoloration along discontinuity surfaces, matrix remains largely unweathered, granular fracture infill is rare</td>
</tr>
<tr>
<td>0.5 – 7.0</td>
<td>Fresh Rock</td>
<td>Fresh Rock</td>
<td>Severe types of weathering joint in rock judging dry fracture surfaces, matrix is not easily broken by hand</td>
<td>0.8 – 4.0 0.8 – 5.0 0.8 – 6.0 0.8 – 7.0 0.8 – 8.0 0.8 – 9.0</td>
<td>Fresh Rock</td>
<td>Fresh Rock</td>
<td>Severe types of weathering joint in rock judging dry fracture surfaces, matrix is not easily broken by hand</td>
</tr>
</tbody>
</table>

Table 4.1: **Summary of drilling characterization:** Depth ranges and descriptions of material recovered during drilling.

4.5 Figures
Figure 4.1: **Drilling and groundwater data in all wells:** Rivendell borehole profiles derived from drilling (left) and groundwater and vadose zone monitoring (right). Since drilling was accomplished via a combination of split spoon sampling (as part of the standard penetration resistance testing) and augering, drilling characterization data in the drilling profiles are restricted to depth intervals for which samples were retrieved for analysis and sample depth was well constrained. Relative penetration resistance is the \( \log_{10}(\frac{N(z)-N_{\text{min}}}{N_{\text{max}}-N_{\text{min}}}) \) for each individual well for convenience of display. Groundwater monitoring data from water years 2012-2015 showed three distinct zones: the unsaturated zone (UZ), the seasonally saturated zone (SSZ), and the chronically saturated zone (CSZ). The SSZ is displayed as the maximum extent of groundwater fluctuation observed over the entire period of observation and the bottom boundary of the CSZ is the bottom of the well. Blue bars represent the fraction of time a particular depth remains saturated. Neutron count ratio for all data collected between 2009 and 2015 are shown in gray and are discussed further in Chapter 4.
Figure 4.2: **Drilling and groundwater data Wells 1, 12, and 2:** Rivendell borehole profiles derived from drilling (left) and groundwater and vadose zone monitoring (right). Wells 12 and 1 are located at the base of the slope and Well 2 is located approximately mid-slope (Figure 3.1). Further description of datasets shown is provided in Figure 4.1.
Figure 4.3: **Drilling and groundwater data in Wells 7, 6, and 5**: Rivendell borehole profiles derived from drilling (left) and groundwater and vadose zone monitoring (right). Wells located approximately along a road approximately mid-slope (Figure 3.1). Further description of datasets shown is provided in Figure 4.1.
Figure 4.4: **Drilling and groundwater data in Wells 3, 13, and 14:** Rivendell borehole profiles derived from drilling (left) and groundwater and vadose zone monitoring (right). Wells located approximately mid-slope (Figure 3.1). Further description of datasets shown is provided in Figure 4.1.
Figure 4.5: **Drilling and groundwater data in Wells 10, 15, and 16:** Rivendell borehole profiles derived from drilling (left) and groundwater and vadose zone monitoring (right). Wells located near the hillslope divide (Figure 3.1). Further description of datasets shown is provided in Figure 4.1.
Figure 4.6: **Standard penetration resistance:** Standard penetration resistance, or N-value, is shown with depth in each well. Groups of wells are shown in increasing distance from Elder Creek towards the right (A). The four primary materials identified across the site (soil, saprolite, weathered rock and fresh rock) show distinct differences in penetration resistance (B).
Figure 4.7: **Hillslope cross section showing hydrologic and weathering characterization:** Cross section through Wells 1, 3, 6, 10, 15, and 16 illustrating the structure of the critical zone established through drilling and groundwater monitoring. Standard penetration resistance, reflecting the relative mechanical strength, is shown as colored (in log scale) circles. Weathered and unweathered rock are shown in light and dark gray respectively and the seasonally saturated zone is shown as a light blue overlay. Material above the seasonally saturated zone is chronically unsaturated, while material below the seasonally saturated zone is chronically saturated.
Figure 4.8: **Color of core retrieved in Rivendell wells:** Color of core samples in Wells 1, 3, 6, 10, 15, 16 (the same as those shown in the cross section in Figure 4.7) shown in order of slope position (A). Color data from all wells are plotted in three dimensions to illustrate an increase in redness upslope that reflects the increasing degree of weathering observed upslope. The parent rock is a dark grey and transitions to brown and red tones with increasing amount of iron oxide staining. Note that no core was retrieved in the upper 3 m in Well 10.
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Chapter 5

Rock moisture
5.1 Introduction

Until recently, the subsurface hydrologic processes that dictate the availability of water to vegetation and the transformation of rainfall to runoff were thought to be restricted to a shallow porous mantle of soil (see review by Bonnell, 1993). There is now a growing recognition that, particularly in hilly and mountainous topography developed into bedrock, significant flow occurs through the rock beyond the soil (e.g. Wilson and Dietrich, 1987, Soulsby et al., 2007, Haria and Shand, 2004) and water stored in rock is accessible to vegetation (Zwiniecki and Newton, 1996, Graham et al., 2010, Schwinning, 2010). Additionally, hydrologic dynamics within weathered bedrock have been recognized as influencing biogeochemical cycling (e.g. Buss et al., 2010; Berryman et al., 2015), regional climate (e.g., Condon et al., 2013, Kleidon and Keimann, 1999, Lee et al., 2005), groundwater recharge (e.g. Marechal et al., 2006), and patterns of weathering (e.g. Vioulette et al., 2010, Brantley and Lebedeva, 2013). However, due to the inaccessibility of the weathered bedrock zone underlying landscapes, the role of weathered bedrock on dictating hydrologic dynamics is largely inferred through the composition and timing of streamflow (e.g. Ofterdinger et al., 2008). Where weathered bedrock is investigated through drilling (e.g. Gabrielli et al., 2012), trenching (e.g. Tromp von Meerveld et al., 2007), or tunneling (e.g. Shimojima et al., 2000), the hydraulic behavior of the weathered bedrock is usually inferred through monitoring of the overlying soil or underlying groundwater, or through interpretation of fluxes that transit the weathered bedrock. Very few studies have directly investigated the unsaturated, fractured bedrock region between the soil and groundwater (e.g. Haria et al., 2003, Ireson et al., 2006, Price, 1980, Jardine et al., 1999, Jardine 2009, Salve et al., 2012). Recently, at the Rivendell field site, Salve et al. (2012) identified that a significant fraction of incoming precipitation is stored in weathered seasonally, and proposed the term “rock moisture” to describe the exchangeable water hosted by weathered, fractured bedrock.

Here, I propose that the previously recognized but poorly described rock moisture reservoir is a distinct and important part of the hydrologic cycle. In an effort to advance understanding of rock moisture and its relative global significance, I performed an intensive multi-year investigation into the temporal and spatial dynamics of rock moisture across a hillslope, where, through long term monitoring of rock moisture, I establish the spatial structure of rock moisture and demonstrate its significance to ecological processes. Our study relies on the site and methods described in Chapter 3, chiefly the continuous monitoring of precipitation and groundwater, the monitoring of soil, shallow saprolite and weathered bedrock using time domain reflectometry and, importantly, periodic surveys of rock moisture in deep wells via neutron probe. I build upon prior work at the site, described in Chapters 3 and 4, to present, for the first time, the direct study of rock moisture dynamics across an entire hillslope.
5.2 Results

In the Mediterranean climate of our site, distinctly wet and dry seasons permit us to track the addition and depletion of rock moisture in a seasonal cycle. Figure 5.1 shows the seasonal pattern of rainfall, solar radiation, soil moisture, groundwater level, and streamflow across the site. Here I report the rock moisture dynamics by following moisture changes throughout the the year.

Conclusion of dry season

The end of the dry season is marked by small storms that occur in August and September. Before these storms arrive, seasonal minima in streamflow, soil moisture, and rock moisture occur while groundwater levels show evidence of continued recession into the wet season (Figure 5.1). Flow in Elder Creek is on the order of 0.1 mm/d. Profiles of rock moisture conditions at the conclusion of the dry season are shown in Figure 5.2 in 5 deep wells measured over the two-year period of 2014-2015 (well numbers labeled at the top of the plot, map of wells is shown in Figure 3.1). The heavy black line represents the reference dry survey (Oct 25 2015) and the colored lines represent end of dry season values from September 2014 and 2015, showing the similarity in the two years. (Note that shallow wetting occurred in September 2014, shown in purple, in response to 46 mm rainfall.) The light grey lines track measurements from all other surveys during the nearly three-year monitoring period to illustrate the variability in rock moisture observed. Also shown, in light blue bars, is a relative measure of the time a particular depth remains saturated (i.e. below the water table).

Comparison of all rock moisture measurements made throughout the entire monitoring period (shown in gray in Figure 5.2) to an October 25 2015 measurement (shown in black) reveals that rock moisture, at all other times of year that were surveyed, almost always exceeds the rock moisture measured in October of 2015. We therefore use this survey as a reference dry survey which we compare to other surveys. Some individual measurement locations show rock moisture conditions lower than the reference dry survey (e.g. 12 m depth in Well 5) where local conditions may promote further depletion of rock moisture beyond the end of the dry season and thus, some limited interannual storage of rock moisture.

Similarly, we used the October 25, 2015 TDR (continuous time domain reflectometry sensors, see Chapter 3) to document moisture change in the soil and shallow saprolite and weathered bedrock. Figures 5.3 and 5.4 show the time series of the change in soil moisture content, $\Delta \theta$, relative to a dry reference soil moisture content for continuous measurements made in soil (Figure 5.3) and shallow saprolite and weathered bedrock (Figure 5.4) via time domain reflectometry. The location of the TDR sensors is shown in shown in Figure 3.1 and the sensor installation is noted in Table 5.1. The moisture content of both soil and saprolite reaches a consistent seasonal low at the end of the summer that is within 1% of the reference dry value.
**Initial wetting**

At the start of the wet season, continuous soil moisture monitoring across the site reveals that storms as small as 13 mm generate a moisture content increase at depths beyond the soil at the start of the wet season (Salve et al., 2012). In the Fall of 2014, progressive wetting was monitored via continuous soil moisture sensors (to 0.35 m depth in soil, 0.7-1.4 m depth in saprolite), neutron probe surveys in wells (0.3-26 m) and continuous groundwater records. The results are shown in Figure 5.5.

Figure 5.5A shows the cumulative seasonal precipitation\(^1\), and Figure 5.5B and 5.5 show the record of shallow soil and saprolite moisture during the same period. Solid colored vertical lines in Figure 5.5A, 5.5B, 5.5C, and 5.5E represent the timing of rock moisture surveys in Wells 6, 7, 15, 16, which are shown in Figure 5.5D. Shown in gray in Figure 5.5D are rock moisture surveys conducted at other times of year. Groundwater levels for wells 6, 7, 15, 16 are shown in Figure 5.5E.

In response to 48 mm of precipitation on September 24, 2014, a small and transient moisture increase was detected by sensors located in saprolite (Figure 5.5C) and some but not all soil moisture sensors (Figure 5.5B). (In this context, transient is meant to refer to a rapid increase and decrease that takes place at the timescale of a precipitation event, in contrast to a sustained increase.) No changes in deeper (>1 m) rock moisture \(^2\) (shown in orange in Figure 5.5D) were observed in response to the first 48 mm of the season and no groundwater changes were observed (including wells not shown in Figure 5.5E).

In response to an additional 114 mm of rainfall in October (cumulative seasonal precipitation 212 mm, shown in light orange in Figure 5.5), soil moisture rose by 2-10%, saprolite moisture rose by 10-15%, and Well 5, 6, 7, and 16 showed increases in moisture content in the upper 1.5-5 m (Figure 5.5). The interpreted depth of the wetting front is denoted by a horizontal dashed line. Isolated moisture content increases occur beyond the wetting front depth indicating non-sequential wetting and the presence of preferential flowpaths (e.g. 6 m in Well 7).

After 18 days of no rain following the 114 mm event, moisture content in soil declined or was sustained (Figure 5.5B) while rock moisture was either sustained or increased in wells. In Well 7, the wetting front progressed by approximately 0.6 m between surveys (from 3.2 to 3.8 m) providing an estimate of wetting front propagation of 4x10\(^{-7}\) m/s. No groundwater response in Wells 15 and 16 was observed (Figure 5.5E), while a small, transient groundwater response was observed in Wells 6 and 7 (a rise of 0.22 m and 0.16 m respectively), and Wells 1, 12, 3, and 14 (not shown in Figure 5.5E) rose and fell as well.

Following the addition of 210 mm rainfall (cumulative seasonal precipitation of 468 mm, shown in dark green in Figure 5.5), moisture content in soil and saprolite rose to a higher, sustained level, a wetting front progressed at depth (only Wells 15 and 16

---

\(^1\)The calculation of cumulative seasonal precipitation begins, here, in August to accommodate September storms that arrive before the official start of the “water year” on Oct 1.

\(^2\)Note that only W15 was surveyed at this time.
were surveyed at this time), and groundwater levels rose and were temporarily sustained in Wells 6 and 7. Transient groundwater responses were observed in Wells 15 and 16 approximately 12 days after the response in Wells 6 and 7.

Figure 5.6 shows the change in moisture content, $\Delta \theta$, in successive surveys for the initial wet season in water years 2014 and 2016 in Wells 6, 7, 15 and 16 (water year 2015 is shown in Figure 5.5). In all years of observation, a wetting front advances during the early part of the wet season. Once the moisture content rises to an apparent limiting value, this moisture content remains elevated as wetting advances downward.

Figure 5.7 shows the relationship between the depth of the wetting front, noted in Wells 6, 7, 15 and 16 in three successive years (2014-2016, Figure 5.6), and the cumulative seasonal precipitation at the time of the survey. In different wells, the relationship between wetting front depth and seasonal cumulative precipitation is similar. The slope of the line in Figure 5.7 is nearly the same for 3 of the 4 wells.

Wet season

Rock moisture profiles collected during the wet season of 2014 and 2016 are shown in Figure 5.8A. We compare surveys throughout 2016 (shown in green, blue, and purple) to a February 25, 2014 survey (red) where the wetting front had not fully advanced in Wells 5, 15, and 16. Data derived from all other surveys conducted over the period of observation are shown in gray for reference. Arrows denote the full thickness of the seasonally saturated zone.

In wells where the wetting front had fully advanced by February 21, 2014, the seasonal maximum rock moisture response (i.e. the change in rock moisture, $\Delta \theta$) in 2014 and 2016 was nearly identical at all depths (Figure 5.8A). In both years, $\Delta \theta$ was at the highest end of the dynamic range. The cumulative seasonal precipitation at the time of the survey is noted for each year. Within the Spring of 2016, additional rainfall did not alter the maximal $\Delta \theta$ condition as rainfall passed through the unsaturated zone to the water table. Continuous measurements of soil moisture (Figure 5.3) and saprolite (Figure 5.3) show that, during the wet season, larger fluctuations of moisture content are observed in soil relative to that in saprolite monitored at 1 and 1.4 m depth.

Between December 29, 2015 (cumulative precipitation 865 mm) and March 16, 2016 (cumulative precipitation 2102 mm), groundwater levels fluctuated through the entire thickness of the seasonally saturated zone (bounded by dotted lines in Figure 5.8A). During the wet season, no detectable change in moisture content is observed at depths that are transiently saturated (Figure 5.8A).

Total rock moisture storage, $S$, (see Chapter 3 for calculation method) in the upper 10 m is shown in Figure 5.8B. (The colors of the bars correspond to the profiles in Figure 5.8A.) Rock moisture storage in the upper 10 m shows no significant relationship with

---

$^3$These wells were the most frequently surveyed.

$^4$Few wet season surveys (preceding the full advance of the wetting front) were successfully collected prior to 2016.
seasonal cumulative precipitation and the maximum condition is repeatable in different years.

**Vertical structure of $\theta$ and $\Delta \theta_{\text{max}}$**

Because rock moisture content, $\theta$, is bound by a seasonal minimum and maximum moisture content (at nearly all surveyed depths), we can define a $\Delta \theta_{\text{max}}$ and $S_{\text{max}}$ using the reference dry survey (October 25, 2015) and a survey conducted in March 16, 2016 (cumulative precipitation 2102 mm, shown in purple in Figure 5.8A). In Figure 5.9 the minimum and maximum $\Delta \theta$ are shown in red and blue respectively, and the results of successive surveys collected at different times throughout the year are shown in gray. Blue bars denote, as in previous plots, the fraction of time a particular depth is saturated.

In each well, $\Delta \theta$ generally follows the same vertical pattern with diminishing changes over time with depth. Several distinctive zones are observed and Figure 5.10 illustrates these zones in Wells 13, 14, 15, and 16 in terms of $\theta$.

The shallowest zone (shown in dark green in Figure 5.10), which lies mostly in saprolite, exhibits low average $\theta$ but high $\Delta \theta$. (Note that soils are shallower than the shallowest measurement depth and are therefore not captured by these data.) The abrupt transition around 1.5-2 m depth, reflects an increase in bulk density with depth. The concentration of solid neutron absorbing material (i.e. not water) increases as bulk density of the material increases. We do not observe this transition in Wells 7, 6, and 5 because the upper part of the profile was removed for the construction of a road (Figure 5.9). Moisture content changes ($\Delta \theta$) in the shallowest zone tend to be lower than $\Delta \theta$ observed at depths immediately below the transition (denoted by a dashed line separating dark and light green in Figure 5.10).

Between 1.5 m and 7-12 m, a zone of high $\Delta \theta$ (shown in light green in Figure 5.10) is observed in all wells across the slope. This is reflected by the largest $\Delta \theta$ (i.e. highest deviation between wettest and driest measurements) in Figure 5.9. Figure 5.9 also shows that in all wells except for Well 5, $\Delta \theta$ decreases gradually with depth. In Well 5, a sandstone interbed was encountered between 11-13 m which will be discussed in more detail in the following section. The decreasing changes in moisture content with depth are illustrated in Figure 5.10 by a transition from green to yellow, which highlights where the variability between successive measurements (i.e. the differences between the stacked gray lines) diminishes. At depths highlighted in yellow in Figure 5.10, minimal variability in $\theta$ (i.e. low $\Delta \theta$) in successive measurements is observed.

The blue square in Figure 5.10 denotes the seasonally saturated zone. Light blue horizontal bars at the base of Figures 5.10 and 5.9 represent the relative amount of time a particular depth spends below the water table. Note the upper light blue line that delineates the highest elevation of the seasonally saturated zone. In most wells the groundwater only momentarily reaches these high levels. The seasonally saturated zone occurs within the zone where the smallest changes in $\theta$ occur. Thus, the water table rise is not accompanied by sustained changes in water content. This suggests that very limited,
but very conductive porosity translates storm precipitation into large groundwater level changes. In Wells 2 and 12, significant $\Delta \theta$ are observed nearly throughout the profile, but notably, within the seasonally saturated zone show minimal changes in $\theta$. In Wells 6 and 7, located midslope, significant changes in $\theta$ occur in the upper part of the seasonally saturated zone, i.e. the water table very briefly (on the order of day(s) per year) intersects the zone where significant rock moisture is stored seasonally (Figure 5.9).

An abrupt and significant increase in $\theta$ (shown in orange in Figure 5.10) occurs at the base of the seasonally saturated zone. This abrupt increase in $\theta$ with depth is observed in all surveys and, we hypothesize, reflects a transition in material properties (and accompanying change in moisture content) rather than an abrupt change in moisture content alone. Across this boundary, the neutron response increases by 3000 counts/16 seconds, corresponding to a moisture content change of greater than 20%, which is unlikely to occur abruptly within the fine grained argillite underlying our site (see Appendix B). We infer that a different calibration is needed for this material (see Appendix B for discussion of calibration) and that such a calibration would also lead to much smaller magnitude $\Delta \theta$ than what is shown in Figure 5.10. Therefore, though changes in $\theta$ are observed within the orange zone in Figure 5.10, a more appropriate material specific calibration would diminish these changes. At present, lacking an appropriate calibration and acknowledging that the calibration equation we use leads to significant overestimates of $\Delta \theta$, we exclude measurements made within this zone from estimates of changes in rock moisture storage.

**Lithologic heterogeneity**

Within each of the zones identified in Figure 5.10, $\theta$ shifts modestly throughout the profile and these shifts are repeatable in all surveys. These perturbations reflect material property changes likely associated with variability of the parent rock material. Such variation is expected for an interbedded sedimentary environment and was detected during drilling.

For example, as mentioned above, in Well 5 a region of high changes in $\theta$ occurs between 11-13 m. Here, a sandstone interbed showing intense oxidative staining was detected during drilling. This interbed was not detected by standard penetration tests. Similarly, an intensely weathered sandstone interbed is located at a discrete and abrupt change in $\theta$ at 7.5 m in Well 7. Standard penetration tests in this case did show a lower mechanical strength than surrounding material (see 7.5 m depth in Well 7 in Figure 4.5 within Chapter 4).

A small increase in $\theta$ and $\Delta \theta$ in Well 6 is detected at 7 m. Here, instead of a sandstone interbed, we observed in our drill core a discrete layer of less weathered, but highly fractured argillite located between oxidatively weathered and fractured argillite. However, standard penetration test results in Well 6 do not show any significant correspondence with these discrete sources of heterogeneity in $\theta$ and $\Delta \theta$ (see Figure 4.5 in Chapter 4 where raw neutron counts are plotted next to standard penetration testing results).

These examples of fine-scale heterogeneity suggest that material properties, including
the degree of weathering, may influence the storage of rock moisture. However, information about the material properties alone (e.g. fracturing, presence of weathering products, and mechanical strength defined by standard penetration tests) may not predict zones of enhanced or reduced seasonal moisture storage as is reflected by the pattern of θ in Well 7 described above. We hypothesize that the small spatial scale (<1 m) differences in θ observed throughout the profiles (and which persist within the range of moisture content observed (Figure 5.9)), is likely due to lithologic heterogeneity that weathering processes have not homogenized.

Comparison of soil and rock moisture storage

Table 5.1 shows the seasonal changes in soil moisture and shallow rock moisture observed via continuous TDR sensors. The average seasonal change in soil moisture, which reflects the seasonal difference in moisture content excluding storm-driven peaks, is 0.1 and ranges from 0.03-0.17 (Table 5.1). The average seasonal change in shallow saprolite and rock moisture between 0.7 - 1.4 m depth is 0.13, and ranges from 0.1-0.15 (Table 5.1).

The seasonal change in θ (i.e. Δθ_{max}) in soil and saprolite (Table 5.1) is plotted in Figure 5.11 with depth (gray squares), and compared to results of rock moisture surveys in wells (colored circles). The inset focuses on the upper 5 m. Seasonal moisture content changes diminish with depth, and the largest changes in moisture content occur in the soil and shallow saprolite. Seasonal moisture content changes in soil and shallow saprolite is similar and higher than Δθ_{max} at deeper depths (Figure 5.11). Beyond 5 m, Δθ_{max} tends to be less than 0.04 (40 mm/m).

Assuming a soil thickness of 30 cm, which is typical for our site, the seasonal soil storage, S_{max}, (defined as the change in moisture content multiplied by the layer thickness) is 30 mm. Because soils may be up to 75 cm thick in some locations, and the maximum seasonal change we observe is 0.17, the seasonal storage of moisture in soil may be up to 128 mm in some locations. Figure 5.12A plots the seasonal rock moisture storage, S_{max}, measured in various depth intervals for each well. Note that depth intervals are not uniform. Gray shading represents the soil S_{max} of approximately 30-128 mm.

Figure 5.12A shows that greater than 50 mm of rock moisture storage is observed in the upper 0.3-2 m, and in some instances up to 120 mm is stored in the upper 2 m. Therefore, though the seasonal change in moisture content (i.e. unit storage capacity) is significantly larger in soil than rock, the amount of storage observed in the upper 0.3-2 m of rock is comparable to that observed in the thin soils.

Moisture content changes at depths greater than 2 m are small (0.01-0.08) (Figure 5.11), but the amount of rock moisture is large because of the large thickness of of the rock moisture storage zone. Between 2-5 m depth, rock moisture storage ranges between 60-210 mm and the average rock moisture storage across all wells is 113 mm in this depth interval.

Beyond 5 m, the volume of rock moisture storage depends on the upper extent of the
seasonally saturated zone at the time of the survey used to estimate $\Delta \theta_{\text{max}}$. In wells that are chronically unsaturated between 5-10 m, rock moisture storage exceeds 50 mm and can be as high as 177 mm. The highest rock moisture changes ($\Delta \theta_{\text{max}}$) in the upper 10 m and thus the largest rock moisture storage ($S_{\text{max}}$) are observed near the drainage divide in Wells 15 and 16 (Figure 5.12A).

An estimate of the seasonal rock moisture storage, $S_{\text{max}}$, in the chronically unsaturated zone is shown in Figure 5.12B. The thickness of the chronically unsaturated zone differs among wells (surveyed depth intervals are shown in the legend of Figure 5.12B). The chronically unsaturated zone holds between 96-617 mm across the site (Table 5.2), with the largest volume of rock moisture held at the drainage divide (Well 15).

With the exception of Well 12, located at the base of the hillslope (where the water table approaches 3.5 m below the surface) and Well 6 (where the water table was high at the time of the survey used to calculate $\Delta \theta_{\text{max}}$ and some of the weathered bedrock zone is missing due to road construction), rock moisture in the chronically unsaturated zone exceeds the seasonal moisture in soil (shaded gray in Figure 5.12B).

To compare rock moisture storage in the chronically unsaturated zone and the unsaturated portion of the seasonally saturated zone (which differs in thickness throughout the year) we compare the unit storage capacity of these two zones among all wet season surveys. The unit storage capacity is simply the moisture content change ($\Delta \theta$) expressed in terms of mm/m of water, and the median represents the median value throughout the depth interval of interest in a single survey. Figure 5.13 shows that, with the exception of Wells 6 and 7, the unit storage capacity in the unsaturated zone (orange) is consistently higher than the storage capacity in the seasonally saturated zone (blue) (Figure 5.13).

**Seasonal groundwater response and rock moisture**

In Figure 5.14 cumulative precipitation and runoff are plotted for each year starting on October 1. The difference between the two lines is water loss to interception, evaporation, and transpiration. Monitoring of successive years of cumulative precipitation and well dynamics (Figure 5.14A) reveals that, seasonally, there is some cumulative amount of rain that occurs during the Fall before the wells rise significantly and become responsive to individual storm events. This initial seasonal groundwater response (shown as colored circles on Figure 5.14A), though variable across the hillslope, generally coincides with a seasonal increase in discharge in Elder Creek (shown in terms of cumulative seasonal runoff in white in Figure 5.14A). The abrupt flattening of the cumulative precipitation through each year shows the shut-off of rainfall and the rapid decline in discharge such that very little of the total runoff occurs during the summer.

Figure 5.14B summarizes and expands these data to a longer monitoring period. For each well the mean and standard deviation cumulative seasonal precipitation at the time
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5 In Wells 6 and 7, approximately 2 m of the highly dynamic rock moisture zone was saturated at the time of the survey used to calculate $S_{\text{max}}$ and therefore $S_{\text{max}}$ we report is likely significantly less than the actual $S_{\text{max}}$. 
of the seasonal groundwater rise is shown by a solid bar and dashed lines, respectively. The least amount of cumulative precipitation needed to generate a response occurs at the base of the hillslope, but this value may be influenced by the rising Elder Creek water level, which responds to early wet season storms. Midslope (Wells 14 through 7) share similar values of 260 to 310 mm cumulative rainfall. Further upslope the cumulative precipitation increased from 420 (Well 10) to 620 mm at the divide (Well 15). There is relatively modest variation in these values at individual wells in success years. This upslope increase in cumulative precipitation to the onset of significant groundwater rise corresponds to the upslope increase in thickness or intensity of weathering (and thus amount of porosity for unsaturated moisture storage) of the critical zone and indicates that the lower part of the hillslope will contribute to storm runoff through elevated groundwater level earlier in the wet season while the upper part of the hillslope is still primarily accumulating rainfall as rock moisture storage at this time. Since the dominant runoff pathway observed is rapid groundwater flow through the fractured, weathered bedrock to the channel, the controls on the response of the groundwater system controls the timing of runoff in Elder Creek, both in dictating peak flows and wet season runoff, and in dictating the amount of baseflow over the long dry season.

The amount of precipitation needed to generate the seasonal groundwater response (mean for each well ranges from 260-620 mm) is greater than the storage capacity of the soil (30-128 mm) except for, in some years, the well located at the base of the hillslope (Well 12). Thus, the seasonal runoff response is likely not dependent on satisfying a seasonal soil moisture deficit alone, and as the profiles show, the wetting front by these threshold precipitation amounts has advanced well into the weathered bedrock.

Figure 5.15 shows the wet season rock moisture storage, $S$, in the upper 10 m as a function of cumulative seasonal precipitation at the time of the survey. Data collected in different years are represented by different colors and the seasonal cumulative precipitation for each year is labeled along the x-axis (Figure 5.15). Vertical bars represent the timing of the seasonal groundwater rise observed in that well.

Rock moisture monitoring observations throughout the early wet season (see Section “Initial wetting”) indicate that prior to the seasonal response of the groundwater table, a wetting front propagates up to approximately 10 m depth. In Figure 5.15, we show that in all years of observation, the addition of precipitation leads to an increase in rock moisture storage early in the wet season. In most wells, the relationship between rock moisture storage and seasonal cumulative precipitation is similar in successive years (each year is represented by a different color). The dashed line marks the 1:1 relationship. We observe that, in a few instances, rock moisture storage very early in the wet season is equal to or exceeds measured precipitation. The water balance requires that maximum rock moisture storage not exceed precipitation less soil moisture storage and interception. Hence, rock moisture storage cannot equal or exceed rainfall. Minor errors may arise from
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6Wells 13 and 2 are excluded from this analysis because groundwater recedes below the bottom of the well and Well 12 is excluded because of the strong dependence of its response on stage in Elder Creek.
1) the underrepresentation of rainfall by the rain gauge (located in the meadow across from the site, see Chapter 3), or 2) the overestimation of rock moisture storage by the neutron probe (via the calibration of neutron counts and moisture content). Nonetheless, the nearly linear relationship between precipitation and rock moisture storage early in the wet season indicates that much of the early wet season rainfall is stored in the unsaturated zone. After groundwater levels rise (marked by vertical lines in Figure 5.15), rock moisture storage plateaus and is insensitive to the addition of precipitation.

Figure 5.16A plots the seasonal cumulative precipitation at the time of groundwater response (error bars represent one standard deviation from the mean) against the consistent value of rock moisture storage in the upper 10 m that is observed after the groundwater response occurs ($S_{max}$). Figure 5.16B plots the water table depth at the time of the seasonal groundwater response against the cumulative seasonal precipitation at the time of the seasonal response. This shows that the differences in timing of the groundwater response across the hillslope is better explained by the volume of rock moisture storage that must be filled before the response occurs than the travel distance to the water table.

Depletion of rock moisture during the dry season

The dry season, which is marked by 13-23 weeks of no significant rain in the summer months, typically occurs between April and October. To evaluate the structure and timing of rock moisture depletion over the dry season, I performed periodic surveys throughout the summer in three different years (2014-2016). In those years, seasonal cumulative precipitation during the wet season ranged from 1078-2170, and the final wet season storms occurred in April and ranged from 112-246 mm (Table 5.3). Rock moisture surveys were conducted approximately 7, 11-12, and 15-17 weeks after the final storm of the Spring (Table 5.3).

The results of these periodic rock moisture surveys are shown in Figures 5.17 and 5.18. In both figures, data shown in gray reflect the maximum rock moisture condition and data collected at different times during the dry season are overlain in different colors to illustrate progressive drying throughout the summer. Each color represents a different elapsed time into the dry season and different hues of the same color reflect data collected in different years. Figure 5.17 shows profiles in terms of changes in moisture content, $\Delta \theta$, in the upper 15 m and Figure 5.18 shows these same data in terms of the depth cumulative rock moisture storage, $\Sigma S$, throughout the profile.

Surveys conducted 7 weeks following the final storm of the wet season (shown in blue in Figure 5.17) tend to deviate from the seasonal maximum (gray) only in the upper 2-5 m, reflecting the initiation of drying in the upper part of the profile. Subsequent surveys (shown in green and orange) demonstrate continued rock moisture depletion in the upper parts of the profile, and the initiation of depletion in progressively deeper layers as the wet season progresses.

Figure 5.18 shows the depth cumulative rock moisture storage, $\Sigma S$ (i.e. the volume of
rock moisture stored at or above a particular depth). The value of \( \Sigma S \) at the deepest data point is equivalent to the total volume of rock moisture storage within the whole profile. The flattening of these curves in deeper parts of the profile indicates that the majority of the rock moisture storage resides in the upper parts of the profile. Some wells (e.g. Wells 5 and 13) show nearly vertical \( \Sigma S \) with depth beyond 10 or 15 m, while other wells (e.g. Wells 14, 15, 16), show small changes in rock moisture at depths greater than 15 m (Figure 5.18). These small changes at depth reflect rock moisture which may, eventually, if out of reach of vegetation, recharge the groundwater table.

Twelve weeks following the final Spring storm, rock moisture is elevated relative to the end of the dry season (shown in green in Figures 5.17 and 5.18). The volume of rock moisture storage measured within different depth intervals at each well are shown in Table 5.4. Table 5.4 also shows the seasonal maximum rock moisture storage (in bold) and the percentage of seasonally dynamic rock moisture remaining at different times during the dry season. In the upper 5 m, 12 weeks into the summer, rock moisture storage in all wells (up to 95 mm) is greater than double soil moisture storage (9-15 mm) (Table 5.4). Between 5 and 10 m depth, in excess of 40 mm of rock moisture storage (37-52% of the seasonal maximum) is observed 12 weeks into the summer across the site. Hence, more water is held as rock moisture than as soil moisture during most of the dry season.

Table 5.4 also shows the percentage of the seasonal maximum rock moisture storage that remains in each depth interval at different times during the summer. Surveys in different years are shown, including a significant drought year in 2014 (less than half the mean annual precipitation). No significant or systematic difference between different years of observation is observed, thus the pattern of rock moisture depletion is relatively consistent from year to year, including following years of different total seasonal precipitation.

5.3 Discussion

Conceptual model for a seasonal rock moisture cycle

Figure 5.19 presents a conceptual illustration of a seasonal rock moisture cycle. Because we monitor changes in moisture content and cannot distinguish between rock moisture stored in fractures or the rock matrix, we illustrate changes in rock moisture in Figure 5.19 as blue shading. Blue lines denote fractures, and where they are below the water table (denoted by the dashed black line), they are saturated.

At the conclusion of the dry season (Figure 5.19A), rock moisture added during the wet season is depleted to approximately the same level year after year. In a few locations, water added in one year may not be lost by the next. The first small (often < 20 mm) storms of the season (Figure 5.19B) increase soil moisture and can transport water preferentially beyond the soil. Groundwater level (marked by the black dashed line) continues to recede despite the addition of rainfall, and some wells show a short-lived response to rainfall (note lower position of the dashed line in 1.20B relative to 1.20A). This period of continued
groundwater drainage may extend up to three months (usually September to November) into the onset of periodic wet season rain.

After the arrival of the first major storms of the wet season (Figure 5.19C), but before a seasonal wetting front propagates through the entirety of the seasonally dynamic rock moisture zone, precipitation is stored as soil and rock moisture. Wetting progresses downward through the weathered bedrock zone. Early storms, in some instances, lead to a short-lived rise of the water table, and downslope wells may rise and fall with discharge in Elder Creek, but groundwater in upslope wells is generally unresponsive to these early wet season storms and continues to slowly recede despite the addition of rainfall.

After 210 mm (at the base of the hillslope) to 620 mm (at the ridge top) of cumulative precipitation has fallen (Figure 5.19D), the wetting front reaches the depth beyond which rock moisture is seasonally invariant (7-12 m). Further rainfall leads to delivery to and rapid rise of the groundwater table. Upslope wells, which store a larger volume of rock moisture annually, respond later than downslope wells.

This seasonal delay of groundwater and runoff to wet season precipitation is observed via streamflow (Sayama et al., 2010) and groundwater (Hale and McDonnell, 2016) time-series in other seasonally dry sites where runoff occurs through fractured bedrock. However, to our knowledge, the rock moisture observations at Rivendell are the first attempt to directly measure the temporal and spatial patterns of deep unsaturated zone storage that lead to such a delay. At our site, the volume of rock moisture storage is a better predictor of the seasonal delay in groundwater response than the distance to the water table at the time of response and because the cumulative precipitation at the time of the groundwater response is proportional to rock moisture storage, the volume of rock moisture available for transpiration may be deduced from this seasonal delay.

After the seasonal groundwater response occurs, soil moisture rises and falls in response to storms while rock moisture maintains a relatively constant elevated level and groundwater responds to incoming precipitation relatively rapidly. The depth of the seasonally dynamic rock moisture zone extends to the seasonally saturated zone at the lower end of the hillslope, while upslope, significant seasonal changes in rock moisture are disconnected from the saturated zone by several meters of fractured rock within which the water table rapidly rises and falls without generating detectable changes in rock moisture.

As the dry season progresses (Figure 5.19E), soil moisture decreases rapidly, while rock moisture decreases more slowly and dries from the top down. Annual rock moisture storage decline greatly exceeds summer runoff in Elder Creek (17-58 mm, Table 1.5), which is fed by receding groundwater within the hillslope. Given the continual recession of the water table and the slow rate of depletion of rock moisture, we conclude that the majority of seasonal rock moisture storage is lost to transpiration rather than downward drainage.
Controls on the vertical structure of rock moisture dynamics: material properties and transpiration demand

Rock moisture dynamics in the upper and lower regions of the weathered bedrock zone exhibit distinctly different behavior: the shallow region which remains unsaturated year round, shows large changes in rock moisture (i.e. high $\Delta \theta$), while the depths that host a seasonally fluctuating water table show small changes in rock moisture (i.e. low $\Delta \theta$). Importantly, both regions rapidly transmit the signal of rainfall to the saturated zone during the wet season. Below the seasonally fluctuating water table is a zone which remains chronically saturated.

Figure 5.20A illustrates a simplified one-dimensional conceptual framework for this three-layer hydrologic system. The total amount of pore space is illustrated as a thick black line and shading denotes the proportion of that pore space occupied by air and water. Shallow depths, above the boundary between high and low $\Delta \theta$ (for convenience, we refer to this boundary as the $\Delta \theta$ boundary) are chronically unsaturated. Here, large changes in rock moisture (shown in light blue) are observed, and some residual water is stored that is not seasonally exchanged (shown in dark blue). The remainder of the pore space is air filled (denoted by dotted diagonal lines). At greater depth, below the $\Delta \theta$ boundary, the proportion of water that is residual water (i.e. not exchanged) increases. At these greater depths, the total rock moisture (shown in light blue in Figure 5.20) is less, despite periodic saturation that drives storm runoff (shown in hatched gray). The deepest zone is chronically saturated (Figure 5.20A) within largely impermeable bedrock. We propose that the same approximate volume of residual water as the seasonally saturated zone is stored here, and some very small volume of groundwater within fractures may contribute to streamflow (shown as hatched gray).

Above the $\Delta \theta$ boundary, 1) Oshun et al., (2015) find high variability in the stable isotope composition of pore fluid extracted from rock samples obtained during drilling 2) samples of rock matrix saturated in a laboratory show high variability in gravimetric moisture (see Appendix B), 3) low standard penetration resistance is measured (interpreted as mechanical weakness, see Figure 4.6 in Chapter 4) and 4) slow seasonal wetting and drying occurs. Below the $\Delta \theta$ boundary, there is 1) limited to no variability in pore fluid stable isotope composition (Oshun et al., 2015), 2) limited to no variability in saturated matrix gravimetric moisture content, 3) high standard penetration resistance, 4) limited evidence of weathering beyond fracture surfaces, and 5) rapid saturation and desaturation (i.e. groundwater fluctuations) in response to small additions of water.

Taken together, these observations indicate that above the $\Delta \theta$ boundary, the pervasively fractured, weathered bedrock stores rock moisture in a variety of reservoirs that exchange with incoming precipitation at seasonal and shorter time scales, while, below the $\Delta \theta$ boundary, matrix blocks remain permanently saturated with residual water and rock moisture and groundwater are isolated to fractures. The hypothesized rock moisture reservoirs that lead to these local hydraulic properties are illustrated in Figure 5.20 B and C.
Above the $\Delta \theta$ boundary (Figure 5.20B), rock moisture (shown in light blue) may be held within interconnected pores of the weathered matrix (e.g. Zwieniecki and Newton, 1996), within weathering rinds or oxide coatings (e.g. Tokunaga and Wan 2001), and clays and secondary weathering products that either form in place or are transported and stored within fractures (e.g. McKay et al. 2005). All of these shallow rock moisture storage reservoirs are observed. Figure 5.21A shows an exposure of 3.5 m deep weathered, pervasively fractured argillite during the wet season where we observed films of water along fracture surfaces and moist clays (light brown colored granular material in the photograph) between fractures. Figure 5.21B shows a closer view of a fracture surface with clay weathering products and oxide coatings.

Both above and below the $\Delta \theta$ boundary, rock moisture may occur as a film along fracture surfaces (e.g. Rutter et al., 2006), within fracture roughness features (e.g. Price et al., 1980), or as a capillary bridge between fractures (e.g. Dragila and Weisbrod, 2004). Figure 5.20B, which illustrates the rock moisture conditions below the $\Delta \theta$ boundary, shows these fracture related rock moisture reservoirs. Residual water held in the matrix is colored dark blue while rock moisture held in fractures is colored light blue to emphasize that, in this zone, rock moisture changes, as well as seasonal saturation, occur almost entirely within fractures.

The material property changes with depth influence the amount of rock moisture storage that may develop, but material properties alone may not explain the pattern of rock moisture decline over the dry season (and thus the seasonal dynamic). The decline can occur by only two processes, transpiration by deeply rooted trees or gravitational drainage. A simple water budget calculation strongly suggests that this decline is dominantly due to transpiration (see section above). There is also strong evidence that trees at Rivendell use rock moisture. Oshun (2016) concluded from extensive stable isotope measurements that Douglas fir primarily use rock moisture and neighboring hardwoods primarily use soil moisture. The isotope measurements were supported with a tracer test during the summer of 2014 in which heavy dD was injected in the saprolite (~1.5 m deep) at the base of Douglas Fir and various hardwood trees. The tracer was found in the Douglas fir but not the hardwoods. Furthermore, during drilling, roots were observed to 16 m (Figure 4.1) and mycorrhizal fungi were observed along fracture surfaces to depths of at least 5 m.

Depth of rooting is important because the observed rock moisture depletion at Rivendell occurs to depths of at least 10 m. Data on maximal rooting depth in mature Douglas fir are limited (Stone and Kalisz, 1991, Canadell et al., 1996). However, in similar rock types in Oregon, Douglas fir are observed within rock (e.g. Wang et al., 1995, Roering et al., 2003) to depths of at least 2 m (Zwiniecki and Newton,1994). Rooting depth alone may not dictate the full depth extent of water extraction, because, for example, Allen (1991) observe fungal hyphae at distances greater than 2 m from the roots of young Douglas fir in Western Oregon. These observations suggest that, despite a lack of data on the maximal rooting depth at our site, water may be directly extracted by roots or their symbiotes to 10 m depth and the $\Delta \theta$ boundary may represent the maximum depth of
seasonal extraction of rock moisture by vegetation.

The association of material properties, rock moisture dynamics, and exploitation by trees suggests the possibility that tree water use may, in fact, promote weathering that in turn increases the rock moisture storage capacity. The $\Delta \theta$ boundary may mark the signature of trees on critical zone evolution. The greater rock moisture storage and stronger weathering observed upslope may reflect the imprint of rhizosphere weathering processes on rock that has experienced a longer residence time on its transit through the critical zone. Trees rooted in rock promote weathering via a variety of biochemical and biomechanical processes including, for example, microfracturing mineral grains (Schwartzman and Volk, 1989) and producing organic and inorganic acids, which dissolve minerals (Yatsu, 1988). These weathering processes increase the moisture storage capacity of the rhizosphere by generating and connecting pore space and precipitating water retentive secondary minerals (Kelly et al., 1998). Thus, the vertical structure of $\Delta \theta$ may reflect the penetration depth of vegetation-related biotic weathering. This suggests a coevolution of critical zone structure, topography, and vegetation. The role of vegetation on driving landscape evolution (e.g. Pawlik, 2013) and weathering and critical zone evolution (e.g. Brantley et al., 2011) has long been recognized, but due to challenges associated with directly measuring processes in the deep rhizosphere, particularly, in bedrock, many questions remain about the controls on the depth extent of rooting and weathering, and how the complex interactions between roots, fungi, bacteria, archaea, water and minerals dictate the fluxes of solutes, water, and gases in the critical zone.

This vertical structure of $\Delta \theta$ has significant implications on hydrogeochemical processes beyond the rhizosphere, which may control the timing and chemical composition of groundwater and streamflow. The enhanced porosity and large $\Delta \theta$ that may be associated with a deep rhizosphere: 1) leads to a delay of the seasonal response of runoff to rainfall and a dominance of downslope sources of water to runoff in the early part of the wet season, 2) imposes a vertical hydraulic conductivity gradient which limits the upper extent of the seasonally saturated zone and thus the route storm runoff takes to the stream, and 3) through interconnected porosity, promotes exchange and mixing of water in the diversity of rock moisture reservoirs that exist in the near surface. Below the rhizosphere, no mechanism exists to significantly reduce the moisture content of the rock matrix (in constrast to, for example, the direct extraction of water by mycorrhizal fungi (Taylor et al., 2009). At this greater depth, the chronic saturation of matrix blocks and storm-driven fracture flow influences geochemical evolution of water in several way: 1) weathering reactions and solute exchange within the rock matrix are mostly limited to slow, diffusional processes (Brantley and White, 2009), 2) the rapid flow through fractures does not permit sufficient time for exchange with the matrix which leads to little expected geochemical evolution of water within the seasonally saturated zone, and 3) the rapid fluctuation of the water table (i.e. rapid saturation and desaturation of fractures) permits the introduction of reactive fluids to the boundary between weathered and unweathered bedrock at the base of the seasonally saturated zone.

Continual saturation of matrix blocks within the seasonally saturated zone also sug-
gests, that a continuous water phase may be present between the rooting zone and the chronically saturated zone despite the pervasive fractured, thick unsaturated zone that separates the two. In their studies of rock moisture dynamics in fractured chalcs in the U.K., Haria et al., (2003) and Price (1980), both propose that tension saturation in the rock matrix tens of meters above the water table represented a capillary fringe within the rock matrix, and that this capillary fringe may extend closer to the surface than a separate capillary fringe that occurs within tension saturated fractures and microfractures directly above the saturated zone. The $\Delta \theta$ boundary may represent the upper limit of matrix tension saturation due to the increase in porosity generated by rhizosphere weathering processes. It is possible that the tension saturation of the rock matrix hydraulically links moisture dynamics above the $\Delta \theta$ boundary to the saturated zone, transmitting the signal of vegetative water extraction to the saturated zone. Unraveling the hydraulic continuity between the rhizosphere and water table will be key to understanding how the atmosphere, via roots, exerts a control on groundwater and streamflow dynamics.

Figure 5.22 presents a conceptual model of the rock moisture structure across the hillslope and the influence of the structure of rock moisture on ecohydrologic processes. Three panels (A, B, and C) separate the hillslope into the three coupled components which influence the observed structure of rock moisture: vegetation (A), fractures (B), and matrix blocks (C). The topmost panel (D) reflects our observations of high rock moisture changes in the chronically unsaturated zone and low rock moisture changes in the seasonally saturated zone. Beyond the lower extent of the saturated zone, rock remains chronically saturated and restricts seasonal hydrologic dynamics to the weathered bedrock zone. Across the hillslope, tree roots may extend to nearly the same depth and promote a near surface layer of both fracture (B) and matrix (C) alteration which promotes rock moisture storage. At upslope positions, the interface between the seasonally saturated and chronically saturated zone is separated from this seasonally dynamic rock moisture storage zone by meters of fractured, but otherwise largely unaltered bedrock, that transmits storm runoff. This observed vertical structure reflects the dual ecohydrologic function of rock moisture: the seasonal storage of moisture in the near surface for seasonally water stressed vegetation and the transport of rainfall to the saturated zone which feeds the channel network during the wet and dry season.

Global significance of rock moisture to vegetation

In uplands forests, soils are commonly thin, and often do not provide enough storage capacity to meet the evapotranspiration demand of vegetation (Graham et al., 2010). For decades, weathered, fractured bedrock, which is commonly encountered within 1 m of the surface (sensu Wald et al., 2012), has been proposed as a source of seasonal water storage for vegetation in seasonally dry climates (e.g. Wahrhaftig, 1965, Arkley, 1981), and only recently has been quantified (see Schwinning, 2010). Several studies of moisture use by vegetation rooted in bedrock point to a diverse number of conditions (rock types, climates, topography) where the availability of what we define here as rock moisture
may dictate species composition (Zwiniecki and Newton, 1996), response of vegetation to drought (Kukowski et al., 2013), and the return of rock moisture to the atmosphere via transpiration (Schwinning, 2013).

The availability of rock moisture has been demonstrated in rock types which exhibit a wide range of weathering and water holding properties, including granites which weather to soil like grus (e.g. Graham et al., 1997), metasedimentary rocks whose rough fractures host retentive clays (e.g. Zwiniecki and Newton, 1996), and limestone which generates cavernous voids that can accumulate soil like material (e.g. Querejeta et al. 2007). In the karst Yucatan peninsula of Mexico, rock moisture has been identified as a critical resource to vegetation (Querejeta et al., 2007), and the matrix of the limestone bedrock appears to remain unweathered while discrete dissolution features accumulate soil and clays which hold moisture for dense root networks which are restricted to these dissolution features (Estrada Medina et al., 2010). In granites, the dissolution of individual mineral grains within the rock matrix promotes interconnected porosity and water retention within the rock itself. This rock moisture within the matrix is accessible to roots or their symbiotes directly (Hubbert et al., 2001). In weathered sedimentary rocks, rock moisture is held in a variety of reservoirs, each with its own water retention properties, including fracture surfaces, weathering products, and potentially at shallow depths, within rock matrix that has been significantly weathered, as observed in the upper 4 m by Zwieniecki and Newton (1996). Rock moisture use by plants may not be restricted to specific rock types, but an understanding of how rock moisture is held and accessed as a result of specific weathering processes (which may have a lithologic or mineralogical dependence) may allow for the prediction of where and when rock moisture is available and how vegetation interacts with it. Fractures alone may not ensure rock moisture storage, a diversity of pore sizes and the generation of clays may be needed.

At our site, precipitation exceeds potential evapotranspiration on an annual basis, however, the concentration of precipitation during the wet seasons leads to seasonal water stress. Schwinning, 2010 documents six studies in diverse tree species within mediterranean and sub-humid climates where 11-100% of the water use by trees is derived from rock and suggests water held in the underlying bedrock may be particularly important in seasonally dry and semi-arid climates. Beyond water stressed regions, the extraction of nutrients by roots and fungi may lead to a dependence on rock moisture in humid regions as well (Graham et al., 2010) and thus, rock moisture may be important to vegetation in a variety of climates and not only those that are water-stressed.

Studies of groundwater recharge in arid and semi-arid climates indicate that precipitation very rarely penetrates the rhizosphere and almost all of incoming precipitation is accommodated within the shallow part of the profile (see review by Seyfried et al., 2005). At our site, though preferential flow may drive rapid downward transport of water out of reach of direct evaporative loss (even during the driest conditions) a seasonal rock moisture storage capacity must be filled and exceeded before significant downward drainage and recharge of groundwater occurs and thus almost all of the initial wet season precipitation is held within the rhizosphere. This early season response may represent the
behavior of semi-arid or arid climate systems.

Wang and Narasimhan (1985), hypothesized that in arid areas in particular, the high capillary pressures observed within the rock matrix (e.g. Nativ et al., 1995) prevents rapid downward migration of water via preferential flow pathways due to imbibition of water by the rock matrix. This is in constrast to more humid areas where lack of matrix imbibition allows for rapid and deep transport. Our observations, which point to the chronic saturation of rock matrix at some depth supports this hypothesis. Hence, the saturation of the rock matrix may represent a fundamental difference that influences the behavior and function of rock moisture, and its use by vegetation, in different climates. Additionally, the rapid drainage of the rhizosphere prevents saturation which can limit rooting depth among non-hydromorphic species (Richardson and Vepraskas 2000, White 2007). Therefore, the significance of rock moisture to ecosystems may depend on the properties of the rock which balance transport and storage, and these properties may manifest differently in different climates.

5.4 Summary of results

Despite annual variation in total rainfall and the the timing and intensity of storms within the wet season, the amount of rock moisture that is seasonally added and subsequently depleted in the weathered bedrock at any particular location is nearly identical in successive years. This puts a distinct, annually repeated bound on dry season rock moisture availability. The volume of seasonally exchanged rock moisture in the near surface varies from 85 mm near the base of the slope to 615 mm at the ridge, corresponding to stronger weathering of the near surface (upper 5-12 m) upslope. The average annual rock moisture storage across the entire hillslope is 284 mm. Soil moisture storage is 30 mm on average. In a drought year (2014), where the site received 1078 mm of rainfall (nearly half of the annual average), this average rock moisture storage constituted 26% of the annual rainfall.

Seasonally, the initial storms are almost entirely accommodated by storage in soil and rock moisture as a wetting front progresses up to 12 m within the weathered, fractured rock. Rainfall in excess of the annually repeated rock moisture storage capacity is rapidly transformed to runoff throughout the wet season, likely traveling through fractures. Nearly all of the rock moisture is held in the upper 5-12 m of weathered bedrock, below which no significant changes in rock moisture are detected despite transient storm-driven saturation at those depths. The vertical structure of rock moisture is not altered with the addition of rainfall throughout the wet season and is consistent in different years. Over the long dry season, the up to 128 mm stored in the thin soils is rapidly depleted, while the dynamic rock moisture zone is slowly depleted, retaining up to 100 mm 15 weeks into the dry season. The timing and spatial pattern of rock moisture depletion over the dry season is the same in wet and dry years where rainfall varied by 2.5 times.
### Table 5.1: Seasonal and maximum moisture content changes in soil and saprolite: Continuous moisture content observations in soil and saprolite.
The amount of summer precipitation received is shown at different intervals through the summer over several years. In all surveyed wells, the timing and amount of summer precipitation were monitored, and neutron probe surveys were conducted at different intervals throughout the season to track the drying of rock moisture. The timing and amount of summer precipitation received is shown in Table 1.3. The drying of rock moisture was monitored using neutron probe surveys conducted at different intervals throughout the season in the unsaturated zone, seasonally saturated zone, and the lower part of the saturated zone. The seasonal change in rock moisture storage observed in all wet season surveys (between October and May) in the unsaturated zone, seasonally saturated zone, and the lower part of the seasonally saturated zone that exhibits an abrupt transition to high neutron counts is shown in Table 5.2.

Table 5.2: Rock moisture storage in the saturated and seasonally saturated zone: Comparison of rock moisture storage observed in all wet season surveys (between October and May) in the unsaturated zone, seasonally saturated zone, and the lower part of the seasonally saturated zone that exhibits an abrupt transition to high neutron counts.

Table 5.3: Summer rock moisture survey timing and precipitation data: To track the drying of rock moisture, neutron probe surveys were conducted at different intervals throughout the summer over several years. The timing and amount of summer precipitation received is shown.
The mean, median and, standard deviation for all wells across the site are shown on the right.

### Table 5.4: Seasonal maximum and dry season rock moisture storage

Seasonal maximum rock moisture (bold) in different depth intervals compared to rock moisture storage measured throughout the dry season (at 7, 12, and 15-17 weeks after the final wet season storm). The mean, median and, standard deviation for all wells across the site are shown on the right.
<table>
<thead>
<tr>
<th>Water Year</th>
<th>Total Annual Precipitation (mm)</th>
<th>Total Annual Runoff (mm)</th>
<th>Total Annual Inception (20% of Precipitation) (mm)</th>
<th>Total Annual Evapotranspiration (mm)</th>
<th>Total Summer Runoff (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2009</td>
<td>1492</td>
<td>782</td>
<td>298</td>
<td>412</td>
<td>52</td>
</tr>
<tr>
<td>2010</td>
<td>1905</td>
<td>1332</td>
<td>381</td>
<td>192</td>
<td>38</td>
</tr>
<tr>
<td>2011</td>
<td>2092</td>
<td>1465</td>
<td>418</td>
<td>208</td>
<td>17</td>
</tr>
<tr>
<td>2012</td>
<td>1557</td>
<td>918</td>
<td>311</td>
<td>328</td>
<td>14</td>
</tr>
<tr>
<td>2013</td>
<td>1447</td>
<td>862</td>
<td>289</td>
<td>295</td>
<td>58</td>
</tr>
<tr>
<td>2014</td>
<td>1027</td>
<td>472</td>
<td>205</td>
<td>350</td>
<td>27</td>
</tr>
<tr>
<td>2015</td>
<td>1359</td>
<td>769</td>
<td>272</td>
<td>318</td>
<td>31</td>
</tr>
</tbody>
</table>

Table 5.5: **Annual Elder Creek water budget**: Precipitation (measured at the Angelo Reserve HQ weather station), runoff (measured at the Elder Creek stream gauge), interception (estimated as 20% of measured precipitation), evapotranspiration (calculated as precipitation less runoff and interception), and measured summer runoff. Water year begins in October of the preceding year and ends in the water year listed.
5.6 Figures

Figure 5.1: Seasonal pattern of precipitation, solar radiation, soil moisture, groundwater, and streamflow at Rivendell 2011-2015: (A) Solar radiation (yellow), precipitation (light blue) and cumulative seasonal precipitation (dark blue) measured at Angelo HQ weather station (http://sensor.berkeley.edu) (B) Soil moisture measured via TDR sensors at the ridge top near Well 15 at 15, 35, and 70 cm depth. (C) Elevation of groundwater table in wells across the site. Wells are individually labeled. Periods of inexplicable noise or disturbance of the water table due to sampling or pumping were removed from the record and not shown. The water table at Well 2 (orange) and Well 13 (dark purple) falls below the bottom of the well, therefore, records of water level only exist when the groundwater elevation exceeds the elevation of the bottom of the well. The relatively constant low water table position in Wells 14 (teal) and 16 (light blue) is greater than 5 m from the bottom of the well. (D) Elder Creek discharge (USGS Station 11475560).
Figure 5.2: **End of dry season rock moisture profiles:** Rock moisture content, $\theta$, measured in Wells 7, 6, 5, 15, and 16 at the end of the dry season in September 2014 (yellow), September 2015 (purple), and October 2015 (black). The survey conducted on October 25, 2015 is used as a reference dry survey to which all other surveys are compared. Gray lines represent all rock moisture profiles over the 3 years of observation. Blue bars are a relative measure of the fraction of time that a particular depth remains below the water table. Dashed lines represent the bottom of the well. Note that 46 mm fell in September 2014 leading to the wetting of the upper part of the profile in some wells.
Figure 5.3: **Change in soil moisture:** Change in soil moisture content relative to reference dry date of Oct 25 2015 (i.e. $\Delta \theta = \theta(t) - \theta_{10/25/2015}$) measured by three different TDR configurations. A) T-series TDR inserted sub-horizontally into small trench within soil and then backfilled. B) S-Series TDR: Installed vertically in augered holes in soil and backfilled with native soil. C) L5 TDR: TDR inserted into the wall of a 1.5 m deep trench at the ridge top (Oshun, 2015).
Figure 5.4: **Change in moisture content of shallow saprolite and weathered bedrock:** Changes in rock moisture content, $\Delta \theta$ measured via continuous monitoring of TDR installed in weathered, fractured rock and saprolite. In the top panel (L4 TDR), data are derived from different installation techniques described in Salve and Rempe, 2013 in the two types of rock we observe across the site, sandstone and argillite. The “weathered matrix” TDR were installed by drilling holes for the TDR prongs into the matrix of weathered bedrock in a trench face which was then backfilled. The “fracture infill” probes were pressed into the space between fractures. Missing data in the argillite fracture infill dataset are the result of power outages in 2009-2010. Degradation of the quality of L4 TDR data prevented the calculation of $\Delta \theta$ from the reference dry day, and instead, the minimum moisture content was used as a reference dry measurement. In the bottom panel, L5 TDR data are shown. TDR were pressed into a strongly saprolitized deep trench located at the ridge top. In the L5 TDR, Oct 25 2015 was used as the reference moisture content from which $\Delta \theta$ was calculated.
Figure 5.5: **Initial wet season response of soil, rock moisture and groundwater to precipitation:** The initial wet season response of the hydrologic system to small rain events in the Fall of 2014. Precipitation (A), soil moisture (B), shallow saprolite moisture (C), rock moisture (D), and groundwater level (E) are shown. Colored vertical lines in A, B, C, and E correspond to rock moisture survey dates shown in D. Gray lines in D represent all rock moisture survey data collected, solid vertical lines are data collected during the initial wet season in 2014, and dashed lines represent the approximate depth of the wetting front interpreted from the rock moisture survey. Note that cumulative seasonal precipitation (A) is calculated starting Aug 1.
Figure 5.6: **Rock moisture seasonal wetting**: Changes in rock moisture, $\Delta \theta$, in the initial months of the 2014 and 2016 wet season. All data collected are shown in gray. Note that not all wells were surveyed during every survey date. Profiles show the propagation of wetting fronts as well as evidence of non-sequential wetting. As the wet season progresses, subsequent surveys show little to no change in moisture content.
Figure 5.7: **Early wet season wetting front propagation in Wells 6, 7, 16 and 15:** Early wet season wetting front depth within weathered, fractured rock in Wells 6, 7, 15, and 16. Circles, squares, and diamonds are for WY 2014, 2015, and 2016 respectively. Corresponding profiles of $\Delta \theta$ are shown in Figure 5.6.
Figure 5.8: **Profiles of repeatable maximum wet season rock moisture**: Rock moisture $\Delta \theta$ (A) and storage in the upper 10 m (B) during the wet season. Addition of precipitation does not significantly influence the amount or pattern of water stored as rock moisture during the wet season. Arrows represent the seasonally saturated zone where the water table fluctuated between December 29, 2015 and March 16, 2016. Each survey extended to the depth of the water table at the time of the survey. This depth was different among surveys. A wetting front in Wells 5 and 15 had not fully advanced at the time of the Feb 21 2014 survey, leading to significantly lower storage at that time.
Figure 5.9: Profiles of seasonal change in rock moisture, $\Delta \theta$: Change in rock moisture between March 16, 2016 (cumulative seasonal precipitation 2102 mm) and October 25, 2016 reflects roughly the entire range of $\Delta \theta$ observed over multiple years of monitoring. All data collected and analyzed are shown in gray to demonstrate that not all measurement locations show a maximal value at this measurement date. The bottom of each well is denoted with a dashed line and the light blue bars indicate the relative amount of time that a particular depth interval remains saturated (i.e. below the water table).
Figure 5.11: Seasonal change in soil moisture and rock moisture, $\Delta \theta_{\text{max}}$: Seasonal moisture content change, $\Delta \theta_{\text{max}}$, with depth. Moisture content changes in wells are derived from neutron probe surveys conducted in October 2015 and March 2016. Seasonal changes in moisture content in TDR installed in soil and saprolite (Table 5.1) were computed as the difference between the mean wet season moisture content and the minimum observed moisture content. Inset shows the same data, highlighting 0-5 m depth interval.
Figure 5.10: **Vertical structure of $\theta$ in deep wells:** Deep wells show several discrete layers exhibiting similar changes in $\theta$ in successive surveys. All survey data collected are shown in gray and interpreted layers are colored with dashed lines denoting rough boundaries between layers. The seasonally saturated zone is denoted by a blue box and the relative amount of time a particular depth experiences seasonal saturation is shown as light blue horizontal bars. Changes in $\theta$ diminish with depth. A shallow zone of low $\theta$ (dark green) is associated with low bulk density near surface saprolite, and a deep zone of high $\theta$ (orange) is associated with dense bedrock.
Figure 5.12: **Seasonal rock moisture storage, $S_{max}$:** Seasonal rock moisture storage, $S_{max}$, in different depth intervals (A) and throughout the chronically unsaturated zone (B). Note that total well depths and the thickness of the unsaturated zone at the time of the March 16, 2016 survey are different for each well (see Table 5.2). The water table was high at the time the data were collected in Wells 6 and 7, therefore, $S_{max}$ does not account for a significant fraction of rock moisture storage in those wells.
Figure 5.13: **Rock moisture unit storage capacity in the unsaturated and seasonally saturated zone:** The median rock storage unit storage capacity (change in moisture content, here expressed in units of mm/m) in the unsaturated zone (orange) and seasonally saturated zone (blue) shows higher storage capacity in the unsaturated zone. The median was computed from all wet season surveys where cumulative seasonal precipitation exceeded 500 mm. Note that the thickness of the unsaturated and saturated zone differs among wells and the thickness of the unsaturated portion of the seasonally saturated zone differs among surveys. Depth intervals for each well are shown in Table 5.2.
Figure 5.14: **Timing of seasonal groundwater response:** (A) The timing of the seasonal groundwater rise (circles) and recession (squares) plotted on the record of cumulative seasonal precipitation (shaded blue) and cumulative seasonal runoff (white) for water years 2011-2014. (B) The cumulative seasonal precipitation at which the initial seasonal groundwater rise occurs is relatively consistent year to year. Solid bars reflect the mean for each well and dashed lines represent one standard deviation from the mean. Wells 1 and 3 are excluded from this analysis because of well pumping for groundwater sampling and Wells 13 and 2 are excluded because the groundwater level falls beyond the depth of the well.
Figure 5.15: **Rock moisture storage throughout the wet season:** Rock moisture storage, S, in the upper 10 m (colored circles) is plotted against seasonal cumulative precipitation at the time of the survey. Vertical lines reflect the timing of the initial response of the groundwater table. Squares aligned along the x-axis represent the total cumulative seasonal precipitation in a given year. Color of circles, squares, and lines represents the year of data collection (shown in legend). The dashed line is the 1:1 line.
Figure 5.16: **Relationship between seasonal groundwater response seasonal change in rock moisture, $S_{\text{max}}$:** The amount of precipitation observed at the time of the seasonal groundwater response at a particular well is proportional to the volume of rock moisture storage ($S_{\text{max}}$) observed in that well (A) but does not correspond with the depth to groundwater table at the time of the seasonal response (B). The mean cumulative seasonal precipitation for response over 5 years of observation (shown as a solid horizontal bar in Figure 5.14) is plotted and the error bars represent one standard deviation (shown as a dashed horizontal bars in Figure 5.14). The mean depth of the groundwater table at the time of response over all years of observation is shown in (B) and varies at most by 1.5 m (at Well 16). $S_{\text{max}}$ accounts for the entire profile. Well 12 is excluded because the groundwater response is strongly tied to streamflow. Wells 2 and 13 are excluded because the water level falls beyond the depth of the well.
Figure 5.17: **Dry season rock moisture depletion:** The change in moisture content, $\Delta \theta$, in the top 15 m is shown for surveys conducted in the summers of 2014, 2015, and 2016 (see Table 5.3). Different hues of the same color represent measurements from different years taken approximately the same time after the final wet season storm. Grey represents the wettest measurement (March 2016). Blue, green, and orange represent 7, 12, and 15 weeks into the summer respectively. Despite large differences in the seasonal cumulative precipitation each year (Table 5.5), the pattern of rock moisture depletion throughout the summer is relatively consistent year to year.
Figure 5.18: Dry season rock moisture storage: The depth-cumulative rock moisture storage, \( \Sigma S \), is shown for surveys conducted in the summers of 2014, 2015, and 2016. Different years are represented by different hues of the same color and color represents similar elapsed time from the start of summer. Grey represents the wettest measurement. Blue, green, and orange represent 7, 12, and 15 weeks into the summer respectively. \( \Sigma S \) is defined as the amount of water stored as rock moisture relative to Oct 2015 at or above a particular depth. Note that the upper part of the profile in Wells 12, 5, 6, 7, and 14 was not monitored, therefore these depths are not accounted for in the calculation of cumulative storage throughout the profile.
Figure 5.19: **Conceptual model for a seasonal rock moisture cycle:** The addition and depletion of soil moisture, rock moisture, and groundwater is shown throughout the year.
Figure 5.20: **Conceptual model of rock moisture storage mechanisms:** (A) One dimensional hillslope weathering profile and corresponding profile of rock moisture. Solid black line represents the total porosity and colors (described in legend) represent the composition of the pore fluid. Rock moisture changes (light blue) are greatest in the chronically unsaturated zone. In the seasonally saturated zone, less rock moisture is exchanged and larger proportion of the porosity is comprised of water that is not exchanged seasonally. The lowest porosity occurs within the chronically saturated zone and very little water is exchanged. Hypothesized rock moisture storage reservoirs are shown in A and B. (B) In the “high $\Delta\theta$” zone, rock moisture is held in the interconnected pores of weathered matrix blocks, clay weathering products within fractures, and along fractures including within oxide coatings. (C) In the “low $\Delta\theta$” zone, matrix blocks are chronically saturated and fractures are seasonally saturated. When fractures are unsaturated, rock moisture is held within roughness features along fractures, as a capillary bridge between fractures, and as a free surface film.
Figure 5.21:  (A) Photograph of 3.5 m pervasively fractured trench face where, upon excavation, rock moisture storage was observed along fractures and within granular material occupying fractures. The saturation state of the rock matrix was not evaluated. (B) Components of the rock moisture storage observed to occur within and along fractures.
Vegetation extracts rock moisture via transpiration. Unsaturated fractures store moisture for vegetation and drive both rapid and slow groundwater recharge. Saturated fractures route winter runoff and summer baseflow. At shallow depths, the rock matrix experiences seasonal changes in saturation. At depth, the rock matrix remains saturated year round.

Figure 5.22: **Conceptual model for the structure of rock moisture across a hillslope:** The interplay between vegetation and weathering lead to a structure of rock moisture storage across the hillslope that influences critical zone processes. Rock moisture dynamics are greatest in the near surface where roots extract moisture (A), unsaturated fractures generate rapid and slow recharge (B), and the rock matrix is weathered (C). At depth, rock moisture changes are minimal because water is primarily routed through few but conductive fractures that generate rapid runoff during the wet season and baseflow during the dry summers (B).
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Chapter 6

Runoff generation


6.1 Introduction

In this chapter, we focus on the response of the groundwater system to rainfall and its variability across an upslope thickening weathering profile. In previous chapters we identified that the hydrologic dynamics within the Rivendell hillslope are controlled by the development of a thick (up to 25 m) weathering front into fractured bedrock. An increasing number of hydrologic investigations in uplands landscapes are reporting a large fraction of runoff originating from fractured bedrock (e.g. Onda, 2001, 2006, Banks et al., 2009), however, there is no established framework for identifying what attributes of a particular landscape (i.e. lithology, tectonic history, climate) can be used to predict how water may be partitioned between shallow and deep or rapid and slow flowpaths. Further, there are few observations of temporal dynamics of fractured bedrock runoff generation to contribute to an understanding of how the structure of the critical zone influences the timing of runoff. Observations are needed to constrain models that are used to predict a variety of processes that depend on how runoff is routed including stream temperature for aquatic ecosystems, reactive transport of solutes used to quantify rates of weathering, and the influence of landuse changes such as shifts in vegetation or retention dams on streamflow. Here, we seek to connect observations of critical zone structure to the hydrologic response observed in a steep, deeply weathered hillslope in an effort to identify the salient behaviors that may be generalizable to this and other landscapes where runoff through fractured bedrock occurs. We also seek to link our observations at Rivendell to those made in other steep hillslopes of similar lithology to understand what factors (e.g. climate, mineralogy) lead to different runoff mechanisms for similar rock types.

Groundwater monitoring at the Rivendell field site over 9 years shows that a seasonally perched water table forms within fractured rock above a boundary between weathered and unweathered rock. As shown in Chapter 5, incoming rainfall first drives up rock moisture. Once a storage capacity is reached additional incoming rain passes along fractures that transmit water to groundwater table perched on Zb, the fresh bedrock boundary. This groundwater build up then drives runoff. During the long dry summer, the groundwater system slowly drains. Here, I describe the wet season response of the groundwater system and the groundwater recession in detail and examine all of these observations (the seasonal response, the rapid response to storms, and the slow recession) in the context of the critical zone structure, i.e. across the hillslope from channel boundary condition to groundwater divide.

6.2 Results

Wet season groundwater response to rainfall

The timing and magnitude of the groundwater response to individual storms is highly variable in space and time. Here I examine up to 50 individual storm-response signals
over a 5-year period (2008-2012) at each well. Table 6.1 summarizes the observations and Figures 6.1-6.7 show the spatial and temporal pattern of groundwater response. Wells 1 and 12 are included in this analysis, although their response is likely driven by water level dynamics of nearby Elder Creek. The mean lag to peak (lag between the centroid of the storm precipitation and the peak groundwater response) falls between 22 and 31 hours for 7 of the 10 upslope wells. The three midslope wells drilled into the dirt road bed had distinctly longer lag times (39 to 70 hours) (Figure 6.1). The upslope most wells, Wells 15 and 16 displayed the least variance in lag, but also had the least number of distinctive storm signals to analyze. Surprisingly, the lag to peak does not increase with increasing critical zone thickness (and depth to the water table) (Figure 6.2).

Figure 6.2 shows the lag to peak as a function of the depth to the water table at each well. Surprisingly, the lag to peak does not increase with increasing critical zone thickness (and depth to the water table). The only well that shows a clear trend of lag with depth to the water table is Well 5, in which the lag increases with depth. Well 10 appears to have a relatively short lag at greatest depth, then a much greater lag at a shallower depth which then shortens with still greater rise to the surface. For the wells with a large number of storms analyzed, the variance in lag to peak approaches an order of magnitude at a given depth. Given that travel distance should influence the lag from rainfall to groundwater response, it is also surprising that there is no vertical pattern to the lag to peak values in nearly all the wells (Figure 6.3A).

The velocity of the peak response (Figure 6.4) varies by over an order of magnitude at a given depth. A weak trend towards faster mean velocities with greater depths is consistent with the lack of depth dependency in the lag to peak time. Figure 6.5 shows that at Wells 7 and 10 the lag to peak systematically increased by more than an order of magnitude as the wet season progressed. Five years are shown, and in each year the start of the wet season has a much shorter lag time than then the eventual end point. None of the other wells show this pattern. As indicated in Figure 6.2, this change is not a function of depth below the surface. Instead, for the same water table level, later in the season the lag to peak is greater than at the start of the wet season. Similarly, the time to initial response, defined as the time between initiation of precipitation and initiation of well response, does not show a relationship with critical zone structure (i.e. depth of the water table or slope position) (Figure 6.3B). However, the time to initial response is generally shorter than the lag to peak.

The time to the initial response of the groundwater (measured as the time between the initiation of rainfall within a given storm and the initial groundwater rise) is plotted in Figure 6.6. This time to initial response also does not show a relationship with critical zone structure (i.e. depth of the water table or slope position) (Figure 6.3B). The time to initial response is generally shorter than the lag to peak.

The velocity of the initial response (measured as the distance to the water table divided by the time of initial response) is reported in Table 6.1 and plotted in Figure 6.4. The fastest initial response velocities occur within Wells 3, 6, 7 and 10, which lie along the subtle valley on the site, but there is no obvious pattern with critical zone structure i.e.
velocity is not proportional to depth of the water table. Figure 6.6 suggests that at three wells (3, 6, and 10) there may be a slight tendency for the timing of the initial response to decline with shallow depths to the water table, otherwise, similar to the lag to peak, there is no apparent velocity variation with depth below the surface for an individual well and for a given depth the variation in velocity between individual storms can exceed an order of magnitude (Figure 6.4). A comparison of the velocity of initial response and velocity of peak response (Figure 6.7) shows that in all wells, the velocity of the initial response is faster than the velocity of the peak response. In seven of the upslope wells the mean velocity of initial response is between 40 and 72 cm/hr ($1.1 \times 10^{-4}$ m/s to $2 \times 10^{-4}$ m/s) for the other three the values are 126, 147 and 154 cm/hr.

The rapid response of the water table to storms, as indicated by the velocity of initial response, suggests that relatively small amount of recharge leads to a large water level response, and by implication, relatively small amount of porosity to fill to cause saturation. The total storm precipitation divided by the groundwater level rise that occurred during that storm provides a crude estimate of the fracture porosity, assuming that all precipitation reaches the groundwater during the time scale of the storm, all flow is vertical, and all saturation changes occur in unsaturated fractures. Though these assumptions are likely not valid (e.g. the steep hydraulic gradient drives lateral groundwater flow) this metric nonetheless indicates that there is variability in the amount of water needed to raise the water table by a given amount among and within wells. At Rivendell, on average, about 50 mm precipitation leads to a 1 m rise in water level (0.05 m/mm shown in Figure 6.8). There is no apparent pattern in the volume of water needed to raise the water table across the hillslope and all wells show that most storms generate a change in saturation of less than 10% (m of rain per m of groundwater rise) (Figure 6.8). Hence, these data suggest that in the seasonally saturated zone where groundwater levels are dynamic, there is about 5% porosity that is filled by storm recharge and then drained. In some wells that experience exceptional groundwater level increases of several meters per storm (e.g. Well 14), the precipitation needed to drive increases in the water table approaches 1% (Table 6.1).

Dry season recession of groundwater

Figures 6.9 and 6.10 show the temporal dynamics of the wells during the dry season recession. In Figure 6.9 the water level recession since the end of the final storm of the wet season is tied to the absolute elevation datum. Multiple years are shown. Figure 6.10A plots the drop in water level at each well that occurs in the final 60 days of the dry season (i.e. the 60 days before the first fall storms). These two plots demonstrate that over 4 years of groundwater monitoring there is relatively modest variation in successive years at individual wells in the seasonal groundwater table recession during the dry season. This occurs despite differences in seasonal cumulative precipitation and the timing of the final precipitation of the season. In Wells 1, 12, 15 and 16 (the wells at the base and at or near the ridge), water levels did progressively drop with each drier year. As
Figure 6.9 indicates, the well water level recession slopes are similar in successive years, hence the water table height at the start of the dry season and timing of the onset of the dry season should influence the water level differences in successive years. There is, nonetheless, significant variability in the pattern and timing of the groundwater recession over the early part of the dry season among wells that mostly likely reflects local critical zone properties or hydraulic conductivity structure. For example, W14 and W16, drain in the initial 2 weeks of the summer, while W15, W7 and W5 drain steadily throughout the dry season (Figure 6.10A). Despite differences in early dry season groundwater recession, groundwater levels drop between 0 and 1.7 m over the final 60 days of the summer and this observation is fairly consistent year to year within each well.

The gradual recession of the well water levels records the hillslope groundwater drainage that sustains summer baseflow in Elder Creek. Between 2009 and 2015, runoff in Elder Creek over the summer ranged from 14-58 mm (1-7% of the total runoff, 0.1 to 0.4 mm/d) (Table 5.5). This runoff linearly increased with the magnitude of the final 30 days of precipitation ($R^2 = 0.45$), but showed no correlation with annual precipitation. Total late summer runoff (last 60 days of summer prior to the first storm of the following wet season) varied from 5 to 17 mm. Only 5 to 6 mm of runoff occurred during this period in 2012-2014. In wells upslope from the toe of the slope (i.e. excluding Wells 1 and 12), groundwater levels continue to recede for a few months after the initiation of the wet season rains. Even in 2014, following a dry year (less than half mean annual precipitation) and long summer (140 days), Elder Creek remained flowing, supporting salmon populations as the groundwater slowly drained from the hillslope, and continued to recede even after the arrival of small fall storms.

Figure 6.10B shows an estimate of groundwater contribution to baseflow. The volume of baseflow was calculated, at each well, by multiplying the change in groundwater level observed in the last 60 days of summer by an estimate of porosity. We choose a porosity of 5%, as described above. Using the water table drop and a porosity of 5%, we arrive at groundwater estimates of baseflow from less than 5 mm to over 60 mm (6.10B) that are consistent in each well in different years. Elder Creek runoff over the final 60 days of the dry season (5-6 mm) is less than an estimate of the groundwater contribution to baseflow, which ranges from 5 to 50 mm among wells.

The groundwater response across the hillslope

Figure 6.11 places these vertical dynamics observed in individual wells in a longitudinal context. Here Elder Creek discharge is plotted as a function of well water level at locations along the hillslope from near the channel to the ridge. The very strong correlation at Well 1 is likely driven by the hydraulic connection between the creek and the well, i.e. the Elder Creek is immediately adjacent to Well 1 and influences water level there. Well 3 shows that at low flow Elder Creek discharge may rise and fall by over an order of magnitude independently of Well 3 water level. As Elder Creek discharge rises, however, the high level in Well 3 corresponds to high Elder Creek discharge. Some points lie below the
cluster of data suggesting that occasionally Elder Creek discharge declines more rapidly that does the water level in the well. At Well 10 the dissociation between Elder Creek discharge and water level in the well is even greater. At relatively low water levels the Elder Creek discharge can reach its full range of discharge variation. The well level and discharge are unrelated in time. The correlation improves at highest water level but less so than at Well 3. In contrast, at the divide, i.e., Well 15, there is no relationship between Elder Creek stream flow and well water level. These data imply that generally the smaller rainfall-runoff events are driven by the rapid groundwater dynamics of the lower portion of the hillslope. The effective contributing area for a given storm then must spread upslope through the winter. Despite the response time to storms in the groundwater being similar across the hillslope (Figure 6.3), the number of storm events that generate a corresponding well response declines upslope, hence the spreading dissociation of groundwater and runoff data in Figure 6.11.

The seasonal disassociation of upslope groundwater from dynamics at the base of the slope is illustrated by Figure 6.12A which compares streamflow (shown as Elder Creek stage), the groundwater response at the base of the hillslope (Wells 12 and 1), and groundwater at the drainage divide (Well 15). The stage in Elder Creek can rise and fall over the course of several storms before the groundwater level at the ridge rises (Figure 6.12B). At the conclusion of the wet season, discharge and groundwater levels at the base of the slope recede while Well 15 continues to rise in the initial part of the dry season (Figure 6.12C). Figures 6.13 and 6.14 show the groundwater response and cumulative seasonal precipitation in all wells across the slope except for Well 3 which had inexplicable electronic noise during significant parts of the monitoring period, and Wells 2 and 13 which are dry for much of the year. The groundwater response at Well 15 generally shows a more diffuse response to the arrival of the wet season than wells located across the hillslope. Groundwater levels in Wells 15 and 16 are more strongly influenced by the magnitude of seasonal precipitation than downslope wells. Well 15 continues to recede after the arrival of rain as other wells respond seasonally (Figure 6.14). These plots further support the interpretation that storm runoff in Elder Creek may be driven by groundwater dynamics in the downslope portion of the hillslope, especially during the early part of the wet season.

The 12 wells allow us to construct, crudely, contour maps of the groundwater surface under the hillslope. To do this we select specific days through the season, use natural neighbor interpolation (Matlab, R2015) to contour groundwater elevations. Although there are only three wells in the upper part of the hillslope, a relatively simple topographic surface is revealed by this procedure. Figure 6.15 shows a colorized 5 m interval contour map of the groundwater table near the end of the dry season (Sept 26, 2011) and after winter rains when water levels are high (March 30, 2012). In both cases, from Well 10 down to the base of the hillslope the contours define a smoothly varying surface. This surface however is not oriented the same direction as the surface topography. Instead the mean trend of the surface is oriented about 35 degrees relative to the mean trend of the surface topography. This orientation difference matches the shorter travel distance
to Elder Creek for some wells and for others the distance along this path is about the same as following the surface topography. The wet season surface topography is steeper in the lower ½ of the slope (due to significant groundwater rise relative to the base of the hillslope) and suggests a pattern of flow convergence close to the side of the mapped field. These maps also imply a different flow path and relative contributing area associated with each well. Specifically the upslope contributing area that would drain past wells 1 and 12 is relatively limited and originates on the sandstone ridge. If groundwater does follow the gradient of the water table, water at Well 6 would flow towards Well 5 and then Well 13. This is a very different path if we relied only on the ground surface topography. That topography would suggest water at Well 6 would drain towards Well 3 and 1. Well 10 flow path according to the groundwater topography is even more divergent from the ground surface topographic maximum fall path.

The series of profiles presented in Figure 4.1 put the groundwater response in the context of the chronically unsaturated zone, the seasonally saturated zone and the chronically saturated zone shown. It is the dynamics of the seasonal saturated zone that sets the lower and upper bound of the other two zones. Figure 4.1 defines the range of the seasonally saturated zone (the light blue) and shows the relative percent of time the water table spends at the various heights within the seasonally saturated zone (darker blue horizontal bars on the light blue background). Note that in most of the wells the darker blue tone bars approach the vertical boundary well below the top of the light blue box, implying that there are just a few short lived events that shoot up to the shallow heights indicated by the upper level of the blue box. The shapes of the groundwater hydrographs shown in Figure 6.13 and 6.14 show this characteristic of the seasonally saturated zone: rain events are marked by sharp rises, but rapid decline once rainfall diminishes. The slope of the water table recession after storms is steepest when the water table is elevated. In some wells (e.g. Well 5, Well 6, and Well 12), the recession of the water table progressively slows in time, while other wells show abrupt and consistent changes in the slope of the recession in time. Regions within the seasonally saturated zone where the water table recession slows may be associated with hydraulic conductivity barriers or sources of lateral flow.

6.3 Discussion

Though many hillslope runoff studies have inferred that flow through fractured bedrock occurs at the event (e.g., Wilson and Dietrich, 1987, Mulholland, 1993 Montgomery et al. 1997) and seasonal (e.g. Stewart et al., 2007) timescale, few have documented its occurrence directly (e.g. Banks et al., 2009, Haria and Shand, 2006) or identified the role that the development and structure of a weathering front plays on the hillslope scale hydrologic response (e.g. Anderson et al., 1995, Montgomery et al., 2002), particularly in a water-limited seasonally dry environment. Here I present, for the first time, documentation of a critical zone structure across a hillslope that directly influences the magnitude
and timing of runoff through weathered bedrock.

The hydrologic response of shales and the development of the critical zone

Runoff through fractured bedrock is not unique to shales and is common in a variety of rock types including granites (e.g. Legout et al., 2007, Kosugi et al. 2008, Katsuyama et al. 2011, Uchida and Asano, 2010), volcanic rocks (e.g. Iwagami et al., 2010, Hale and McDonnell, 2016) and metamorphic rocks (Marechal et al., 2009). Shale (here used as a general term for clay rich rock, which include the argillites that dominate our study site) comprises approximately 25-34% of the terrestrial surface (Amiotte-Suchet et al., 2003, Durr and Meybeck, 2005) and surprisingly, can be highly conductive in the near surface despite its extremely low hydraulic conductivity at depth. At our site, soils and weathered rock are sufficiently conductive to accommodate the observed rainfall intensities, which are generally below 4.5 mm/hr (1e-6 m/s), without generating overland flow or shallow subsurface stormflow through soils or saprolite. All runoff beyond rock moisture storage capacity enters the weathered fractured bedrock, where it perches above nearly impermeable bedrock and travels downslope, likely through a fracture network.

At other sites where runoff processes in shales have been investigated, a variety of runoff pathways have been identified and, though explicit weathering processes are not always directly investigated, runoff pathways are often linked to patterns of weathering. Near surface weathering, particularly in shales, can act to both reduce or enhance hydraulic conductivity and the controls on this remain unclear. For example, in a shale hillslope in Texas, thick cracking soils were observed to promote rapid seasonal recharge to a seasonal water table in fractured, conductive shale bedrock early in the wet season when cracks were open, and once cracks closed due to the wetting of the soil matrix, water was routed as overland flow (Allen et al., 2005). Additionally, occlusion of fractures by either translocated clay or clay weathering products formed in situ may reduce conductivity and promote lateral subsurface stormflow within saprolite (e.g. McKay et al., 2005). This is proposed to be a common condition in the extensively weathered piedmont of the Eastern U.S. (e.g. Tromp-van Meerveld et al., 2007). In a temperate shale hillslope in Australia, much of the runoff occurs through fractured bedrock but overland flow is frequently observed during intense rainfall events (Leaney et al., 1993, Banks et al., 2009). In first order catchments in shales across Japan, investigators have shown through hydrologic and geochemical means (e.g. Onda et al., 2001), as well as direct drilling (e.g. Padilla et al., 2015), that, similar to our site, infiltrating rainfall transits soils and saprolite (and sometimes surface volcanic deposits) to generate storm runoff through the fractured shale bedrock. In central Pennsylvania, 15 m of fractured shale, despite underlying till in some places, drives most runoff (Gburek and Urban, 1990, Risser et al., 2009). In New Zealand, dating of streamflow and groundwater in a steep shale landscape suggested that over 87% of discharge originated from bedrock groundwater (the rest attributed to overland flow),
and travel through a thick, fractured unsaturated zone was inferred to delay the arrival of water by several years while also rapidly transmitting pressure signals that drive storm runoff.

This shows that a variety of hydrologic responses are observed in shales, at least within humid or seasonally dry landscapes, despite exhibiting roughly similar rock types. We also note, that owing to their depositional environment, shales, are often interbedded with coarser grained material of distinctly different hydraulic conductivity and this strong contrast leads to runoff patterns and topography unique to interbedded sedimentary rocks (e.g. Urban and Pasquarell, 1992, Frisbee et al., 2016) that complicates our ability to quantify the role of rock type on runoff.

The diversity of hydrologic processes in hillslopes underlain by shale points to specific attributes of the shale that drives critical zone evolution. In the absence of clays or cracking soils, accumulation of groundwater occurs at the base of the weathering profile and promotes rapid runoff through fractures (e.g. Padilla et al., 2015, Molenat et al., 2011 Onda et al., 2005), while clay precipitation shallower in the profile tends to promote water storage or transient shallow subsurface stormflow (e.g. Travelletti et al., 2011, Banks et al., 2011). The location of weathering fronts (that can act as hydraulic conductivity interfaces) has to be tied to the transport of fluids ($O_2$, $CO_2$, and $H_2SO_4$) and parent rock mineralogy (e.g. Brantley and Lebedeva, 2011, Brantley et al., in press). Sulfide minerals are prevalent in clay rich rocks and when exposed to oxygen generate acids that dissolve primary minerals leading to an expected relationship between oxygen transport and weathering front depth. Wetzel and Einsele (1991) showed that the pattern and rate of porosity formation in various shales may be predicted by initial porosity and organic matter content linking the eventual weathered state of the rock to the original composition. Parent mineralogy in shales can also be linked directly to the size distribution of clay weathering products and their ability to occlude both fractures and weathered matrix pores (Cumbie and McKay, 1998). Therefore the mineralogical properties that control conductivity as rock weathers may be measurable, in the parent material, which may permit us to predict runoff processes from parent mineralogy. Additionally, geotechnical and mining investigations, that tend to perturb the environment, have revealed how rapidly pyrite oxidation and sulfuric acid generation can alter hydraulic and mechanical properties of shale (sensu Hawkins 2014). Therefore, at the time scale of landscape evolution, initiation of porosity at the base of the weathering front might be considered instantaneous and governed by fluid transport entirely and thus easier to model.

Together, these observations suggest that a unifying theory for landscape evolution, weathering, and water storage in clay rich rocks may be developed that may even allow us to tease out the role of vegetation, climate, and tectonics. Additionally, recent studies of other lithologies including a diverse set of crystalline rocks have identified common porosity initiating reactions and controls on those reactions (e.g. biotite oxidation (Buss et al., 2006), carbonate dissolution (White et al., 2005; Williams et al., 2007) and plagioclase feldspar dissolution (Brantley and White, 2009; Behrens et al., 2015). These observations along with evidence that the propagation of reaction fronts in the subsurface is strongly
tied to fluid flow within the hillslope, suggest that theoretical frameworks for critical zone evolution may be extended across different rock types and that the study of both runoff (and water storage) and weathering processes together are needed to advance our understanding of how landscapes route water.

The intensive investigation of runoff processes in Coos Bay, Oregon, a steep hillslope underlain predominantly by sandstone, offers a unique opportunity to compare critical zone development and hydrologic processes (Anderson et al., 1995, Montgomery et al., 2002). Table 6.2 summarizes properties of each. Both Rivendell and Coos Bay are undoing active uplift and erosion, with lower erosion rates measured at Coos Bay (0.1mm/yr) compared to Rivendell 0.2 to 0.4 mm/yr) (Table 6.2). Both sites receive nearly the same mean annual rainfall. The Coos Bay hillslope, however, is steeper and shorter in length. At both sites the depth to fresh bedrock increases towards the divide, but the depth to Zb (the fresh bedrock boundary) at Coos Bay is only 9 m at the divide with most of the chemical weathering occurring within the first meter. The organic-rich soil that mantles the weathered bedrock at Coos Bay has a density less that 1.0 gm/cm³, is laced with root holes and large animal burrows, and has exceptionally high saturated hydraulic conductivity. Nonetheless, tracer tests demonstrate that rainfall passed through the soil as plug flow (not as preferential flow along the macroporosity) (Anderson et al., 1997). The underlying fractured bedrock is blocky, saprolite is thin to absent, and the fractures are highly conductive, but shallow. Rainfall passes through the soil as unsaturated flow, drains into the fractures, but downslope flow in the fractures locally exceeds the fracture storage and forces flow back to the soil. This exfiltrated water flows downslope a short distance and re-infiltrates into the fractured bedrock. Local exfiltration eventually caused the site to fail as a landslide in a major rainstorm (Montgomery et al., 2002). Montgomery et al. (1997) and Anderson et al found, through monitoring of the piezometric response to natural and artificial rainfall and geochemical tracing, that nearly all runoff is through the fractured bedrock. Torres et al (1998) showed that as the system became wet (experimental sprinkling was sustained long enough to generate steady state conditions), the water potential in the soil, groundwater, and streamflow became “delicately linked” such that a spike of rainfall caused a response in the groundwater and runoff much faster than would occur by fluid advection. They proposed this occurred via a pressure wave. No measurement of rock moisture was attempted at Coos Bay, but given the shallow, and relatively minor weathering of the rock, seasonal rock moisture storage may be much less. The weathered sandstone blocks, however, may contain more rock moisture than the argillite matrix blocks of Rivendell.

In a similar setting to Coos Bay, but a different field site (Needle Branch), Hale and McDonnell (2016), found similarly shallow fractured bedrock but observed active response of deep (30-35 m) fractured bedrock to rainfall during the wet season. Similar to Rivendell, they find that wells undergo some seasonal cycle of activation where they are unresponsive to storms early in the season, but eventually respond rapidly to rainfall. One of their wells located at a drainage divide, shows a more subdued and seasonal time scale response to rainfall (similar to Well 15 at Rivendell) as compared with other wells,
which fluctuate repeatedly in response to storms within the same dynamic range. They also find, similar to Rivendell, that water levels in wells drilled into fractured bedrock at the base of the hillslope mimic patterns of discharge in the stream. However, Hale and McDonnell (2016) find much smaller water table fluctuations (< 2 m) relative to those observed at Rivendell (which can exceed 10 m). Further, stable isotope and dating of groundwater and streamflow at Needle Branch lends support to the observations at Coos Bay, which show that much of the runoff originates from the near surface fractured layer. Despite geomorphic similarities between the Oregon Coast Range sites (Coos Bay and Needle Branch) and Rivendell within the Northern California Coast Range (Table 6.2), differences in critical zone structure (thickness and material properties) cause important differences in hydrologic (and thereby geochemical) processes.

**Perched bedrock groundwater flow and surface topography in hilly and mountainous landscapes**

Recent studies have explored the influence of heterogeneity in saturated conductivity associated with fractured weathered bedrock and concluded that bedrock groundwater flow direction can be predicted from surface-topography in mountainous landscapes (e.g. Welch et al., 2012). However, several field observations have proposed that topography may not be a sufficient predictor of groundwater behavior within a hillslope (e.g. Devito et al., 2005, Haught and van Meerveld, 2011, Penna et al., 2014, Western et al., 1999) and have suggested that soil thickness (Buttle et al., 2004), the topography of the soil-bedrock boundary (Freer et al., 2002; Tromp-van Meerveld and McDonnell, 2006), and structural features such as faulting (e.g. White and Burbey, 2007, Hutchinson and Moore, 2000) control hillslope groundwater flowpaths to a greater degree than surface topography. At Rivendell, the topography of the fresh bedrock surface, \( Z_b \), leads to groundwater flow that is generally downslope towards the channel, but oriented along the three dimensional \( Z_b \) surface which diverges from topography. Interbasin flow (i.e. in this case, the discharge of hillslope groundwater in a channel other than the adjoining channel at the base of the hillslope) is not likely to be significant because groundwater accumulates seasonally within the hillslope and recedes to the nearly impermeable fresh bedrock surface which lines the channel. The connection between surface topography and the topography of the \( Z_b \) surface is thus needed to predict groundwater flow paths.

Where hydraulic conductivity is documented in fractured bedrock, it is shown to decrease with depth (e.g., Davis and Turk, 1964, Snow, 1973, Tiedeman et al., 1998, Stober and Bucher, 2006, Jiang et al., 2009, Boutt et al., 2010). There is significant uncertainty, however, about how to represent this decrease in numerical models used to predict runoff in steep catchments (e.g. Welch and Allen, 2014). Scale dependent saturated conductivity measurements influence the prediction of unsaturated fluxes and water table fluctuations (Evans et al., 2001) that drive runoff in steep uplands. For example, Montgomery et al., (2002) found at Coos Bay that the near-surface fractured bedrock saturated conductivity,
through which all runoff occurred, displayed no depth dependence and varied by over five orders of magnitude. They associated this variance with variable intersection of conductive fractures with individual bore holes. In fractured media, it is not apparent that quantification of fracture attributes such as fracture density and aperture width yield information about saturated (e.g. Doughty and Karasaki, 2002) or unsaturated (e.g. Dahan et al., 2000) fluxes because, for example, only a fraction of fractures tend to actively conduct water (e.g. Liu et al., 1998). We suspect that, at our site, due to heterogeneity at a variety of scales and the dominance of fractures (potentially associated with bedding planes) in routing runoff, the explicit field quantification or characterization of conductivity may be a less useful metric for predicting runoff than an understanding of the vertical and lateral structure of the hillslope and the interplay between saturated and unsaturated dynamics. As our data show, hydrometric observations may yield insights into how to best parameterize flow in such complex systems.

One of the distinctive features of the site is, once rock moisture reaches its storage capacity, the rapid transformation of rainfall to runoff through a thick (up to 25 m) unsaturated zone. Salve et al., 2012, first proposed that runoff at Rivendell occurs primarily via fracture flow. This was based on documenting the first rains of each of three years that caused groundwater response well before the wetting front had advanced into the weathered bedrock. They also noted that the lower part of unsaturated weathered bedrock showed no moisture content change, even as storm runoff must have passed through this zone. In our study, analysis of the groundwater dynamics led to the surprising outcome that generally the response time is not strongly depth dependent. Lag to peak and lag to initial response show, in some wells, a tendency for increasing lag time with depth, but the variance at a given depth can approach an order of magnitude. The lag to peak and initial response velocities tend to be within an order of magnitude of $10^{-4}$ m/s, a value matching theoretical values proposed for fracture flow (Tokunaga and Wan, 2001). The lack of a simple linear increase in lag times with depth may point to antecedent moisture effects, variable fracture filling with rainfall intensity, and pressure wave contributions. The slower response for the lag to peak compared to the lag to initial response may record the delayed response caused by the necessity for the groundwater to rise up with filling pore space, as compared to simply responding.

Groundwater rises and falls in response to a storm in the seasonally saturated is not accompanied by significant rock moisture content changes in rock. The minimal rock moisture change associated with large magnitude water level fluctuations (up to 11 m at Well 14) suggest that small changes in water content are needed to both saturate the fractured rock within the seasonally saturated zone and transport water to the saturated zone. Laboratory analysis of matrix blocks shows that the rock matrix at depth is likely chronically saturated, promoting the routing of infiltrating water in to fractures. Lysimeter extracted water and groundwater are distinctly isotopically heavier than the bulk water cryogenically extracted from the same location, suggesting exchange processes that might occur between matrix held water and fracture flow water do not control mobile water composition.
Vrettas and Fung (2015) developed a two parameter model to simulate runoff conditions at Rivendell that can be implemented at the spatial scale of global and regional climate models. Without explicitly modeling flow through fractures, Vrettas and Fung simulated the groundwater dynamics for 6 years of groundwater monitoring data from Well 1-Well 10, using Richard’s equation and a novel stochastic representation of hydraulic conductivity that permitted rapid transport as unsaturated flow. Their parameterization perturbs a structure of declining conductivity with depth (tied to observed critical zone structure, rather than an arbitrary e-folding depth applied across the hillslope) and this perturbation of the conductivity structure, in effect, simulates preferential flow paths without explicitly accounting for their distribution or controls on transport within them. Their analysis shows that they could not produce the observed groundwater response using a standard dependence of hydraulic conductivity on saturation (using a Van Genuchten water retention parameterization), which is further support that runoff occurs via preferential pathways (fractures). They also demonstrate that >80% saturation is needed to generate flow using standard water retention characteristics, which may describe the conditions we observe within the seasonally saturated zone. Using this stochastic representation of hydraulic conductivity, Vrettas and Fung (2015) use the observed precipitation and water table fluctuations to parameterize their model and derive an estimate of lateral flow that is transported downslope and becomes runoff. They also estimate a time series of unsaturated storage (i.e. sustained changes in saturation) that show that much of the incoming precipitation is stored within fractured rock, rather than soil, consistent with our observations. Their model, thus provides a means of predicting the contribution of hillslope groundwater to runoff, and the amount of water that may be seasonally stored, through a fracture dominated system without expressly accounting for fractures and their water retention properties. Future work is aimed at identifying the role of vegetation, through evapotranspiration, in influencing the temporal pattern of groundwater response and runoff. This approach permits the generalization of our observations to the scale of global climate models and the incorporation of fractured bedrock groundwater into global water cycle dynamics.

6.4 Summary of results

This chapter reports the groundwater dynamics at the Rivendell study site. The groundwater response to rainfall is quantified through analysis of storm hydrographs and and linked to the structure of the upslope thickening critical zone. In a previous chapter, I established that a gradient in the extent of weathering led to differences in the threshold seasonal precipitation needed to generate a seasonal groundwater response across the hillslope. Here, I show that leads to the lower portion of the hillslope contributing to storm runoff well before the upper part. Along the lower portion of the hillslope, the water table is highly responsive to storms and fluctuates seasonally within the same depth intervals. Upslope, the water table is responsive to many (but not all) individual storms.
and the seasonal water table rise is proportional to the seasonal cumulative precipitation.

Surprisingly, we found that at all wells across the slope, the timing of the groundwater response to storms (once the rock moisture has reached typical storage capacity) does not show any significant relationship with slope position or dependence depth to the water table. The rapid initial response of groundwater to individual rainfall events during the wet season lies between $10^{-5}$ and $10^{-3}$ m/s, generally exceeds the lag to peak, and signifies that rapid transport, likely via a network of fractures, drives the groundwater response. Large (up to 11 m) rises in groundwater level are observed in response to individual storms, leading to an average 50 mm of rainfall per 1 m rise, suggesting that a very small volume of water is needed to transition the weathered bedrock from an unsaturated to saturated state.

During the dry season, the gradual recession of the water table in all wells follows the same pattern ever year, showing greater sensitivity to the magnitude of the final storm of the preceding season than the total seasonal precipitation. Evidence of progressive lowering of the seasonal low position of the water table is observed in wells at the base of the slope (1 and 12) and near the groundwater divide (15 and 16). The rapid response of the water table routes most precipitation as runoff during the wet season, while slow drainage of the seasonally perched water table over the dry season maintains baseflow in the channel network.
<table>
<thead>
<tr>
<th>Wall Number</th>
<th>Lag to Peak (hours)</th>
<th>Velocity of First Response (m/s)</th>
<th>Fracture Porosity Estimated from Cumulative Storm Precipitation and Water Level Rise</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Median</td>
<td>Standard Deviation</td>
</tr>
<tr>
<td>1</td>
<td>14</td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>28</td>
<td>27</td>
<td>13</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>12</td>
<td>14</td>
</tr>
<tr>
<td>4</td>
<td>90</td>
<td>90</td>
<td>45</td>
</tr>
<tr>
<td>5</td>
<td>60</td>
<td>60</td>
<td>55</td>
</tr>
<tr>
<td>6</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>7</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>8</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>9</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

Fracture porosity is estimated by dividing the water level rise by the cumulative storm precipitation. 

Table 6.1: Storm hydrograph analysis: Storm hydrograph analysis results from 2009-2012 storms. Lag to peak is defined as the time from centroid of storm to peak well response. Velocity of initial response is defined as the distance to the water table at the start of storm divided by the time from initial precipitation to initial well response. Fracture porosity is estimated by dividing the water level rise by the cumulative storm precipitation.
<table>
<thead>
<tr>
<th>Landscape attribute</th>
<th>Rivendell</th>
<th>Coos Bay</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean annual precipitation</td>
<td>2000 mm</td>
<td>1900 mm</td>
</tr>
<tr>
<td>Annual runoff</td>
<td>1600-1800 mm</td>
<td>1300 mm</td>
</tr>
<tr>
<td>Vegetation</td>
<td>Mixed conifer and hardwood</td>
<td>Clear-cut conifer mixed with hardwoods</td>
</tr>
<tr>
<td>Lithology</td>
<td>Shale with sandstone interbeds</td>
<td>Fine-grained grewacke with shale interbeds</td>
</tr>
<tr>
<td>Structure of fresh bedrock</td>
<td>Vertical bedding, intensely sheared, fractures mostly closed</td>
<td>Anti-dip slope, close conjugate joints at depth</td>
</tr>
<tr>
<td>Hillslope gradient</td>
<td>30 degrees</td>
<td>43 degree for upper part 34 degree in including lower spring</td>
</tr>
<tr>
<td>Hillslope length</td>
<td>132 m</td>
<td>52 to 77 m</td>
</tr>
<tr>
<td>Channel incision/uplift rate</td>
<td>0.2 to 0.4 mm/yr</td>
<td>0.1 mm/yr</td>
</tr>
<tr>
<td>Residence time in weathered zone</td>
<td>~50,000-120,000 years, increasing upslope</td>
<td>~50,000 years</td>
</tr>
<tr>
<td>S&lt;sub&gt;s&lt;/sub&gt; (slope of fresh bedrock surface)</td>
<td>0.38</td>
<td>0.61</td>
</tr>
<tr>
<td>Soil</td>
<td>Loam, clay loam, or silty clay, up to 46% clay and organic matter content ranging from 4-9%</td>
<td>Bulk density of 0.8 gm/cc, Organic rich, silty sand, depth 0.5 to 1.4 (in hollow)</td>
</tr>
</tbody>
</table>

Table 6.2: Comparison of climate, vegetation, lithology, and geomorphology in Coos Bay (Oregon) and Rivendell (California).
6.6 Figures

Figure 6.1: Lag to peak (A) and velocity of initial response (B) for storms between 2008-2012. Wells are positioned roughly in order of slope position (increasing wellhead elevation to the right). The box represents the interquartile range (25-75th percentile) with the median denoted by the line bisecting the box. Outliers are denoted by plus signs. Data are listed in Table 6.1.
Figure 6.2: Relationship between water table depth and lag to peak: Lag to peak as a function of the water table depth observed at the time of initial response. Colors represent storms that occurred before (blue) and after (red) upslope wells (15 and 16) respond seasonally (typically at approximately 600 mm of seasonal cumulative precipitation).
Figure 6.3: **Relationship between water table depth and timing of well response:** Timing of well response (lag to peak (A) and initial response (B)) is not strongly related to the distance to the water table (i.e. the depth of the water table).
Figure 6.4: **Relationship between water table depth and velocity of well response:** The velocity of peak (A) and initial (B) response are not strongly related to the position of the water table.
Figure 6.5: Seasonal time series of lag to peak in Well 7 and Well 10: In Well 7 and Well 10, the lag to peak increases throughout the wet season. In other wells, there is no apparent relationship between cumulative seasonal precipitation and the timing of the well response to storms.
Figure 6.6: **Relationship between water table depth and time to initial response:** Time to initial response as a function of water table depth of the initial response. Colors represent storms that occurred before (blue) and after (red) upslope wells (15 and 16) respond seasonally (approximately 600 mm of seasonal cumulative precipitation).
Figure 6.7: **Comparison of velocity of peak and initial response:** Velocity of peak (blue) and initial (yellow) response ranges from $10^{-5}$ to $10^{-3}$, however, there is a tendency for the velocity of initial response to exceed the velocity of peak response. The velocity of initial response is defined as the distance to the water table at the time of the initial response divided by the time between first recorded precipitation and first recorded well response. The velocity of the peak response is defined as the distance to the water table peak divided by the time between the centroid of precipitation event and the peak of the well response.
Figure 6.8: **Groundwater response to individual storms:** Fracture porosity was estimated by evaluating the groundwater level rise in response to individual storm events. For each storm, the total amount of storm precipitation was divided by the observed groundwater level rise that occurred during that storm. Histograms of fracture porosity (i.e. the cumulative storm precipitation per groundwater level rise) are shown for each well individually.
Figure 6.9: **Groundwater recession 2009-2015**: The recession of groundwater during the dry season is nearly the same in different years. The upper extent of the seasonally saturated zone is shown as a horizontal blue line and the bottom of the well is denoted by a horizontal black line. Note that groundwater levels are shown in terms of elevation and the range of elevations shown differs for each well.
Figure 6.10: **Groundwater contribution to summer baseflow:** Groundwater recession (between the final and initial storms of the wet season) for three summers following years of variable cumulative seasonal precipitation (Table 5.5). Groundwater level is shown relative to the end of dry season groundwater level (A-C). The amount of water stored in the saturated zone during last 60 days of the dry season in 2012-2014 is estimated assuming 5% porosity. Wells are roughly in order of increasing distance upslope. Water level in W13 and W2 drops below the elevation of the bottom of the well. Runoff in Elder Creek over the last 60 days of summer in 2012-2014 is between 5 and 6 mm.
Figure 6.11: **Elder Creek discharge and groundwater level**: Elder Creek discharge is plotted against the water table depth. Wells 1 (located downslope), 3, 6, and 15 (located at the topographic divide) are arranged vertically in order of their relative location on the hillslope. Discharge in Elder Creek is strongly tied to changes in groundwater level in the lower portion of the slope, while upslope, there is an increasing lag and disconnection between storm-to-storm and seasonal changes in groundwater level with discharge.
Figure 6.12: Elder Creek Well 1 and Well 12 2011-2014: In A, B, and C, the elevation of the water table in wells at the groundwater divide (Well 15, top panel) and near the channel (Wells 1 and 12, second panel) are compared to the stage height in Elder Creek (black line). The cumulative seasonal precipitation is shown in blue in the bottom panel. Three years (2012-2015) are compared in A to illustrate the relatively diffuse response of the groundwater divide relative to downslope wells which show similar response to precipitation as Elder Creek. The early wet season (B) and the start of dry season (water year 2012) (C) are shown to illustrate that the groundwater divide is less responsive to individual storms than downslope wells.
<table>
<thead>
<tr>
<th>Date</th>
<th>Depth (m)</th>
<th>Well 1</th>
<th>Seasonal Cumulative Precipitation (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>01-Mar-2011</td>
<td>-4.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>29-Jun-2011</td>
<td>-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>27-Oct-2011</td>
<td>-3.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24-Feb-2012</td>
<td>-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>23-Jun-2012</td>
<td>-4.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21-Oct-2012</td>
<td>-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-Feb-2013</td>
<td>-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-Jun-2013</td>
<td>-3.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16-Oct-2013</td>
<td>-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13-Feb-2014</td>
<td>-4.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13-Jun-2014</td>
<td>-3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Date</th>
<th>Depth (m)</th>
<th>Well 12</th>
<th>Seasonal Cumulative Precipitation (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>01-Mar-2011</td>
<td>-5.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>29-Jun-2011</td>
<td>-5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>27-Oct-2011</td>
<td>-4.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24-Feb-2012</td>
<td>-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>23-Jun-2012</td>
<td>-4.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21-Oct-2012</td>
<td>-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-Feb-2013</td>
<td>-3.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-Jun-2013</td>
<td>-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16-Oct-2013</td>
<td>-3.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13-Feb-2014</td>
<td>-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13-Jun-2014</td>
<td>-4.5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Date</th>
<th>Depth (m)</th>
<th>Well 14</th>
<th>Seasonal Cumulative Precipitation (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>01-Mar-2011</td>
<td>-25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>29-Jun-2011</td>
<td>-20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>27-Oct-2011</td>
<td>-15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24-Feb-2012</td>
<td>-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>23-Jun-2012</td>
<td>-15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21-Oct-2012</td>
<td>-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-Feb-2013</td>
<td>-15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-Jun-2013</td>
<td>-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16-Oct-2013</td>
<td>-15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13-Feb-2014</td>
<td>-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13-Jun-2014</td>
<td>-15</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Date</th>
<th>Depth (m)</th>
<th>Well 5</th>
<th>Seasonal Cumulative Precipitation (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>01-Mar-2011</td>
<td>-20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>29-Jun-2011</td>
<td>-15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>27-Oct-2011</td>
<td>-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24-Feb-2012</td>
<td>-5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>23-Jun-2012</td>
<td>-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21-Oct-2012</td>
<td>-5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-Feb-2013</td>
<td>-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-Jun-2013</td>
<td>-5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16-Oct-2013</td>
<td>-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13-Feb-2014</td>
<td>-5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13-Jun-2014</td>
<td>-10</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 6.13: **Groundwater level and cumulative seasonal precipitation Wells 1, 12, 14, and 5:** Groundwater level (blue) in Wells 1, 12, 14, and 5 and cumulative seasonal precipitation (orange) for water years 2011-2014. Water years start Oct 1. Water levels fluctuations are tied to storms and occur within the same depth intervals in different years.
Figure 6.14: **Groundwater level and cumulative seasonal precipitation in Wells 6, 7, 10, 15, and 16:** Groundwater level (blue) in Wells 6, 7, 10, 15, and 16 and cumulative seasonal precipitation (orange) for water years 2011-2014. Water years start Oct 1. Wells 15 and 16 show progressive lowering of the seasonal low water table position in successive dry years.
Figure 6.15: **Groundwater elevation across Rivendell**: Computed contours of groundwater elevation (colors) are shown over the ground surface topography (1 m contours in black, 5 m contours in red). The contoured groundwater surface is shown during the dry (A) and wet (B) season. (Note that Wells 1 and 3 are excluded from the contouring analysis during both the wet and dry season because of well pumping for groundwater sampling. Wells 13 and 2 are excluded from the dry season contour calculation because the groundwater level falls beyond the depth of the well.) (C) Groundwater elevation as a function of distance from Elder Creek throughout water year 2012 (including the dry (A) and wet (B) periods contoured above).
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Chapter 7

Conclusion
At our soil mantled study site (Rivendell), channel incision into a dense, low permeability argillite has led to hillslope development in which a highly conductive fractured, weathered bedrock region has formed above fresh, essentially impermeable bedrock. In this uplifting environment, the deep fresh bedrock rises towards the eroding land surface and, once crossing into the critical zone, undergoes progressive decay as it approaches the ground surface. The fresh bedrock surface that defines the bottom boundary of the critical zone (referred to as \( Z_b \)) rises from the channel to the ridge, but less rapidly than does the topographic surface. This leads to an upslope thickening of the weathered bedrock zone across the hillslope.

Individual vertical profiles drilled through the critical zone consist of a basal dense fresh bedrock above which, progressively shallower in the profile, fracture density and porosity increase, ultimately leading to intense breakdown of the bedrock such that it takes on progressively more soil-like appearance while retaining a relict rock structure (i.e. it becomes a saprolite). The abrupt transition of saprolite to physically mobilized soil occurs in the upper 30-75 cm. This vertical sequence is the same along the hillslope, from the channel to the ridge, but progressively the weathered bedrock zone thickens from 4 m near the channel to 25 m at the divide. The weathered bedrock zone, particularly in the near surface, is increasingly weathered towards the divide, which is consistent with an estimated longer travel time with increasing critical zone thickness.

Into this structured subsurface, rainfall enters annually and establishes three distinct hydrologic zones: 1) a chronically unsaturated zone, 2) a seasonally saturated zone, and 3) a chronically saturated zone. We observe no overland flow or subsurface runoff within the soil. All runoff to streams passes through 4-18 m of unsaturated fractured, weathered bedrock before entering a seasonal groundwater system within bedrock fractures. The most challenging to measure and consequently, least understood, region is the unsaturated zone (i.e. the chronically unsaturated and seasonally saturated zone). Here, we directly monitor the entire unsaturated zone throughout wet and dry seasons, from the surface to the groundwater table, using repeat neutron probe surveys in deep wells. Together with continuous monitoring of soil and groundwater dynamics, direct monitoring of the unsaturated zone reveals the importance of rock moisture, the exchangeable water within the fractured bedrock, on regulating the hydrologic dynamics across the site.

Direct monitoring of rock moisture over 3 years (including a drought year of less than half mean annual precipitation) reveals that an annually invariant volume of rock moisture (~280mm), equal to about 30 to 60% of the annual precipitation, is seasonally added and depleted in the upper 5-12 m across the hillslope. Seasonally, the weathered bedrock soaks up the initial rains of the wet season leading to a delay in the response of groundwater and runoff to seasonal rainfall. The first small storms of the season can elevate shallow rock moisture and generate a small, short-lived groundwater response. However, it is not until subsequent rains advance a wetting front through the upper 10-12 m of fractured, weathered rock that the groundwater responds significantly, extending upwards the form the lowest position of the annually receding groundwater table (which typically coincides spatially with the fresh bedrock boundary).
The groundwater response to the onset of the wet season is most delayed upslope, where due to extensive weathering, the rock moisture storage is greatest (370-620 mm). Rock moisture storage decreases downslope from 120-270 mm mid-slope to 100 mm near the channel. The seasonal delay of the groundwater response at the ridge leads to the condition where runoff in response to early wet season storms is generated by groundwater only from the downslope portion of the hillslope.

Following the advance of a seasonal wetting front, rock moisture remains elevated for the remainder of the wet season and the addition of rainfall does not alter the structure or amount of rock moisture held in the hillslope. Seasonal rock moisture addition is concentrated in the near surface and diminishes with depth, showing little to no change within the seasonally saturated zone. Pulses of rain generate a rapid groundwater response which raises the water table to varying heights into the weathered, fractured bedrock zone across the hillslope. Surprisingly, the timing of the groundwater response to storms is not dependent on the distance to the water table or slope position. Groundwater levels, on average, rise 1 m for every 50 mm of storm rainfall, leading to an estimate of fracture porosity in the seasonally saturated zone of 5%. The rapid groundwater response and lack of moisture content changes in the seasonally saturated zone, we propose, is due to the dominance of fracture flow bounded by year-round saturation of low permeability matrix blocks.

Though individual storms can raise the water table by up to 11 m, only at one well do storms drive the water table up to the shallow saprolite layer. Downslope wells respond to nearly every wet season storm, while upslope wells respond to many, but not all, storms. The upper height at which storm-driven groundwater peaks occur is similar year to year in downslope wells and roughly corresponds to the zone where large changes in rock moisture occur. Here, a large increase in porosity and likely saturated conductivity (as indicated by a large reduction in penetration resistance) caps the rise in groundwater leading to repeatable thickness of the seasonally saturated zone. Upslope, the uppermost extent of the seasonally saturated zone shows sensitivity to the total seasonal precipitation, rising higher in wetter years and receding lower in drier years.

The highly responsive fractured bedrock groundwater system leads to over 95% of runoff occurring during the wet season. Following the last storm of the wet season, the recession of streamflow, groundwater, soil and rock moisture begins. The dry season rock moisture reservoir in the upper 10 m (280 mm average across the hillslope) is more than double the 30-128 mm of soil moisture, which is rapidly depleted early in the dry season. Rock moisture dries from the top downwards and, when no more than 15 mm soil moisture remains at the time of peak transpiration of broad leaf trees (approximately 12 weeks into the 18 week long dry season), over 100 mm of rock moisture remains. This rock moisture is slowly depleted in the final months of the dry season and a comparison of a drought year with a year of average precipitation, shows no differences in the temporal pattern of rock moisture depletion during the dry season. The drop in groundwater levels at the end of the dry season is consistent year to year. Runoff of only 5 mm per month sustains flow in Elder Creek during the dry season.
In the seasonally dry environment, the varying material properties with depth and the corresponding hydrologic response zones lead to a division of dry season ecologic function within the hillslope; The rock moisture in the chronically unsaturated zone supports transpiration while the slowly draining groundwater in the seasonally saturated zone sustains baseflow and thus river ecosystems. The defining features of rock moisture are the dual property of rapid transmission and sustained storage of water and the insensitivity of rock moisture availability to annual variability in precipitation. Our observations constrain existing models for flow through unsaturated fractured bedrock and the processes that depend on this flow such as biogeochemical cycling of carbon and nutrients, and the geochemical evolution of water through the critical zone. In landscapes developed into bedrock, rock moisture is likely an important player in partitioning water between runoff and transpiration and further fieldwork is needed to identify the controls on critical zone structure and how critical zone structure informs the significance of rock moisture globally.
Appendix A

Development of a steady state analytical model for fresh bedrock topography
A.1 Steady state analytical model for ground surface topography

In the proposed model, the ground surface topographic profile resulting from linear, diffusive transport processes defines the upper boundary of the weathered bedrock zone. To arrive at the one-dimensional, steady-state topographic profile for a soil mantled hillslope, we begin with the one dimensional version of the conservation of mass equation where bulk density is assumed to be constant (Dietrich et al., 2003):

\[
\frac{\partial Z_s}{\partial t} = U - \frac{\partial q_s}{\partial x} \quad (A.1)
\]

\(Z_s\) is the surface elevation \([L]\), \(U\) is the rock uplift rate \([LT^{-1}]\), \(q_s\) is the sediment transport rate per unit contour length \([MT^{-1}L^{-1}]\), and \(x\) is the distance from the hillslope divide \([L]\). By assuming that sediment transport is proportional to the local hillslope gradient \((\frac{\partial Z_s}{\partial x})\), we adopt the common expression:

\[q_s = -D\rho_s \frac{\partial Z_s}{\partial x} \quad (A.2)\]

where \(\rho_s\) is the soil bulk density \([ML^{-3}]\) and \(D\) is a constant of proportionality referred to as the soil diffusivity \((L^2T^{-1})\).

At steady state \((\frac{\partial Z_s}{\partial t} = 0)\), the uplift rate \((U)\), erosion rate and channel incision rate \((C_o)\) are equal. The soil thickness is constant and the rate of conversion of bedrock to soil is equal to the rate at which soil is removed by erosion, which can be written as \(\rho_r C_o\) where \(\rho_r\) is the bulk density of weathered bedrock at the base of the soil column. The mass conservation equation can then be written as:

\[\rho_r C_o = -D\rho_s \frac{\partial^2 Z_s}{\partial x^2} \quad (A.3)\]

The previous equation can be rewritten in terms of the topographic curvature \((\frac{\partial^2 Z_s}{\partial x^2})\)

\[\frac{\partial^2 Z_s}{\partial x^2} = -\frac{\rho_r}{\rho_s D} C_o \quad (A.4)\]

Assuming symmetry about the ridgetop \((\frac{\partial Z_s}{\partial x} = 0 \text{ at } x = 0)\) and that the surface elevation, \(Z_s\), is expressed relative to the base of the hillslope \((z = 0 \text{ at } x = L)\), the one-dimensional hillslope surface topography is given by

\[Z_s(x) = \frac{P_r C_o}{P_s 2D}(L^2 - x^2) \quad (A.5)\]
A.2 Steady state analytical model for groundwater drainage in fresh bedrock

In the proposed model, the elevation of fresh bedrock, $Z_b$, is assumed to correspond to the steady state elevation of the groundwater profile that develops within fresh bedrock in response to channel incision. To arrive at an expression for the 1-dimensional groundwater surface, we perform a mass balance on a fixed homogeneous, isotropic, incompressible volume element with a free surface of incompressible fluid. The flux of fluid can be described by Darcy’s Law

$$q_x = -K \frac{dZ_b}{dx}$$

where $K$ is saturated hydraulic conductivity $[L/T]$ and $q_x$ is darcy velocity (fluid velocity is the darcy velocity divided by the porosity, $\varnothing$). The phreatic surface, $Z_b$, is the elevation of the fluid surface above a datum such that $\frac{dZ_b}{dx}$ is the horizontal pressure gradient. The solution for a free groundwater surface is complicated by the fact that the thickness through which flow occurs changes as groundwater is drained. However, when vertical components of flow are small or negligible, the Dupuit assumptions significantly simplify the solution (Bear, 1972). The Dupuit assumptions require a gently sloping water table surface such that equipotential surface are vertical (i.e. horizontal flow) and the Darcy velocity at the free surface is a function of horizontal distance rather than distance along the free surface. The Dupuit assumptions lead to the one-dimensional form of the Boussinesq Equation which describes unsteady flow in a phreatic aquifer with recharge, $R$:

$$K \frac{\partial^2 Z_b}{\partial x^2} + R = \varnothing \frac{\partial Z_b}{\partial t}$$

(A.6)

In the proposed model, recharge occurs through the introduction of saturated fresh bedrock into the groundwater system at a rate equal to the uplift rate or channel incision rate, $C_o$. Since only the fraction of the bedrock equal to the porosity, $\varnothing$, is comprised of water, $R$ is defined as $\varnothing C_o$. Assuming steady state ($\frac{\partial Z_b}{\partial t} = 0$) and employing the definition of $R$, we arrive at:

$$\frac{K}{2} \frac{\partial^2 Z_b}{\partial x^2} + \varnothing C_o = 0$$

(A.7)

To arrive at an equation for $Z_b$ as a function of $x$, the following boundary conditions are applied: 1) the channel, located at $x = L$, serves as the bottom of the flow system (i.e. $Z_b = 0$ at $x = L$) and 2) symmetry about the ridge top, located at $x = 0$, such that the ridge is a groundwater flow divide or no-flux boundary (i.e. $\frac{\partial Z_b}{\partial x} = 0$ at $x = 0$). For these boundary conditions, we arrive at the following solution for the steady state elevation of a groundwater table along a one-dimensional hillslope:
\[ Z_b(x) = \sqrt{\frac{\partial C_o}{K} (L^2 - x^2)} \]  

(A.8)

This solution for \( Z_b \) is a highly simplified approximation, however, the Dupuit assumptions and the resulting Boussinesq equation lead to reasonable approximations for the complex, non-linear unconfined groundwater flow problem we address here (Bear, 2013, Kirkham, 1967). Further, we focus our analysis on the ridge top (\( Z_{b0} \)), where errors associated with the Dupuit assumptions are reduced because it has been shown that as the water table surface becomes less steep at distances farther from the outlet, solutions obtained following the Dupuit assumptions become more consistent with the exact solution for a phreatic surface (2).

The value of this simple groundwater model is that all parameters are measurable independently of the model itself. They are physical attributes of the system and empirical data on ranges of values exist. This allows us to explore ranges of conditions that would favor \( Z_b \) extending well above the elevation of an adjacent channel. We can then use these conditions as a guide for field investigations.

The definition of recharge (A.8) leads to a surprising relationship between hydraulic conductivity and porosity and the height of \( Z_b \). Because these parameters represent the trade-off between the amount of water that needs to be drained (through \( \partial \)) and the ability of the rock to drain that water (through \( K \)) they have the opposite effect on the solution, as expressed by the ratio, \( K/\partial \) in S9.

Here we assume that the bottom of the flow system is the elevation of the channel. This bottom boundary condition is a construct of the model framework set by the Dupuit assumptions, which impose vertically averaged flow. As illustrated in Figure A.1, there is a significant vertical component to groundwater flow near the channel and ridge top in flows expected under hillslopes. Within the model framework, if the boundary of our flow domain is lowered to an elevation below the channel, \( Z_b \) is predicted to decrease (i.e. the proportion of the hillslope that is composed of fresh bedrock decreases). Allowing the bottom of the flow system to vary, however, introduces a free variable and does not address upward flow to the channel because vertical flow is not treated in the model.

The proposed analytical model for \( Z_b \) assumes steady state conditions. For the very low hydraulic conductivities and drainage rates shown to lead to \( Z_b \) above the elevation of an adjacent, incising channel, the steady state approximation may be reasonable over geomorphically significant time scales. Nonetheless, temporal variations in channel incision rate and lateral shifting of the channel into the hillslope are expected to affect the \( Z_b \) profile.

Consistent with the very low drainage rate of the fresh bedrock, seasonally perched groundwater is assumed not to recharge the fresh bedrock from above. Though seasonal ponding above \( Z_b \) is common due to the hydraulic conductivity contrast between weathered and fresh bedrock (e.g. Salve et al., 2012), the enhanced drainage due to the hydraulic head increase that results from ponding is likely negligible and transient. Further, by assuming steady state, we impose that the drainage rate equal the channel
incision rate, which is typically less than 1 mm/ year. At such a slow pace, the meteoric waters that perch above $Z_b$ only rarely need to completely drain (laterally) to expose the $Z_b$ boundary to the weathering effects of oxidants and drying. If meteoric waters reach equilibrium with bedrock minerals in the weathered zone then the position of $Z_b$ would be greater than what is predicted by our model because the water that drains within the fresh bedrock would be displaced by equilibrated water, thus preventing any further chemical evolution within the fresh bedrock.

Here we treat flow in bedrock as Darcian as compared to having a significant fracture flow component. We assume that below $Z_b$, conductive fractures are rare and that reactive meteoric waters that may enter such fractures have only a local (near wall) weathering effect and do not influence the hillslope scale $Z_b$ boundary. In the case that the density of conductive fractures significantly affects flow within the fresh bedrock, the lowering of $Z_b$ is expected due to enhanced drainage.

Finally, it is important to point out that as saturated fresh bedrock travels from depth towards the surface, the fluids within the pore space of the fresh bedrock are not stationary. At great depth they are displaced by regional head gradients and, upon entering the near-surface environment, fluids are progressively displaced towards the drainage channels (Figure A.1,) even as the bedrock itself travels towards the surface. For steady-state conditions in which uplift and erosion are matched, $Z_b$ is fixed in place as the rate of fluid drainage at $Z_b$ matches the rate of bedrock uplift.

### A.3 Analytical model for ground surface topography due to non-linear soil transport

The analytical model describing the thickness of the weathered zone at the ridge top (Eq. 4) employs a model to describe surface topography that relates soil flux and slope linearly. Alternatively, a non-linear relationship between soil flux and slope (Roering et al., 1999), can be used to arrive at an analytical expression that describes the thickness of the weathered zone (or the ratio of bedrock relief to surface relief, $Z_{b0}/Z_{s0}$).

Following the non-linear model, the 1-D analytical expression for the steady state surface profile is given by:

$$z_s(x) = -\frac{S_c^2}{2\beta} \left[ \sqrt{D^2 + (2\beta x/S_c)^2} - D \ln \left( \frac{\sqrt{D^2 + (2\beta x/S_c)^2} + D}{2\beta/S_c} \right) \right]$$

$$+ \frac{S_c^2}{2\beta} \left[ \sqrt{D^2 + (2\beta L/S_c)^2} - D \ln \left( \frac{\sqrt{D^2 + (2\beta L/S_c)^2} + D}{2\beta/S_c} \right) \right] \quad (A.9)$$
where $\beta = (\rho_r/\rho_s)C_o$, $S_c$ is the critical slope, and $D$ is the soil diffusivity $[L^2/T]$ (Roering et al., 2001). The boundary conditions used to arrive at this solution are the same as those used to arrive at Eq. 1: There is no soil flux across the ridge top ($x = 0$) and the channel elevation ($z = 0$) occurs at $x = L$ where $L$ is the hillslope length. The thickness of the weathered zone as a function of distance along the hillslope, $H(x)$, is given by the difference between the surface elevation (Eq. S11) and bedrock elevation (Eq. 3) as:

$$H(x) = -\frac{S_c^2}{2\beta}[\sqrt{D^2 + (2\beta x/S_c)^2} - D\ln\left(\frac{\sqrt{D^2 + (2\beta x/S_c)^2} + D}{2\beta/S_c}\right)]$$

$$+ \frac{S_c^2}{2\beta}[\sqrt{D^2 + (2\beta L/S_c)^2} - D\ln\left(\frac{\sqrt{D^2 + (2\beta L/S_c)^2} + D}{2\beta/S_c}\right)] - \sqrt{\frac{C_o}{K}}(L^2 - x^2)$$  \hspace{1cm} (A.10)

At the ridge top, the ratio of bedrock relief ($Z_{b0}$) to surface relief ($Z_{s0}$) is:

$$\frac{Z_{b0}}{Z_{s0}} = \frac{\sqrt{\frac{C_o}{K}}(L^2)}{-\frac{S_c^2}{2\beta}[D - D\ln\left(\frac{D}{(\beta/S_c)}\right)] + \frac{S_c^2}{2\beta}[\sqrt{D^2 + (2\beta L/S_c)^2} - D\ln\left(\frac{\sqrt{D^2 + (2\beta L/S_c)^2} + D}{2\beta/S_c}\right)]}$$  \hspace{1cm} (A.11)

The residence time of weathered material that arrives at the soil-bedrock boundary at the ridge top ($T_{r0}$) is calculated as the weathered thickness at the ridge top ($H_0$) divided by the channel incision rate ($C_o$) and is given by:

$$T_{r0} = \frac{-\frac{S_c^2}{2\beta}[D - D\ln\left(\frac{D}{(\beta/S_c)}\right)] + \frac{S_c^2}{2\beta}[\sqrt{D^2 + (2\beta L/S_c)^2} - D\ln\left(\frac{\sqrt{D^2 + (2\beta L/S_c)^2} + D}{2\beta/S_c}\right)]}{C_o} - \sqrt{\frac{C_o}{K}}(L^2)$$  \hspace{1cm} (A.12)

Effectively, Eq. S11, S12, S13 are the non-linear analogs of Eq. 1, 4, and 6.

### A.4 Climate controls on $Z_b$

Precipitation and runoff do not appear in the proposed model, however climate may be influential in several ways. First, hillslope length, and thus wavelength of ridge and valley topography, are set by the relative intensity of advective (channel incision) to diffusive (hillslope soil flux) processes that in turn may depend on climate and lithology (Perron et al., 2009, Perron and Fagherazzi, 2004). Climate, then, may influence the $Z_b$ profile relative to the surface by affecting the length of hillslopes (Eq. 5).

Second, channel incision rates depend on frequency and magnitude of bedrock scouring events (Sklar et al., 2004), and if this is climate dependent, as is often proposed (e.g.
Molnar, 2001), then a direct connection between \(C_o\) and the \(Z_b\) profile may exist. Climate also plays a role in the degree of alteration of weathered material above \(Z_b\) and subsequently the erosional processes that influence surface topography. To a first approximation, the more water that passes through the weathered zone, the greater the net mass loss before the weathered rock is incorporated into the mobile soil layer. Thus, the weathered bedrock density, \(\rho_r\), is likely climate dependent, and the smaller the residual density between soil and weathered bedrock, the lower the hillslope relief and thus the greater proportion of the hillslope that is underlain by fresh bedrock (Eq. 1). If collapse occurs with extensive solute losses in the weathered bedrock, then strain corrected bulk density (e.g. Brimhall and Dietrich, 1987), would need to be included in the analysis. Additionally, the soil density, \(\rho_s\), may tend to be lower in cooler, wetter environments where dilational disturbances from biota and build up of organic matter can reduce soil densities to below1.0g/cm\(^3\) (e.g., Perron et al., 2009). Higher hillslope gradients, \(S_h\), tend to develop with lower \(\rho_s\) (according to Eq.5) leading to a smaller \(Z_b/Z_s\). Finally, the soil diffusivity term, \(D\), is likely climate dependent (e.g. Fernandes and Dietrich, 1997).

It is important to note that in the proposed model, the bottom-up control refers specifically to the elevation of \(Z_b\) as opposed to the depth to \(Z_b\). Climate dependent, top-down processes may affect the evolution of the surface, \(Z_s\), and thus the relative thickness of the weathered bedrock zone, \(Z_{b0}/Z_{s0}\). We propose that, where applicable, the bottom-up control on \(Z_b\) sets a limit on the depth to which climate-dependent top-down processes may occur.

### A.5 References


A.6 Tables

<table>
<thead>
<tr>
<th>Channel Incision Rate</th>
<th>Rock Bulk Density $\rho_r$</th>
<th>Soil Bulk Density $\rho_s$</th>
<th>Hillslope Length $L$</th>
<th>Soil Diffusivity $D$</th>
<th>Critical Slope $S_c$</th>
<th>Ratio of Surface to Bedrock Relief at the Ridgetop $Z_{sb}/Z_{so}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co 0.1 mm/yr</td>
<td>2.65 g/cm$^3$</td>
<td>1.35 g/cm$^3$</td>
<td>76 m</td>
<td>0.005 m$^3$/yr</td>
<td>1.2</td>
<td>0.83</td>
</tr>
</tbody>
</table>

Table A.1: Model parameters used to generate Fig. 4A and 4B from the Coos Bay site in the Oregon Coast Range.
A.7 Figures

Figure A.1: Two study sites of actively eroding hillslopes where $Z_b$ has been mapped through deep drilling:
A) CB1 catchment near Coos Bay within the Oregon Coast Range (13)
B) Rivendell field site located in the Angelo Coast Range Reserve (http://angelo.berkeley.edu) within the Northern California Coast Range (4). Not that the surface topography at both sites forms a subtle swale, most likely recording the effects of shallow landsliding (e.g. ref 14). Hence, the profiles are not for planar convex hillslopes.
Figure A.2: The predicted surface ($Z_s$) and bedrock ($Z_b$) profiles and the calculated weathered bedrock residence time for four cases where $C_o$ is held constant at 0.1 mm/yr and $D$ (and thus $S_h$) and $K/∅$ (and thus $S_w$) vary. The surface profile, $Z_s(x)$, was calculated using a linear relationship between soil flux and slope (Eq. 1). The residence time is calculated using the linear soil flux relationship. The dotted line represents $Z_s(x)$ calculated using a non-linear relationship between soil flux and slope (Eq. S1) and shown in Fig. 3C-F. The bedrock surface, $Z_b$, is defined by the color transition to black.
Figure A.3: The thickness of the weathered zone at the ridge top (expressed as the ratio of the ridgetop bedrock elevation, $Z_{b0}$, to the surface elevation, $Z_{s0}$) as a function of the mean hillslope gradient ($S_h$) and the mean groundwater table gradient ($S_w$), (contoured) for the linear soil flux case.
Figure A.4: The characteristic hydraulic gradient, $S_w$, is plotted as a function of bedrock $K/\phi$ and channel incision rate, $C_o$ (contoured) for the linear soil flux case. Assuming a porosity, $\phi$, of 0.1, the range of $K/\phi$ associated with a particular rock type is denoted above the plot following lithology-permeability compilations reported by (15) and later supported by field data compiled by (16). For observed $S_w$ and $C_o$, $K/\phi$ can be estimated. Alternatively, for observed $C_o$ and known lithology, $S_w$ can be estimated and for a known $S_h$, the ratio of the ridge top bedrock to surface relief ($Z_{b0}/Z_{s0}$) can be determined (Eq. 5).
Appendix B

Neutron probe and rock moisture measurement techniques
B.1 Introduction

To monitor the spatial and temporal dynamics of rock moisture in the field, a neutron probe was selected because it is portable, minimally invasive, and highly sensitive to changes in volumetric moisture content. For long term monitoring, neutron probes have proven stable and robust (e.g. Wierenga et al., 1987). A radioactive source \(^{241}\text{Am-Be}\) within the probe emits high energy \((>2\times10^6 \text{ MeV})\) neutrons, that upon collision with Hydrogen nuclei, are slowed. The approximately spherical cloud of slow, thermal neutrons \((< 0.025 \text{ eV})\) are counted using a \(^3\text{He}\) detector located within the probe and the raw neutron counts, \(N\) (counts per 16 seconds) are recorded. The radius of the sphere of influence is inversely related to the volumetric moisture content, \(\theta\), of the surrounding material (Olgaard, 1965; Kristensen, 1973) and can range from 0.16 m near saturation to 0.7 m in dry conditions (Gardner, 1986). \(N\) is generally linearly proportional to \(\theta\) within the sphere of influence and a quantitative, stable relationship between \(N\) and \(\theta\) can be established via a probe-specific and casing-specific calibration.

Field, theoretical and laboratory techniques can be used to establish this calibration relationship. The magnitude of \(\theta\) relies on material specific calibration in the laboratory or field, and the challenges associated with material heterogeneity and sampling of deep unsaturated material precludes the generation of a robust material or layer specific calibration at our study site at this time. Additionally, interfaces between material of varying bulk density has been shown to significantly influence the conversion of \(N\) to \(\theta\) (Wilson, 1988, Yao et al., 2004) and the heterogeneous nature of fractured, bedded sedimentary rock leads to abundant interfaces between materials with different bulk densities. Theoretical calibration relationships, which are based on theoretical analysis of neutron diffusion, also require accurate knowledge of the distribution of material properties, specifically the solid phase elemental composition of the rock and soil. At present, it is not feasible to obtain these data within the heterogeneous weathered material that is the focus of this study, and therefore distinctions between changes in water content and changes in solid phase material properties can not be made within a theoretical, laboratory, or field calibration framework.

In this study, we seek to understand the controls on the spatial and temporal dynamics of water transport within weathered, fractured rock, and thus we focus on changes in \(\theta\) over time rather than the absolute magnitude of \(\theta\). Neutron probe data have been shown to provide accurate measures of successive changes in \(\theta\) at a specific location over time (e.g. Long and French, 1967). Quantitative interpretation of changes in moisture content have been made in well-characterized heterogeneous soil environments and considered within a water budget framework (e.g. Wierenga et al., 1987). The estimation of changes in \(\theta\) relies on a calibration relationship between \(N\) and \(\theta\).

Given these challenges and the objective of the study, we use a variety of techniques to quantitatively evaluate the relationship between \(N\) measured in downhole surveys and the magnitude of moisture content changes that occur in the subsurface at our site. The objective of this document is to describe the results of efforts aimed at quantitatively
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evaluating neutron probe measurements at the Rivendell field site. First, we describe the results of laboratory barrel calibration experiments where we establish a probe-specific and casing specific calibration relationship between \( N \) and \( \theta \) for uniform materials. Second, we describe the results of co-located field (neutron probe) and laboratory (gravimetric) moisture content measurements that were taken when the monitoring boreholes were installed. We also quantify the proportion of bound or structural water and free water within saturated rock samples extracted from the neutron probe monitoring boreholes. Finally, we compare neutron probe monitoring results to continuous moisture content monitoring efforts at Rivendell.

The barrel experiments were used to derive a casing-specific and probe-specific calibration relationship between \( N \) and \( \theta \). The other datasets, in addition to the barrel experiments, were used to quantify uncertainty in the calibration relationship. Together, these methods provide constraints on changes in \( \theta \) observed using successive neutron probe measurements and allow for the quantitative interpretation of changes in \( N \) in terms of \( \theta \).

To further minimize uncertainty in neutron probe derived moisture content measurements, several precautionary measures were taken in the field. Discrepancies in survey-to-survey probe placement are expected to influence readings (Wilson, 1988), and were minimized in the field by using the same graduated cable for the entire duration of the study. To avoid inter-probe differences, the analyses presented here are based on data derived solely from the same physical probe (CPN 503DR Hydroprobe, Instrotek Inc. Serial No. 4340702152). Other probes were used during the study (CPN rental and LBNL-owned) and the data derived from those probes was consistent in magnitude and pattern, however, the data are not shown here to limit uncertainty in the quantitative evaluation of water budget calculations. An inter-probe comparison can be derived (e.g. Ward et al., 2000) and used to compare datasets in future analyses.

### B.2 Barrel Calibration

To develop a casing-specific and probe-specific relationship between volumetric moisture content, \( \theta \), and neutron counts, neutron probe measurements were made in 55 gallon drums filled with uniform material following laboratory calibration procedures described in Silvestri et al., 1999. A linear relationship between \( \theta \) and \( N \) is commonly observed for moisture contents lower than approximately 40%. The drums were cased with the same casing used to line the boreholes at the Rivendell and Sagehorn field sites (see Table B.1) and neutron counts were measured in the drums at different volumetric moisture contents. The materials and their properties are listed in Table B.2. One motivation for performing a casing and probe-specific calibration, was to evaluate the role of material properties on relationship between changes in moisture content and changes in neutron counts (i.e. the slope of a linear calibration relationship) because this is the parameter on which our analysis relies. We therefore used two materials: sand and crushed rock. The weathered,
fractured fine-grained rock at the site is likely better represented by the crushed rock than the sand. Nonetheless, the two materials were used to evaluate the influence of material properties on the calibration.

Generally, neutron counts, \( N \), are converted to a count ratio, \( C_R \) by dividing each measurement by a standard count, \( N_S \) to account for radioactive decay of the neutron source over time (i.e. \( C_R = \frac{N}{N_S} \)). The standard count is made within the probe shield atop the probe carrying case at the time of the survey. Over the course of the study, no long term changes in standard counts were detected that would reflect decay of the Am/Be source (Figure B.1). Repeat standard count measurements and duplicate measurements at downhole survey depths were taken regularly to track any changes in instrument precision in time and to evaluate any external influence on data quality (Figure B.2). Survey dates for which the standard count exceeded 2 standard deviations of the long term mean were excluded from this analysis and were associated with malfunctioning of the 3He detector which required maintenance. Kramer et al. (1995) report that random error in the standard measurement and monitoring measurements can compound and suggest that counts are used, rather than standard counts. Because no apparent temporal trend in standard count (Figure B.1A) or repeat measurement precision (Figure B.2B) was observed, and we seek to minimize uncertainty, we elected to regress develop a calibration relationship between \( N \) and \( \theta \), rather than \( C_R \) and \( \theta \).

Methods

Setup

The two types of casing present in the field (Table B.1) were used in the barrel calibration. Because they are continuously slotted (to serve as monitoring wells), aluminum tape (Nashua Brand 322) was applied to the exterior of the casing to prevent water from entering the borehole. The influence of the tape was evaluated by measuring counts in an air filled barrel with and without the tape. Count variation was approximately 4% on average, which exceeded the variability between repeat measurements for each treatment, and there was no clear relationship between counts measured with and without the foil. The effects of foil were therefore neglected on the calibration.

Volumetric water content measurement

Several methods for determining \( \theta \) of the calibration barrel contents were employed. First, volumetric moisture content of the calibration material were measured in the laboratory. Three 250 mL samples of each material were collected for gravimetric analysis. The initial moisture content was measured. One 250 mL sample of each material was saturated by adding a measured amount of water. The samples were weighed before and after saturation to determine the mass and volume of water added. This volume of water added was used to calculate the saturated water content. Second, a handheld portable TDR (Fieldscout, Spectrum Technologies, Inc.) was used on two different settings ("Standard")
and “Hi-Clay”) on both materials at unsaturated (initial) and saturated (final) states. Lastly, a water balance over the barrel volume was calculated. The volume of water added to the barrel (volume of barrel less the volume of the casing) was used to calculate $\theta$ over the barrel. There was significant uncertainty in calculating the water budget over the barrel because of the tendency of water to pond and spill on the top of the barrel during water application. That measurement was used simply to verify general consistency with laboratory derived measurements. There was poor agreement among the TDR and gravimetric measurements which is likely due to the inaccuracy of the the calibration equations internally programmed in the TDR instrument (Spectrum Technologies, Inc.). Therefore, the laboratory derived gravimetric moisture content measurements were used to derive the calibration relationship between $N$ and $\theta$.

For saturated moisture content measurements, neutron probe surveys were made as the barrel was saturating (revealing clear wetting fronts, Figure B.4) and water was continually added until two conditions were met: ponding was observed on the top of the barrel and stable neutron counts were achieved in the middle of the barrel (Figure B.4). Due to experimental challenges, measurements in 2 inch casing were not made in unsaturated crushed rock. Instead, a value for unsaturated crushed rock in 2 inch casing was calculated using the relationship between the two casing sizes (Figure B.6) and the measurement made within the 3 inch casing (Table B.6).

**Results**

Separate linear calibration relationships were derived for the two materials (sand and crushed rock) and two casing diameters (2 inch and 3 inch). Data used for the calibration are shown in Table B.3 and the calibration equations are shown in Table B.4. Additionally, a calibration relationship between 2 inch and 3 inch PVC was derived (Figure B.6).

**Calibration equation** Due to uncertainties in material properties and the variability of material properties throughout the profile, the calibration equation used to derive $\theta$ from measurements of $N$ in the field is the largest source of uncertainty in the calculation of $\Delta \theta$ and $S$. Here, we establish a calibration equation on an idealized material and compare the results of the calibration to field measurements to establish a framework for quantifying uncertainty in calculations of $\Delta \theta$ and $S$.

The change in moisture content resulting from a change in neutron counts is greater for neutron absorbing material. Therefore, the slope of a linear calibration between neutron counts, $N$, and volumetric moisture content, $\theta$, is greater for larger casing diameter and higher neutron absorbing material (crushed rock in this case). Separate calibration equations are established for different casing diameters (Table B.4).

Figure B.12 compares all field data to neutron probe measurements made in idealized materials at known moisture conditions. All field measurements exceed barrel calibration measurements made in unsaturated crushed rock and unsaturated sand demonstrating
that field conditions do not approach the low moisture contents measured in kiln dry sand \((0.003)\) and dried crushed rock \((0.1)\).

With the exception of some measurements made in the upper 2.5 m, almost all field measurements exceed the neutron counts measured for saturated crushed rock \((\theta = 0.26)\). Therefore, almost all \(\theta\) calculated from field measurements using the crushed rock calibration relationship would exceed the experimentally measured range (i.e. extrapolated) and all field rock moisture measurements would be interpreted as higher than saturated crushed rock. The crushed rock calibration relationship is therefore not representative of the neutron response at our field site. However, the establishment of a calibration relationship for crushed rock does provide some constraint on the influence of material properties on \(\phi\) for the same probe and casing material, and demonstrates that material properties in addition to moisture content influence the calibration relationship.

With the exception of measurements made near the water table in deep boreholes, all field measurements of \(N\) are less than that established for saturated sand \((\theta = 0.41)\). Field measurements lie consistently between the neutron counts measured for saturated crushed rock and saturated sand. Moisture contents in the monitored boreholes in the field are therefore likely to be between approximately 0.26 and 0.41.

Neutron counts measured in a water-filled barrel were approximately 8000 and 12000 counts/16 second for the 2 inch and 3 inch casing respectively. This observation implies that measurements made in the field that approach 8000 or 12000 reflect a saturated borehole, rather than a saturated formation, and should be discarded. This results from the neutron probe approaching the water table as it is lowered in the borehole. At moisture contents greater than approximately 0.4, the relationship between \(N\) and \(\theta\) is non-linear (Kramer et al., 1995). When compared to measurements made in sand and rock, our data in water-filled barrel confirm this non-linear behavior at high moisture content. This non-linearity may be important when interpreting the dynamics at depth in Wells 13, 14, 15, and 16, where we observe an abrupt and repeatable increase in \(N\) of approximately 2000 counts/16s and significant changes in \(N\) over time. These high count values may reflect moisture contents that lie within the zone described by a non-linear relationship between \(N\) and \(\theta\). If this is the case, then the changes in \(\theta\) in this zone may be smaller than what would be predicted using a linear calibration relationship.

The crushed rock, which likely does not apply to the material at the site, has a higher calibration slope, \(\alpha\), relative to sand. Because of the linear calibration relationship, differences in the calibration slope are easily translated into differences in rock moisture storage. The crushed rock calibration slope, \(\alpha_{\text{crushed rock}}\) is 1.37 times the slope for sand, \(\alpha_{\text{sand}}\) (Figures B.4) leading to 1.37 times the amount of calculated rock moisture storage \(S\). Comparison of the maximum change in moisture content, \(\Delta \theta\) and depth-cumulative rock moisture storage, \(\Sigma S\), in Well 15 (Figure B.13) shows that over the entire profile, the crushed rock calibration leads to a 200 mm difference in total amount of rock moisture storage in the unsaturated zone. The choice of calibration slope is therefore significant when using neutron probe data to calculate rock moisture storage, however, the complexity of the material precludes us from developing calibration relationships at each individual
measurement depth. Further, there is no established method for quantifying uncertainty in the slope of calibration equations. Therefore, our approach is to use a single calibration relationship and consider all data derived from that calibration relationship to be a “sand equivalent” measurement, i.e. the calculated moisture content change that would occur in a material with the same elemental composition as sand. It is important to note that this sand-equivalent calibration relationship is only expected to differ from what would be the true relationship due to differences in the concentration of neutron absorbing material (e.g. iron), not in pore structure or bulk density or any other material property. The concentration of neutron absorbers within solid material is the way in which bulk density influences the calibration. For the same solid material composition, a higher bulk density leads to a higher concentration of neutron absorbers and thus a higher slope of the calibration relationship (i.e. smaller change in counts needed to change moisture content).

Uncertainty in the slope of the sand calibration lies in the very small uncertainties in the parameters measured in the calibration ($N$ and $\theta$). Using the standard deviation of the measured parameters leads to an uncertainty in the slope of approximately 2.5% which leads to a 2.5% uncertainty in rock moisture storage, $S$. For Well 15 (Figure B.13) this would lead to an uncertainty of approximately 15 mm over the entire profile, which is much less than the 2.2-3.2 mm/m uncertainty associated with instrument precision. Note that uncertainty in the barrel calibration arises mainly from the potential for air pockets to develop within the barrel (Kramer, 1995) during saturation which lead to spatial heterogeneity in moisture content and a discrepancy between laboratory and barrel conditions. This source of uncertainty is not accounted for in our calculations.

**Radius of influence** A higher concentration of neutron absorbing material leads to a smaller radius of influence, even at low moisture content. In soil and crushed rock filled barrels, a minor increase in neutron count was detected when 10 gallons of water were placed around the exterior of the barrel (Figure B.11). The radius of the barrel was approximately 28.6 cm, therefore, within very dry sand, the radius of influence may extend beyond 28.6 cm, however, at higher moisture contents, the radius of influence is expected to be confined to the immediate vicinity of the borehole (<28 cm) within the borehole.

**Influence of casing and casing diameter**

The air gap between the probe and the subsurface environment as well as the casing material influences the relationship between $\theta$ and $N$. Conditions closest to the probe are weighted most heavily in readings, therefore the air gap and casing material are expected to strongly influence the neutron response. Less hydrogen is present in air than in soil and rock leading to a decrease in $N$ with increases in casing diameter. Data from 3 inch and 2 inch barrel calibration experiments were compared to derive a relationship between 2 and 3 inch slotted PVC casing. The data appear linear but both linear and quadratic regression were performed. The quadratic fit was used to calculate a value for unsaturated crushed
rock with 2 inch casing because of difficulties encountered with this measurement during the experiment (Table B.4 and B.3). Future work will seek to make this measurement as well as measurements in other, diverse media. Generally, larger casing diameter leads to a reduction in the number of counts measured for a given moisture content. Even for 3 inch casing, however, jugs of water were detected in unsaturated (dry) sand approximately 28 cm away from the probe.

Differences in neutron response among the two casing diameters increased with increasing moisture content. In dry sand, \( N \) differed by <100 counts/16 seconds. Measurements made in water showed differences greater than 4000 counts/16 seconds. Calibration data show a tendency for the standard deviation to scale with the mean (i.e. the coefficient of variation remains consistent). However, repeat moisture content measurements in the field do not show a relationship between the standard deviation and mean of repeat measurements (Figure B.2). (Repeat measurements are performed routinely to evaluate instrument precision and detect any changes to precision.) A significant difference between measurements made in 2 inch and 3 inch boreholes is observed. Measurements range between 3500-5000 in 3 inch boreholes and 5500-7000 in 2 inch boreholes, which is consistent with barrel calibration observations which suggest that \( N \) in 2 inch boreholes is approximately 1.54 times that made in a 3 inch borehole. Standard deviations of repeat measurements in the field are in range of those measured in the barrel calibration experiments for unsaturated and saturated media, and in some instances, in both casing diameters, exceed the standard deviation of measurements made in a water filled barrel.

Measurements made in aluminum casing tend to closely resemble those taken in an unlined hole (Kramer et al., 1995). A minimum of a 15% reduction in \( N \) has been observed for PVC access tubes relative to aluminum casing (Marais, 1960). Manufacturer calibrations performed in aluminum casing and PVC show that schedule 40 causes a 50% reduction in \( N \) relative to aluminum (Table B.4).

At the time of drilling, neutron probe surveys were conducted in cased and uncased conditions in W15 and W16 during drilling and after drilling was complete (Figure B.8). In W15, drillers encountered a water table at approximately 26 m depth and this water was introduced to the upper portions of the borehole during the augering process. Neutron probe surveys conducted at the conclusion of the drilling therefore reflected elevated moisture contents associated with the drilling process. As expected, the introduction of schedule 40 PVC as casing served to shield neutrons and therefore decrease neutron counts or count ratio for a given measurement location. Neutron probe surveys were conducted in October of 2010 to allow near well-bore moisture content influence from drilling to subside. These Oct 10, 2010 np survey data were used for comparison with gravimetric moisture content measurements made at the time of drilling (Aug 18-20, 2010). The reduction in counts resulting from the installation of slotted PVC casing was significant. Uncased neutron counts were approximately 1.75 times those of cased conditions.
B.3 Laboratory gravimetric moisture content analysis

Methods

Thermogravimetric methods were used to evaluate the amount of free and structural water in the saprolite and rock. The amount of free water was determined by measuring the mass lost to heating at 105 C. The structural, or bound, water was determined by measuring the mass lost between 105 and 500 C. The amount of organic compounds present in the rock was characterized by measuring the mass lost to heating between 500 and 600 C.

Two types of samples were used to quantify free water 1) Bulk: the rock matrix including any particulates or soil like material that occupied fractures and 2) Rock matrix: chips of rock matrix which may have had fractures that were not observable. Both types of samples were collected during drilling but bulk samples were analyzed during drilling (August 2010). These samples were logged for lithologic characterization (primarily grain size), color, presence of weathering rinds, coatings, or precipitates, presence of roots, extent of fracturing, and friability. Samples of drill cuttings were immediately taken for gravimetric moisture content analysis. These samples consisted of the entire rock sample (bulk). The samples were bagged, placed in a cooler, and transported to a laboratory located within the Angelo Coast Range Reserve within hours of retrieval. To quantify the gravimetric moisture content at the time of samples, the samples were weighed before and after drying at 105 C for 24 hours or until mass was unchanged.

At a later time, different samples of just the rock matrix were taken from storage for measurement of saturated gravimetric moisture content. These samples of rock matrix were soaked in deionized water for 96 hours and dried by hand using Kim wipes until no moisture was observed on the Kim wipe. Some samples completely disintegrated during the soaking and wiping process and were not used for analysis (e.g. W7 30 ft, and W6 12 ft). The difference in mass between the soaked sample and the sample dried for 24 hours at 105 C was used to calculate the gravimetric moisture content. For both types of samples $\theta_{grav}$ was calculated as $\Theta_{grav} = \frac{m_{wet} - m_{dry}}{m_{dry}}$ where $m_{wet}$ is the mass of the sample prior to oven drying, and $m_{dry}$ is the mass of the sample after drying. The rock matrix samples were subjected to heating at higher temperatures to quantify the structural water and organic content. Importantly, the bulk samples were collected at the end of the dry season at the time of drilling and theoretically represent a minimum in dynamic moisture content. These samples were taken from Wells 14, 15, and 16.

Separate samples were used to quantify the total elemental composition of rock samples including loss on ignition. The loss on ignition, the percent mass lost to heating at 1000 C, is a measure of the organic content of the sample and was measured in these elemental analyses by ACME Analytical Laboratories, Ltd. (Vancouver, British Columbia, Canada). Upon heating, organic matter is oxidized to carbon dioxide and ash at temperatures
between approximately 200 and 500°C and carbon dioxide is released from carbonate minerals heated between approximately 700 and 900°C. The detection limit for loss on ignition is approximately 0.1%. Detection limit for heating experiments is approximately 0.5%.

Bulk density was measured in samples that appeared to be minimally disturbed during standard penetration testing during drilling. Bulk density was measured by calculating the volume of the sample as the length within the sample barrel times the inner area of the barrel and weighing the dry sample after drying at 105°C for 24 hours.

**Results**

**Gravimetric moisture content**

The gravimetric moisture content of the rock matrix was measured in the laboratory (Figure B.14) and is consistently between 2 and 5% water by mass. Data from the upper 7 m indicate that the bulk density of weathered material (bulk samples) ranges from 1-3 g/cm³. At other sites, the bulk density of mudstones or clay rich rocks may vary between 1.75 (saprolite) and 2.44 when weathered, but is typically 2.7 when unweathered (Dorch and Katsube, 1996). Given these bulk densities, the volumetric moisture content calculated from our gravimetric moisture content observations are approximately 5-14%.

Analysis of the groundwater response to storms shows that, at depth, a very small fraction of the rock matrix fluids in response to storms, while the remainder of the rock matrix may remain saturated (Chapter 6).

Gravimetric moisture content associated with free water, here defined as the water lost to heating at 105°C, was generally higher for bulk samples, particularly at depths shallower than 10 m (Figure B.15). At depth, matrix and bulk samples show similar water contents independent of depth and also a similar relationship between structural and free water (Figure B.15). Further, the water content of matrix samples that were soaked for 96 hours (approximating saturated conditions) were similar to those measured at the end of the dry summer suggesting that the rock matrix may remain saturated at depth. There appears to be a break in this relationship at approximately 10 m depth. At shallow depths (<10 m), there is large variability in the amount of free water present in both matrix and bulk samples. This reflects the variability in porosity in the matrix. Median gravimetric moisture content of bulk samples at depths less than 10 m was 8.4% while shallow matrix samples were 6.2%. At depth, the median gravimetric moisture content for bulk and matrix samples were 5 and 4.1% respectively. The lower free water content of matrix samples likely reflects water retention within secondary weathering products in bulk samples.

The bulk samples were collected at the conclusion of the dry season and thus represent a seasonal low moisture content condition. The higher free water content of dry-season bulk samples relative to saturated matrix samples suggests that much of the free water resides within fractures, either along the fracture surface, or within clay minerals and
weathering products that occupy the fracture or pores within the matrix. Though our measurements do not indicate the potential at which the free water is held, the observation that the free water within bulk samples exceeds that extracted from saturated matrix suggests that even at the conclusion of the dry season, there is water present in pores that are not associated exclusively with the rock matrix and thus might be more accessible to vegetation.

Loss on ignition (LOI), the fraction of mass lost due to heating at 1000 C, provides a measure of the carbon content of a rock as well as the amount of structural water present. Our data indicate that at shallow depths, the LOI and the structural and organic content (105-600 C) are in relatively good agreement while at depth, there is significant discrepancy (of several percent) (Figure B.17). The difference between LOI (100-1000 C) and the independently measured structural and organic content (105-600 C), may be attributed to the carbonate mineral content because carbonates typically release carbon dioxide between 700 and 900 C. Carbonates are indeed detected in depth regions associated with large discrepancies between LOI and the structural and organic content (Figure B.17).

**Neutron response to bound water**

The neutron response does not distinguish between hydrogen in free or structural (“bound”) water. This results in the potential for overestimation of the free water content when developing calibrations. A study attempting to correct for the influence of structural hydrogen in a clay soil found that bound water led to a parallel shift of the calibration slope (Babalola, 1971) (i.e. the slope of a linear calibration remained the same while the intercept changed). Gravimetric moisture content measurements of rock matrix samples reveal that there is significant variability in the amount of structural water throughout the profile (Figure B.15 and B.14) and there is no apparent relationship between free and structural water (Figure B.16). Among the samples analyzed, 45-80% of the water extracted from the saturated argillite matrix was free water and 20-55% of the water was structural water. The median value for the fraction of extracted water that was free water was 58%. Therefore, a significant amount of hydrogen detected by the neutron probe is associated with structural water. However, this structural water is only expected to influence the magnitude of $\theta$ and not $\Delta \theta$ or $Sat$ at a particular location.

Gravimetric moisture content measurements of free water made using bulk samples extracted at the end of the summer range from 4-16% with a median value of 7.8% (Figure B.15). Significant variability is observed in the upper 10 m with decreasing variability at depth.

**Comparison of neutron counts to gravimetric moisture content measured during drilling**

Neutron counts measured during neutron probe surveys are proportional primarily to the abundance of hydrogen, which is present in free water as well as structural water.
In the previous section we demonstrated 1) free water may constitute around half of the total water present, 2) free water in bulk samples in some cases exceeded free water in saturated matrix samples, 3) there is no relationship between structural and free water and 4) there is significant depth-dependence to the relationship between structural and free water. Therefore, in addition to uncertainties in bulk density that influence the calculation of volumetric water content from gravimetric water content, we expect that, unlike neutron probe calibrations that are commonly developed in soils (e.g. Hu, 2009), the relationship between neutron counts and the amount of free water observed in bulk samples analyzed during drilling should not directly reveal a calibration relationship between volumetric water content and neutron counts. Nonetheless, these data provide insight into the relationship between neutron counts in a cased borehole and the amount of water present within bulk samples at the conclusion of the dry season. These data also provide constraints on the calibration relationship because of the fairly well constrained bulk density of weathered rock and soil (approximately 1.5-2.7 g/cm³) relative to moisture content and neutron counts.

Gravimetric moisture content measurements were compared to the nearest neutron probe measurement conducted shortly after drilling (Figure B.20). There is no clear relationship between gravimetric moisture content and neutron counts (Figure B.20), however there does seem to be a tendency for deep (>15 m) samples to have low θ_{gravimetric} and high N relative to shallower samples which span the entire range of θ_{gravimetric} and N.

Figure B.21 compares volumetric moisture content derived from neutron probe and gravimetric moisture content data. Neutron counts were converted to volumetric moisture content using the calibration relationship for sand in 3 inch casing (Table B.4) and gravimetric moisture content was converted to volumetric moisture content by multiplying by a range of bulk densities, ρ_{bulk}, from 1.4 - 2.7 g/cm³ typical of shale saprolite and matrix. The gravimetric data only account for free water while the neutron probe is sensitive to both bound and free water (and solid elemental composition), therefore, it is expected that the volumetric moisture content derived from gravimetric samples would be low relative to those measured by the neutron probe. Indeed, even for a large range of ρ_{bulk}, moisture contents derived from gravimetric samples tends to be lower than what is predicted by the neutron probe.

In argillite samples, the neutron probe derived volumetric moisture content measurement is generally higher than that derived from the gravimetric samples suggesting that structural water should be considered in the prediction of volumetric moisture content of free water in rock. The observation that many of the argillite samples lie between the 1:1 and 2:1 line on Figure B.21 is consistent with observations that structural water can comprise 20-55% of the water in the argillite (Figure B.16). Incorporation of structural water into the calculation of volumetric moisture content is necessary when a material specific, field calibration relationship between neutron counts and gravimetric sampling is sought. Here, we show that the magnitude of the moisture content measured by the neutron probe (and a calibration for sand) is reasonable when structural water is considered.
Note that use of the crushed rock calibration would lead to a larger difference between gravimetric and neutron probe derived volumetric moisture content measurements.

The shallowest samples in W14 and W15, which show much higher gravimetric derived moisture contents, are significantly coarser grained and are likely representative of sandstone interbeds. These samples show a distinctly different relationship between volumetric moisture content derived from neutron counts and gravimetric sampling likely because of the differences in bound water and possibly elemental composition. Further, data at the low range of \( \rho_{\text{bulk}} \) (which is more appropriate for these shallow weathered samples) show relatively good agreement between neutron probe and gravimetric data suggesting that the magnitude of moisture content detected by the neutron probe for sandstone saprolite samples may be distinguishable from the dominant argillite lithology and the neutron probe does a relatively good job of measuring moisture content for this material.

Little correspondence is observed when comparing neutron counts to gravimetric moisture content measurements (Figure B.20) demonstrating that individual measurement locations require different calibration intercepts, \( \beta \). Because only one moisture content condition was measured at each depth, the data do not constrain variability in slope throughout the profile. However, gravimetric observations of the deepest samples in W14, W15, W16, suggest that a lower slope is needed to explain the neutron response. At these depths, the gravimetric moisture content measured at the time of drilling was very similar to that of soaked samples suggesting that very little change in moisture content occurs at these depths. Yet, despite small or no changes in moisture content over time, we observe relatively large changes in neutron counts (~1000 counts/16 s) in successive measurements. Therefore, at these depths, the changes in rock moisture predicted by the sand calibration equation may be higher than the actual changes.

The role of grain size

The matrix samples that were analyzed for free and structural water were classified by grain size as weathered and unweathered argillite, and sandstone to evaluate the role of weathering and lithology on the amount of structural water present, with the hypothesis that a larger proportion of structural water would be observed in the argillite samples. The organic content and structural water was fairly consistent among all types of samples and less structural water was present in sandstone samples. Additionally, the amount of free water in saturated samples tended to be highest in sandstone samples indicating potentially higher porosity in the weathered sandstone matrix. The lowest amount of free water was detected in the unweathered argillite matrix suggesting lower porosity in the unweathered argillite relative to weathered argillite and weathered sandstone matrix. In unweathered argillite matrix, there is approximately equal free and structural water suggesting that the total volumetric water content as detected by a neutron probe or time domain reflectometer would detect this structural water. However, by volume, only half of the total water, the free water, has the potential to be dynamic and change at a seasonal time scale.
B.4 Comparison of neutron probe monitoring results with continuous soil monitoring via TDR

Continuous TDR measurements in saprolite and fractured rock

Time domain reflectometry (TDR) sensors were used to monitor moisture content in shallow saprolite and fractured rock. Installation and calibration of the TDR instruments is described in Salve and Rempe, 2013, Salve et al., 2012, and Oshun, 2015. Table B.6 shows the changes in moisture content observed within the continuously monitored shallow saprolite and weathered rock. Water content rises seasonally and in response to storms. The maximum observed moisture content changes reflect the difference between the driest measurement and the maximum observed moisture content, which in all cases occurs directly in response to a precipitation event. These maximum moisture content changes ($\Delta \theta_{\text{max}}$) lie between 0.15 and 0.2. Using the wet season mean $\theta$ as a measure of the gross change in water content that occurs seasonally, the $\Delta \theta_{\text{seasonal}}$ for saprolite and weathered rock measurements lies between 0.1-0.15. These data suggest that depending on the timing of a neutron probe survey (i.e. if a survey occurs during a storm driven peak in moisture content) then neutron probe measurements within saprolite and fractured rock may only show a seasonal change of 10-15%. At shallow depths similar to locations of continuous TDR monitoring in saprolite, neutron count changes of approximately 1500 counts/16 s are observed seasonally in 3 inch cased boreholes (Figure B.12). If these neutron count changes reflect 10-15% changes in $\theta$ then we may expect the calibration slope, $\alpha$, to approach 7e-5 to 1.5e-4. Volumetric moisture content measurements made via gravimetric sampling at 1-1.4 m depths near the ridge top show a range of 24-46% ($\Delta \theta=0.22$) (J. Oshun personal communication) which leads to a calibration slope of 1.5e-4 (Table B.6). Seasonal moisture content changes measured in continuous TDR sensors suggest that changes in rock moisture, at least in the near surface saprolite, may be higher than what is calculated using the sand-equivalent calibration by up to 2 times.

Co-located TDR and neutron probe measurements

Moisture content data from TDR probes installed into a trench at 1 and 1.38 m near W15 were compared to neutron probe measurements at depths between 0.8 and 1.44 m in W15 in an attempt to derive a calibration relationship between volumetric moisture content and neutron counts. There are several reasons why comparison of TDR and neutron probe measurements are problematic, including the scale of measurement and the fidelity of the conversion of TDR data from dielectric to moisture content. Nonetheless, a comparison between TDR and neutron probe measurements is performed here to evaluate how the neutron response and TDR response compare.

Volumetric moisture content measurements made via gravimetric methods near the trench at various moisture conditions have shown that the TDR calibration of dielectric to volumetric moisture content is consistently high (Oshun, 2015). Additionally, when
the TDR data are used to estimate the addition of soil moisture storage in response to storms, the data consistently show higher moisture changes than precipitation per event. It has therefore been established that TDR overestimate volumetric moisture content significantly and a material specific calibration between volumetric moisture content and dielectric is needed to use the L5 trench TDR quantitatively.

Figure B.19 compares TDR measurements made by two different probes (1 and 1.38 m depth) with neutron probe measurements made at several nearby depths. Though there is significant scatter, a linear fit to the data leads to slopes between 1e-4 and 2e-4 which is an order of magnitude higher than slopes measured in barrel calibration experiments. The maximum change in counts at 1-1.5 m depths in W15 are 3045-4872 and the maximum change in moisture content in the TDR at 1 and 1.38 m is 0.19-0.44. Using these maximum values to derive a linear relationship between $N$ and $\theta$ leads to a slope of approximately 1.4e-4. Using the maximum range of moisture content measured via gravimetric sampling by Oshun (2015) and assuming that they correspond to the highest and lowest neutron probe measurements leads to a slightly lower slope of 1.1e-4. This high calibration slope implies that lower changes in counts are needed to generate changes in volumetric moisture content than what was observed in barrel experiments. Beyond issues with the TDR and their representativeness over the volume of observation for the neutron probe, there is a possibility that alteration to the near surface that occurred while drilling leads to an altered environment in the vicinity of the borehole at the depths used to derive this calibration. Cement grout was used to seal the top of the borehole, and though attempts were made to isolate the grout to the soil (<0.5 m), there is a possibility that grout traveled along the borehole wall and is detected by the neutron probe at depths beyond 0.5 m. The presence of grout would buffer the influence of saprolite moisture content changes on the neutron response, leading to a higher calibration slope than would be expected in the absence of grout. It is unknown at this time whether the low calibration slope can be attributed to this borehole construction artifact.

Assuming that well construction and TDR calibration issues are not at play, and that the L5 TDR- W15 neutron probe calibration slope represents the relationship between changes in $N$ and changes in $\theta$ in a 3 inch slotted borehole in saprolite, then changes in storage estimated using the barrel calibration slopes are significantly less than those that would be derived from the L5 TDR -W15 relationship. For example, the maximum change of counts observed between 0.8 and 1.44 m in W15 of 1849, leads to an estimate of 239 mm/m (i.e. 0.25 $\Delta\theta$) of rock moisture storage from the TDR calibration. For the same change in counts, the barrel calibration experiment predicts a change of 133 mm/m. Thus, assuming the TDR based calibration is correct, the barrel calibration may lead to underestimation of rock moisture storage, $S$, in the near surface in sandy saprolite by a factor of 1.94.
B.5 Summary: Quantitative interpretation of rock moisture measurements at Rivendell

A combination of barrel experiments, gravimetric sampling, and continuous monitoring were used to establish a quantitative framework for monitoring changes in rock moisture at the Rivendell field site. A casing-specific and probe-specific relationship between neutron counts, \( N \) and volumetric moisture content, \( \theta \), was established in an idealized material (sand) in barrel experiments. Using this relationship, field neutron probe measurements were compared to continuous TDR monitoring and gravimetric moisture content measurements of material extracted at the time of drilling. Within the uncertainty associated with the variability of bulk density and the presence of structural water, comparison of the field data with the gravimetric moisture content measurements support the use of the proposed calibration equation. However, gravimetric data from W14, 15, and 16 at the deepest sampled depth, show little difference in moisture content between saturated and drilled (end of dry season) conditions despite large observed differences in neutron counts over time. This suggests that at these depths, the proposed calibration equation overestimates rock moisture storage.

Continuous TDR measurements suggest that \( \alpha \), the slope of the calibration relationship between \( N \) and \( \theta \), may be 1.94 times higher than the proposed calibration relationship. Additionally, barrel experiments in crushed rock suggest that \( \alpha \) may be 1.37 times higher than the relationship established in sand. There is significant uncertainty associated with both the TDR and the crushed rock barrel calibration experiment, however, the data indicate that the proposed calibration relationship may underestimate rock moisture storage significantly.

The two primary sources of uncertainty in calculations of \( \theta \), \( \Delta \theta \), and \( S \) are instrument precision and uncertainty in the slope of the calibration relationship between \( N \) and \( \theta \). Given the dependence of the calibration on material properties and the fact that material property variability is not feasibly characterized at the spatial resolution detected by the neutron probe, further research is needed to adequately quantify the uncertainty associated with variability in the calibration equation within a heterogeneous profile. Further research is also required to evaluate uncertainty in the slope for a single complex material. In this study, the reported uncertainty is limited to the uncertainty associated with instrument precision (Table B.5) and all data and calculations are reported as a sand-equivalent moisture content. Deviations from the sand-equivalent moisture content are only expected to result from differences in the concentration of neutron absorbing material.

B.6 Well Profile Depth Corrections

Twelve wells were drilled across the Rivendell field site to monitor changes in rock moisture and groundwater levels. To account for differences in well construction and well
location, data are represented in “profile depth.” For example, four monitored wells (Wells 14, 5, 6, 7) are located along a roadcut and therefore are missing native soil and saprolite that were removed at the time of the road construction. Reconstructions of the pre-road cut surface yield a profile depth that represents the depth in the weathering profile from the original ground surface (Figure B.22). While drilling Well 12, drillers removed approximately 1 m of material, therefore the first neutron probe measurement within Well 12 is located at 1.5 m from the original ground surface. Drilling of Wells 13, 14, 15, and 16 resulted in significant disturbance in the uppermost 0.5 m. To prevent short circuiting of water through this disturbed interval, 4 inch PVC was placed around the well casing and concrete was poured at the surface to fill the disturbed space. Therefore, neutron probe measurements in the first 0.5-0.75 m are discarded in these wells depending on the depth extent of the 4 inch PVC and concrete.

B.7 Tables

<table>
<thead>
<tr>
<th>Rivendell Well Number</th>
<th>Well Surface Elevation (m)</th>
<th>Total Well Depth (m)</th>
<th>Well Casing Diameter (in)</th>
<th>Well Casing Diameter at Surface (in)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>400</td>
<td>9.50</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>420</td>
<td>12.20</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>421.3</td>
<td>14.40</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>449</td>
<td>25.30</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>451.62</td>
<td>19.90</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>454</td>
<td>19.80</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>455</td>
<td>27.40</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>401.8</td>
<td>7.21</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>13</td>
<td>420</td>
<td>18.44</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>14</td>
<td>445</td>
<td>32.92</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>15</td>
<td>468</td>
<td>33.22</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>16</td>
<td>455</td>
<td>34.29</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>

Table B.1: Properties of borehole casing in wells installed in the Rivendell field site.

<table>
<thead>
<tr>
<th>Sample Description</th>
<th>Dry Bulk Density (g/cm²)</th>
<th>Laboratory Volumetric Moisture Content (%)</th>
<th>TDR Volumetric Moisture Content (%)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kiln-Dried, 30 Mesh silica Sand (Kiln Dried, 30 Mesh silica Sand)</td>
<td>1.60</td>
<td>0.016</td>
<td>0.008</td>
<td>0.016</td>
</tr>
<tr>
<td>Crushed Rock</td>
<td>1.58</td>
<td>0.017</td>
<td>0.013</td>
<td>0.015</td>
</tr>
</tbody>
</table>

Table B.2: Properties of material used in barrel calibration experiments.
<table>
<thead>
<tr>
<th>Casing Diameter (in)</th>
<th>Condition</th>
<th>Material</th>
<th>Neutron Counts</th>
<th>Laboratory Volumetric Moisture Content</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
<td>Standard Deviation</td>
</tr>
<tr>
<td>3</td>
<td>Wet</td>
<td>Crushed rock</td>
<td>2897</td>
<td>47</td>
</tr>
<tr>
<td>3</td>
<td>Dry</td>
<td>Crushed rock</td>
<td>1309</td>
<td>44</td>
</tr>
<tr>
<td>3</td>
<td>Wet</td>
<td>Sand</td>
<td>6160</td>
<td>50</td>
</tr>
<tr>
<td>3</td>
<td>Dry</td>
<td>Sand</td>
<td>458</td>
<td>22</td>
</tr>
<tr>
<td>2</td>
<td>Wet</td>
<td>Crushed rock</td>
<td>3778</td>
<td>105</td>
</tr>
<tr>
<td>2</td>
<td>Dry</td>
<td>Crushed rock</td>
<td>1503*</td>
<td>--</td>
</tr>
<tr>
<td>2</td>
<td>Wet</td>
<td>Sand</td>
<td>8742</td>
<td>32</td>
</tr>
<tr>
<td>2</td>
<td>Dry</td>
<td>Sand</td>
<td>365</td>
<td>13</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>Water</td>
<td>12115</td>
<td>128</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>Water</td>
<td>8045</td>
<td>122</td>
</tr>
</tbody>
</table>

*Unsaturated crushed rock was not measured during the calibration experiment, but was derived from the 3 inch data and a relationship between 3 inch and 2 inch casing (Figure #).

Table B.3: Barrel calibration measurements.

<table>
<thead>
<tr>
<th>Description</th>
<th>Casing Diameter (in)</th>
<th>Casing Type</th>
<th>Slope</th>
<th>Intercept</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barrel calibration, crushed rock</td>
<td>3</td>
<td>Slotted PVC</td>
<td>9.90 x 10⁻⁵</td>
<td>-2.94 x 10⁻²</td>
</tr>
<tr>
<td>Barrel calibration, sand</td>
<td>3</td>
<td>Slotted PVC</td>
<td>7.20 x 10⁻⁵</td>
<td>-2.99 x 10⁻²</td>
</tr>
<tr>
<td>Barrel calibration, crushed rock*</td>
<td>2</td>
<td>Slotted PVC</td>
<td>7.00 x 10⁻⁵</td>
<td>-5.16 x 10⁻³</td>
</tr>
<tr>
<td>Barrel calibration, sand</td>
<td>2</td>
<td>Slotted PVC</td>
<td>4.80 x 10⁻⁵</td>
<td>-1.54 x 10⁻²</td>
</tr>
<tr>
<td>Manufacturer</td>
<td>2</td>
<td>Aluminum</td>
<td>2.29 x 10⁻³</td>
<td>-6.42 x 10⁻²</td>
</tr>
<tr>
<td>Manufacturer</td>
<td>2</td>
<td>PVC Sch 40</td>
<td>3.88 x 10⁻³</td>
<td>-8.67 x 10⁻²</td>
</tr>
</tbody>
</table>

*Unsaturated crushed rock was not measured during the calibration experiment, but was derived from the 3 inch data and a relationship between 3 inch and 2 inch casing (Figure #).

Table B.4: Parameters for linear calibration between neutron counts, \( N \), and volumetric moisture content, \( \theta \).

<table>
<thead>
<tr>
<th>Standard Deviation of Repeat Neutron Probe Measurements</th>
<th>N (Counts per 16 s)</th>
<th>O (m³/m³)*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max Observed</td>
<td>160</td>
<td>0.008</td>
</tr>
<tr>
<td>Mean Observed</td>
<td>45</td>
<td>0.002</td>
</tr>
</tbody>
</table>

*Theta was calculated assuming the calibration equation for sand

Table B.5: Uncertainty associated with instrument precision is quantified by comparing repeat measurements. The maximum and mean standard deviation of repeat measurements is shown in units of counts and moisture content, where moisture content was derived from counts using the \( \alpha_{sand} \).
Table B.6: Seasonal and maximum moisture content changes observed in TDR sensors installed in fractured, weathered rock. The mean wet season $\bar{\theta}$ is the mean $\theta$ over the 2014-2015 wet season.

Table B.7: Depth below reconstructed ground surface at Well 5, 6, 7, and 14 (i.e. the depth within the profile represented by the contemporary ground surface).

B.8 Figures

Figure B.1: Standard count measurements, which can be used to quantify the decrease in neutron flux of the radioactive source over time due to decay, does not show a systematic decrease over the period of observation. Relatively large variability in standard counts is observed.
Figure B.2: Repeat measurements are taken regularly to evaluate the precision of the neutron probe. They are often but not always taken at 10 m depth in the same well. Standard deviation does not show any relationship with time or measurement location (Colors reflect Well Number). Precision does not scale with magnitude of measurement (i.e. no relationship is observed between the magnitude of the measurement and the standard deviation). The median of the standard deviation for all repeat measurements was used as a measure of uncertainty for neutron count measurements (yellow line).
Figure B.3: Aluminium tape was used to wrap slotted PVC casing during barrel calibration. The influence of the foil tape was negligible.

Figure B.4: Results of neutron surveys performed in 2 inch casing during wetting of barrel. Cable length represents the depth within the barrel. Edge effects of the barrel are observed at 2.5 ft cable length.
Figure B.5: Results of neutron surveys performed in 3 inch casing during wetting of barrel. Cable length represents the depth within the barrel. Edge effects of the barrel are observed at 2.5 ft and 4.5 cable length.
Figure B.6: Relationship between neutron counts measured in 3 inch casing and 2 inch casing in barrel calibration experiments.

Figure B.7: In the field, repeat measurements are performed routinely to evaluate instrument precision. There appears to be no relationship between the mean and standard deviation of neutron counts, nor is there significant difference between the standard deviation measured in 2 inch (W2-7) and 3 inch (W12-16) wells.
Figure B.8: In Wells 15 and 16, neutron probe surveys were conducted in cased and uncased conditions during drilling and after drilling was complete.
Figure B.9: Bulk density measurements made during drilling by measuring the volume of intact core retrieved via CPT.
Figure B.10: Relationship between neutron counts and volumetric moisture content measured via barrel calibration. The slope and intercept of the linear regression are shown in Table B.4. Filled circles denote measured values, while the open circle denotes a calculated value derived from the relationship between 2 inch and 3 inch casing (Figure B.6). Error bars represent one standard deviation.
Figure B.11: Photos of barrel calibration setup for 3 inch casing (A) with water jugs placed on the exterior of the barrel to evaluate the radius of influence of the measurement on unsaturated sand (B) and crushed rock (C). Individual measurements within the barrel (represented by cable length) are shown and the average of those measurements is denoted by a square.
Figure B.12: Field data from 2 inch (A) and 3 inch (B) slotted PVC cased boreholes from the Rivendell field site compared with neutron counts measured in barrel calibration experiments.
Figure B.13: The influence of calibration slope, $\alpha$, on the calculation of $\theta$, $\Delta \theta$, and $\Sigma S$, for the wettest measurement (March 16, 2016).
Figure B.14: Results of thermogravimetric experiments quantifying the fraction of mass associated with free and structural (bound) water, and organics. Samples were classified as weathered and unweathered argillite, and sandstone. The organic content and amount of structural water was fairly consistent among all types of samples, while the amount of free water in saturated samples tended to be highest in sandstone samples indicating higher porosity in the weathered sandstone. The lowest amount of free water was detected in the unweathered argillite matrix suggesting lower porosity in the unweathered argillite relative to weathered argillite matrix. In unweathered argillite matrix, there is approximately equal free and structural water suggesting that the total volumetric water content as detected by a neutron probe or time domain reflectometer would detect this strucutral water. However, by volume, only half of the total water, the free water, has the potential to be dynamic and change at a seasonal time scale.
Figure B.15: Profile of structural and free water observed in samples of rock matrix (diamonds) and bulk (circles), where bulk samples were comprised of rock matrix and any particulates or soil like material between fractures. Free and total water (free plus structural) are shown for the rock matrix samples.
Figure B.16: The relationship between structural and free water within saturated matrix samples. (A) Of the water lost to heating at 500°C, the fraction of water that represents free water (lost at 105°C) comprises 45 to 80% of that total water leaving 20-55% of water as structural water. (B) There is no apparent relationship between the amount of water held as structural or free water in matrix samples.
Figure B.17: Loss on ignition (expressed as a fraction) compared to mass lost due to heating associated with the loss of structural water and carbon in organic compounds. There is agreement among measurements at shallow depths while LOI is greater than mass lost at lower temperatures for samples from deeper depths suggesting that carbonate minerals may be abundant at greater depth within the weathering profile.
Figure B.18: Moisture content time series from TDR installed in weathered bedrock. Data on the left are derived from TDR installed by drilling holes for the TDR into the matrix of weathered rock in a trench face (“weathered matrix”) and pressed into the space between fractures (see Salve and Rempe, 2013). Data on the right are from a deep trench located at the ridge top into which 30 cm long TDR rods were pressed into the trench face. The Topp equation (Topp et al., 1980) was used to convert dielectric to volumetric moisture content. The range of moisture contents observed within all probes is relatively narrow and <20%. Consistent annual minima are observed to occur for a short period in each probe.
Figure B.19: TDR installed in weathered bedrock and saprolite (TDR_L5_1 and TDR_L5_1.38) compared to nearby neutron probe measurements in Well 15. Neutron counts are compared to moisture content measured at a nearby TDR sensor to derive a relationship between volumetric moisture content and neutron count. Several depths surveyed with the neutron probe are compared to each figure (represented by different colors) and the slopes of a (poor) linear fit ($\alpha$) for each depth are shown.
Figure B.20: Comparison of neutron probe data in cased boreholes shortly after drilling (Nov 2010) with volumetric moisture content of gravimetric samples extracted during drilling, where \( \theta_{volumetric} \) was calculated as \( \rho = \theta_{gravimetric} \) where \( \theta_{gravimetric} \) is the weight of water lost to 105°C over the dry weight of the sample. Note that the shallowest samples in Wells 14 and 15 are coarser grained than other samples.
Figure B.21: Comparison of volumetric content derived from neutron probe measurements with samples analyzed for gravimetric moisture content. Gravimetric moisture content was converted to volumetric moisture content by multiplying $\theta_{\text{gravimetric}}$ by a range of bulk densities $\rho_{\text{bulk}}$ from 1.4 - 2.7 g/cm$^3$ typical of shale saprolite and matrix. Neutron counts, $N$, were converted to volumetric moisture content using the calibration equation established for sand in a 3 inch slotted PVC borehole (Table B.4). Dashed lines are 1:1 and 1:2 lines to demonstrate how structural water, may influence $\theta$. 
Figure B.22: Reconstruction of ground surface above wells located along road cut gives depth of the current ground surface within the original weathering profile.
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