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ABSTRACT OF THE DISSERTATION

Studies of transport and thermalization of excitons and the development of techniques for in-situ manipulation of excitons in coupled quantum wells

by

Aaron Tynes Hammack

Doctor of Philosophy in Physics

University of California, San Diego, 2010

Professor Leonid V. Butov, Chair

The study of excitons in semiconductors is a rich field that has seen numerous beautiful developments during the seven decades since they were proposed by Frenkel [1931]. The exciton states in dielectric materials and molecular complexes are fundamental to understanding the full electronic structure of materials and the complex interactions between light and matter. Of particular interest is the fact that excitons, bound electron-hole pairs, form composite bosons with very low effective masses. This opens up an incredibly rich opportunity to study the phase space of quantum degenerate Bose gases at relatively high temperatures. An overview of many of the rich features that have been observed in exciton gases is presented. The system of indirect excitons in coupled quantum wells (CQWs) provides for drastically increased and tunable exciton lifetimes, leading to improved thermalization. The present experimental study presents a full steady state and dynamic model for the transport, generation, recombination, and thermalization of indirect excitons in CQWs, as well as methods for in-situ manipulation of indirect excitons by both optical and electrical methods.
Both the optical and electrical methods for exciton control provide for dynamic manipulation of excitons on timescales significantly shorter than the lifetimes of indirect excitons.
1 Introduction

1.1 Motivation

An exciton is a bound pair of an electron and a hole in a semiconductor. More than 40 years ago Keldysh & Kozlov [1968] demonstrated that in the dilute limit, excitons are weakly interacting hydrogen-like bosons. Similarly to electrons or holes, excitons flow within the semiconductor lattice, however, their bosonic character and neutral charge changes the transport dynamics in fundamental ways. One of the more exciting differences is that excitons are expected to undergo Bose-Einstein condensation (BEC) at relatively high temperatures. The degeneracy temperature of a gas of quantum mechanical particles scales inversely with the mass of the particles. In the system of excitons, the mass $M_X$ is small, and BEC should occur at temperatures on the order of 1 K for readily accessible densities. These temperatures are orders of magnitude higher than those required for atomic gases and results in an excellent model system to investigate fundamental quantum mechanical behavior for macroscopic ensembles of bosons.

The classical and quantum degenerate character of exciton transport, resulting photo-luminescent pattern formation, and techniques for the manipulation of exciton flow in coupled quantum wells (CQWs) are the focal topics of the research presented within this dissertation.
1.2 Outline of the dissertation

In chapter 2, we briefly review the properties of excitons in both bulk semiconductors and in QWs. The specific benefits of indirect excitons in GaAs/AlGaAs CQWs, which are the focus of the studies in this dissertation, are introduced.

In chapter 3, we briefly review the experimental techniques used for these studies. An overview of the sample structure is also provided.

In chapter 4, an overview of exciton transport and in-depth steady-state and kinetic models of the emergence and evolution of the inner ring photoluminescent pattern observed in the emission from spot excitation of GaAs CQWs are presented.

In chapter 5, a novel optical method for in-situ control of exciton density, temperature, and transport is presented along with the application of the general steady-state and kinetic transport models from chapter 4 to explain the behaviors that are observed.

In chapter 6, an electrostatic model is presented for in-situ control of excitons. Laterally modulated electrodes enable virtually arbitrary energy landscapes for indirect excitons in CQWs, while careful positioning of the CQWs within the sample minimizes the field induced dissociation of the excitons. Experimental proof of principle for the implementation of traps formed by patterned electrodes on a sample geometry calculated from the model is presented along with an overview of the devices for electrostatic control of exciton flow that have since been developed.

In chapter 7, a brief summary of the current work is presented along with a brief introduction to current investigations and future studies.
2 Excitons

2.1 Introduction to excitons

An exciton is a quasiparticle found in semiconductors, insulators, and molecular complexes that consists of a negatively charged electron bound to a positively charged hole. It is an elementary excitation of condensed matter that was first proposed by Yakov Frenkel in 1931 [Frenkel, 1931], when he described the collective excitation of the atoms in an insulating crystal lattice. Frenkel proposed that such an excited state could travel through the lattice without the net transfer of charge.

Excitons resulting from photo-excitation of semiconductors or photo-excitation of molecular complexes are the type most frequently studied though it is possible for excitons to form whenever electrons and holes interact within a material. When a photon enters a material with sufficient energy, it can excite an electron from the valence band into the conduction band for semiconductors or insulators, or from the highest occupied molecular orbital (HOMO) to the lowest unoccupied molecular orbital (LUMO) in molecular complexes. This photo excitation of the electrons leaves a hole of opposite electric charge, to which the electron is bound by the Coulomb force. As a result, in many semiconducting, or insulating, material systems, such as bulk or nano-structured GaAs, the exciton is at lower energy than the unbound electron and hole, and thus forms a ground state for the excited electrons and holes.

Depending on the properties of the material in which they are embedded, excitons are treated by two limiting cases: (i) Frenkel excitons, where the Coulomb interaction of the electron and hole is relatively unscreened by the
material and (ii) Wannier-Mott excitons [Wannier, 1937], where the Coulomb interaction between the electrons and holes is screened strongly by a high polarization of the material. Frenkel excitons tend to be small and strongly bound, while Wannier-Mott excitons are large and weakly bound. Given the large dielectric constant of most semiconductors and insulators, Wannier-Mott excitons are the type most frequently encountered in semiconductor optics, and are the focus of this dissertation.

2.2 Exciton spin

One of the key features of excitons that gives rise to their interesting quantum mechanical properties at low temperature is that they are composite bosons. Bosons are particles possessing integral spin, given that excitons are
formed from an electron and a hole, both fermions possessing half integral spin, the total intrinsic angular momentum for the exciton will be an integer. However, the specific character of the spin states for electrons and holes within a given material is in itself a rather broad topic, so for the sake of brevity we focus on the spin states of carriers in GaAs, which is the material primarily investigated in this dissertation. The basic principles are similar for most semiconductor materials.

Figure 2.1 shows the band structure of bulk GaAs. In GaAs the conduction band electron is in an s-orbital like state, with \( l_e = 0 \) and \( s_e = \frac{1}{2} \) thereby having a total angular quantum number of \( j_e = l_e + s_e = \frac{1}{2} \) and corresponding states of \( |j_e, m_e\rangle \in |\frac{1}{2}, \frac{1}{2}\rangle, |\frac{1}{2}, -\frac{1}{2}\rangle \). In contrast, the wave-function for the holes, which reside in the valence band, resembles a p-orbital state, with the associated quantum numbers, \( l_h = 0, 1 \) and \( s_h = \frac{1}{2} \), leading to a total angular quantum number of \( j_h = l_h + s_h \), so that \( j_h \in \{\frac{1}{2}, \frac{3}{2}\} \).

The energy difference between the different \( j_h \) states are mainly due to spin orbit interaction, which is governed by the hamiltonian

\[
\mathcal{H}_{so} = \gamma_{so} L \cdot S
\]

where \( \gamma_{so} \) is a constant determined by the material parameters. Using the definition \( J \equiv L + S \) we can derive that

\[
J^2 = (L + S)^2 = L^2 + S^2 + 2L \cdot S.
\]

and hence that the interaction energy is

\[
E_{so} = \gamma_{so} \langle \mathcal{H}_{so} \rangle
\]

\[
= \frac{\gamma \hbar^2}{2} \langle J^2 - L^2 - S^2 \rangle
\]

\[
= \frac{\gamma \hbar^2}{2} [j(j + 1) - l(l + 1) - s(s + 1)]
\]
The spin-orbit perturbation leads to a splitting between the $j_h = \frac{3}{2}$ and the $j_h = \frac{1}{2}$ states. For GaAs, the splitting is $E_{so} \sim 350 \text{ meV}$. The higher energy holes in the $j_h = \frac{1}{2}$ states occupy the split-off (SO) band and for the most part do not contribute strongly to the electrical or optical properties of GaAs. In bulk GaAs, the remaining states are degenerate at the zone center and their dispersion has different curvature depending on $m_h$. Correspondingly they are called the light hole (LH) and the heavy hole (HH) states accordingly. However, in quantum wells (QWs), at $k = 0$ the heavy hole and light hole states split because of symmetry breaking in the direction $\perp$ to the QW plane.

Excitons within GaAs QWs are formed by electrons binding to both heavy and light holes, leading to LH excitons and HH excitons. The energy difference between these different exciton species is $> 15 \text{ meV}$ for the experiments presented in this dissertation. The HH exciton has the lower energy and is the type examined throughout this dissertation.

When the electron and hole bind to form a HH exciton, the angular momentum state of the exciton is given by the combined angular momentum of the underlying electrons and holes $J_X = J_e + J_h$. In this manner, the $z$-components of the electron and hole spin add to give the full set of spin states available to the HH exciton as $m_X \in \pm 1, \pm 2$. To conserve angular momentum, only excitons in the $m_X = \pm 1$ states are able to recombine through a first order process, emitting a photon in the $z$ direction, perpendicular to the CQW plane. Hence, these bright exciton states are the primary source of the experimentally observed exciton PL from GaAs QWs.

### 2.3 Indirect excitons

Experimental measurements of the quantum degenerate exciton gases predicted by theory rely on the successful production of exciton gases that can cool to the lattice temperature before recombination. Semiconductor crystal lattices can be routinely cooled to temperatures well below $1 \text{ K}$ in He dilution refrigerators. However, it is experimentally challenging to lower the temper-
ature of the exciton gas to even a few Kelvin. The exciton temperature $T_X$ is determined by the ratio of the energy relaxation rate and the recombination rate for excitons in the system. In order to create a cold exciton gas with $T_X$ close to the lattice temperature, the exciton lifetime should considerably exceed the exciton energy relaxation time. Additionally, for the study of degenerate exciton gases, the ground state of the system must be an excitonic state instead of the metallic electron-hole liquid, which is the ground state for Si and Ge, and is a large obstacle for the creation of exciton gases in these materials [Keldysh, 1986].

Historically, efforts to observe quantum degenerate exciton gases focused primarily on bulk semiconductors, with Cu$_2$O and CuCl [Hulin et al., 1980; Snoke et al., 1987, 1990; Hasuo et al., 1993; Fortin et al., 1993; Lin & Wolfe, 1993; Mysyrowicz et al., 1996; Goto et al., 1997; O'Hara et al., 1999a,b; Warren et al., 2000; O'Hara & Wolfe, 2000], as well as uni-axially strained Ge [Kukushkin et al., 1981; Timofeev et al., 1983] serving as the primary material systems investigated. In Cu$_2$O, the ground state is optically inactive leading to a low recombination rate, while in strained Ge it was proposed that the stability of the electron-hole liquid is reduced by the strain, enabling the formation of excitons in place of the metallic electron-hole liquid found in unstrained Ge. The results of research into these materials exposed many difficulties in achieving the sufficiently cold and dense exciton gases required for condensation.

As a result of the difficulties in producing sufficiently cold and dense gases of excitons in bulk material systems, alternative schemes focusing on quasi two dimensional (2D) gases of excitons in quantum wells (QWs) have been under considerable attention for over a decade. In specific, indirect excitons, formed from electrons and holes that are spatially separated into two neighboring coupled quantum wells (CQWs) by an electric field applied perpendicular to the plane of the QWs, have a number of properties which are ideal for the study of degenerate exciton gases. An example of the bandgap energy structure for semiconductor CQWs is shown in Figure 2.2. The separation of the electron and hole wavefunctions into separate neighboring QWs causes a significant reduction in the exciton recombination rate [Lozovik & Yudson, 1976; Shevchenko,
Figure 2.2:  a) Energy bandgap structure for symmetric GaAs CQWs embedded in insulating Al$_x$Ga$_{1-x}$As. b) Energy bandgap structure for coupled GaAs and AlAs QWs embedded in Al$_x$Ga$_{1-x}$As, where the energy-gap minimum for electron occurs at the X point in the wider AlAs QW.

1976; Fukuzawa et al., 1990]. This in turn leads to a radiative exciton lifetime for indirect excitons that is three to six orders of magnitude greater than for direct excitons confined to a single QW. Additionally, exciton cooling efficiency is drastically enhanced when excitons are placed into QWs. The confinement in one dimensional leads to a relaxation of the momentum conservation law along the z direction, the direction perpendicular to the QW plane. In bulk semiconductors, the ground-state mode $E = 0$ couples only to a single longitudinal acoustic (LA) phonon energy state $E = E_0 = 2M_Xv_s^2$, where $v_s$ is the sound velocity. However, in quasi-2D systems, such as QWs, because of the relaxed momentum conservation in the z direction, the ground-state mode $E = 0$ is coupled to the continuum of energy states $E \geq E_0$ [Tikhodeev, 1989, 1990; Ivanov et al., 1997; Zhao et al., 1997; Ivanov et al., 1999].

An indirect exciton is a dipole oriented perpendicular to the QW plane. This repulsive dipolar interaction between the indirect excitons stabilizes the exciton state against formation of metallic electron-hole droplets [Yoshioka & MacDonald, 1990; Zhu et al., 1995; Lozovik & Berman, 1996], leading to an
excitonic ground state. Additionally, the repulsive interaction results in effective screening of the in-plane disorder potential that arises from interface defects inherent in the QW growth [Ivanov, 2002]. The dipolar character of the indirect excitons and resulting shifts in energy with changes in density allow for local determination of the exciton density.

In addition to the advantageous cooling properties and long lifetimes of quasi-2D indirect excitons, the system is ripe with opportunities for finely tuned \textit{in-situ} manipulations of the exciton energy landscape. Because of the dipole character, an externally applied electric field provides direct control of the exciton energy. By spatially patterning the applied electric fields is possible to create virtually arbitrary energy landscapes for the excitons.

### 2.4 Pattern formation of excitons

Spatially resolved investigation of the photoluminescence (PL) from indirect excitons in CQWs has lead to the observation of a rich field of patterns that form in the exciton PL. Under low intensity excitation by a tightly focused laser spot the exciton PL follows the shape of the laser excitation very closely. However, with increasing excitation power at photon energies above the bandgap for the barrier material surrounding the CQWs, the exciton PL is characterized by two concentric rings surrounding the excitation spot (see Figure 2.3) [Butov et al., 2002]. The area surround the rings is dark, yet the region between rings is filled with localized bright spots. The inner ring radius reaches tens of microns, while the external ring radius can easily exceed 100 $\mu$m. The radii of both rings are determined by the applied voltage and laser excitation power. For sufficiently low temperatures, the external ring becomes fragmented into an array of macroscopically ordered beads with a well defined period [Butov et al., 2002; Yang et al., 2006], this state has been named the macroscopically ordered exciton state (MOES).

For both excitation above the insulating AlGaAs bandgap and at resonant excitation, most of the photo-generated electrons and holes cool and form exci-
Figure 2.3: (a) Peak intensity of the indirect exciton PL vs $r$, the distance from the excitation spot center, at $T = 1.8$ K, $V_g = 1.22$ V, and the excitation power $P_{ex} = 690$ µW. The excitation spot profile is shown by the dashed line. Spatial pattern of the indirect exciton PL intensity at $T = 1.8$ (c) and 4.7 K (d) for $P_{ex} = 690$ µW. The area of view is $475 \times 414$ µm. (e) The corresponding variation of the indirect exciton PL intensity along the external ring at $T = 1.8$, 4.7, and 7.7 K. The dependence of the position of the indirect exciton PL intensity peaks along the external ring vs the peak number is nearly linear (f), showing that the fragments form a periodic chain. (b) 3D plot of the PL pattern at $T = 380$ mK, $V_g = 1.24$ V, and $P_{ex} = 930$ µW. From [Butov et al., 2002; Butov, 2004].
Figure 2.4: (a) Variation of the indirect exciton PL intensity along the external ring at \( T = 2.2, 3.8 \) and 9.1 K. (b) Interference profiles at \( T = 2.2, 3.8 \) and 9.1 K. (c) Visibility of the interference fringes vs \( T \). (d) Calculated visibility as a function of the coherence length. (e) The exciton coherence length (squares) and contrast of the spatial intensity modulation along the ring (circles) vs \( T \). The shaded area is beyond experimental accuracy. \( V_g = 1.24 \) V, \( P_{ex} = 0.7 \) mW for all the data. From [Yang et al., 2006; Fogler et al., 2008].
tons within the region near the laser excitation spot. The steady state dynamics of thermalization, generation, and recombination of excitons formed near to the laser excitation spot leads to the inner ring observed in the exciton PL. A detailed description of this process will be laid out in the following chapter. In contrast to the inner ring, the outmost ring and the localized bright spots are observed only for excitation at energies above the AlGaAs barrier bandgap energy. They have been explained within a classical framework by macroscopic charge separation of electrons and holes within the CQW [Butov, 2004; Rapaport et al., 2004; Yang et al., 2010]. The charge neutrality of the gas of electrons, holes, and excitons present within the CQW when the sample is excited by above bandgap laser excitation is generally violated primarily by differences in the collection efficiencies of electrons and holes to the CQW [Zrenner et al., 1990]. For the typical voltages applied to the sample in the indirect exciton regime, there is a small but persistent current of electrons through the sample that leads to the creation of an electron gas within the CQW. Under laser excitation excess holes are injected to the CQWs in the excitation spot due to the higher collection efficiency of the photoexcited holes to the CQW, given their larger effective mass. The excess holes created in the excitation spot diffuse outward and recombine with electrons leading to a depletion of electrons near the region of laser excitation. This leads to the formation of an essentially electron free region, allowing the excess holes to travel large distances before meeting an electron. At the same time, a counter flow of electrons towards the laser spot is established. In regions at the interface of the hole and electron rich regions, excitons are formed, leading to both the external ring and localized bright spots. The external ring is formed at the interface between the central hole rich region surrounding the laser and the outer electron rich region. The localized bright spots are essentially smaller versions of the external ring that form near the electron current filaments flowing through the sample perpendicular to the CQW. Observation of the external ring up to high temperatures is expected as it does not require degeneracy within the system.

The most intriguing feature in the patterns is the temperature dependent
fragmentation of the external ring. Though the external ring is a classical object by itself, given its large distance from the heat sources in the sample, both the laser excitation spot and electron current filaments, it is also the region where the coldest exciton gas is created. The MOES is a new unpredicted phenomenon and experimental and theoretical work to understand its origin is underway. The explanation consistent with the experimental data explains the MOES in terms of quantum degeneracy of the excitons at low temperatures. An instability with a periodic 1D pattern can be formed by the stimulated kinetics of exciton formation below a critical temperature [Levitov et al., 2005]. The model is in qualitative agreement with observations. The driving interaction is that the creation of additional excitons, which are Bose particles, is more probable in region of higher exciton density. This dynamic instability leads to the build up of a spatially periodic density modulation in the exciton gas. The formation of the MOES occurs in concert to a significant increase in the coherence length of excitons in the system, as measured by optical interferometry (see Figure 2.4). This increase in the coherence indicates the formation of a condensate in k-space.

The build up of quantum coherence in a Bose gas of excitons is not a feature unique to the excitons within the external ring. For sufficient control of the temperature and density of the excitons within the CQWs, quantum degenerate phenomena should be observable in any regions with sufficiently high density and sufficiently low enough temperature. A comprehensive understanding of the exciton transport, generation, recombination, and thermalization processes has lead to the possibility for techniques to control excitons within the system and to form virtually arbitrary regions of cold and dense exciton gases. A general purpose model for the evolution of exciton gases combined with various experimental techniques for exciton control comprises the core of the dissertation.
3 Experimental methods and sample structure

3.1 Methods for spatially resolved spectroscopy

In the experiments, both spatially resolved $x$-$y$ images and spatially resolved spectra $E$-$y$ images are collected. The exciton photo-luminescence (PL) is collected by a Mitotoyo objective with numerical aperture of 0.28 leading to a spatial resolution of $\leq 1.4 \mu m$. The $x$-$y$ PL pattern is imaged by a nitrogen-cooled CCD camera with the spectral selection by an interference filter adjusted to the indirect exciton energy. Fine adjustment of the filtering energy is done by rotating two interference filters relative to the optical axis. For the spatially resolved spectra, the CCD camera is placed after a spectrometer to acquire $E$-$y$ images of the exciton PL.

For time resolved measurements, a PicoStar HR TauTec intensifier with a time-integration window of $\delta t = 4 \text{ ns}$ was used to acquire both the spatial, $x$-$y$, and spectral, $E$-$y$, PL images at varied delay time $t$. The timing information was captured by placing the time-gated intensifier before the CCD. The time resolved images presented are the result of integrating numerous time slices into one composite exposure showing the state of the exciton PL after a fixed delay time from the onset of a laser excitation pulse. The spectral diffraction and time-gated imaging combined allow the direct visualization of the evolution of the indirect exciton PL intensity and energy as a function of delay time $t$.

A schematic of the experimental setup is shown in Figure 3.1.
Figure 3.1: The spatial x-y exciton PL pattern is imaged by a nitrogen-cooled CCD camera with the spectral selection by an interference filter adjusted to the indirect exciton energy. Fine adjustment of the filtering energy is done by rotating the angle of incidence for two interference filters. The E-x information is collected after being dispersed by an optical diffraction grating spectrometer.
3.2 CQW sample structure

The CQW structures used in these experiments were grown by molecular beam epitaxy onto Si doped GaAs wafers. The bottom electrode layer is created by a deposited layer of degenerately doped $n^+\text{-GaAs}$, $N_{\text{Si}} = 10^{18} \text{ cm}^{-3}$. The CQWs are positioned within a barrier layer of $\text{Al}_x\text{Ga}_{1-x}\text{As}$. Two types of CQWs are considered in this dissertation, the first contains two 8 nm GaAs QWs separated by a 4 nm $\text{Al}_{0.33}\text{Ga}_{0.67}\text{As}$ barrier, the second type is created by a 2.5 nm GaAs layer placed directly in contact with a 4 nm AlAs layer (see Figure 3.2).

For the samples used to study exciton transport and pattern formation, the sample is capped with $n^+\text{-GaAs}$ and the CQWs are placed 200 nm from both the uniform top gate and the uniform back gate. The back gate is contacted by etching into the mesa before depositing gold contact pads.

For the samples used to study exciton control, the sample is capped with undoped GaAs, onto which laterally pattern electrodes are deposited. A variety of electrodes, including non-transparent thick Au (used for proof of principle work in chapter 6), as well as semitransparent thin film Pt/Au, and indium tin oxide (ITO) have been used in exciton control studies. In CQW samples for exciton control, the CQWs are placed 100 nm from the uniform back gate, within a 1 $\mu$m thick barrier layer.

Indirect excitons in the CQW structure are formed from electrons and holes confined to different QWs. Separation between the electron and hole layers in the CQW structure causes the optical lifetime $\tau_{\text{opt}}$ of the indirect excitons to exceed that of regular direct excitons by orders of magnitude.
Figure 3.2: The illustration shows a typical layer structure of the CQWs used for electrostatic control of indirect excitons. Critically, the CQW layer is placed significantly closer to the ground plane, which reduces the in-plane electric field that can lead to exciton dissociation.
4 Exciton transport and thermalization

4.1 Origin of the exciton inner ring

4.1.1 Introduction

More than two decades ago, long-distance diffusion and drift transport of charge-neutral excitons with a long lifetime was optically visualized in bulk Si and Cu$_2$O [Tamor & Wolfe, 1980; Trauernicht et al., 1984]. In these earlier works, strain gradient potential traps were used to induce the drift motion. Due to the low particle concentrations, the transport was described in terms of a classical picture, with no quantum-statistical corrections. The diffusion coefficient was determined by exciton-phonon scattering. In-plane propagation of long-lived indirect excitons in coupled QWs over large distances has also been reported [Hagn et al., 1995; Butov & Filin, 1998; Larionov et al., 2000; Butov et al., 2002; Vörös et al., 2005; Ivanov et al., 2006; Gärtner et al., 2006, 2007; Vögele et al., 2009]: in this case one has a unique possibility to optically map the quasi-two-dimensional motion of composite bosons. Furthermore, the density $n_{2d}$ of indirect excitons can be large enough to ensure nonclassical population of the ground-energy state, $N_{E=0} = e^{T_0/T} - 1 \gtrsim 1$, where $T_0 = (\pi \hbar^2 n_{2d})/(2 k_B M_x)$ and $T$ are the degeneracy temperature and exciton temperature, respectively, and $M_x$ is the exciton in-plane translational mass. Furthermore, the built-in dipole moment of an indirect exciton, $e \cdot d$, allows control of exciton transport by electrode voltages [Hagn et al., 1995; Gärtner et al., 2006; High et al., 2008, 2009b,a;
The combination of long lifetime, large transport distance, efficient cooling, and an ability to control exciton transport makes the indirect excitons a model system for the investigation of in-plane transport of quasi-two-dimensional (quasi-2D) cold Bose gases in solid state materials.

One of the most striking features of photoluminescence associated with indirect excitons is the appearance of two \textit{PL rings} [Butov et al., 2002]. While the second, external ring has already been explained in terms of in-plane spatially separated electrons and holes [Butov, 2004; Rapaport et al., 2004], the origin of the inner ring, which arises purely due to the transport of indirect excitons, remained unclear. The proposed explanation for the ring is that in the optically-pumped area the exciton temperature $T$ is much larger than the lattice temperature $T_b$. As a result, the optical decay of excitons is suppressed, but while they diffuse out they cool down and eventually become optically-active, giving rise to a local increase of the PL signal.

In this section we present a steady state microscopic theory for the long-range transport, thermalization and optical decay of QW excitons, model the inner PL ring, and show an effective screening of QW disorder for $n_{2d} \gtrsim 10^{10}$ cm$^{-2}$ [Ivanov et al., 2006]. By numerically fitting the PL spectra we clarify the main scattering channels which contribute to the diffusion of indirect excitons and evaluate the diffusion coefficient and amplitude of the QW disorder potential. In the proposed model, the exciton temperature $T$ is affected by heating due to the optical excitation, heating due to the LA-phonon assisted conversion of the mean-field energy into the internal energy, and recombination heating or cooling due to the optical decay of low-energy excitons. The mean-field energy of indirect excitons also gives rise to a potential energy gradient and, therefore, to the in-plane drift motion. Our analysis shows that the inner ring is a generic feature of cw photoluminescence from excitons, direct or indirect, in high-quality QWs.
4.1.2 Experimental methods

Using the steady state collection technique described in section 3.1, we observe a two-dimensional spatial image of the inner ring (see Figure 4.1a, c, and d). Note that the inner PL ring can be missed if the bulk emission is not removed from the PL signal. In Figure 4.1e and f we plot the measured exciton PL in the energy-coordinate plane. The exciton energy \( E_{\text{PL}} \) decreases with increasing distance from the excitation spot, as detailed below. This results in an arrow-shaped profile of the exciton PL images in the \( E-x \) coordinates. The external ring is also seen at high excitations, both in \( x-y \) (Figure 4.1a) and \( E-x \) (Figure 4.1e) coordinates. The excitation is done by a HeNe laser at 633 nm (the laser spot is a Gaussian with FWHM = \( 2\sigma \approx 6 \mu m \), the excitation power \( P_{\text{ex}} = 1 - 400 \mu W \)). The coupled QW structure with two 8 nm GaAs QWs separated by a 4 nm \( \text{Al}_{0.33}\text{Ga}_{0.67}\text{As} \) barrier is grown by molecular beam epitaxy (see section 3.2).

4.1.3 Exciton transport model

A set of coupled nonlinear differential equations we use in order to model transport, thermalization, and photoluminescence of indirect excitons is given by

\[
\frac{\partial n_x}{\partial t} = \nabla \left[ D_x \nabla n_x + \mu_x n_x \nabla (u_0 n_x + U_{\text{QW}}) \right] - \Gamma_{\text{opt}} n_x + \Lambda_x, \quad (4.1)
\]

\[
\frac{\partial T}{\partial t} = \left( \frac{\partial T}{\partial t} \right)_{n_x} + S_{\text{pump}} + S_{\text{opt}}, \quad \text{where}
\]

\[
\left( \frac{\partial T}{\partial t} \right)_{n_x} = -\frac{2\pi}{\tau_{\text{sc}} (T_B^2/T)} \left( 1 - e^{-T_{\text{db}}/T} \right) \int_{1}^{\infty} d\varepsilon \varepsilon \sqrt{\varepsilon - 1} \times \left[ F_z \left( a \sqrt{\varepsilon (\varepsilon - 1)} \right) \right] \left( e^{E_0/k_B T_{\text{db}}} - e^{E_0/k_B T} \right) \left( e^{E_0/k_B T_{\text{db}}} + e^{-T_{\text{db}}/T} - 1 \right), \quad (4.2)
\]

\[
I_{\text{PL}}^{\text{sig}} = \Gamma_{\text{opt}}^{\text{sig}} n_x, \quad \text{where}
\]

\[
\Gamma_{\text{opt}}^{\text{sig}} = \frac{1}{2\tau_R} \left( \frac{E_y}{k_B T_{\text{db}}} \right) \int_{z_i}^{1} \frac{1 + z^2}{[(e^{E_y/k_B T})/(1 - e^{-T_{\text{db}}/T})] e^{-z^2 E_y/k_B T} - 1} dz. \quad (4.3)
\]
Figure 4.1: (a), (c)-(f) Experimental and (b) calculated patterns of the PL signal from indirect excitons. In (a), the PL intensity in the area within the green circle is reduced by a constant factor for better visualization. A bright spot in the middle of the inner ring shown in (a) is due to residual bulk emission. (e) and (f) Image of the PL signal in the $E$-$x$ coordinates. The external PL ring is also seen for high excitations, both in (a) $x$-$y$ and (e) $E$-$x$ coordinates. For (a) and (e) the excitation power is $P_{\text{ex}} = 402 \mu W$ and for (b)-(d) and (f) $P_{\text{ex}} = 101 \mu W$, respectively, and $T_b = 1.5 \text{ K}$.
Equation 4.1-4.3 describe in-plane profiles of the density $n_x = n_x(r, t)$, effective temperature $T = T(r, t)$ and signal PL intensity $I_{\text{PL}}^{\text{sig}} = I_{\text{PL}}^{\text{sig}}(r, t)$ of indirect excitons.

In the drift-diffusion Equation 4.1 for in-plane transport of the particles [Ivanov, 2002], $D_x$, $\mu_x$, $\Gamma_{\text{opt}}$, and $\Lambda_x$ are the diffusion coefficient, mobility, radiative decay rate, and generation rate of indirect excitons, respectively. The $V$-operator has only the radial component, $\nabla_r = \partial/\partial r$, due to the cylindrical symmetry one deals with. The mobility $\mu_x$ is given in terms of the diffusion coefficient $D_x$ through the generalized Einstein relationship, $\mu_x = D_x[(e T_{\text{dB}}/T - 1)/(k_B T_{\text{dB}})]$ [Ivanov, 2002]. The random potential $U_{\text{QW}} = U_{\text{rand}}(r)$ on the right-hand side (r.h.s.) of Equation 4.1 is mainly due to the CQWs thickness and alloy fluctuations. The drift term $\propto \nabla(u_0 n_x + U_{\text{QW}})$ stems from the dipole-dipole interaction of indirect excitons and the in-plane potential $U_{\text{QW}}$. For the first contribution we use $u_0 = 4\pi d(e^2/\varepsilon_b)$, $\varepsilon_b$ is the background dielectric constant, and $d$ is the separation between electron and hole layers. This corresponds to the mean-field approximation of the interaction energy of indirect excitons. The latter stems from the dipole-dipole repulsion between the particles and gives rise to the blue shift of the PL line [Yoshioka & MacDonald, 1990; Butov et al., 1994; Zhu et al., 1995]. The mean-field energy gives rise to the in-plane drift motion with the velocity $v_{\text{drift}} = -\mu_x u_0 \nabla n_x$. As a result, an effective screening of the disorder potential $U_{\text{rand}}$ by dipole-dipole interacting indirect excitons builds up with increasing $n_x$ [Ivanov, 2002; Zimmermann, 2005]: the excitons tend to accumulate near the minima of $U_{\text{rand}}(r)$ [local increase of $u_0 n_x(r)$] and avoid the maxima of $U_{\text{rand}}(r)$ [local decrease of $u_0 n_x(r)$]. As we show below, in our high-quality structures $U^{(0)} = 2\langle |U_{\text{rand}}(r)| \rangle \approx 0.9$ meV and the mean-free energy $u_0 n_x^{(0)} \approx 1.6$ meV for $n_x^{(0)} = 10^{10}$ cm$^{-2}$, so that at low exciton temperatures $T \sim 1$ K the QW disorder is strongly screened and practically removed for $n_x \gtrsim n_x^{(0)}$. For $n_x \gtrsim 10^9$ cm$^{-2}$ relevant to the experiments, the correlation energy of exciton-exciton interaction is less than the mean-field energy and therefore is neglected in the present model. The radiative rate $\Gamma_{\text{opt}} = 1/\tau_{\text{opt}}$ on the r.h.s. of Equation 4.1 is $\Gamma_{\text{opt}} = \Gamma_{\text{opt}}^{\text{sig}}(z_s = 0)$ with $\Gamma_{\text{opt}}^{\text{sig}}$ given by Equation 4.3.
The first term on the r.h.s. of Equation 4.2, \((\partial T/\partial t)_r\), describes thermalization (cooling) of indirect excitons, due to their interaction with a bath of bulk acoustic phonons at temperature \(T_b\) [Ivanov et al., 1999]. Here, \(\tau_{sc} = (\pi^2\hbar^4\rho)/(D_{dp}^2M_x^2v_{LA})\) is the characteristic scattering time, \(E_0 = 2M_xv_{LA}^2\) is the characteristic energy of the longitudinal acoustic (LA) phonon assisted thermalization at low temperatures, \(v_{LA}\) is the velocity of long-wave-length LA phonons, \(\rho\) is the crystal density, and \(D_{dp} = D_c - D_v\) is the deformation potential of exciton – LA-phonon interaction. The form-factor \(F_z(a\sqrt{\varepsilon(\varepsilon - 1)})\) refers to a rigid-wall confinement potential of quantum wells, where \(a = (d_{QW}M_xv_{LA})/\hbar\) with \(d_{QW}\) the quantum well thickness and \(\varepsilon = E/E_0\) the normalized single-particle kinetic energy of excitons, and \(F_z(\lambda) = [\sin(\chi)/\lambda][e^{i\chi}/(1 - \chi^2/\pi^2)]\). The terms \(S_{pump}\) and \(S_{opt}\) on the r.h.s. of Equation 4.2, which are detailed in Ivanov [2004], deal with heating of indirect excitons by the laser pulse and recombination heating or cooling of the particles. The laser-induced heating is given by

\[
S_{pump} = \frac{E_{inc} - k_BT I_2}{2k_BT I_1 - k_BT dB I_2} \Lambda_x^{T_{db}},
\]

where \(\Lambda_x^{T_{db}} = [(\pi\hbar^2)/(2k_BT)]\Lambda_x(r, t)\) and \(E_{inc} \gg k_BT_b\) is an average kinetic energy of high-energy indirect excitons injected into the CQW structure by means of photocarriers. The latter are generated in the GaAs and AlGaAs layers by the laser pulse. The term \(S_{opt}\), which takes into account a contribution from the “optical evaporation” of low-energy indirect excitons to the total energy balance [Ivanov, 2004], is determined by

\[
S_{opt} = \frac{k_BT I_2 \Gamma_{opt} - E_{\gamma} \Gamma_{opt}^E}{2k_BT I_1 - k_BT dB I_2} \ T_{db}.
\]

Here, the energy rate \(\Gamma_{opt}^E\), due to the optical decay, is given by

\[
\Gamma_{opt}^E = \frac{1}{2\tau_R} \left(\frac{E_{\gamma}}{k_BT_{db}}\right) \int_0^1 \frac{1 - z^4}{[(e^{E_{\gamma}/k_BT_{db}})/(1 - e^{-T_{db}/T})]e^{-z^2E_{\gamma}/k_BT - 1}} \ dz.
\]

In Equation 4.4 and Equation 4.5, the parameters \(I_{1,2} = I_{1,2}(T_{db}/T)\) are \(I_1 =\)
(1 − e^{−T_{db}/T}) \int_0^\infty dz [z/(e^z + e^{−T_{db}/T} − 1)] and I_2 = e^{−T_{db}/T} \int_0^\infty dz [(ze^z)/(e^z + e^{−T_{db}/T} − 1)^2].

Finally, the intensity I_{PL}^{sig} of the PL signal, collected in the normal direction within an aperture angle α (in the experiment, α ≃ 30°), is given by Equation 4.3. In this case, the lower integration limit in the expression for the decay rate \Gamma_{opt} is \( z = 1 − \sin^2(\alpha/2) \) [see Equation 4.3]. Both \( \Gamma_{opt}^{sig} \) and \( \Gamma_{opt} \) are inversely proportional to the intrinsic radiative lifetime \( \tau_R \) of the exciton ground-state with zero in-plane momentum.

In our model, the diffusion coefficient \( D_x = (D_{x−x}D_{x−imp})/(D_{x−x} + D_{x−imp}) \) has two contributions: diffusion due to scattering by imperfections (QW impurities and bulk LA-phonons), \( D_{x−imp} \), and self-diffusion due to exciton-exciton scattering, \( D_{x−x} \). The latter channel is important for \( n_x \geq 10^{10} \text{ cm}^{-2} \) and \( D_{x−x} \) is approximated by \( D_{x−x} = C_{x−x}(T/T_{db}) \) [Ivanov, 2002]. For \( r \) far away from the excitation spot, the asymptotic solution yields \( I_{PL} \propto \exp\left[-(\Gamma_{opt}/D_{x−imp})^{1/2}/r\right] \). In contrast, the experimental data show a much more steep decay of the PL signal and its spatial pinning at a critical radius \( r_{cr} = r_{cr}(P_{ex}) \) (e.g., \( r_{cr} \approx 40 \mu\text{m} \) for \( P_{ex} = 402 \mu\text{W} \), see Figure 4.1a). We attribute such a behaviour to the \( n_x \)-dependent screening of long-range-correlated QW disorder by dipole-dipole interacting indirect excitons. The narrowing effect is illustrated in Figure 4.2a for a particular realization of the random potential \( U_{rand}(r) \). In order to evaluate the random drift term \( \mu_x n_x \nabla(U_{QW}) \) on the r.h.s. of the drift-diffusion Equation 4.1, we implement a thermionic model [Ivanov, 2002; Ivanov et al., 2006]. In this approach, the influence of disorder is approximately taken into account by using the disorder-dependent effective diffusion coefficient:

\[
D_x = D_x^{(0)} \exp \left[ -\frac{U^{(0)}}{k_B T + u_0 n_x} \right], \tag{4.7}
\]

where \( D_x^{(0)} \) is the input diffusion coefficient in the absence of CQW disorder, and \( U^{(0)}/2 = \langle|U_{rand}(r)| − \langle U_{rand}(r)\rangle|\rangle \) is the amplitude of the disorder potential. Equation 4.7 describes the temperature and density dependent screening of the long-range-correlated disorder potential \( U_{QW} = U_{rand}(r) \) by dipole-dipole interacting indirect excitons. The vanishing screening at the external edge of the
inner PL ring, due to reduced exciton density, leads to a strong suppression of
the exciton propagation away from the excitation spot and, as a result, to the
sharp contrast of the ring [Ivanov et al., 2006].

The excess energy $E_{\text{inc}}$ of a created (incoming) indirect exciton is large:
it exceeds the energy splitting between the direct and indirect excitons, which
is about 20 meV. For the highest generation rates used in the experiments, the
exciton temperature $T_{\text{max}} \approx 6.4$ K at the laser spot centre is much larger than
$T_b \approx 1.5$ K.

In contrast with the evaporative cooling schemes used in atomic optics
to remove high-energy atoms from magnetic traps [Cornell & Wieman, 2002;
Ketterle, 2002], the optical evaporation of QW excitons is an inherent process,
which deals with the lowest-energy particles, $0 \leq E \leq E_y$, from the radiative
zone. Both signs of $S_{\text{opt}}$ can be realized: $S_{\text{opt}} > 0$ ($S_{\text{opt}} < 0$), i.e., recombination
heating (cooling) of indirect excitons for $k_B T \geq E_y$ and $k_B T_0$ ($k_B T \ll E_y$ and $k_B T_0$).
In our case recombination heating occurs: far away from the excitation spot $T$
exceeds $T_b$ by about 3 mK. Due to the long radiative lifetime of indirect excitons
and relatively high $T_b$, the recombination heating is small. However, the effect
is strong for $T_b \sim 0.1$ K, when an effective recombination cooling of particles
occurs [Ivanov, 2004].

In order to model the experimental results within the developed mi-
croscopic picture, we solve Equation 4.1-4.6 numerically for a steady state,
cylindrically-symmetric optical excitation profile, so that the generation rate
$\Lambda_x(r,t) \equiv \Lambda_x(r) \propto P_{\text{ex}} \exp(-r^2/\sigma^2)$. The best fit for the experimental data plotted
in Figure 4.2a yields $U_0 = 0.9$ meV, $D_{x-\text{imp}} = 60$ cm$^2$/s, and $C_{x-x} = 15$ cm$^2$/s. The
calculated spatial profile of the PL signal, $I_{\text{PL}} = I_{\text{PL}}(r)$, is shown in Figure 4.2b
for various pump powers $P_{\text{ex}}$. While the density profile $n_x = n_x(r)$ always has a
bell-like shape (see Figure 4.3b and the inset of Figure 4.2a), with increasing $P_{\text{ex}}$
the inner PL ring develops in the $I_{\text{PL}}$-profile. This is in a complete agreement
with the observations. The inner ring has a classical origin, and arises due to
heating of indirect excitons by the optical excitation [$S_{\text{pump}}$ term in Equation 4.2]:
with increasing $r$ the exciton temperature $T$ rapidly decreases towards $T_b$ (see
Figure 4.2: The PL intensity $I_{PL}$, (a) measured and (b) calculated with Equation 4.1-4.6, against radius $r$ for four optical excitation powers $P_{ex}$. The Gaussian profile with of the optical excitation is shown by the thin solid lines. The cryostat temperature $T_b = 1.5$ K. In numerical evaluations the following parameters are used: $D_{dp} = 9.6$ eV, $\tau_R = 13$ ns, $E_{inc}/k_B = 200$ K, $M_x = 0.215 m_0$, $d_{QW} = 8$ nm, and $d = 11.5$ nm. The best fitting parameters are $U_0 = 0.9$ meV, $D_{x-imp} = 60$ cm$^2$/s, and $C_{x-x} = 15$ cm$^2$/s. (d) $I_{PL} = I_{PL}(r)$ of indirect excitons measured at subbarrier (780 nm) excitation for $P_{ex} = 0.7$ mW and 1.4 mW. Bulk emission is subtracted from the total PL signal in (a) and (d). The energy position of the PL line, $E_{PL} = E_{PL}(r)$ for the data shown in (a) is plotted in (c). (e) The measured (square points) and calculated (solid line) inner ring radius $r_{rg}$ vs. $P_{ex}$ (the triangular points refer to the external PL ring), and the measured (circle points) and calculated (solid line) HWHM spatial extension of the PL signal against $r$. 
Figure 4.3b); as a result, the optical lifetime $\tau_{opt} = 1/\Gamma_{opt}$ decreases too (see the inset of Figure 4.3b), giving rise to a local increase of $I_{PL}(r)$ at $r = r_{rg}$. Thus the steady state character of the inner ring is a spatial counterpart of the PL-jump observed in the time-resolved experiments [Butov et al., 2001]. Our numerical simulations also reproduce the observed increase of $r_{rg}$ and the spatial extension of the PL area (HWHM of the signal) with increasing $P_{ex}$ (see the inset of Figure 4.2b).

The finding of the fitting parameters, which refer to the total diffusion coefficient $\tilde{D}_x$, is complex, i.e., we fit all the curves plotted in Figure 4.2a [$I_{PL} = I_{PL}(r)$ and $E_{PL} = E_{PL}(r)$ for various $P_{ex}$] by using the same values of $U_0$, $D_{x-imp}$, and $C_{x-x}$. The blue shift $\delta_{PL} > 0$ of the PL energy $E_{PL}$ is due to the mean-field interaction energy of indirect excitons, $\hbar\delta_{PL} = u_0 n_x$ (see the inset of Figure 4.2a). Thus we use the measured $\delta_{PL}$ to estimate the concentration $n_{x}^{max}(r = 0)$, and therefore the generation rate $\Lambda_x(r = 0)$, necessary for numerical modelling with Equation 4.1-4.6. The amplitude of the disorder potential, $U_0$, determines the steepness of $I_{PL}(r > r_{rg})$ and dependence $r_{cr} = r_{cr}(P_{ex})$ of the PL pinning radius. In turn, $D_{x-imp}$ and $C_{x-x}$ determine the ring contrast and $r_{rg} = r_{rg}(P_{ex})$ dependence. The total diffusion coefficient $\tilde{D}_x = \tilde{D}_x(r)$ is plotted in Figure 4.3d.

In Figure 4.3c we show that for the small size excitation spot ($\sigma \approx 3 \mu m$) used in the experiments, the drift velocity $v_{drift}$, due to the gradient of the mean-field interaction energy $u_0 n_x(r)$, is much larger than the diffusion velocity $v_{diff}$. The total velocity has a maximum value $v_{tot}^{max}(r \approx r_{rg}) \approx 1.5 \times 10^5 \text{cm/s}$ for $n_{x}^{max}(r = 0) \approx 2.5 \times 10^{10} \text{cm}^{-2}$ (see Figure 4.3c). Note that in our case the mean-field energy gradient $u_0 |\nabla n_x(r \approx r_{rg})| \approx 1.6 \text{eV/cm}$ exceeds the maximum potential gradient $|\nabla U| \approx 0.4 \text{eV/cm}$ in the strain-induced traps used in the experiments [Tamor & Wolfe, 1980; Traurnicht et al., 1984].

Finally, we emphasize that in our experiments, which deal with the cryostat temperature $T_b = 1.5 \text{K}$, nonclassical occupation numbers of modest values, $N_{E=0}^{\max}(r \approx r_{rg}) \approx 1$, build up at the position of the inner ring (see the inset of Figure 4.3c). As illustrated in Figure 4.3c, in this case the quantum statistical corrections, e.g., to $v_{diff}$ and to the Einstein relationship, are about 35% and therefore
Figure 4.3: (a) The narrowing effect: screening of the long-range-correlated disorder potential $U_{\text{rand}}(r)$ by dipole-dipole interacting indirect excitons. The QW effective potential $U_{\text{eff}}(r) = U_{\text{rand}}(r) + u_0 n_x(r)$ calculated with Equation 4.1-4.6 for harmonic $U_{\text{rand}}(r)$ with $U_0/2 = 0.45$ meV (see the inset). (b) $T = T(r)$ (solid line) and $n_x = n_x(r)$ (dashed line). Inset: $\tau_{\text{opt}} = \tau_{\text{opt}}(r)$. (c) Diffusion velocity $v_{\text{diff}} = v_{\text{diff}}(r)$ (solid line) and drift velocity $v_{\text{drift}} = v_{\text{drift}}(r)$ without (dashed line) and with (dotted line) quantum-statistical corrections. Inset: $N_{E=0} = N_{E=0}(r)$. Plots (a)-(c) refer to the maximum excitation, $n_{\text{max}}^x = 2.5 \times 10^{10} \text{ cm}^{-2}$ (see the solid lines in Figure 4.2). (d) Diffusion coefficient $D_x = D_x(r)$ for $n_{\text{max}}^x = 0.16 \times 10^{10} \text{ cm}^{-2}$ (solid line), $0.44 \times 10^{10}$ cm$^{-2}$ (dashed line), and $1.27 \times 10^{10}$ cm$^{-2}$ (dotted line). These values of $n_{\text{max}}^x$ correspond to the PL signal shown in Figure 4.2.
cannot be neglected. Nonclassical statistics occurs at the position of the inner ring, where the exciton gas is already cold but still dense. Furthermore, for $T_b \sim 0.1 \text{K}$ (not yet realized in an optical imaging experiment) numerical modelling with Equation 4.1-4.6 give well-developed Bose-Einstein statistics with $N_{E=0}^\text{max}(r \approx r_\text{rg}) \gg 1$.

4.2 Kinetics of the Inner Ring

4.2.1 Introduction

In the regular steady state excitation scheme, where excitons are generated in a micron scale focused laser excitation spot, the inner ring forms around the excitation spot. It was discussed in section 4.1 in terms of the cooling of indirect excitons during their propagation away from the excitation spot [Butov et al., 2002; Ivanov et al., 2006]. In this section, we present studies of the spatially and spectrally resolved kinetics of the exciton inner ring [Hammack et al., 2009]. The results show that the exciton inner ring forms and reaches a steady state within the first few tens of nanoseconds of laser excitation, and also disappears within a few nanoseconds after the laser termination. The spatially-temporal behavior of the inner ring is modelled in terms of in-plane exciton transport and cooling towards the phonon bath (cryostat) temperature.

4.2.2 Experimental data and numerical simulations

The measurements were performed using time-resolved imaging with 4 ns time-resolution and 2 $\mu$m spatial resolution. See section 3.1 for details of the experimental apparatus. Excitons were photogenerated by a pulsed laser at 635 nm with pulse duration of 500 ns and edge sharpness of < 1 ns, operating with a period of 1 $\mu$s. The period and duty cycle were chosen such that the photoluminescence pattern of indirect excitons was able to reach equilibrium during the laser excitation and to allow for complete decay of the PL of indirect excitons between laser pulses. The laser is focused to a 10 $\mu$m full width half
maximum (FWHM) excitation spot on the CQW sample. The excitation density $P_{ex}$ was chosen to be below that at which the external ring appears in the emission pattern [Butov et al., 2002]. The spectral diffraction and time-gated imaging combined allow the direct visualization of the evolution of the indirect exciton PL intensity and energy as a function of delay time $t$ [see Figure 4.4 (a)-(c) for the laser onset and Figure 4.4 (d)-(f) for the laser termination]. Experiments were performed at the applied gate voltage 1.2 V, peak excitation power 150 $\mu$W, and bath temperature 1.4 K.

The CQW structure used in these experiments is the same as in section 4.1. Figure 4.4 (a)-(c) shows the emergence in time of an arrow shaped profile of the indirect exciton PL signal plotted in the energy – in-plane $y$ axis, $E – y$, coordinates. The central bright stripe corresponds to the bulk $n^+$ GaAs emission. The $n^+$ GaAs layers are separated 200 nm from the CQW and their emission line spreads down to about 1.48 eV. Its spatial profile essentially corresponds to the laser excitation profile. The emission of indirect excitons is observed at the sides of this stripe beyond the excitation spot, due to the exciton transport. The emission energy drops with increasing distance from the origin $r$ (see Figure 4.4). The drop in energy with increasing $r$ corresponds to a decrease in density. At early times, when the indirect exciton signal is small, the bulk emission, consisting of the central bright stripe, dominates [see Figure 4.4 (a)]. After sufficient time, the exciton inner ring becomes apparent by the presence of a dip in the PL of indirect excitons within the region of laser excitation at the center of the exciton cloud. It is worth noting that the decrease in the exciton PL does not correspond to a dip in the exciton density, which has its maximum at the center of the laser excitation spot (see Figure 4.4).

The kinetics presented in Figure 4.5 (a) and (c) show the total spectrally integrated PL intensity of indirect excitons taken from a series of time-gated spectrally resolved images. The data shows that the inner ring forms and reaches a steady state within the first few tens of ns of the laser excitation pulse. Both the spatial and temporal character of the experimental data is in agreement with simulations using a kinetic model for the indirect exciton transport, cooling
Figure 4.4: The $E - y$ images showing the exciton energy versus radius during the time evolution of the exciton inner ring following the onset and termination of the rectangular laser pulse. Time $t = 0\, \text{ns}$ corresponds to the onset of the laser pulse of the duration $\tau_{\text{pulse}} = 500\, \text{ns}$. Each image is integrated over a time window of $\delta t = 4\, \text{ns}$ ending at the times (a)-(c) $t = 4\, \text{ns}$, 12\, ns, and 24\, ns after the start of the laser pulse, and (d)-(f) $t - \tau_{\text{pulse}} = 0\, \text{ns}$, 4\, ns, and 68\, ns after its termination. The laser is focused to a 10\, $\mu\text{m}$ full width half maximum (FWHM) excitation spot on the CQW sample.
and optical decay [see Figure 4.5(a) vs. Figure 4.5(b), and Figure 4.5(c) vs. Figure 4.5(d)]. The model is detailed in subsection 4.2.3.

These results demonstrate that within few tens of ns the excitons are able to propagate tens of microns away from the generation region. The large-scale transport is indicative that excitons are capable to screen effectively the disorder potential intrinsic to the quantum wells, leading to enhanced drift and diffusion [Ivanov, 2002]. This is consistent with the exciton diffusion coefficient $D_x$ evaluated with the thermionic model and plotted in Figure 4.8(d): An increase of $D_x$ at a given radius $r$ with increasing time (increasing exciton density) and a decrease of $D_x$ at a given time $t$ with increasing radius (decreasing density) are seen. The underlying physics is further illustrated in Figure 4.8, where numerical simulations of $T = T(t)$, $D_x = D_x(t)$, $n_x = n_x(t)$, and the optical lifetime of indirect excitons, $\tau_{\text{opt}} = \tau_{\text{opt}}(t)$, are plotted for the onset of the laser excitation.

Upon termination of the laser pulse [see Figure 4.4(d)-(f)], an abrupt increase of the PL intensity is detected at the laser excitation spot [see Figure 4.6(a), (c), and (e)]. After the laser switches off, the optically dark, high-energy excitons outside the light cone relax to the radiative zone, leading to the observed PL-jump. Experiments performed without spatial resolution have already revealed the PL-jump [Butov et al., 2001]. However, the results of the time-resolved imaging experiments presented here clarify that the PL-jump is observed predominantly within the laser excitation spot, where indirect excitons are heated by the laser. Within 4 ns, the time resolution of the current experiments, the excitons cool down to the lattice temperature $T_b = 1.4$ K. The characteristic cooling (thermalization) time, as calculated with the model described in Section III, is $\tau_{\text{th}} \approx 0.2$ ns [see Figure 4.8(a)]. The contrast of the PL-jump is defined as $(I_{\text{max}} - I_{\text{laser on}})/I_{\text{laser on}}$ with $I_{\text{max}} = I_{\text{max}}(r)$ and $I_{\text{laser on}} = I_{\text{laser on}}(r)$ the maximum PL intensity after the laser pulse termination and the steady-state PL-intensity in the presence of the laser pulse, respectively. The measured contrast of the PL-jump against the radial distance $r$ is plotted in Figure 4.6(c). Averaging the numerical simulations [see inset in 3(d)] over the 4 ns integration window to match the experimental conditions leads to the PL-jump contrast shown in Figure 4.6(d),
Figure 4.5: Kinetics of the indirect exciton PL profile after the laser excitation onset. The measured (a) and calculated (b) cross-sections of the indirect exciton PL across the diameter of the inner exciton ring as a function of time. The measured (c) and calculated (d) indirect exciton PL intensity at the center of the laser excitation spot (red ▼) and at the inner ring radius \( r = r_{\text{ring}} = 12 \mu\text{m} \) (blue ●) where the PL maximum signal occurs, as a function of time. The time integration window \( \delta t = 4\text{ ns} \) for each profile (a), (b) and each point (c), (d). The times \( t = 0\text{ ns} \) and \( t = 500\text{ ns} \) refer to the onset and termination of the rectangular laser excitation pulse. The laser excitation profile is shown by the thin dotted line in (a).
in agreement with the experiment [see Figure 4.6 (c) and (e) vs. Figure 4.6 (d) and (f)].

The monotonic decrease of the PL-jump with increasing radius [see Figure 4.6 (c)-(d)] demonstrates that the effective exciton temperature $T$ during the laser excitation lowers with increasing $r$. This is consistent with the model we use: The numerical simulations of the exciton temperature profile, plotted in the inset of Figure 4.9 (a) for two time delays, 0 ns and 4 ns after the termination of the laser pulse, are in agreement with the spatial dependence of the PL-jump shown in Figure 4.6. Both the experimental data and calculations demonstrate that the exciton cooling time to the lattice temperature is much shorter than the exciton lifetime $\tau_{\text{opt}} \approx 50$ ns.

### 4.2.3 Kinetic model

There are two main additional features in our present numerical simulations compared to those reported earlier section 4.1 in order to model a steady-state inner PL ring: (i) the high-resolution numerical simulations with Equation 4.1-Equation 4.3 are performed in a space-time domain instead of for steady state, and (ii) in order to mimic more closely the experiment, we model the source term $\Lambda_x$ of indirect excitons (see the r.h.s. of Equation 4.1) by assuming a generation of incoming indirect excitons, as secondary particles, from laser-induced photocarriers.

In order to express $\Lambda_x$ via the generation rate $\Lambda^{(0)}$ of free electron - hole pairs, which are photoexcited in the cladding AlGaAs layers and captured by the GaAs CQW structure, we implement the quantum mass action law (QMAL). According to the QMAL, a total number of electron-hole pairs is distributed among the bound (exciton) and unbound states. For quasi-2D indirect excitons, the QMAL reads as [Reinholz, 2002; Mouchliadis et al., 2007]

$$n_x = -\frac{2M_x k_B T}{\pi \hbar^2} \ln \left[ 1 - e^{\epsilon_x/(k_B T)} \left( e^{\tau_{\text{eb}}/T} - 1 \right) \left( e^{\tau_{\text{eh}}/T} - 1 \right) \right],$$

(4.8)

where $\epsilon_x$ is the (indirect) exciton binding energy, and the electron (hole) quantum
Figure 4.6: Kinetics of the indirect exciton PL profile during the laser excitation termination. The measured (a) and calculated with Equation 4.1-4.3 (b) spatial profiles of the PL signal from indirect excitons across the inner ring at the times \( t = 500 \) ns (dash-dotted line), 504 ns (dotted line), and 568 ns (solid line). The times \( t = 0 \) ns and \( t = 500 \) ns refer to the onset and termination of the rectangular laser excitation pulse. The measured (c) and evaluated numerically (d) contrast of the PL-jump \((I_{\text{max}} - I_{\text{laser on}})/I_{\text{laser on}}\) against the radial coordinate. The laser excitation profile is shown by the dotted line in (c). The measured (e) and calculated (f) PL intensity at the center of the laser excitation spot (red ▼) and at the radial distance where the PL maximum intensity occurs, \( r = 12 \) µm, (blue ●) as a function of time. Insets: The contrast of the PL-jump (d) and the PL-jump at the center of excitation (f), evaluated with Equation 4.1-4.3 without time integration to match 4 ns experimental resolution. Apart from the insets, each calculated curve is smoothed by the device resolution function with the time integration window \( \delta t = 4 \) ns to match the experimental conditions.
Figure 4.7: Exciton and electron (hole) concentrations, $n_x$ and $n_e = n_h$, as a function of temperature, evaluated by using the quantum mass action law: $n_x + n_e(h) = 2 \times 10^{10}$ cm$^{-2}$ (dashed lines), $10^{10}$ cm$^{-2}$ (dash-dotted lines), and $0.5 \times 10^{10}$ cm$^{-2}$ (solid lines).

degeneracy temperature is given by $k_B T_{dB}^{e(h)} = \left[ (\pi \hbar^2)/m_e(h) \right] n_{e(h)}$ with $m_e(h)$ and $n_{e(h)}$ the electron (hole) mass and concentration, respectively. Equation 4.8 characterizes a quasi-equilibrium balance between $n_x$ and $n_e = n_h$. A typical time $\tau_{QMAL}$ needed to quasi-equilibrate the system of electrons, holes and indirect excitons is comparable to that of binding of photoexcited electrons and holes in excitons. The latter one is about $10^{-30}$ ps for $n_x \approx 10^{10}$ cm$^{-2}$ and helium temperatures [Damen et al., 1990; Strobel et al., 1991; Blom et al., 1993; Gulia et al., 1997; Szczytko et al., 2004]. Because $\tau_{QMAL}$ is much less than the characteristic times of the thermalization and transport processes, $\tau_{th} \sim 0.1$ ns and $\tau_{diff} \sim 1$ ns, the use of the QMAL is justified. For the case $T_{dB}^{e(h)} \ll T$, relevant to the experiment, Equation 4.8 yields:

$$\Lambda_x = \Lambda^{(0)} \frac{4 M_x T_{dB}^{1/2}}{(m_e m_h T)^{1/2} e^{-\epsilon_x/(2k_B T)} + 4 M_x T_{dB}^{1/2}}. \quad (4.9)$$

Note that in Equation 4.9 the degeneracy temperature $T_{dB}$ is proportional to the accumulated density of indirect excitons, $n_x = n_x(r, t)$. According to numerical
evaluations of Equation 4.9 adapted to the experimental conditions, apart from the first few hundred picoseconds after the onset of the laser excitation, when $T \gtrsim 10 \text{ K}$ and $n_x \lesssim 10^9 \text{ cm}^{-2}$, one has $n_x \gg n_{e(h)}$, see Figure 4.7, and $\Lambda_x \simeq \Lambda(0)$. Formally, this is because in the denominator on the r.h.s. of Equation 4.9 the term $(m_e m_h T)^{1/2} e^{-\epsilon_x/(2k_B T)}$ is much less than $4M_x T^{1/2}$. In this case, injected electron-hole pairs very effectively transfer to the exciton system.

The observed inner PL ring is nearly radially symmetric in space, when taking the center of the excitation spot as the origin, see Figure 4.1. Thus in numerical simulations with Equation 4.1-Equation 4.3, a polar coordinate system is used and the condition invoked that none of the quantities modelled have any angular dependence. According to the spatial profile of the laser pulse, we assume that the generation rate $\Lambda(0)$ is given by the Gaussian:

$$\Lambda(0) = \Lambda(0)(r,t) = \Lambda(0)(r=0,t) e^{-r^2/r_0^2},$$

(4.10)

with $r_0$ the radius of the excitation spot [$r_0 = \text{FWHM}/(2 \sqrt{\ln 2}) = 5.8 \mu\text{m}$]. The temporal shape of the rectangular laser pulse with the Gaussian edges is modelled by $\Lambda(0)(r=0,t)$, where $\Lambda(0)(r=0,t) = \tilde{\Lambda}(0) \exp[-\sigma(t - t_0)^2]$ for $t \leq t_0 = 0.6 \text{ ns}$, $\tilde{\Lambda}(0)$ for $t_0 \leq t \leq \tau_{\text{pulse}} = 500 \text{ ns}$, and $\tilde{\Lambda}(0) \exp[-\sigma(t - \tau_{\text{pulse}})^2]$ for $t \geq \tau_{\text{pulse}}$, and $\sigma = 15.3 \text{ ns}^{-2}$.

In order to clarify further the underlying physics of the inner PL ring, in Figure 4.8 and Figure 4.9 we plot $T = T(t)$, $n_x = n_x(t)$, $\tau_{\text{opt}} = \tau_{\text{opt}}(t)$, and $D_x = D_x(t)$, modelled for the onset and termination edges of the laser excitation pulse, respectively. The shown dynamics refer to the center of the excitation spot (solid lines), the radial distance $r = r_{\text{ring}}$ where a maximum PL signal occurs (dashed lines), $r = r_{\text{ring}}/2$ (dotted lines), and $r = 3r_{\text{ring}}/2$ (dash-dotted lines).

For the onset of the laser excitation, Figure 4.8(a) and (b) illustrate the thermalization kinetics of indirect excitons and gradual building up of the density, respectively. The monotonic decrease of $\tau_{\text{opt}}$ with time is due to the cooling of indirect excitons [see Figure 4.8(c)]. A steady-state value of the optical lifetime decreases with increasing $r$, because the laser induced heating of the exciton system decreases with the radial distance from the laser spot center. The initial
Figure 4.8: Modeling of the transient dynamics of the exciton temperature $T$ (a), density $n_x$ (b), optical lifetime $\tau_{\text{opt}}$ (c), and in-plane diffusion coefficient $D_x$ (d) for the onset of the laser excitation. The radial coordinate is $r = 0$ (solid line), $r_{\text{ring}}/2$ (dotted line), $r_{\text{ring}}$ (dashed line), and $3r_{\text{ring}}/2$ (dash-dotted line).
Figure 4.9: Modelling of the transient dynamics of the exciton temperature $T$ (a), density $n_x$ (b), optical lifetime $\tau_{\text{opt}}$ (c), and in-plane diffusion coefficient $D_x$ (d) for the termination of the laser excitation. The radial coordinate is $r = 0$ (solid line), $r_{\text{ring}}/2$ (dotted line), $r_{\text{ring}}$ (dashed line), and $3r_{\text{ring}}/2$ (dash-dotted line). Inset: The calculated spatial profile of the exciton temperature, $T = T(r)$, for $t = 500$ ns (solid line) and $t = 504$ ns (dotted line).
rapid decrease of $D_x$ [see Figure 4.8(d)] originates from the thermalization of the exciton system: Cold excitons cannot overcome the in-plane disorder potential and become localized. A further increase of the diffusion coefficient after the thermalization transient is due to the screening effect which develops with increasing $n_x$.

For the termination edge of the laser pulse, the decay dynamics shown in Figure 4.9 are dominated by the two characteristic times, thermalization time $\tau_{th}$ and optical decay time $\tau_{opt} \gg \tau_{th}$. Within first $1-2$ ns the complete thermalization occurs [see Figure 4.9(a)], and the system of indirect excitons decays with $\tau_{opt} = \tau_{opt}(T=T_b) \approx 50$ ns [see Figure 4.9 (b) and (c)]. The gradual decrease of $D_x$ at delay times much larger than $\tau_{th}$ [see Figure 4.9 (d)] is due to the relaxation of the screening effect with decreasing density of indirect excitons.

### 4.2.4 Discussion

Numerical simulations with Equation 4.1-Equation 4.3 quantitatively reproduce the experimental data [see in Figure 4.5 and Figure 4.5 experiment vs. modelling] for the following control parameters: $U_0 = 0.7$ meV, $D_x^{(0)} = 30$ cm$^2$/s, $\Lambda^{(0)} = 2 \times 10^9$ cm$^{-2}$ns$^{-1}$, and $E_{inc} = 12.9$ meV. Although we use four fitting parameters, the procedure is well justified: (i) The whole set of the experimental data, measured at various $r$ and $t$, are modelled with the same values of the control parameters, and (ii) the fitting parameters influence different aspects of the transport and PL processes in a separate way, i.e., can be inferred independently. Table I lists the inferred values of the control parameters as well as the known values, the basic parameters, and the parameters of the model.

The model includes the nonclassical, quantum-statistical effects in the description of the transport, thermalization and optical decay of indirect excitons: Equation 4.1-4.6 and Equation 4.8-4.9 explicitly depends upon $T_{dB}$. However, the quantum corrections are rather minor, due to relatively weak laser excitations used in the experiment. The quantum effects are not required for the inner ring or the PL-jump formation. Both are classical phenomena associated with the exciton cooling when they travel away from the excitation spot (in the
Table 4.1: List of Parameters

<table>
<thead>
<tr>
<th>Basic Parameters</th>
<th>Model Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_x$</td>
<td>$D_x^{(0)}$ 30 cm$^2$s$^{-1}$</td>
</tr>
<tr>
<td>$\tau_{sc}$</td>
<td>$U_0$ 0.7 meV</td>
</tr>
<tr>
<td>$\tau_R$</td>
<td>$\Lambda^{(0)}$ 2 $\times$ 10$^9$ cm$^{-2}$ ns$^{-1}$</td>
</tr>
<tr>
<td>$v_s$ 3.7 $\times$ 10$^5$ cm s$^{-1}$</td>
<td>$E_{inc}$ 12.9 meV</td>
</tr>
<tr>
<td>$\rho$ 5.3 g cm$^{-3}$</td>
<td>$\mu_0$ 1.6 $\times$ 10$^{-10}$ meV cm$^2$</td>
</tr>
<tr>
<td>$D_{dp}$ 8.8 eV</td>
<td></td>
</tr>
<tr>
<td>$T_b$ 1.4 K</td>
<td></td>
</tr>
<tr>
<td>$E_0$ 34.2 $\mu$eV</td>
<td></td>
</tr>
<tr>
<td>$E_y$ 138 $\mu$eV</td>
<td></td>
</tr>
<tr>
<td>$L_z$ 8 nm</td>
<td></td>
</tr>
</tbody>
</table>

case of the inner ring) or when the excitation pulse is terminated (in the case of the PL jump). However, the quantum degeneracy effects become essential for the dynamics and contrast of the inner PL ring and PL-jump, if smaller bath temperatures or higher excitation powers are used [Butov et al., 2001; Ivanov et al., 2006; Hammack et al., 2006a]. For instance, bosonic stimulation of exciton scattering can lead to the enhancement of the exciton scattering rate to the low-energy optically active states with increasing exciton concentration as described in Ref. [Butov et al., 2001].

Note that a ring in the emission pattern can form both in an exciton system [Butov et al., 2002; Ivanov et al., 2006] and in an electron-hole plasma (EHP) [Stern et al., 2008]. In both cases the requirements for the ring formation in the emission pattern include the long lifetime of the carriers, which allows transport over substantial distances, and cooling of the carriers during their transport away from the excitation spot, which leads to the increase of the emission intensity. However, the exciton system can be distinguished from EHP by the emission linewidth. For a neutral quasi-2D EHP, the emission linewidth should be about the sum of the electron and hole Fermi energies, $\Delta_{EHP} \approx k_B T_{dB}^e + k_B T_{dB}^h = \pi \hbar^2 n_e(1/m_e + 1/m_h)$, with $n_e = n_h$ the density of electrons and holes in EHP [Butov et al., 1991]. The smallest density for EHP is determined by the exciton Mott transition $n_M \sim 1/a_B^2$, which occurs due to the phase space filling and screening ($a_B$ is the exciton Bohr radius) [Schmitt-Rink...
et al., 1989]. For the CQW structures studied, \( m_e \approx 0.07 m_0 \) and \( m_h \approx 0.15 m_0 \) [Lozovik et al., 2002], the Bohr radius of the indirect excitons \( a_B \approx 20 \text{ nm} \) [Dignam & Sipe, 1991] and \( n_M \sim 1/a_B^2 \sim 2 \times 10^{11} \text{ cm}^{-2} \), so that the smallest linewidth for the EHP is \( \Delta_{\text{EHP}}^{\min} \approx \pi \hbar n_M (1/m_e + 1/m_e) \sim 10 \text{ meV} \). In contrast, the linewidth of exciton emission can be well below this value. It is determined by the homogeneous and inhomogeneous broadening and is typically below 2 meV in the CQW structures for the investigated range of densities [High et al., 2009b]. The small emission linewidth \( \leq 2 \text{ meV} \), which is characteristic for the inner ring reported in this dissertation and in the literature [Butov et al., 2002; Ivanov et al., 2006; Stern et al., 2008; Hammack et al., 2009], indicates that in all these experiments the inner PL ring forms in an exciton system rather than in EHP.

### 4.3 Summary

In summary, we studied steady state and kinetic character of the inner ring in the exciton emission pattern. The formation time of the inner ring following the onset of the laser excitation is found to be about 30 ns. The inner ring was also found to disappear within 4 ns after the laser termination. The latter process is accompanied by a jump in the PL intensity. The spatial dependence of the PL-jump indicates that the excitons outside of the region of laser excitation, including the inner ring region, are efficiently cooled to the lattice temperature even during the laser excitation. The ring formation and disappearance are explained in terms of exciton transport and cooling.
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5 Optical Control

5.1 An optically induced exciton trap

5.1.1 Introduction

Lasers enable a precise and non-invasive application of force while also providing high speed control of the trapping field. This allows in-situ trapping and control for a rich variety of small neutral particles. Since their origin three decades ago, laser based traps have been key devices in the advancement of atomic physics and biophysics, for reviews see [Chu, 1998; Cohen-Tannoudji, 1998; Phillips, 1998; Ashkin, 2000].

In biology, the applications of optical dipole traps, also known as optical tweezers, enable direct in-vivo manipulation of viruses, cells, and even individual organelles within the cells. The use of optical tweezers has also enabled probing of the mechanical properties of DNA and the forces applied by various molecular motors found in cells [Ashkin, 2000].

In atomic physics, the use of the Doppler cooling technique [Hänsch & Schawlow, 1975] by sets of counter propagating lasers is employed to form an “optical molasses” containing atoms viscously confined at microkelvin temperatures. The introduction of optical tweezers to this molasses enabled the first 3D stable trap for atoms by capturing them from the surrounding molasses. Following this initial trapping of atoms, much work was devoted to the creation of larger volume magneto-optical traps (MOT) to enhance the achievable densities of trapped atoms [Chu, 1998; Cohen-Tannoudji, 1998; Phillips, 1998; Ashkin, 2000]. It was specifically these MOTs that led to the first realizations
of Bose-Einstein condensation (BEC) in atoms [Anderson et al., 1995; Bradley et al., 1995; Davis et al., 1995]. Since this initial realization of BEC, interest has returned again to optical traps, which can be used to study magnetic effects on BEC, such as Feshbach resonances, without the complexity added by disrupting the magnetic field used in MOTs [Chu, 1998; Cohen-Tannoudji, 1998; Phillips, 1998; Ashkin, 2000]. The possibility of patterning and controlling the potential profile by laser excitation is also effectively employed in studies of atom BEC in optical lattices [Greiner et al., 2002].

In this section, we propose and demonstrate laser induced trapping for a new system - a gas of excitons in coupled quantum wells (CQW) [Hammack et al., 2006b]. Since the quantum degeneracy temperature scales inversely with the mass, quantum exciton gases can be achieved at temperatures of about 1 K [Keldysh & Kozlov, 1968], several orders of magnitude higher than quantum atom gases [Cornell & Wieman, 2002; Ketterle, 2002]. Indeed, the transition from a classical to quantum gas occurs when bosons are cooled to the point where the thermal de Broglie wavelength $\lambda_{dB} = \sqrt{2\pi\hbar^2/(mk_B T)}$ is comparable to the interparticle separation (for instance, BEC takes place when $n\lambda_{dB}^3 = 2.612$ in 3D systems) and the transition temperature for excitons in GaAs/AlGaAs QWs reaches a value of $T_{dB} = 2\pi\hbar^2n_{2d}/(mgk_B) \approx 3$ K for the exciton density per spin state $n_{2d}/g = 10^{10}$ cm$^{-2}$ (the exciton spin degeneracy $g = 4$ and the exciton mass $m = 0.22m_0$ for GaAs/AlGaAs QWs [Butov et al., 2004], where $m_0$ is the free electron mass). Because of their long lifetime and high cooling rate, indirect excitons in a CQW (Figure 5.1a) form a system where a cold and dense exciton gas can be created, with temperatures well below 1 K and densities above $10^{10}$ cm$^{-2}$ [Butov et al., 2004]. Therefore, we chose indirect excitons for development of a method to trap cold excitons with laser light. This technique opens a pathway towards high speed control of quantum gases of bosons in semiconductors—quantum exciton gases.

The possibility of exciton confinement and manipulation in potential traps attracted considerable interest in earlier studies. Pioneered by the electron-hole liquid confinement in the strain-induced traps [Wolfe et al., 1975], exci-
ton confinement has been implemented in various traps: strain-induced traps [Trauernicht et al., 1983; Kash et al., 1988], traps created by laser-induced local interdiffusion [Brunner et al., 1992], magnetic traps [Christianen et al., 1998], and electrostatic traps [Zimmermann et al., 1997; Huber et al., 1998; Hammack et al., 2006a].

The principle underlying the new method of laser induced exciton trapping is described below. The CQW geometry is engineered so that the interaction between excitons is repulsive: Indirect excitons, formed from electrons and holes that are confined to different QWs by a potential barrier, behave as dipoles oriented perpendicular to the plane, and an increasing exciton density causes an increase of the interaction energy [Yoshioka & MacDonald, 1990; Zhu et al., 1995; Ivanov, 2002]. The repulsive character of the interaction is evidenced in experiment as a positive and monotonic line shift with increasing density [Butov et al., 2004]. Due to the repulsive interaction, a ring-shaped laser spot should form a potential trap with the energy minimum at the ring center. Similarly to all optical traps, an important advantage of the laser induced exciton trapping is the possibility of controlling the trap in-situ by varying the laser intensity in space and time. Moreover, the excitons at the trap center are cold since they are far from the hot laser excitation ring. The long lifetimes of the indirect excitons allow them to travel to the trap center, due to their drift and diffusion, before optical recombination. This leads to accumulation of a cold and dense exciton gas at the trap center. The implementation of this idea is described below.

5.1.2 Experimental methods

The spatial $x$-$y$ (see Figure 5.1c-e) and $E$-$y$ (see Figure 5.1b) images are collected by the means outlined in section 3.1. Our investigations determined that a laser excitation ring with a diameter of 30 $\mu$m and a ring thickness following a Gaussian profile of FWHM = $2\sigma \approx 7 \mu$m provided the optimal conditions for our CQW sample. The ring shaped cw laser excitation was performed by Nd:YVO$_4$ laser at 532 nm, or HeNe laser at 633 nm, or Ti:Sapphire laser tuned to the direct exciton resonance of 788 nm. Spatial and spectral features were es-
sentially similar for all excitation wavelengths investigated. In the experiments with excitation above the AlGaAs barrier ($\lambda = 532$ or 633 nm), photoexcited unbalanced charges and the external ring are created, while in the experiments at nearly resonant excitation ($\lambda = 788$ nm), no photoexcited unbalanced charges or external ring are created [Butov et al., 2004]. Comparison of these two experiments has shown that the charge imbalance and external ring make no noticeable effect on the exciton trapping. All experimental data presented here are from a set of 532 nm excitation ring data taken with excitation powers $P_{ex}$ in the range 1-1000 $\mu$W and with gate voltage $V_g = 1.4$ V. The CQW structure investigated is grown by molecular beam epitaxy and contains two 8 nm GaAs QWs separated by a 4 nm Al$_{0.33}$Ga$_{0.67}$As barrier (see section 3.2).

### 5.1.3 Experimental data and numerical simulations

As can be seen in Figure 5.1c-e and Figure 5.2a, for low excitation powers the PL profile follows the laser excitation ring; however, with increasing excitation power a spatial PL peak emerges at the center of the laser excitation ring, indicating the accumulation of a cold and dense exciton gas. The exciton degeneracy at the trap center $N_{E=0} = \exp(T_0/T) - 1$, where $T_0 = 2\pi\hbar^2n_{2d}/(mgkB)$ [Ivanov et al., 1999], can be estimated from the exciton density and temperature. The exciton density $n_{2d} = \varepsilon\delta E/(4\pi\varepsilon_0^2d)$ is measured directly by the exciton energy shift $\delta E$, where $d = 12$ nm is the separation between the electron and hole layers for our samples and $\varepsilon$ is the background dielectric constant [Yoshioka & MacDonald, 1990; Zhu et al., 1995; Ivanov, 2002] ($n_{2d} = 10^{10}$ cm$^{-2}$ for $\delta E \approx 1.6$ meV). The exciton temperature at the trap center is essentially equal to the lattice temperature due to absence of heating sources at the trap center. The estimate shows that for the excitation $P_{ex} = 1000$ $\mu$W and temperature $T_b = 1.4$ K, see the experimental data in Figure 5.2, the exciton degeneracy at the trap center is $N_{E=0} \approx 8$. The theoretical modeling presented below confirms this estimate.

Note that the exciton trapping by laser light is based on a different physical principle compared to the atom trapping by laser light. However, the two techniques lead to conceptually similar optical trapping of quantum gases—of
Figure 5.1: Images of laser-induced trapping of excitons. (a) Energy band diagram of the CQW structure; e, electron; h, hole. (b) Image of the PL signal in $E$-$x$ coordinates. (c)-(e) Experimental $x$-$y$ plots of the PL intensity from indirect excitons created by 532 nm cw laser excitation in a 30 $\mu$m diameter ring on the CQW sample. For (c)-(e) the excitation powers are $P_{ex} = 10, 35, 100 \mu W$ and for (b) $P_{ex} = 75 \mu W$. Sample temperature $T_h = 1.4 K$. 
Figure 5.2: Spatial profiles of the PL intensity and energy for the excitons in the laser-induced trap. (a) Measured PL intensity, (b) calculated PL intensity, (c) measured energy position of the PL line, and (d) calculated exciton concentration against radius $r$ for four optical excitation powers $P_{\text{ex}}$. The vertical axes of (c) and (d) cover the same range due to the relation $\delta E = 4\pi e^2 n_2 d/\varepsilon$, where $d = 12 \text{ nm}$ for our sample. The ring shaped profile of the laser excitation is shown by the thin dotted lines in (a) and (b). Sample temperature $T_b = 1.4 \text{ K}$. 
excitons or atoms, respectively.

A parabolic energy trap is apparent in the interior of the excitation ring (Figure 5.1b and Figure 5.2c). The decrease in the indirect exciton PL at the location of the excitation ring (Figure 5.2a) is because the high-energy photo-generated excitons heat the exciton gas; this heating reduces the fraction of optically active excitons. As they drift and diffuse away from the excitation area, the excitons thermalize to the lattice temperature $T_b$ and become optically active, leading to the moderately enhanced PL intensity directly external to the excitation ring. The strong enhancement of the PL at the excitation ring center, Figure 5.2a, is due to (1) the excitons’ thermalization to the lattice temperature and (2) the accumulation of large numbers of excitons driven by dipole repulsion away from the higher density region towards the ring center.

The numerical simulations, based on a microscopic theoretical model, match the experimental results excellently (Figure 5.2b and d). Our approach to the transport, relaxation and PL dynamics of indirect excitons is formulated in terms of three coupled nonlinear equations: A quantum diffusion equation for the exciton density $n_{2d}$, a thermalization equation for the exciton temperature $T$, and an equation for the exciton optical lifetime $\tau_{\text{opt}}$ [Ivanov, 2002]. Calculation for the present experiment matches the technique outline in subsection 4.1.3 with the generation rate $\Lambda_x(r)$ chosen appropriately to match the laser excitation ring. A particular feature of the trap is that it is formed by the indirect excitons themselves: The trap potential is given in the mean-field approximation by $U_{\text{trap}} = \delta E = u_0 n_{2d} = 4\pi e^2 n_{2d} \Delta / \varepsilon$, where $u_0$ is a positive scattering amplitude. Note that the trap confining potential is determined by the radial exciton density distribution and is essentially independent of other characteristics of indirect excitons such as their temperature, etc. Quantum-statistical corrections [Ivanov, 2002] are included in the simulations.

The increase of the exciton gas temperature due to heating by photo-generated excitons at the excitation ring is evident in Figure 5.3a. A minor heating due to the exciton potential energy gradient can also be seen outside the excitation ring. The exciton transport towards the trap center due to drift and
diffusion is illustrated in Figure 5.3c. Finally, the theoretical calculations confirm that in our experiments, which deal with the cryostat temperature $T_b = 1.4$ K, high nonclassical occupation numbers, $N_{E=0} \approx 8$, build up at the trap center (Figure 5.3b).

5.2 Kinetics of the optically-induced exciton trap

5.2.1 Introduction

One of the most important characteristics of traps for Bose particles, which is crucial for the observation, probe, and control of these new quantum states, is the trap loading time. Apparently, studies of the degenerate gases in the traps require the fast loading of the gases to the trap, preferably on a timescale less than their lifetime in the trap. For the typical atomic optical traps, the loading times of the degenerate atomic gases are on the order of a few tens of seconds while their lifetimes in the trap are on the order of a few seconds [Lewandowski.
et al., 2003; Streed et al., 2006].

Two of the typical trap types applied in the study of excitons — the electrostatic and the optically-induced traps — show promise of rapid and effective control of the excitons by varying in space and time the gate voltage pattern and the laser intensity pattern, respectively. Control of excitons by varying the electrostatic potential on a time scale much shorter than the exciton lifetime was recently demonstrated [Winbow et al., 2007]. This indicates the feasibility of studying excitons in controlled electrostatic traps. The current section presents the timescale of exciton control that is achievable in an optically-induced trap. The results demonstrate a rapid loading of the trap by cold excitons on a timescale less than the exciton lifetime and prove the feasibility of accumulating a spatially confined dense and cold exciton gas as well as the rapid in situ control of excitons in the traps.

5.2.2 Experimental methods and data

Figure 5.4a-d shows intensity profile of the indirect exciton emission in spatial coordinates as a function of delay time \( t \). For a general description of the experimental methods, see section 3.1. For the study at hand, excitons were photogenerated using rectangular laser excitation pulses emitted by a pulsed semiconductor laser diode at 635 nm. The pulse duration was 500 ns, the edge sharpness \(< 1 \text{ ns}\), and the repetition frequency 1 MHz. The period and duty cycle were chosen to provide ample time for the exciton gas to reach equilibrium during the laser pulse and to allow complete decay of the indirect exciton photoluminescence (PL) between the pulses. The pulses were patterned into a laser excitation ring with a diameter of 30 \( \mu \text{m}\) and a ring thickness following a Gaussian profile of FWHM = \( 2\sigma \approx 10 \mu \text{m}\) using a shadow mask. This ring-shaped laser excitation created the in-plane spatial confinement of cold indirect excitons by exploiting their mean-field repulsive interaction, which forms the trapping profile (see section 5.1 and Hammack et al. [2006b]. For the studied CQW sample, \( \varepsilon_b = 12.9 \) and \( d = 11.5 \text{ nm}\) [Butov et al., 2004].

The kinetics presented in Figure 5.5c-d demonstrate that the exciton pat-
Figure 5.4: Time resolved images of optically-induced trapping of excitons collected by a photogated CCD. (a)-(d) $x$–$y$ plots of the PL intensity from indirect excitons collected at delays of 4, 16, 28, and 40 ns relative to the start of 635 nm pulsed laser diode excitation in a 30 $\mu$m diameter ring on the CQW sample. The time-integration window for each image is 4 ns. Average excitation power $P_{ex} = 75 \mu W$. Bath temperature $T_b = 1.4$ K. $V_g = 1.2$ V.
Figure 5.5: Kinetics of the indirect exciton PL profile following the onset of the ring-shaped laser excitation pulse. The measured (a) and calculated (b) cross-sections of the indirect exciton PL across the diameter of the laser excitation ring as a function of time. The measured (c) and calculated (d) indirect exciton PL intensity at the ring center (blue circles) and in the area of the laser excitation ring (red triangles) as a function of time. The time-integration window for each profile (a,b) and point (c,d) is 4 ns. \( t = 0 \) and \( t = 500\) ns correspond to the onset and termination of the rectangular laser excitation pulse, respectively. Left inset: The ring-shaped laser excitation profile. Right inset: The calculated radial dependence of the exciton diffusion coefficient for different time delays. Average excitation power \( P_{ex} = 75 \mu W \). Bath temperature \( T_b = 1.4 \) K. \( V_g = 1.2 \) V.
tern reaches a stationary state and, therefore, the trap loading is completed within about 40 ns. Thus the trap loading time is about the lifetime of indirect excitons in this CQW sample (see Figure 5.6c). Note that in another CQW sample with a larger separation between the electron and hole layers the lifetime of indirect excitons reaches several microseconds [Winbow et al., 2007], which is much larger than the trap loading time reported here. However, trap loading on a time scale comparable to the lifetime in the trap is already favorable for studies of confined degenerate gases [Lewandowski et al., 2003; Streed et al., 2006].

Furthermore, for the excitation power used in the experiments, the density of excitons at the trap center reaches \( n_x \approx 1.4 \times 10^{10} \text{ cm}^{-2} \) within 40 ns. As shown below, the exciton gas is cold, essentially at the lattice temperature, within the area \( \sim 100 \mu\text{m}^2 \) around the trap center. Therefore, \( \sim 10^4 \) cold excitons are loaded to the trap over the course of 40 ns. The corresponding collection rate of cold excitons to the optically-induced exciton trap exceeds \( 10^{11} \) excitons/second.

### 5.2.3 Simulations

In order to model the experimental data we use the coupled drift-diffusion and thermalization equations and techniques outline in subsection 4.1.3 and subsection 4.2.3.

The effective \( n_x \)-dependent screening of the disorder potential \( U_{\text{rand}}(r) \) by dipole-dipole interacting indirect excitons is crucial for the drastic decrease of the time needed to fill up the optically-induced trap with indirect excitons.

By using Equation 4.7, the time \( \tau_{\text{trav}} \) required for an indirect exciton to travel from the boundary of an annular trap of radius \( R \) to its center is estimated as

\[
\tau_{\text{trav}}^{(1)} = \frac{R^2}{D_x^{(0)}} e^{U(0)/k_B T} \quad \text{for} \quad k_B T \gg u_0 n_x, \tag{5.1}
\]

\[
\tau_{\text{trav}}^{(2)} = \frac{R^2}{D_x^{(0)}} \frac{k_B T}{u_0 n_x^{(0)}} e^{U(0)/(u_0 n_x^{(0)})} \quad \text{for} \quad k_B T \ll u_0 n_x, \tag{5.2}
\]

where \( n_x^{(0)} \) is the density of photoexcited indirect excitons at the boundary of
Figure 5.6: Indirect exciton PL following the termination of the ring-shaped laser excitation pulse. The measured (a) and calculated (b) cross-sections of the indirect exciton PL across the diameter of the laser excitation ring as a function of time. The measured (c) and calculated (d) indirect exciton PL intensity at the ring center (blue circles) and in the area of the laser excitation ring (red triangles) as a function of time. The time-integration window for each profile (a,b) and point (c,d) is 4 ns. $t = 0$ and $t = 500$ ns correspond to the onset and termination of the rectangular laser excitation pulse, respectively. Inset: The calculated temperature across the ring diameter in the beginning of the laser excitation pulse at $t = 4$ ns (blue), in the stationary regime achieved during the 500 ns-long excitation pulse about 40 ns after its start $t = 48$ to 500 ns (black), and 4 ns after the termination of the laser excitation pulse at $t = 504$ ns (green). Average excitation power $P_{ex} = 75 \mu W$. Bath temperature $T_b = 1.4$ K. $V_g = 1.2$ V.
the trap, and the first, low-density limit \((n_x < 10^9 \text{ cm}^{-2})\) refers to the unscreened disorder potential, while the second, high-density limit \((n_x \geq 10^{10} \text{ cm}^{-2})\) deals with effective mean-field screening of \(U_{\text{rand}}(r)\). In the low-density limit, the excitons are essentially localized by disorder, the diffusion coefficient is small, \(D_x = D_x^{(0)} \exp[-U^{(0)}/(k_B T)] \sim 0.1 \text{ cm}^2/\text{s}\), and the in-plane transport of excitons out of the excitation spot cannot be seen because in this case \(\tau_{\text{trav}}^{(1)} \gg \tau_{\text{opt}}\). In contrast, for \(k_B T \ll u_0 n_x\) the diffusion coefficient is large, \(D_x = D_x^{(0)} \exp[-U^{(0)}/(u_0 n_x)] \sim 10 \text{ cm}^2/\text{s}\), giving rise to the drastic decrease of the characteristic travel time \(\tau_{\text{trav}}\): According to Eqs. (5.1)-(5.2), \(\tau_{\text{trav}}^{(2)} = \beta \tau_{\text{trav}}^{(1)} \ll \tau_{\text{opt}}^{(1)}\) with the dimensionless smallness parameter \(\beta \sim 10^{-3} - 10^{-5}\) (for \(T \sim 1 \text{ K}, U_0 \sim 1 \text{ meV},\) and \(n_x \sim 10^{10} \text{ cm}^{-2}\)). The transition from localized to delocalized indirect excitons is indeed observed with increasing density [Butov et al., 2002; Ivanov et al., 2006; Hammack et al., 2006b].

The calculated change of the exciton diffusion coefficient, due to screening of CQW disorder, is shown in the right inset of Figure 5.5. A drastic increase of \(D_x\) with increasing \(n_x\) is consistent with the above estimates. For our experiments, evaluations with Equation 5.2 yield \(\tau_{\text{trav}}^{(2)} \approx 4.6 \text{ ns}\) against \(\tau_{\text{opt}} \approx 50 \text{ ns}\), i.e., the condition \(\tau_{\text{trav}}^{(2)} \ll \tau_{\text{opt}}\) is clearly met.

The numerical simulations were done by using control parameters consistent with those found in chapter 4. As can be seen in Figure 5.5 and Figure 5.6, the measured and calculated kinetics of the exciton spatial patterns are in quantitative agreement.

When the laser pulse is switched off, a jump in the exciton PL is observed in the region of laser excitation (Figure 5.6). The calculated cooling (i.e. thermalization) time is \(\tau_{\text{th}} \approx 0.2 \text{ ns}\). Both the experiment and calculations show that the exciton cooling time to the lattice temperature is much shorter than the exciton lifetime \(\tau_{\text{opt}} \approx 50 \text{ ns}\).

More importantly, the data show no PL-jump at the trap center (Figure 5.6). This proves that the excitons at the trap center are cold, essentially at the lattice temperature \(T_b\), even in the presence of the excitation pulse. The numerical simulations of the exciton temperature profile, \(T = T(r)\), plotted in the
inset of Figure 5.6 for various time delays, are consistent with this observation. The hierarchy of times, $\tau_{th} \ll \tau_{trav} \ll \tau_{opt}$, results in complete thermalization of indirect excitons during their travel from the boundary of the optically-induced trap to its center, where heating from the laser excitation is negligible.

### 5.3 Summary

In summary, in this section we proposed and demonstrated a method to trap cold exciton gases with light. This method of optically-induced exciton trapping enables control of a trapping potential in-situ by varying the light intensity in space and time. The excitons at the trap center are cold because they are far from the hot laser excitation ring. This method for exciton manipulation has lead to the trapping of a cold gas of excitons in an optically-induced trap and the formation of a highly degenerate Bose gas of excitons in the trap.

Additionally, we have found that the characteristic loading time of an optically-induced trap with cold excitons is on the scale of tens nanoseconds. The observed hierarchy of times (exciton cooling time) < (trap loading time) < (exciton lifetime in the trap) is favorable for the creation of a dense and cold exciton gas in the optically-induced traps and its in situ control by varying the excitation profile in space and time before the exciton recombination.
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6 Electrical control

In this section we present a method for reducing the dissociative effects of an in-plane electric field on indirect excitons, along with designs for various possible electrostatic exciton traps and an experimental proof of principle for exciton manipulation [Hammack et al., 2006a] and a brief overview of recent developments using electrostatic exciton manipulation. A explanation of the CQWs and diagram of the layer structure for typical structures used for electrostatic manipulation of excitons is presented in section 3.2.

6.1 Proof of principle for electrical control

A possibility of exciton confinement and manipulation in potential traps attracted considerable interest in the past. Excitons are bosonic particles in semiconductors and studies of the bosons in controlled potential reliefs are of fundamental interest. In particular, confinement of bosonic atoms in traps is crucial for experimental implementation of atomic Bose-Einstein condensates [Cornell & Wieman, 2002; Ketterle, 2002]. Also, controlling the optical properties of semiconductors by manipulating the excitons in microdevices may be used to develop new optoelectronic devices.

An advantage of electrostatic control for excitons is a possibility for creating a variety of in-plane potential reliefs with the required parameters for the excitons and a possibility for manipulating the relief in-situ thus controlling the optical properties both in space and in time. In particular, electrostatically induced transport of excitons [Hagn et al., 1995] and the electrostatically controlled capture and release of the photonic images [Krauß et al., 2004] have been
Figure 6.1: Examples of the exciton energy vs gate voltage for GaAs/AlGaAs CQWs (a,c) and AlAs/GaAs CQWs (b,d).

demonstrated.

6.1.1 Model

The principle of the electrostatic traps is based on the quantum confined Stark effect [Miller et al., 1985]: An electric field $F_z$ perpendicular to the QW plane results in the exciton energy shift $\delta E = eF_z d$, where $d$ is the exciton dipole moment. For the indirect excitons in coupled quantum wells (CQWs) [Hagn et al., 1995; Huber et al., 1998] electrons and holes are separated in different QWs and $d \approx L_{QW}$, the distance between the QW centers. The laterally modulated gate voltage $V_g(x, y)$ creates a laterally modulated electric field and, in turn, a lateral relief of the exciton energy $\delta E(x, y) = eF_z(x, y)d$. Control of $V_g(x, y)$ allows manipulation of the in-plane potential profile for excitons both in space and in
time. However, an intrinsic obstacle for exciton confinement in the electrostatic traps is an in-plane electric field $F_r$ that can lead to exciton dissociation [Miller et al., 1985]. A strong exciton confinement in the electrostatic traps requires a strong lateral modulation of $V_g$, which, in turn, can lead to a strong $F_r$ and exciton ionization [Zimmermann et al., 1997]. In Zimmermann et al. [1997], the intensity of the exciton PL was decreased with increasing modulation of $V_g$ indicating that exciton ionization worked effectively against the exciton confinement to the electrostatic traps.

We modeled electrostatic trap geometries that are variations on the theme of a CQW in an insulating layer sandwiched between a patterned set of top gate electrodes and a single homogeneous bottom gate electrode. To find the field distribution for given voltages at the gate electrodes, the Poisson equation was solved numerically for a static dielectric constant using the boundary elements method [Beer, 2001].

The first trap is studied for AlAs/GaAs CQWs. It is obtained by making a circular hole in the top gate (Figure 6.2). The separation between the gates is taken to be 1000 nm and the exciton dipole moment in AlAs/GaAs CQWs is $d \sim 3.5$ nm. Figure 6.2a displays the calculated effective exciton potential $\delta E(r) = eF_z(r)d$ for a top gate voltage of 1 V for two positions of the CQW — 100 nm and 500 nm above the bottom gate. This trap has only two gates and its spatial profile is controlled by the ratio of the hole diameter versus gate separation. The applied voltage modifies only the strength of the trap (at positive $V_g$) or bump (at negative $V_g$), not its shape.

The lateral component of the electric field $F_r(r)$ at the CQW plane is shown in Figure 6.2b. Positioning the CQW close to the lower gate results in a strong suppression of the in-plane electric field at the CQW plane, by an order of magnitude for the example shown in Figure 6.2. This is because the in-plane electric field is concentrated near gate edges and vanishes at the homogeneous bottom gate. The exciton ionization time reduces exponentially with the in-plane electric field $\tau \sim \exp[4E_{ex}/(3eF_a a_{ex})]$, where $E_{ex}$ is the exciton binding energy and $a_{ex}$ is the exciton Bohr radius (see Eqs. A6 and A7 in [Miller...]}
Figure 6.2: Schematic cross-section of an electrostatic trap formed by sandwiching a AlAs/GaAs CQW between a flat bottom gate and a top gate with a hole. The indirect exciton effective potential (a) and lateral component of electric field in the CQW plane (b) are shown for \( V_g = 1 \) V, \( D = 1000 \) nm, \( d = 3.5 \) nm, and for two CQW positions — \( D_b = 100 \) nm (dotted line, \( z = D_b/D = 0.1 \)) and 500 nm (dashed line, \( z = 0.5 \)) above the bottom gate. Inset: the top gate electrode, which forms the periodic trap or bump arrays measured in the experiment.
et al., 1985] for 2D and 3D excitons. If the CQW is equidistant between the gates, the lateral electric fields reach $0.2 \text{ V/\mu m}$ (Figure 6.2b) and the estimated exciton ionization time (using Eq. A6 in [Miller et al., 1985]) is in the ps range and exciton ionization should be prominent. On the other hand, positioning the CQW at the 1/10 distance between the gates, closer to the homogeneous bottom gate, strongly increases the exciton ionization time (by 27 orders of magnitude according to the estimate using Eq. A6 in [Miller et al., 1985]) thus making exciton ionization negligible. At the same time $F_z$ is reduced only weakly and the exciton confinement potential remains strong (Figure 6.2a).

This design can be employed for creation of trap arrays or bump arrays with the modulation amplitude of the potential energy controlled by a single top gate with a periodic array of holes (Figure 6.2). Note that the periodic trap array for excitons, where the modulation amplitude of the potential energy is controlled by a single top electrode, is similar to the optical lattice for atoms, where the modulation amplitude of the potential energy is controlled by the laser intensity [Greiner et al., 2002]. The trap or bump arrays for excitons can be employed to study excitons in externally controlled potentials. Particularly interesting is the possibility to investigate the transition from delocalized to localized excitons (superfluid-insulator transition in the condensate case) with increasing amplitude of the potential, exciton temperature, or density.

The second type of trap is a multi-gated GaAs/AlGaAs CQW structure that allows elaborate control of the radial exciton potential profile (Figure 6.3a). The top gates comprise a system of ten 200 nm wide concentric rings with a ring width vs inter-ring separation ratio of 2:7. The openings between the gates allow exciton photoexcitation over entire trap area while the opening at the trap center allows optical signal collection for the exciton confined at the trap bottom (this is essential when nontransparent gates are used). An important example of potential trap profiles possible for this geometry is a conical trap for the indirect excitons created by linearly increasing gate voltages toward the center of the structure (Figure 6.3a). The trap enables collection of a large number of excitons photoexcited over the entire large trap area at the trap bottom. The large exciton
Figure 6.3: The effective potentials and lateral electric fields for a conical trap formed by ten concentric ring electrodes with radially decreasing gate voltages $V_g = 1 - 0$ V (a,b). A trap for evaporative cooling of excitons for $V_g = 1$ V at external gate and $V_{gc} = 1, 1.5, 2, 2.5$ V at center gate (c,d). GaAs/AlGaAs CQW with $D = 1000$ nm, $z = 0.1$, and $d = 12$ nm.
number at the trap bottom is essential for studies of exciton BEC in traps since the critical temperature for BEC increases with the exciton density (for review of exciton condensation in confined systems see e.g. [Butov et al., 2004]). The gradual reduction of the gate voltage distributed over many gate electrodes allows keeping the in-plane electric field negligibly small (Figure 6.3b), thus suppressing the exciton ionization.

The third trap type is designed for evaporative cooling of excitons. It has three gates: a bottom gate, an external top gate, and the central top gate (Figure 6.3c). For central gate voltages \( V_{gc} < 1 \) V the potential profile is a potential bump for the excitons. However, with the increase of \( V_{gc} \) a trap develops at the center of the bump that can be used for evaporative cooling of the indirect excitons: the most energetic excitons overpass the potential barrier and leave the trap thus lowering the temperature of the exciton system in the trap. Evaporative cooling is effectively used for cooling atomic gases in traps [Cornell & Wieman, 2002; Ketterle, 2002].

### 6.1.2 Experimental proof of principle

Following the computational modeling of the electrostatic exciton traps we fabricated samples based on the first design type (Figure 6.2). The studied electric field tunable \( n-i \) AlAs/GaAs CQW structure was grown by MBE. The bottom \( n^+ \) layer is Si-doped GaAs with \( N_{Si} = 2 \times 10^{18} \) cm\(^{-2} \). It serves as a homogeneous bottom gate. Unlike samples studied in chapter 4 and chapter 5, a surface \( n^+ \) layer was not grown for this sample to allow patterning the top gate by evaporated gold contacts. The \( i \)-region consists of a 2.5 nm GaAs layer and a 4 nm AlAs layer surrounded by two Al\(_{0.48}\)Ga\(_{0.52}\)As barrier layers with thicknesses of 900 nm and 100 nm for the upper and lower barriers. Mesas were etched and a patterned top metal electrode containing an array of circular holes with diameters 10 \( \mu \)m and periods 20 \( \mu \)m was deposited onto the mesas. A broad 200 \( \mu \)m open area in the top electrode was fabricated as well for comparison. A schematic of a typical sample structure is shown in figure Figure 6.1. The sample was excited by cw 532 nm laser and the PL signal was diffracted by a single-
grating monochromator then detected using a Peltier cooled photomultiplier tube.

First we note that essentially no change of the exciton energy in the open area vs gate voltage was detected. This indicates that consistent with our calculations an electric field is present in the CQW only in regions close to the upper gate.

The results for the indirect exciton PL for the array of 10 µm holes as a function of gate voltage and excitation power are presented in Figure 6.4. For the CQW type and contact geometry studied, positive applied top gate voltages should cause formation of potential traps beneath the holes in the gate (Figure 6.4a), while negative applied voltages should lead to potential bumps beneath the holes (Figure 6.4b). Figure 6.4c shows that increasing the exciton density leads to enhancement of the PL energy in the trap regime and its reduction in the bump regime. This corresponds to the expected behavior: The indirect excitons are oriented dipoles and interaction between them is repulsive [Butov et al., 2004]. The repulsive interaction leads to enhancement of the exciton energy in the area where the excitons accumulate and, in turn, to reduction of the exciton energy in between the areas of exciton accumulation [Ivanov, 2002] — the repulsively interacting excitons screen the external potential. In the trap regime, the excitons accumulate in the potential traps beneath the holes in the top gate (Figure 6.4a) and the increasing exciton density in the traps is observed in the PL energy enhancement (Figure 6.4c). In contrast, in the bump regime, the excitons accumulate beneath the areas covered by the gates (Figure 6.4b) and the increasing exciton density outside the holes in the top gate is observed in the PL energy reduction (Figure 6.4c). The exciton accumulation in the traps beneath the holes in the top gate is revealed also by the stronger intensity enhancement in the trap regime compared to that in the bump regime (Figure 6.4e).

The transition from the enhancement of the PL energy with density to its reduction is observed around \( V_g = 0 \) V (Figure 6.4d). This is expected since the transition from the trap regime to the bump regime takes place at \( V_g = 0 \) V for the AlAs/GaAs CQWs. Finally, the formation of the electrostatic exciton
Figure 6.4: Experimental proof of principle for electrostatic trapping of excitons. Top panel: scheme of the expected potential profiles for positive $V_g$, the trap regime (a), and negative $V_g$, the bump regime (b). The dependence of the PL line energy and intensity on laser excitation power at $V_g = 0.6$ and $-0.6$ V (c,e). The dependence of the PL line energy and intensity on gate voltage for two excitation powers (d,f).
traps by the laterally modulated gate voltage at positive $V_g$ is accompanied by enhancement of the exciton PL energy and intensity (Figure 6.4d, f) that is typical for the exciton accumulation in the traps. The observed enhancement of the exciton PL intensity and energy with the electrostatic trap formation shows that the exciton ionization due to the in-plane electric field is suppressed and the excitons accumulate in the traps.

### 6.2 Excitonic devices

This pioneering work to reduce the dissociation of exciton gases during electrostatic manipulation, has lead to a number devices to control indirect excitons. A brief overview of the work done by my colleagues building upon this foundation is presented in this section.

#### 6.2.1 Exciton confinement

In addition to the proof of principle traps demonstrated earlier during the chapter, we have realized a number of different device architectures to probe the properties of exciton gases. So far we have created elevated traps with increased cooling efficiency [High et al., 2009b,a], a diamond shaped trap and elevated diamond trap (see Figure 6.5), that enable exciton collection over a large spatial region [High et al., 2009a], and linear lattices with tunable amplitude [Remeika et al., 2009] (see Figure 6.5).

#### 6.2.2 Excitonic circuits

Following the creation of methods for the control of the exciton potential energy landscape in CQWs, we have been able to create excitonic circuit devices that enable gated modulation of the flow of excitons, leading to the creation of exciton optoelectric transistors (EXOT) and excitonic circuits (EXIC) that can operate at temperatures up to $\sim 100$ K and at speeds greater than 1 GHz [High et al., 2007, 2008; Grosso et al., 2009]. Figure 6.7 shows the experimental demon-
Figure 6.5: (a)(c) Calculated potential profiles vs $|V_{\text{wire}}|$ showing the transition from a bump to elevated trap. The corresponding $x$-$y$ (d)(f) and $x$-$E$ (g)(i) emission images of excitons. Inset: the measured trap profile for $|V_{\text{wire}}| = 2.8$ (squares), 2.0 (circles), and 1.6 V (triangles). For all data, $T = 1.4$ K, $\lambda_{\text{ex}} = 633$ nm, $P_{\text{ex}} = 28 \mu W$, $V_d = 2.5$ V, $V_p = 3$ V. From [High et al., 2009a].
Figure 6.6: (a) Energy band diagram of the CQW. (b),(c) Schematic electrode pattern. The applied base voltage $V_0$ realizes the indirect regime while the voltage modulation $\Delta V$ controls the lattice amplitude. Calculated lattice potential for indirect excitons for $\Delta V = 1$ V is shown in (c). PL images of indirect excitons for lattice amplitude (g)-(i) $\Delta V = 0$ and (d)-(f) $\Delta V = 1.2$ V for excitation powers (d),(g) $P = 0.2$, (e), (h) $3.7$, and (f),(i) $12 \mu W$. $T = 1.6$ K, $\lambda_{ex} = 633$ nm, and $V_0 = 3$ V for the data.
Figure 6.7: Principle and operation of the exciton optoelectronic transistor (EXOT). (A) Energy-band diagram of the CQW structure. e, electron; h, hole. (B) Control of the energy of the indirect excitons by gate voltage. (C to E) Realization of the EXOT. (C) Electrode pattern. [(D) and (E)] Emission of the EXOT in off (D) and on (E) states. The excitons are excited in the source electrode. The energy gradient for the indirect excitons from the source toward the drain is created by the electrode voltages $V_{\text{source}} = -1.5$ V and $V_{\text{drain}} = -2.5$ V. The exciton flux is controlled by the gate electrode: $V_{\text{gate}} = 0$ for the off state, and $V_{\text{gate}} = -3$ V for the on state. (F) Emission intensity along the exciton flux for off (red line) and on (black line) regimes [which correspond to the false-color images in (D) and (E)]. From [High et al., 2008].
stration of a functioning exciton transistor that is part of an excitonic circuit. In principle, the operation temperature for excitonic devices can reach room temperature by careful selection of the CQW material and tuning of the QW architecture.

6.3 Summary

In conclusion, we have proposed a design to suppress the in-plane electric field and at the same time to effectively manipulate the potential profile for excitons in the electrostatic traps. This is achieved by positioning the QW plane closer to the laterally homogeneous gate, for instance at the 1/10 distance between the homogeneous bottom gate and patterned top gate. Then, we presented calculations for various types of the electrostatic traps: simple traps for building arrays of wells or bumps, traps for storage of a large exciton number, and traps allowing evaporative cooling for excitons. Finally, we presented experimental proof of principle for trapping of indirect excitons in electrostatic traps.

This research avenue has opened up an extremely exciting field and has already lead to the creation of traps and lattices as well as excitonic circuits.
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7 Summary

7.1 Summary

A comprehensive understanding of the exciton transport, generation, recombination, and thermalization processes has lead to the possibility for many exciting techniques to manipulate excitons within the system to form arbitrary region of cold and dense exciton gases. A general purpose model for the evolution of exciton gases combined with various experimental techniques for manipulation comprises the core of the dissertation along with the presentation of numerous methods for exciton control.

To determine the character of exciton transport, generation, recombination, and thermalization we studied steady state and kinetic character of the inner ring in the exciton emission pattern, a feature whose character is determined by the outward flow of excitons from a central excitation spot. The formation time of the inner ring following the onset of the laser excitation is found to be about 30 ns. The inner ring was also found to disappear within 4 ns after the laser termination. The latter process is accompanied by a jump in the PL intensity. The spatial dependence of the PL-jump indicates that the excitons outside of the region of laser excitation, including the inner ring region, are efficiently cooled to the lattice temperature even during the laser excitation. The ring formation and disappearance are explained in terms of exciton transport and cooling and our model matches quantitatively to experimental measurements of the system.

We also proposed and demonstrated a method for optical manipulation of cold exciton gases. Optically-induced exciton manipulation enables control of a laterally modulated potential in-situ by varying the light intensity in space and
time. For the excitation ring geometry investigated, the excitons at the ring center are cold because they are far from the hot laser excitation ring. This method for exciton control has lead to the trapping of a cold gas of excitons in an optically-induced trap and the formation of a highly degenerate Bose gas of excitons in the trap. Additionally, we found that loading of excitons to the optically-induced trap occurs on the time scale of tens nanoseconds. The observed hierarchy of times (exciton cooling time) < (trap loading time) < (exciton lifetime in the trap) is favorable for the creation of a dense and cold exciton gas in the optically-induced traps and its in situ control by varying the excitation profile in space and time before the exciton recombination.

In conjunction with optical methods for manipulation, we have opened up the field of electrical methods for exciton manipulation, by exploiting the dipole character of indirect excitons. We proposed a design to suppress the in-plane electric field and at the same time to effectively manipulate the potential profile for excitons in the electrostatic traps. Calculations for various types of the electrostatic traps were presented along with experimental proof of principle for the trapping of indirect excitons in electrostatic traps. This research avenue has opened up an extremely exciting field and has already lead to the creation of various excitonic traps and lattices as well as excitonic circuits.
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