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First-In First-Out (FIFO) queues are widely used in packet switched communication networks and they have been studied extensively, from a probabilistic point of view, in the Queuing Theory field. The Network Calculus framework was proposed as an alternative to the probabilistic approach and provides deterministic bounds provided the inputs do satisfy deterministic constraints (envelopes).

In the first part of this dissertation we use service curves to analyze FIFO queues with inputs constrained by sigma-rho envelopes. Using previously known results we show that for the case of a single FIFO queue it’s possible to recover known and tight bounds for different Quality of Service (QoS) metrics. For the case of two FIFO queues in tandem we find the smallest possible end-to-end delay bound, with this approach, by choosing the appropriate service curve at each node but we found that, in general, this bound is still not achievable.

In order to find a better bound, we define a general service abstraction, which is defined in terms of a “service mapping,” which is a monotone operator that maps an arrival process to a lower bound on the corresponding departure process. For a network element with a shift invariant service mapping, we obtain bounds on the maximum delay, maximum backlog, and a traffic envelope for the departure process, assuming that the arrival process to the network element conforms to a traffic envelope. Using the service
mapping abstraction to analyze a network of two FIFO queues in tandem, whose arrival processes conform to traffic envelopes, we obtain achievable upper bounds on end-to-end delay which are smaller than those that can be obtained with previously proposed methods.

In the second part we address the problem of worst case average delay for a single FIFO queue with constrained inputs, where the average is over time. We show that if a flow has a piecewise linear and concave envelope and shares a single FIFO queue with another flow that has a concave envelope it’s possible to obtain a tight bound on the worst case average delay.
1

Introduction

1.1 Widespread Use of FIFO Queues

First-In First-Out (FIFO) queues have always been widely used in packet switched communication networks. Most likely this popularity is due to the fact that this queuing discipline is very simple to implement and manage. There is no need for any sort of calculations, all that it is needed is to keep track of the order in which packets arrived, allowing simple implementations either in software or in hardware\(^1\).

Another noteworthy consequence of this simplicity is that there are virtually no configuration parameters, a FIFO queue is completely described by the rate at which it serves packets and the length of the buffer used to hold packets waiting to be served. Often these two parameters are fixed at design time so that the operator does not need to configure anything at all, simplifying the management of devices using this queuing discipline.

Naturally FIFO queues do have shortcomings, not surprisingly caused by the very same simplicity that makes them attractive for ease of implementation and management. Whenever packets belonging to two or more flows share the same FIFO queue the service received by each flow depends on the characteristics of the other flows: the more traffic the competing flow sends the worst the service is. In the worst case the competing flows might be sending so much traffic that one or more flows could be completely starved, that is they would be receiving no service at all because all their packets would be discarded.

\(^1\)Recently Chang has proposed an implementation that uses only optical components [10].
for lack of space in the buffer (in the case of an infinite buffer no packets are lost but the delay is not bounded).

Another aspect of this dependence on the behavior of all the traffic sharing a FIFO queue is the lack of fairness: the capacity of the server is not evenly divided among all the flows using the queue, instead the more packets a flow is sending the more service it will receive. Furthermore there are no mechanisms in place guaranteeing the stability of the system. That is a single source that is sending too much traffic can cause arbitrary large delays and packet losses for all the other flows sharing the same queue.

Because of these shortcomings FIFO queues with unregulated inputs cannot offer any Quality of Service (QoS) guarantees and are not suitable for carrying traffic that may need certain service guarantees like multimedia streams or other real-time traffic. To address this issue many scheduling algorithm have been proposed from simpler ones like priority queuing to more complicated ones like Packet-by-packet Generalized Processor Sharing (PGPS) [25, 26] (also known as Weighted Fair Queuing [16]), Virtual Clock [32], Service Curve Earliest Deadline (SCED), and SCED+ [15, 27], just to name a few. All these scheduling algorithms offer some form of QoS guarantees and do protect each flow from the behavior of the other flows sharing the same queue. This way, no matter what these flows do, some minimum service will always be offered to each flow (the details about these guarantees vary for each algorithm).

Using these more sophisticated scheduling disciplines it is possible to construct packet switched networks capable of delivering different QoS guarantees to different flows. One issue with this approach is that it requires each queue in the network to analyze each incoming packet to determine to which flow it belongs so that it can be treated accordingly. It is possible to simplify this problem by using a specific field in the header of each packet containing a value that uniquely identifies a single flow, for example the Flow Label field in the IPv6 header is specifically intended for this purpose. If such a field is not available, as is the case in IPv4, then a collection of fields must be analyzed to determine to which flow the packet belongs to. In the case of IPv4 five fields are usually used: source and destination IP addresses, source and destination ports and protocol id. In either case a certain amount of processing power and state information (with associated costs in terms of time and memory usage) is required to perform these lookup operations.

Another issue with some of these algorithms is that each node needs to maintain a
certain amount of state information for each active flow. In addition each scheduling
decision can involve a non-negligible number of calculations. Often these shortcomings
become less and less relevant with advances in processor, memory and other technologies
allowing to limit their impact, but they are still present.

On the management and configuration side these algorithms have the disadvantage
that they all need some sort of configuration. Given that they can treat each flow in a
different way these algorithms have a series of parameters that need to be configured either
by an operator or by some automated signaling mechanism or by a combination of both.
Several signaling solutions have been proposed, one of them is the Resource Reservation
Protocol (RSVP) [6, 7] developed by the Integrated Services (IntServ) working group of
the Internet Engineering Task Force (IETF) [5, 7, 28–30]. One problem with this approach
is that it does not scale well as the number of flows increases. As their number grows
the requirements in terms of signaling, configuration and state information grow linearly.
Again technological advances might mitigate this problem but at least the signaling part
with the associated call admission control problem can be problematic: whenever two
nodes want to start a flow they need to signal this intention to the network and the
intermediate nodes (e.g. routers) need to decide whether they should admit the new flow
into the network or not. Especially in the case where a single flow needs to cross multiple
providers (as it is often the case in the Internet) this can be even more complicated
because each provider might have different constraints and/or preferences in terms of
what flows to admit and how to route them. Also, allowing automated signaling between
different providers presents significant trust and security issues: each provider would have
to trust completely its peers, even though some of their nodes could be misconfigured or
compromised.

To address some of these issues the IETF created another working group called Dif-
ferentiated Services with the aim of introducing a much simpler solution. The basic idea
is that instead of dealing with each flow individually multiple flows would be grouped
together in a single “aggregate flow”, sometimes referred to as a clas or macro flow as
opposed to micro flows (as the individual flows are often called) [3, 17, 20, 21, 24]. All the
packets belonging to the same aggregate carry the same value in a specific field in the
header [24], in IPv4 the first six bits of the Type of Service field were used to create a new
field called DiffServ Codepoint (DSCP) while in IPv6 the first six bits of the Traffic Class
octet were redefined in the same way. Within each aggregate packets are served in FIFO
manner. Similarly when a flow joins an aggregate at a certain node this node will insert these new packets into the aggregate using FIFO scheduling.

In a way, DiffServ is trying to combine the best of both worlds: the small number of aggregates makes it scalable and more easily manageable while the fact that flows are grouped in different macro flows allows service differentiation and QoS guarantees. As the number of flows increases the number of macro flows does not and the fact the FIFO is used within each aggregate means that there is no need for extra state or explicit configuration parameters every time a new flow is added. If, instead, IntServ is used every newly admitted flow forces all the nodes involved to increase the amount of state information kept, also each flow needs to specify certain number of configuration parameters (like required rate). At the same time DiffServ does offer service differentiation and can protect each macro flow from the behavior of the other macro flows sharing the same queue, provided appropriate scheduling algorithms are used.

The small number of macro flows simplifies the management and signaling aspect as well, but, unfortunately, it does not make this problem go away completely. One possible solution is for human operators to configure all the parameters. Given that there is only a small number of aggregates and that they are expected to be long lived makes this a viable, albeit probably not optimal, solution. For example one macro flow could be used for high-quality voice calls, another one for low-quality voice calls and a third one for video conferencing.

So far we have glossed over the problem of how flows are admitted to each aggregate. Clearly if there is no control at all and any node is allowed to join any macro flow sending an arbitrary amount of traffic it is impossible to offer QoS guarantees to the other flows using the same aggregate. Of course it is still possible to give certain guarantees to the other aggregates (the details depends on the specific algorithms used), but this is not enough. If we consider the example with the voice calls all the users using the high quality voice aggregate would expect some QoS guarantee.

As described by the DiffServ standards [3] it is possible to do this by limiting the amount of traffic that is allowed to join each aggregate. If all the flows sharing a FIFO queue are such that certain constraints are met it is possible to find the worst case arrival patterns, and corresponding worst case bounds, for different QoS metrics. Therefore, at least in theory, it should be possible to provide specific guarantees to all the flows
sharing the same aggregate, provided that all the flows involved meet certain constraints. In some cases these bounds might be known a priori (for example based on the specific implementation of a certain user application) but, in general, it is always possible to use shapers to make sure that all the flows joining a certain aggregate do meet all the requirements that they are supposed to. Simplifying things a bit we could say that a shaper is a network device that has as input an arbitrary flow and as output a flow that does satisfy certain constraints. Typically the shaper will hold (delay) some of the incoming packets until they can be transmitted without violating the constraints. In other cases the shaper might simply drop non-conforming packets or mark them accordingly.

The details of the DiffServ architecture are beyond the scope of this work and the interested reader is referred to [3, 24] and references therein for more details. What is relevant to this work is that DiffServ uses FIFO scheduling to serve packets within the same aggregate and that all the flows belonging to an aggregate can be forced to conform to certain requirements. In the next section we formalize these requirements and introduce some existing results.

1.2 Existing and New Results

Queuing theory is a vast and well-established field with a great number of well-known works and results. The great majority of these works address the problem from a probabilistic point of view and deal with random variables and associated distributions. In order to apply these results it is vital to know the statistical properties of the incoming work, whether it is customers to a bank, broken equipment to a repair shop or packets in a communication network. Unfortunately, if the wrong assumptions are used for the incoming traffic the results can be meaningless.

Another possible solution is to consider deterministic bounds: in [14] it is shown that, as long as the inputs do satisfy certain constraints, one can obtain QoS bounds for a single FIFO queue. Instead of dealing with random variable and probability distributions it is possible to use simple constraints on the input flows, which are very reasonable for data traffic.

Before we can precisely define these bounds we need to introduce some definitions: let $R_{\text{in}}(t)$ be a non-decreasing positive function representing the total amount of traffic
sent by a certain flow up to time \( t \). We say that \( R_{\text{in}}(t) \) has envelope \( E_{\text{in}}(t) \) and write \( R_{\text{in}}(t) \sim E_{\text{in}}(t) \) if for any \( s \leq t \) we have:

\[
R_{\text{in}}(t) - R_{\text{in}}(s) \leq E_{\text{in}}(t - s),
\]

in other words we are upper bounding the amount of traffic that can be sent during a certain time interval by a function that depends only on the length of this interval. One envelope that is widely used because of its simplicity is the so called \( \sigma\rho \) envelope, in this case \( E(t) = \sigma + \rho t \). Often the notation \( (\sigma, \rho) \) is used to indicate this type of envelope. Sometimes a maximum rate constraint is added so that \( E(t) = \max\{Ct, \sigma + \rho t\} \) where \( C \) is the maximum rate allowed. Note that this simple envelope has an interesting interpretation in the context of data traffic: the parameter \( \sigma \) implies an upper bound of the burst size, that is the number of back to back packets that the flow can send.

From [14] we know that if all the inputs to a single FIFO queue satisfy an envelope (each flow can have a different one) it is possible to derive some worst case bounds, among these a worst case delay bound and a worst case output envelope. Furthermore these bounds are tight, that is there exist arrival patterns that do achieve these bounds. At the same time, at least in the case of delay, only some bits (or packets) will experience a delay equal to the worst case bound, therefore it can be argued that these bounds give a somewhat pessimistic representation of reality given that only a (possibly small) portion of the data traffic will experience them, even in the worst case. Nonetheless these bounds can be useful especially for traffic that has specific delay constraints, like, for example, voice and video. In both cases if a packet is delivered too late it cannot be used therefore it is useful to have a delay bound that can be used as a worst case.

As suggested in [12], it is possible to use the results in [14] to analyze networks of FIFO queues. For example if we have two or more nodes in tandem and all the input flows have envelopes we can consider each node in isolation and derive a worst case delay bound at each hop, then simply add the delay bounds for all the nodes used by a certain flow. Note that when a flow first enters the network we know its envelope and, knowing the envelopes of all the other flows going through that node, we can find the output envelope as well. Next, we can use this output envelope as the input envelope for the following hop. This way we can analyze a vast class of networks (all those that do not have loops) but it is not immediately clear whether the bounds obtained using this process are tight or not. In particular if we consider a very simple network with two FIFO queues with one flow that
goes through both queues and two flows that go through only one hop (one at each node) it seems impossible to construct an arrival pattern where at least one packet achieves the sum of the worst case delays at each hop. Note that it is possible to construct arrival patterns where different packets will achieve the worst case delay at each hop but this is not enough to show that the end-to-end delay bound is tight. Of course the fact that no one has been able to provide an arrival pattern that does achieves this end-to-end delay does not mean that it does not exist but it justifies looking for a possibly smaller (and hopefully tight) bound.

One possibility is to use service curves to obtain delay bounds. Service curves have been introduced in [19] and are a formalism that allows, among other things, to find worst case delay bounds, provided the flows in question do have envelopes (the following section contains a brief overview of this topic). Even though service curves have been introduced in the context of a specific scheduling algorithm they can be used to characterize other queuing disciplines as well. In [15] Cruz shows that a single FIFO queue serving multiple flows, each with an envelope, can be characterized by an infinite number of service curves. In Chapter 2 we use this result to show that, in the specific case where all the envelopes are $(\sigma, \rho)$, it is possible to recover the results in [14] and that using some of the properties of service curves it is possible to find a smaller end-to-end delay for the two queues case. Yet, even for this smaller bound it seems that there is no arrival pattern achieving it, this leads us to believe that there might exist a smaller bound.

As we just mentioned, from [15] we know that there exists an infinite number of service curves that characterize a FIFO queue. Using this fact in Chapter 3 we introduce a new service abstraction, which includes service curves as a special case, that allows us to derive a smaller and achievable end-to-end delay bound for two FIFO queues in tandem.

So far we have been dealing with a bound of the worst case delay and, as noted above, this bound could be overly pessimistic in the sense that even if it achievable only a fraction of the traffic can achieve this delay even in the worst case. One way of addressing this concern is to consider the average delay, where we are averaging over time. Of course it is possible to use the worst case delay bound as a bound for the average delay: if every packet cannot have a delay bigger than this bound obviously the average cannot be any bigger. But it is natural to ask ourselves if it is possible to obtain a smaller bound. In [14] Cruz shows that if a single flow, with an envelope, is served by a FIFO queue it is possible
to find such a bound that it is, in general, smaller that the worst case delay. In Chapter 4 we will generalize this result to the case where two flows share the same FIFO queue.

In the next section we will see that it is useful to have a point-wise lower bound on the output of a network element. Such a bound can be used to obtain, among other things, bounds on delay and output envelope. If $R_{in}(t)$ represents the total amount of traffic arrived up to time $t$ at a certain network element and $R_{out}(t)$ represents the total amount of traffic that has left, a lower bound is a function $L(t)$ such that $R_{out}(t) \geq L(t)$ for all the $R_{in}(t)$ that satisfy the envelope. Naturally we would like this bound to be as good as possible, ideally we would like that for any arbitrary $t$ there exist an arrival pattern such that $R_{out}(t) = L(t)$. But even if this is true, in most cases, this bound is not as tight as it may seem: if we are interested in a time interval $[t_1, t_2]$ it is not possible, in general, to find an arrival pattern such that the output is exactly equal to $L(t)$ for all $t \in [t_1, t_2]$. Intuitively this is because the worst case can be achieved at different times but not infinitely often. For example, in the case of a sigma-rho envelope the worst case delay is achieved at the end of a burst of the maximum size but, because of the envelope, a burst of size $\sigma$ can occur at most every $\frac{\sigma}{\rho}$ units of time, therefore if we want to achieve the output bound at time $t$ we cannot achieve it anywhere else in the interval $[t - \frac{\sigma}{\rho}, t + \frac{\sigma}{\rho}]$. This shows that $L(t)$ might not be a good representative for the class of all possible outputs, it is simply a lower bound for this class.

At the same time the worst case average delay can be used to obtain a bound on the area between $R_{in}(t)$ and $R_{out}(t)$. Given that this is not a point-wise bound it can be achieved over arbitrary time intervals, and it can be used to better characterize the class of all possible output patterns. In particular given any non-decreasing function $f$ such that $f$ is consistent with the output envelope and $R_{in}(t) \geq f(t) \geq L(t)$ we can reject $f$ as a possible output if the area between $R_{in}(t)$ and $f(t)$ is greater than the one prescribed by the worst case average delay. Note that if $f$ does not violate this constraint we cannot guarantee that there exists an arrival pattern such that the output will be exactly equal to $f$ but this extra condition allows us to better characterize the set of all feasible outputs.
1.3 Network Calculus Overview

We conclude this chapter with a brief introduction on what it is often called “Network Calculus;” for an exhaustive presentation the interested reader is referred to [9, 23] and references therein. As we have previously mentioned, let $R_{\text{in}}(t)$ and $R_{\text{out}}(t)$, respectively, represent the total amount of traffic that has arrived at (departed from) a certain network element up to time $t$. These positive and non-decreasing functions are often referred to as input and output processes.

We say that a network element offers a (minimum) service curve $S$ if for any input process $R_{\text{in}}(t)$ the corresponding output process $R_{\text{out}}(t)$ is such that

$$R_{\text{out}}(t) \geq (R_{\text{in}} * S)(t)$$

where

$$(R_{\text{in}} * S)(t) = \inf_u \{R_{\text{in}}(u) + S(t - u)\}$$

is the convolution in the min-plus algebra.

If the process $R_{\text{in}}(t)$ has envelope $E_{\text{in}}(t)$ and it is fed to a network element that offers a minimum service curve $S(t)$ the delay through this element is upper bounded by the maximum horizontal distance between the input envelope and the service curve. If this distance is unbounded the corresponding system is not stable, that is the delay can be arbitrarily large. Formally we can define this quantity by using the “delta” function

$$\delta_{\Delta}(t) = \begin{cases} 0, & \text{if } t \leq \Delta \\ \infty, & \text{if } t > \Delta. \end{cases}$$

It is easy to see that when we convolve a function with $\delta_{\Delta}(t)$ we are simply shifting the function to the right by $\Delta$, that is $f * \delta_{\Delta}(t) = f(t - \Delta)$. We can combine this with the fact that the maximum horizontal distance between the envelope and the service curve is such that if we shift the envelope to the right by such distance this shifted version of the envelope is less than or equal to the service curve. Formally we can express the bound on delay as:

$$\hat{d} = \inf\{\Delta : \Delta \geq 0 \text{ and } S(x) \geq (E_{\text{in}} * \delta_{\Delta})(x) \forall x \geq 0\}.$$

In the same scenario (network element offering service curve $S$ to $R_{\text{in}}(t)$ that has envelope $E_{\text{in}}(t)$) the maximum vertical distance between the envelope and the service
curve is an upper bound for the amount of traffic stored at the network element. Formally if we define the backlog $b(t)$ as the difference between the input and output process at time $t$ we have that (for any $t$):

$$b(t) = R_{in}(t) - R_{out}(u) \leq \sup_{u \geq 0}\{E_{in}(u) - S(u)\}.$$  

Finally, again in the same scenario, we can find the output envelope $E_{out}(t)$ as

$$E_{out}(t) = (E_{in} \circ S)(t)$$

where we have used the deconvolution operator in the min-plus algebra:

$$(F \circ G)(t) = \sup_{u \geq 0}\{F(t + u) - g(u)\}.$$  

We conclude this brief overview with a result that is very useful for analyzing networks: suppose the flow represented by the process $R_{in}(t)$ goes through $N$ elements each offering a service curve $S_i$, $i = 1 \ldots N$. In this case, the entire network is equivalent to a single node that offers the service curve $S_{net} = S_1 \ast S_2 \ast \cdots \ast S_N$, that is by convolving the service curves of each element we can reduce an entire network to a single element that offers a “network” service curve $S_{net}$. Using this single service curve we can use all the results that we have just presented, simplifying significantly the analysis of the network case. Furthermore it is often the case that the bounds obtained using this network service curve are better than those obtained by considering a collection of elements in isolation, where the end-do-end bounds are obtained by adding the bound at each node.
Service Curves for FIFO Queues

2.1 Introduction

In the first part of this chapter we analyze a single FIFO queue (server) operating at rate $C$ using the service curves given in Theorem 4 of [15]. For the sake of simplicity we consider only two streams entering the server as in figure 2.1. We are concerned with flow 0 described by the process $R_0$ which has envelope $E_0$. Flow 1 represents all the other traffic entering the FIFO server (if more then two flows enter the system then all the “other” flows can be combined in one bigger flow). Again for the sake of simplicity we assume that both flows have a sigma-rho envelope.

For convenience this is Theorem 4 from [15]:

**Theorem 2.1.** Suppose two traffic streams enter a network element, where $R_{i,in}$ and $R_{i,out}$ are the corresponding input and output streams, $i = 0, 1$. The aggregate input and output streams are given by $R_{in} = R_{0,in} + R_{1,in}$ and $R_{out} = R_{0,out} + R_{1,out}$. Suppose it is known that $R_{1,in}$ is $E_1$-smooth, and that the aggregate stream is guaranteed the minimum

![Figure 2.1: The system](image)

\[ R_{0,in} \sim E_0 \quad \text{FIFO server} \quad \text{rate } C \quad R_{out} = R_{0,out} + R_{1,out} \]
service curve \( S \), i.e. \( R_{\text{out}} \geq R_{\text{in}} \ast S \). If the network element serves packets among the two streams in FCFS order, then for any fixed \( T \geq 0 \), the first stream \( R_{0,\text{in}} \) is guaranteed the minimum service curve \( S^T_0 \), where

\[
S^T_0(x) = \begin{cases} 
0, & \text{if } x < T \\
[S(x) - E_1(x - T)]^+, & \text{if } x \geq T.
\end{cases}
\]

As we are considering a FIFO server operating at rate \( C \) the service curve guaranteed to the aggregate of flow 0 and 1 is \( S(x) = Cx \).

Using these service curves we can recover the tight bounds on delay and output envelope presented in [14], furthermore we can derive a previously unavailable upper bound on the backlog for flow 0. Note that without using the service curves it is possible to obtain an upper bound on the total backlog but not on the backlog of each flow.

In the second part of the chapter we will consider two FIFO queues in tandem, in this case flow 0 goes through both servers and it is therefore called the “through traffic” while at each server there is another interfering flow that uses only one server, not surprisingly these other flows are often referred to as “cross traffic.” Using the results derived in the first part of the chapter we find the best possible (i.e. smallest) end-to-end delay bound. Given that an infinite number of service curves characterize each node we have to find the “best” service curve for each node, that is the values for \( T_1 \) and \( T_2 \) that give the smallest delay bound. Exploiting the linearity of sigma-rho envelope we can find a closed formula expression for this optimization problem.

### 2.2 QoS Bounds for a Single FIFO Queue with \((\sigma, \rho)\) Envelopes

In this section we will use the service curves given by Theorem 4 when the input flows are leaky bucket constrained, that is \( E_i(x) = \rho_i x + \sigma_i \). Note that we allow an infinite incoming speed. Given those constrains the service curve \( S(x) \) guaranteed to flow 0 is:

\[
S^T_0(x) = \begin{cases} 
0, & \text{if } x < T \\
x(C - \rho_1) - \sigma_1 + \rho_1 T]^+, & \text{if } x \geq T.
\end{cases}
\]
It is easy to rewrite this expression without using the \([\cdot]^+\) expression. It is enough to consider two cases: if \(T \leq \frac{\sigma_1}{C}\) then \(S_T^T(x) = 0\) for \(x < \frac{\sigma_1 - \rho_1 T}{C - \rho_1}\) which is greater than \(T\) and \(\frac{\sigma_1}{C}\) (if \(T < \frac{\sigma_1}{C}\)) and (2.1) becomes:

\[
S_T^T(x) = \begin{cases} 
0, & \text{if } x < \frac{\sigma_1 - \rho_1 T}{C - \rho_1} \\
x(C - \rho_1) - \sigma_1 + \rho_1 T, & \text{if } x \geq \frac{\sigma_1 - \rho_1 T}{C - \rho_1},
\end{cases}
\]  
(2.2)

Figure 2.2 shows the graph of \(S_T^T(x)\) if \(T < \frac{\sigma_1}{C}\).

If \(T \geq \frac{\sigma_1}{C}\), (2.1) becomes:

\[
S_T^T(x) = \begin{cases} 
0, & \text{if } x < T \\
x(C - \rho_1) - \sigma_1 + \rho_1 T, & \text{if } x \geq T.
\end{cases}
\]  
(2.3)

Note that whenever \(S_T^T(x)\) is non-zero it is a straight line with slope \(C - \rho_1\), independent of the value of \(T\). On the other hand, the value of the service curve for \(x = T\) is \(S_T^T(T) = TC - \sigma_1\) and does depend on \(T\). Figure 2.4 shows the graph of \(S_T^T(x)\) if \(T > \frac{\sigma_1}{C}\). Note that in this case there is a discontinuity at \(x = T\) and that if \(T\) increases \(S_T^T(T)\) will move on a line with slope \(C\) (more precisely this line is \(Cx - \frac{\sigma_1}{C}\) and it is the dashed line in the figure).

Finally Figure 2.3 shows the graph of \(S_T^T(x)\) if \(T = \frac{\sigma_1}{C}\). The graph is very similar to the one in Figure 2.2; the only difference is that the there is no discontinuity for \(x = T\). This the “boundary” case between the two previous as (2.2) and (2.3) are identical when \(T = \frac{\sigma_1}{C}\).
Figure 2.3: $S_T^0(x)$ if $T = \frac{\sigma_1}{C}$

Figure 2.4: $S_T^0(x)$ if $T > \frac{\sigma_1}{C}$
The following proposition will be useful to simplify the search for QoS bounds:

**Proposition 2.2.** Let $S^T_0(x)$ be defined as in (2.1) and let $T_1$ be a value for the parameter $T$ such that $T_1 < \frac{\sigma_1}{\rho}$. For any such value it is possible to upper bound the corresponding service curve $S^T_0(x)$ with $S^T_2(x)$ where $T_2 = \frac{\sigma_1}{C}$, that is $S^T_0(x) \leq S^T_2(x)$ for all $x$.

**Proof.** The fact that $T_1 < \frac{\sigma_1}{\rho}$ implies that $S^T_0(x)$ is defined as in (2.2). Similarly $T_2 = \frac{\sigma_1}{C}$ implies that $S^T_2(x)$ is defined as in (2.3). Obviously $S^T_0(x) = S^T_2(x)$ for $x \leq T_1$. Also, as noted above, $T_1 < \frac{\sigma_1}{\rho}$ implies that $\frac{\sigma_1 - \rho T_1}{C - \rho_1} \geq \frac{\sigma_1}{C}$ so that $S^T_0(x) = S^T_2(x) = 0$ for $T_1 \leq x \leq T_2$ as well. For $T_2 \leq x \leq \frac{\sigma_1 - \rho T_1}{C - \rho_1}$ from (2.2) we have $S^T_2(x) = 0$. From (2.3) we have $S^T_2(x) \geq 0$ (to see why this is true observe that $S^T_2(T_2) = 0$ and that $S^T_2(x)$ is a straight line with slope $C - \rho_1 > 0$). Hence $S^T_0(x) \leq S^T_2(x)$ in this case as well. Finally for $x \geq \frac{\sigma_1 - \rho T_1}{C - \rho_1}$ both $S^T_0(x)$ and $S^T_2(x)$ are straight lines with slope $C - \rho_1$ but $S^T_2(\frac{\sigma_1 - \rho T_1}{C - \rho_1}) = 0$ while $S^T_0(\frac{\sigma_1 - \rho T_1}{C - \rho_1}) > 0$ as $\frac{\sigma_1 - \rho T_1}{C - \rho_1} > \frac{\sigma_1}{C}$. Therefore in this case we also have that $S^T_0(x) \leq S^T_2(x)$.

Combining the fact that $f \leq \tilde{f}$ and $g \leq \tilde{g}$ implies $f * g \leq \tilde{f} * \tilde{g}$ (see, for example II.8 in [11]) with Proposition 2.2 we have that for any input process $R_{0,\text{in}}(t)$ the output bound obtained with a value for the parameter $T_1 \leq \frac{\sigma_1}{\rho}$ can be improved by using $T_2 = \frac{\sigma_1}{C}$ given that $R_{0,\text{in}} * S^T_0(t) \geq R_{0,\text{in}} * S^T_1(t)$ for any $t$.

### 2.2.1 Maximum Delay

It is known that the maximum delay for a flow with envelope $E(x)$ served by a network element that offers a minimum service curve $S$ is given by (see for example Proposition 5 of [1]):

$$\hat{d} = \inf\{\Delta : \Delta \geq 0 \text{ and } S(x) \geq E \ast \delta_\Delta(x) \forall x \geq 0\}$$

that is the maximum delay is upper bounded by the minimum $\Delta$ by which we need to shift the input envelope $E$ in order for $S(x)$ to be greater then $E$ for all $x$. This is equivalent to the maximum horizontal distance between the input envelope and the service curve.

From Proposition 2.2 it follows that it is enough to consider only service curves with a value of $T \geq \frac{\sigma_1}{\rho}$ given that smaller values of $T$ would give a bigger delay bound.
Assuming that the system is stable (i.e. $\rho_0 + \rho_1 \leq C$) it is easy to see that the maximum horizontal distance between the input envelope and the service curve is the biggest between $T$ and the x-value where $S(x) = \sigma_0$. That is $x(C - \rho_1) - \sigma_1 + \rho_1 T = \sigma_0$. Which implies $x = \frac{\sigma_0 + \sigma_1 - \rho_1 T}{C - \rho_1}$. In one formula:

$$\hat{d} = \max \left\{ T, \frac{\sigma_0 + \sigma_1 - \rho_1 T}{C - \rho_1} \right\}. \quad (2.4)$$

We need to take the maximum between the x-value and T because if $T > \frac{\sigma_0 + \sigma_1 - \rho_1 T}{C - \rho_1}$ then the maximum distance is not the x-value but $T$. Figure 2.5 shows the input envelope and two sample service curves. Note how for the second one the maximum horizontal distance is $T_2$ and not the x-value.

Of the two arguments of the maximum in (2.4), the first one is an increasing function of $T$ while the second one is a decreasing function of $T$. Therefore the smallest possible value for $\hat{d}$ is obtained when

$$T = \frac{\sigma_0 + \sigma_1 - \rho_1 T}{C - \rho_1},$$

so that

$$T = \frac{\sigma_0 + \sigma_1}{C}.$$  

Figure 2.6 shows the service curve $S_0^T(x)$ when $T = \frac{\sigma_0 + \sigma_1}{C}$. Obviously in this case the worst case delay bound is $\hat{d} = \frac{\sigma_0 + \sigma_1}{C}$ which is the same as in [14].
2.2.2 Output Envelope

Using Proposition 8 of [1] we can calculate the output envelope for flow 0 as:

\[ E_{0,\text{out}} = (E_{0,\text{in}} \ast \overline{S}) \odot S \]

where \( E_{0,\text{in}} \) is the input envelope, \( \overline{S} \) is the maximum service curve and \( S \) is the minimum service curve guaranteed to flow 0. In our case \( E_{0,\text{in}}(x) = \rho_0 x + \sigma_0 \) and \( \overline{S}(x) = Cx \) as the server operates at rate \( C \). Therefore for any \( t, \tau \) such that \( t > \tau \), \( R_{0,\text{out}}(t) - R_{0,\text{out}}(\tau) \leq C(t - \tau) \). Similarly to what we did for the maximum delay we can use the fact that the deconvolution is such that if \( f \leq g \) then \( h \odot f \geq h \odot g \) (see, for example, Theorem 3.1.12 in [23]). Combining this with Proposition 2.2 we have that \((E_{0,\text{in}} \ast \overline{S}) \odot S^T_1 \geq (E_{0,\text{in}} \ast \overline{S}) \odot S^T_2 \) if \( T_1 < \frac{\sigma_0}{C} = T_2 \). Given that a smaller envelope is preferable we can concentrate our attention on the case when \( T \geq \frac{\sigma_0}{C} \) so that the minimum service curve \( S \) is the same as in (2.3).

First we need to calculate \( E_{0,\text{in}} \ast \overline{S} \). Taking advantage of the fact that both functions are concave for \( x \geq 0 \). We can use Theorem 3.1.6 from [23] and define \( F(x) \) as:

\[ F(x) = (E_{0,\text{in}} \ast \overline{S}) = \min\{Cx, \rho_0 x + \sigma_0\} \]

By the definition of deconvolution it follows that

\[ E_{0,\text{out}} = \sup_\tau \left\{ F(t + \tau) - S^T_0(\tau) \right\} . \]
\[
F(t + \tau) = \tau(C - \rho_1) - \sigma_1 + \rho_1 T
\]

Figure 2.7: \( F(t + \tau) \) and \( S_0^T(\tau) \) when \( T \geq \frac{\sigma_0}{\rho_1} \) and \( \frac{\sigma_0}{\rho_1} - t < T \)

\[
S_0^T(\tau) = \tau(C - \rho_1) - \sigma_1 + \rho_1 T
\]

Figure 2.8: \( F(t + \tau) \) and \( S_0^T(\tau) \) when \( T \geq \frac{\sigma_0}{\rho_1} \) and \( \frac{\sigma_0}{\rho_1} - t \geq T \)
From Section 2.2 we know that $S_t^T()$ has different forms depending on whether $T > \frac{\sigma_1}{C}$ or $T \geq \frac{\sigma_1}{C}$. First we are going to consider the case where $T \geq \frac{\sigma_1}{C}$.

To calculate the supremum we have to further consider two cases, the first one when \( \frac{\sigma_0}{C - \rho_0} - t < T \). Figure 2.7 shows the graph of $F(t + \tau)$ and $S_0^T(\tau)$. In this case $t > \frac{\sigma_0}{C - \rho_0} - T$ and the supremum of the difference between $F(t + \tau)$ and $S_0^T(\tau)$ is $F(t + T)$. To see why this is true consider that $F(t + \tau)$ is an increasing function, $S_0^T(\tau) = 0$ for $\tau < T$ and that the slope of $S_0^T(\tau)$ is $C - \rho_1$ for $\tau \geq T$ which is smaller than the slope of $F(t + \tau)$ which is $\rho_0$ (recall that we are assuming a stable system, i.e. $C \geq \rho_0 + \rho_1$). Therefore in this first case we have:

$$
\sup_{\tau} \left\{ F(t + \tau) - S_0^T(\tau) \right\} = F(t + T) = \rho_0 t + \sigma_0 + \rho_0 T. \quad (2.5)
$$

The second case is when $\frac{\sigma_0}{C - \rho_0} - t > T$. Figure 2.8 shows the graph of $F(t + \tau)$ and $S_0^T(\tau)$. In this case $t \leq \frac{\sigma_0}{C - \rho_0} - T$ and the supremum is achieved either for $\tau = T$ or for $\tau = \frac{\sigma_0}{C - \rho_0} - t$. To see why this is true consider that for $\tau \leq T$ we have $S(\tau) = 0$ and that $F(t + \tau)$ is an increasing function. These facts imply that the supremum of the difference between these two functions when $\tau \leq T$ is achieved when $\tau = T$. On the other hand, if $T \leq \tau \leq \frac{\sigma_0}{C - \rho_0} - t$ the slope of $F(t + \tau)$ is $C$, which is greater than the slope of $S(\tau)$ which is $C - \rho_1$ (again we are assuming a stable system). For $\tau \geq \frac{\sigma_0}{C - \rho_0} - t$ the opposite is true given that the slope of $F$ is $\rho_0$ and the slope of $S$ is still $C - \rho_1$. So that we have:

$$
\sup_{\tau} \left\{ F(t + \tau) - S_0^T(\tau) \right\} = \max \left\{ F(T) - S(T), F \left( \frac{\sigma_0}{C - \rho_0} - t \right) - S \left( \frac{\sigma_0}{C - \rho_0} - t \right) \right\}
$$

$$
= \max \left\{ CT + Ct, t(C - \rho_1) + \sigma_1 - \rho_1 T + \rho_1 \frac{\sigma_0}{C - \rho_0} \right\}
$$

$$
= \begin{cases} 
  t(C - \rho_1) + \sigma_1 - \rho_1 T + \rho_1 \frac{\sigma_0}{C - \rho_0}, & \text{if } t \leq t_1 \\
  CT + Ct, & \text{if } t_1 \leq t \leq \frac{\sigma_0}{C - \rho_0} - T
\end{cases} \quad (2.6)
$$

where $t_1 = \frac{\sigma_1}{\rho_1} + \frac{\sigma_0}{C - \rho_0} - T(1 + \frac{C}{\rho_1})$.

Note that if $\frac{\sigma_1}{C} \geq \frac{\sigma_0}{C - \rho_0}$ the second case is not possible (recall that $T_1 \geq \frac{\sigma_1}{C}$). In this case from (2.5) we have:

$$
E_{0,\text{out}}(t) = \begin{cases} 
  0, & \text{if } t < 0 \\
  \rho_0 t + \sigma_0 + \rho_0 T, & \text{if } t \geq 0,
\end{cases}
$$

so that the bigger is $T$ the bigger the output envelope. Given that a smaller output envelope gives a better (smaller) output bound, we would like $T$ to be as small as possible,
that is $T = \frac{\sigma_1}{C}$. In this case the previous expression becomes:

$$E_{0,\text{out}}(t) = \begin{cases} 0, & \text{if } t < 0 \\ \rho_0 t + \sigma_0 + \rho_0 \sigma_1, & \text{if } t \geq 0. \end{cases}$$

If $\frac{\sigma_1}{C} < \frac{\sigma_0}{C - \rho_0}$ then both cases are possible and the output envelope is:

$$E_{0,\text{out}}(t) = \begin{cases} 0, & \text{if } t < 0 \\ t(C - \rho_1) + \sigma_1 - \rho_1 T + \frac{\rho_1 \sigma_0}{C - \rho_0}, & \text{if } 0 \leq t \leq t_1 \\ CT + Ct, & \text{if } t_1 \leq t \leq \frac{\sigma_0}{C - \rho_0} - T \\ \rho_0 t + \sigma_0 + \rho_0 T, & \text{if } t \geq \frac{\sigma_0}{C - \rho_0} - T. \end{cases} \quad (2.7)$$

Note that the final part of the envelope (when $t \geq \frac{\sigma_0}{C - \rho_0} - T$) is an increasing function of $T$. That is greater values of $T$ will give bigger and hence less desirable envelopes. Just as in the previous case this means that $T = \frac{\sigma_1}{C}$ gives the smallest envelope. When $T = \frac{\sigma_1}{C}$ we have $t_1 = \frac{\sigma_0}{C - \rho_0} - \frac{\sigma_1}{C}$ and:

$$E_{0,\text{out}}(t) = \begin{cases} 0, & \text{if } t < 0 \\ t(C - \rho_1) + \sigma_1 - \rho_1 \sigma_1 + \frac{\rho_1 \sigma_0}{C - \rho_0}, & \text{if } 0 \leq t \leq \frac{\sigma_0}{C - \rho_0} - \frac{\sigma_1}{C} \\ \rho_0 t + \sigma_0 + \rho_0 \sigma_1, & \text{if } t \geq \frac{\sigma_0}{C - \rho_0} - \frac{\sigma_1}{C}. \end{cases} \quad (2.8)$$

Using the same argument as in [14] we can take the minimum between (2.8) and $Ct$ given that the output of a FIFO server operating at rate $C$ can grow only as fast as $Ct$. Using this extra constraint we have:

$$E_{0,\text{out}}(t) = \begin{cases} Ct, & \text{if } 0 \leq t \leq \frac{C \sigma_0 + \rho_0 \sigma_1}{C(C - \rho_0)} \\ \rho_0 t + \sigma_0 + \frac{\rho_0 \sigma_1}{C}, & \text{if } t > \frac{C \sigma_0 + \rho_0 \sigma_1}{C(C - \rho_0)}. \end{cases}$$

which is the same as in [14]. Note that this way, we do not have to worry about the fact that the second case in (2.7) is inversely proportional to $T$ so that, at least for this case, we would like $T$ to be as big as possible. On the other hand in the other cases we would like $T$ to be as small as possible. But these cases are never used in the final solution.

### 2.2.3 Maximum Backlog

Using Proposition 7 from [2] we can compute an upper bound for the backlog for flow 0 as:

$$b_{0,\text{max}} = \sup \left\{ E_0(\tau) - S^T_0(\tau) \right\}.$$
As in the case of the output envelope we can use Proposition 2.2 and Theorem 3.1.12 in [23] to show that we only need to consider the case when \( T \geq \frac{\sigma_1}{\rho_1} \).

Figure 2.9 shows the graph of \( E_0(\tau) \) and \( S^T_0(\tau) \): the supremum of the difference of the two functions is \( E_0(T) \) given that for \( x \leq T, S^T_0(x) = 0 \). On the other hand for \( x > T \) the slope of \( S^T_0(x) \) is \( C - \rho_1 \) which is greater than \( \rho_0 \) (the slope of \( E_0 \)) by the stability assumption. Therefore we have:

\[
b_{0,\text{max}} = \rho_1 T + \sigma_1,
\]

which is an increasing function of \( T \) so the smallest possible bound is when \( T = \frac{\sigma_2}{C} \). In this case:

\[
b_{0,\text{max}} = \frac{\rho_1 \sigma_2}{C} + \sigma_1.
\]

### 2.3 Delay Bounds for two FIFO Servers in Tandem

In this section we are going to consider a very simple network of two FIFO queues in tandem where all the inputs have sigma-rho envelopes. We are interested in the worst case delay for a flow that goes through both nodes. One possible solution is to consider each node in isolation and use the bounds derived in the previous sections. For the first server we know all the input envelopes so we can find the worst case delay for the first hop and we can also find the output envelope for the flow that goes on to the second server. Using this envelope and the one for the traffic that enters the network at the second hop
we can find the worst case delay at this hop and then add the two worst case delays (one for each hop). If we could find an arrival pattern that does achieve this end-to-end delay bound we would be done. Unfortunately nobody has ever been able to find such an arrival pattern. Of course this does not mean that such a pattern does not exist but it leads us to wonder about the existence of tighter bounds.

Another possible approach is to use the service curves presented at the beginning of this chapter. It is known (for example, see Proposition 10 in [2]) that if the same flow goes through two network elements, guaranteeing service curves $S_1$ and $S_2$, respectively, then the entire network can be modeled as a single node guaranteeing the service curve obtained by convolving the service curves at each hop: $S_1 * S_2$. It is often the case that the delay bounds derived using the single service curve obtained by the convolution are smaller than the same bounds derived by considering each node in isolation.

In our example the problem is slightly more complicated because each node offers an infinite number of service curves, each one characterized by a different value of the parameter $T$. In order to find the smallest possible delay bound we will need to find the optimal value for the parameter $T$ for both servers.

At this point it is useful to introduce some definitions and give a precise description of the problem we are addressing. Consider a simple two node system, as the one in Figure 2.10. Two flows enter the first server: flows 0 and 1. Flow 0 then goes to the second server while flow 1 goes to another server, so that flow 1 can be viewed as the “cross traffic” at the first server. Similarly at the second server flow 2 is the cross traffic.

Given that each flow is present at multiple points in the system (input and output links) we will use the notation $R_{ij}$ where $i$ is the “name” of the flow. That is a number uniquely identifying each flow and where $j$ is the number of hops that flow $i$ has gone through, so $R_{00}$ represents flow 0 at the input link of the first node that it goes through and $R_{01}$ represents flow 0 at the output of the first node it uses. Note that this flow is also the input flow for the next node. Similarly $R_{02}$ represents flow 0 at the output of the second node that it uses. It is also assumed that each input flow has a sigma-rho envelope, that is for every $t \geq s$ $R_i(t_1, t_2) \leq \sigma_i + \rho_i(t - s)$, we will use $E_i$ to indicate the envelope of the $i$-th input flow.
\[ \hat{d}_1 = \frac{\sigma_0 + \sigma_1}{C_1} \]  
(2.9)

(again this is the same whether we use the services curves or the results in [14]). Before we can analyze the second node we need to find the output envelope for flow 0. Using Theorem 4.4 from [14] it is easy to see that:

\[ E_{01}(t) = \begin{cases} 
  C_1 t, & \text{if } 0 \leq t \leq \frac{C_1 \sigma_0 + \rho_0 \sigma_1}{C_1 (C_1 - \rho_0)} \\
  \rho_0 t + \sigma_0 + \frac{\rho_0 \sigma_1}{C_1} & \text{if } t > \frac{C_1 \sigma_0 + \rho_0 \sigma_1}{C_1 (C_1 - \rho_0)}. 
\end{cases} \]

Combining this with the fact that \( E_{20}(t) = \sigma_2 + \rho_2 t \) we have that:

\[ \hat{d}_2 = \begin{cases} 
  \frac{\sigma_2}{C_2}, & \text{if } C_1 + \rho_2 \leq C_2 \\
  \frac{\sigma_2}{C_2} + \frac{(C_1 + \rho_2 - C_2)(C_1 \sigma_0 + \rho_0 \sigma_1)}{C_1 C_2 (C_1 - \rho_0)}, & \text{if } C_1 + \rho_2 > C_2. 
\end{cases} \]  
(2.10)

Adding (2.10) and (2.9) we have:

\[ \hat{d}_{sn} = \begin{cases} 
  \frac{\sigma_0 + \sigma_1}{C_1} + \frac{\sigma_2}{C_2}, & \text{if } C_1 + \rho_2 \leq C_2 \\
  \frac{\sigma_0 + \sigma_1}{C_1} + \frac{\sigma_2}{C_2} + \frac{(C_1 + \rho_2 - C_2)(C_1 \sigma_0 + \rho_0 \sigma_1)}{C_1 C_2 (C_1 - \rho_0)}, & \text{if } C_1 + \rho_2 > C_2. 
\end{cases} \]  
(2.11)

where the subscript sn stands for Single Nodes.

### 2.3.2 Convolution of two service curves

From section 2.2 we know that each node in Figure 2.10 can be characterized with a service curve \( S_i^T(x) \) (defined in (2.3)) characterized by the parameters \( a_i = T_i C_i - \sigma_i \) and \( m_i = C_i - \rho_i, \ i = 1, 2 \). Also, from Proposition 2.2 we know that we can limit our attention to the case where \( T_i \geq \frac{\sigma_i}{C_i} \).
As we have mentioned, it is known that the end to end service curve offered to flow 0 is the (min-plus) convolution of the service curve for each node. As discussed above, the service curve for each server depends on the parameter $T$, which can take any value greater than $\frac{\sigma_i}{C}$, where $\sigma_i$ is the burstiness parameter for the cross traffic.

In this section we are going to compute the convolution of the two service curves. There are four possible cases depending on the relationship between $a_1$, $a_2$, $m_1$ and $m_2$:

1. $a_1 \geq a_2$ and $m_1 \geq m_2$;
2. $a_1 < a_2$ and $m_1 \geq m_2$;
3. $a_1 \geq a_2$ and $m_1 < m_2$;
4. $a_1 < a_2$ and $m_1 < m_2$;

Note that, as the convolution is commutative, only the first two cases need to be examined because cases 3 and 4 can be reduced to cases 1 and 2 by exchanging the two service curves. Also note that when $a_1 = a_2$ Cases 1 and 2 are identical therefore the equal sign can put in either one or both.
Claim 2.3. For Case 1 the convolution of the two service curves is:

\[
S_1 * S_2(x) = \begin{cases} 
0, & \text{if } x < T_1 + T_2 \\
 a_2 + m_2(x - T_1 - T_2), & \text{if } x \geq T_1 + T_2,
\end{cases}
\] (2.12)

and for Case 2 is:

\[
S_1 * S_2(x) = \begin{cases} 
0, & \text{if } x < T_1 + T_2 \\
 a_1 + m_1(x - T_1 - T_2), & \text{if } T_1 + T_2 \leq x \leq T_1 + T_2 + B \\
 a_2 + m_2(x - T_1 - T_2), & \text{if } x \geq T_1 + T_2 + B
\end{cases}
\] (2.13)

where \( B = \frac{a_2 - a_1}{m_1 - m_2} \), and \((i = 1, 2)\)

\[
S_i = \begin{cases} 
0, & \text{if } x < T_i \\
 a_i + m_i(x - T_i), & \text{if } x \geq T_i.
\end{cases}
\]

Figures 2.11 and 2.12 show the service curves for the two different cases. Note that for \( a_1 = a_2 \) the service curves in (2.12) and (2.13) are equal.

Proof. Recall that the definition of convolution of \( f(t) \) and \( g(t) \) is:

\[
f * g(t) = \inf_{0 \leq s \leq t} \{ f(t-s) + g(s) \}.
\]

As noted above this operator is commutative therefore, without loss of generality, we can choose \( S_1 = f \):

\[
S_1(t-s) = \begin{cases} 
 a_1 + m_1(t - s - T_1), & \text{if } s \leq t - T_1 \\
 0, & \text{if } s > t - T_1,
\end{cases}
\]

and this holds for both cases. The rest of the proof is different depending on whether we are in Case 1 or 2.

Suppose we are in Case 1 (i.e. \( a_1 \geq a_2 \) and \( m_1 \geq m_2 \)). To find the value of inf\{\( S_1(t-s) + S_2(s) \)\} we have two different sub-cases depending on the value of \( t \) (see Figure 2.13):

1. 0 \( \leq t < T_1 + T_2 \): (i.e. \( t - T_1 < T_2 \)) in this case the infimum is 0.
2. $t \geq T_1 + T_2$: (i.e. $t - T_1 \geq T_2$) let $g(s) = S_1(t - s) + S_2(s)$ then:

$$g(s) = \begin{cases} 
   a_1 + m_1(t - s - T_1), & \text{if } 0 \leq s < T_2 \\
   s(m_2 - m_1) + a_1 + m_1(t - T_1) + a_2 - m_2 T_2, & \text{if } T_2 \leq s \leq t - T_1 \\
   a_2 + m_2(s - T_2), & \text{if } s > t - T_1 
\end{cases} \quad (2.14)$$

Note that for $0 \leq s < t - T_1$ $g(s)$ is a decreasing function therefore the infimum over this range will be achieved for $s = T_2^-$. On the other hand for $s > t - T_1$ $g(s)$ is increasing. Therefore the infimum, in this range, will be achieved for $s = t - T_1^+$. At the same time $g(T_2^+) \geq g(T_2^-)$, $g(t - T_1^-) \geq g(t - T_1^+)$ and $g(s)$ is non-increasing (as $m_1 \geq m_2$) for $T_2 \leq s \leq t - T_1$. Therefore the infimum is achieved either at $s = T_2^-$ or at $s = t - T_1^+$. On the other hand we have:

$$g(T_2^-) = a_1 + m_1(t - T_2 - T_1) \geq a_2 + m_2(t - T_2 - T_1) = g(t - T_1^+),$$

(recall that in this case $a_1 \geq a_2$ and $m_1 \geq m_2$). Hence

$$\inf_{0 \leq s \leq t} \{S_1(t - s) + S_2(s)\} = g(t - T_1^+) = a_2 + m_2(t - T_2 - T_1),$$

and combining the two sub-cases we have (2.12).

Now suppose we are in Case 2 (i.e. $a_1 < a_2$ and $m_1 \geq m_2$). Again depending on the value of $t$ we three sub-cases:
1. $0 \leq t < T_1 + T_2$: (i.e. $t - T_1 < T_2$) In this case the infimum is 0.

2. $T_1 + T_2 \leq t \leq T_1 + T_2 + B$, where $B = \frac{a_2 - a_1}{m_1 - m_2}$: (in this case $t - T_1 \geq T_2$) let $g(s)$ be defined as in (2.14). The same argument shows that again the infimum is achieved either at $s = T_2^-$ or at $s = t - T_1^+$. In this case $a_1 < a_2$ and $t \leq T_1 + T_2 + B$. Therefore:

$$g(T_2^-) = a_1 + m_1(t - T_2 - T_1)$$
$$\leq a_2 + m_2(t - T_2 - T_1)$$
$$= g(t - T_1^+) ,$$

and

$$\inf_{0 \leq s \leq t} \{S_1(t - s) + S_2(s)\} = g(T_2^-)$$
$$= a_1 + m_1(t - T_2 - T_1) .$$

3. $t \geq T_1 + T_2 + B$: Again let $g(s)$ be defined as in (2.14). The same argument shows that the infimum is achieved either at $s = T_2^-$ or at $s = t - T_1^+$. In this case $a_1 < a_2$ and $t \geq T_1 + T_2 + B$ therefore:

$$g(T_2^-) = a_1 + m_1(t - T_2 - T_1)$$
$$\geq a_2 + m_2(t - T_2 - T_1)$$
$$= g(t - T_1^+) ,$$

and

$$\inf_{0 \leq s \leq t} \{S_1(t - s) + S_2(s)\} = g(t - T_1^+)$$
$$= a_2 + m_2(t - T_2 - T_1) .$$

Combining these three sub-cases we have (2.13).

2.3.3 Optimal Values of $T_1$ and $T_2$ for Worst Case Delay Computation

Given a service curve $S(x)$ and an input envelope $E_0(x)$ the worst case delay $\hat{d}$ is the “minimum horizontal distance” between the two functions, formally:

$$\hat{d} = \inf \{ \Delta : \Delta \geq 0 \text{ and } S(x) \geq E_0 * \delta_\Delta(x) \forall x \geq 0 \}.$$
28

In this case $S_{\text{net}}(x) = S_1(x) * S_2(x)$ is the service curve offered to flow 0 by the network comprised of the two FIFO queues with cross traffic $R_1$ and $R_2$. As discussed in the previous section, the convolution of the two service curves depends on the parameters $T_1$ and $T_2$ that can take any non-negative value. Therefore different values of $T_1$ and $T_2$ will result in different worst case delay bounds. In this section we are going to find the values that give the smallest bound. Note that $m_i = C_i - \rho_i$ does not depend on $T_i$ while $a_i = T_iC_i - \sigma_i$ does, so that by changing the value of $T_i$ one can only change the value of $a_i$ but not that of $m_i$.

Now assume, without loss of generality, that $m_1 \geq m_2$. If this is not true we can switch $S_1$ and $S_2$ given that the convolution is commutative. From claim 2.3 we know that the service curve is represented by different expressions depending on the values of $a_i$. We consider each case separately.

1. First consider the case where $a_1 \geq a_2$. In this case we have:

$$T_1 \geq T_2 \frac{C_2}{C_1} + \frac{\sigma_1 - \sigma_2}{C_1},$$

and that the $S_{\text{net}}$ is the same as in (2.12). Note that (2.12) is a decreasing function of $T_1$. Therefore if $T_1'$ and $T_1''$ are such that $T_1'' \leq T_1'$ then $S_1^{T_1'} \leq S_1^{T_1''}$. If we let $S_{\text{net}}' = S_1^{T_1'} * S_2^{T_2}$ and $S_{\text{net}}'' = S_1^{T_1''} * S_2^{T_2}$ then $S_1^{T_1'} \leq S_1^{T_1''}$ implies $S_{\text{net}}' \leq S_{\text{net}}''$ so that the delay bound obtained by using $S_{\text{net}}''$ is smaller (better) than the one obtained by using $S_{\text{net}}'$ (recall that the the delay bound is the maximum horizontal distance between $E_0$ and $S_{\text{net}}$, see Figure 2.14).

Therefore for any (fixed) value of $T_2$ a smaller value of $T_1$ will give a smaller delay bound. In this case $T_1$ has to be at least $T_2 \frac{C_2}{C_1} + \frac{\sigma_1 - \sigma_2}{C_1}$ so if we pick $T_1'' = T_2 \frac{C_2}{C_1} + \frac{\sigma_1 - \sigma_2}{C_1}$ we will have the best possible bound for the case where $a_1 \geq a_2$. Now suppose we choose a particular value for $T_1$, call it $T_1'$, such that $T_1' > T_2 \frac{C_2}{C_1} + \frac{\sigma_1 - \sigma_2}{C_1}$. It is then possible to find a “better” service curve if we choose $T_1 = T_1'' = T_2 \frac{C_2}{C_1} + \frac{\sigma_1 - \sigma_2}{C_1}$, which
is equivalent to $a_1 = a_2$. As noted above, when $a_1 = a_2$ cases 1 and 2 have the same service curve, that is $a_1 = a_2$ is the “boundary” between the two cases and it belongs to both. Therefore it suffices to consider only Case 2, as the optimal value of $\hat{d}$ for Case 2 will not be bigger than the one for Case 1.

2. Now consider the case where $a_1 \leq a_2$, Figure 2.15 shows the three possible sub-cases depending on the values of $a_1$ and $c$ where $c = (S_1 \ast S_2)(T_1 + T_2 + B) = a_1 + m_1 B = \frac{m_1 a_2 - m_2 a_1}{m_1 - m_2}$. Note that $c \geq a_1$ (as $m_1 \geq 0$).

(a) $a_1 \geq \sigma_0$: That is $T_1 C_1 - \sigma_1 \geq \sigma_0$. In this sub-case $\hat{d} = T_1 + T_2$ and hence the minimum in this sub-case is achieved when $T_1$ and $T_2$ are as small as possible. In order to be in this case $a_1 = T_1 C_1 - \sigma_1 \geq \sigma_0$, so that $T_1 \geq \frac{\sigma_1 + \sigma_0}{C_1}$. Similarly for $T_2$ we have that in order to be in this case $a_2 \geq a_1$ and therefore $a_2 = T_2 C_2 - \sigma_2 \geq T_1 C_1 - \sigma_1 = a_1$. Combining this with the fact that $T_1 \geq \frac{\sigma_1 + \sigma_0}{C_1}$ we have $T_2 \geq \frac{\sigma_2 + \sigma_0}{C_2}$. Hence in this sub-case the minimum value of $\hat{d}$ is achieved for $T_1 = \frac{\sigma_0 + \sigma_1}{C_1}$ and $T_2 = \frac{\sigma_0 + \sigma_2}{C_2}$ so that

$$\hat{d} = \frac{\sigma_0 + \sigma_1}{C_1} + \frac{\sigma_0 + \sigma_2}{C_2}.$$ (2.15)
(b) $c \geq \sigma_0 \geq a_1$: In this sub-case

$$\hat{d} = (S_1 * S_2)^{-1}(\sigma_0)$$

$$= T_1 + T_2 + \frac{\sigma_0 - a_1}{m_1}$$

$$= T_1 \left( -\frac{\rho_1}{m_1} \right) + T_2 + \frac{\sigma_0 + \sigma_1}{m_1}. \quad (2.16)$$

The coefficient of $T_1$ is negative, while the coefficient of $T_2$ is positive, therefore smaller values of $T_2$ give better bounds. At the same time in this case $c \geq \sigma_0$, that is $a_2 \geq \frac{m_2}{m_1} a_1 + \sigma_0 - \frac{m_2}{m_1} \sigma_0$ and (using the definitions of $a_1$ and $a_2$):

$$T_2 \geq \frac{m_2 C_1}{m_1 C_2} T_1 + \frac{\sigma_0 + \sigma_2}{C_2} - \frac{m_2}{m_1} \left( \frac{\sigma_0 + \sigma_1}{C_2} \right). \quad (2.17)$$

Combining (2.16) and (2.17) we have:

$$\hat{d} \geq T_1 \left( \frac{m_2 C_1}{m_1 C_2} - \frac{\rho_1}{m_1} \right) + \frac{\sigma_0 + \sigma_2}{C_2} - \frac{m_2}{m_1} \left( \frac{\sigma_0 + \sigma_1}{C_2} \right) + \frac{\sigma_0 + \sigma_1}{m_1}. \quad (2.18)$$

This bound depends only on $T_1$ and not on $T_2$, but the coefficient of $T_1$ can be either positive or negative. If $\frac{m_2 C_1 - \rho_1 C_2}{m_1 C_2} > 0$ the minimum value of $\hat{d}$ is achieved when $a_1$ is as small as possible that is for $a_1 = 0$. If $a_1 = 0$ we have $T_1 = \frac{\sigma_0}{C_1}$ and substituting $T_1 = \frac{\sigma_0}{C_1}$ in (2.18) we have:

$$\hat{d} = \frac{\sigma_1}{C_1} + \frac{\sigma_0 + \sigma_2}{C_2} + \frac{\sigma_0 \rho_2}{C_2(C_1 - \rho_1)}. \quad (2.19)$$

On the other hand if $\frac{m_2 C_1 - \rho_1 C_2}{m_1 C_2} < 0$ the minimum value of $\hat{d}$ is achieved for $a_1 = \sigma_0$, that is $T_1 = \frac{\sigma_1 + \sigma_0}{C_1}$. Again substituting $T_1 = \frac{\sigma_1 + \sigma_0}{C_1}$ in (2.18) we have:

$$\hat{d} = \frac{\sigma_0 + \sigma_1}{C_1} + \frac{\sigma_0 + \sigma_2}{C_2}. \quad (2.20)$$

which is the same value obtained in the previous sub-case. If $\frac{m_2 C_1 - \rho_1 C_2}{m_1 C_2} = 0$ we have that:

$$\hat{d} = \frac{\sigma_0 + \sigma_2}{C_2} + \frac{\rho_2(\sigma_0 + \sigma_1)}{m_1}. \quad (2.21)$$

Combining (2.19) and (2.20) we have that in this sub-case (provided $\frac{m_2 C_1 - \rho_1 C_2}{m_1 C_2} \neq 0$):

$$\hat{d} = \min \left\{ \frac{\sigma_1}{C_1} + \frac{\sigma_0 + \sigma_2}{C_2} + \frac{\sigma_0 \rho_2}{C_2(C_1 - \rho_1)}, \frac{\sigma_0 + \sigma_1}{C_1} + \frac{\sigma_0 + \sigma_2}{C_2} \right\}. \quad (2.22)$$
(c) \( \sigma_0 \geq c \geq a_1 \): In this sub-case

\[
\hat{d} = (S_1 \ast S_2)^{-1}(\sigma_0)
= T_1 + T_2 + B + \frac{\sigma_0 - c}{m_2}
= T_1 + T_2 \left( -\frac{\rho_2}{m_2} \right) + \frac{\sigma_0 + \sigma_2}{m_2}.
\]

The coefficient of \( T_1 \) is positive while the coefficient of \( T_2 \) is negative, therefore bigger values of \( T_2 \) will give a better bound. At the same time we know that in this sub-case \( c = \frac{m_1 a_2 - m_2 a_1}{m_1 - m_2} \leq \sigma_0 \) so that

\[
T_2 \leq \frac{m_2 C_1}{m_1 C_2} T_1 + \frac{\sigma_0 + \sigma_2}{C_2} - \frac{m_2}{m_1} \left( \frac{\sigma_0 + \sigma_1}{C_2} \right).
\]

Combining this with (2.21) we have:

\[
\hat{d} \geq T_1 + \left[ \frac{m_2 C_1}{m_1 C_2} T_1 + \frac{\sigma_0 + \sigma_2}{C_2} - \frac{m_2}{m_1} \left( \frac{\sigma_0 + \sigma_1}{C_2} \right) \right] \left( 1 - \frac{C_2}{m_2} \right) + \frac{\sigma_0 + \sigma_2}{m_2}
= T_1 \left( \frac{m_2 C_1 - \rho_1}{m_1 C_2} \right) + \frac{\sigma_0 + \sigma_2}{C_2} - \frac{m_2}{m_1} \left( \frac{\sigma_0 + \sigma_1}{C_2} \right) + \frac{\sigma_0 + \sigma_1}{m_1}.
\]

Note that (2.22) is the same as (2.18) but in this sub-case \( 0 \leq a_1 \leq c \leq \sigma_0 \) while in the previous sub-case \( 0 \leq a_1 \leq \sigma_0 \) (recall that \( a_1 = T_1 C_1 - \sigma_1 \)), therefore the smallest possible value for (2.22) cannot be any smaller than the bounds obtained in the previous sub-case.

Finally note that Case 1 and the three sub-cases of Case 2 cover the entire \( a_1, a_2 \) plane (for \( a_1 \geq 0 \) and \( a_2 \geq 0 \), as shown in Figure 2.16, therefore we can conclude that
the optimal (smallest) delay bound, which we can obtain by using the service curves, is (assuming \( m_1 \geq m_2 \)):

\[
\hat{d}_{opt} = \min \left\{ \frac{\sigma_1}{C_1} + \frac{\sigma_0 + \sigma_2}{C_2} + \frac{\sigma_0 \rho_2}{C_2(C_1 - \rho_1)}, \frac{\sigma_0 + \sigma_1}{C_1} + \frac{\sigma_0 + \sigma_2}{C_2} \right\}.
\] (2.23)

If \( m_1 < m_2 \) the previous argument holds if we switch \( S_1 \) and \( S_2 \) (again recall that the convolution is commutative) and we have:

\[
\hat{d}_{opt} = \min \left\{ \frac{\sigma_2}{C_2} + \frac{\sigma_0 + \sigma_1}{C_1} + \frac{\sigma_0 \rho_1}{C_1(C_2 - \rho_2)}, \frac{\sigma_0 + \sigma_1}{C_1} + \frac{\sigma_0 + \sigma_2}{C_2} \right\}.
\] (2.24)

We have compared the values of (2.23) and (2.24) with those of the same bounds obtained when the each node is considered in isolation (2.11) by computing their values in several specific instances: whenever \( C_1 + \rho_2 \leq C_2 \) (2.11) was smaller but if \( C_1 + \rho_2 > C_2 \) then (2.23) or (2.24) (depending on whether \( m_1 \geq m_2 \) in the specific case) were smaller than (2.11). We conjecture that this is true in general and that the service curves approach gives a smaller delay bound if \( C_1 + \rho_2 > C_2 \).

At the same time we were not able to find an arrival pattern that does achieve this smaller delay bound. This led us to look for a smaller bound. In the next chapter we will show that indeed there exist such a smaller (and achievable) delay bound for this simple network. This might be surprising given that in the first part of this chapter we showed that for a single node service curves do give tight delay and burstiness bounds for FIFO queues whose input flows have “sigma-rho” envelopes. But for two nodes the result in the next chapter demonstrates that the approach in this chapter fails to give tight bounds.
3

Service Mappings

3.1 Introduction

Over the past several years, a deterministic theory for analysis of networks of queues has been developed, now commonly termed as “network calculus.” We now briefly review some of the important developments in this area of research. The interested reader is referred to [9] and [23], which documents much of this work in detail.

Networks of queues operating with FIFO or fixed priority scheduling were analyzed by Cruz using a deterministic traffic model in [12, 14]. Subsequently, Parekh and Gallager [25, 26] analyzed networks of queues operating with generalized processor sharing using this deterministic traffic model, and thereby stimulated a large body of work by other researchers on “fair queuing” scheduling algorithms [31]. A key concept in Parekh and Gallager’s work was that of a “universal service curve.” This concept was extended to a service abstraction for general network elements by Cruz in [13]. This service model was refined independently by Le Boudec [22] and Sariowan [19]. Le Boudec formalized the notion of the convolution and deconvolution operators, and C. S. Chang [8] first observed that a service curve is analogous to an “impulse response” in the theory of linear time invariant systems. Chang exploited this analogy to provide simple explanations for results on traffic regulators developed in [14].

The insight obtained from these developments are apparent in a framework [5, 7] for deterministic quality of service guarantees proposed for the Internet by the IntServ work-
that the Internet Engineering Task Force (IETF). In the IntServ model, traffic is managed on a per-flow basis, leading many researchers to question its capability to scale to large networks. Another working group of the IETF, DiffServ, has aimed to address scalability by developing a framework where traffic is managed at a coarser granularity than the level of flow [24]. This led to a renewed interest in performance results for FIFO queuing, since FIFO queues do not require per flow traffic management.

In [15], Cruz presented a service curve characterization for a FIFO multiplexer. In this chapter, we generalize and explore this characterization further. As we will see, this leads to a simplified understanding of previous results in network calculus, as well as the tightening of bounds for delay in networks of FIFO queues for deterministic traffic models.

The remainder of this chapter is organized as follows. In the next section, we define a general service abstraction for network elements. We derive performance bounds in the context of this service abstraction. These performance bounds have a simple unified graphical interpretation that we illustrate. We see that the service curve model is a special case of this general service abstraction, and the performance bounds we obtain reduce to previously known results. In Section 3.4, we apply our service abstraction to the context of FIFO multiplexing. We will see in Section 3.4.1 that our performance bounds for a single FIFO multiplexer reduce to those tight bounds previously obtained in [14]. In Section 3.4.2 we apply the general service abstraction to analyze a tandem configuration of FIFO multiplexers. We will see that this results in improved bounds to end-to-end delay which are achievable.

### 3.2 Service Models

Consider a network element, which is an abstraction of a queuing system. For example, the queuing system might represent a packet switch, or more generally an entire network. In this chapter, a network element is an abstraction defined for the purposes of describing a single stream of information passing through the associated queuing system. Specifically, the network element has an arrival process and a departure process, described by two functions of time $R_{\text{in}}(\cdot)$ and $R_{\text{out}}(\cdot)$, respectively. The value of $R_{\text{in}}(t)$ is defined as the number of bits that have arrived to the network element up to time $t$, and similarly $R_{\text{out}}(t)$ is the number of bits that have departed the network element up to time $t$. The backlog
$B(t)$ of the network element at time $t$ is defined as $B(t) = R_{in}(t) - R_{out}(t)$, i.e. it is the number of bits stored inside the network element at time $t$. The virtual delay of the network element at time $t$ is defined as $D(t) = \inf\{d : d \geq 0 \text{ and } R_{out}(t + d) \geq R_{in}(t)\}$. For example, if the arriving bits depart the network element in first-in first-out (FIFO) order, then a bit that arrives at time $t$ waits no longer than $D(t)$ seconds before departing the network element.

In general, the departure process $R_{out}(\cdot)$ may not be determined solely by the arrival process $R_{in}$, but also by external events in the associated queuing system. However, we can partially characterize the network element by bounding the departure process in terms of the arrival process. In general, we assume that the arrival process $R_{in}(\cdot)$ and departure process $R_{out}(\cdot)$ can be arbitrary non-decreasing functions. Formally, $R_{in}(\cdot)$ and $R_{out}(\cdot)$ are elements of $\mathcal{M}$, which is defined as the set of all non-decreasing functions whose domain is the set of all real numbers $\mathcal{R}$ and whose range is the extended set of real numbers $\mathcal{R} \cup \{+\infty\}$.

### 3.2.1 Minimum Service Mappings

Let $S : \mathcal{M} \to \mathcal{M}$ be a given operator, which maps elements of $\mathcal{M}$ into elements of $\mathcal{M}$. Given functions of time $F(\cdot)$ and $G(\cdot)$, we use the notation $F \leq G$ if $F(t) \leq G(t)$ for all $t$. We say that $S$ is monotone if $F \leq G$ implies that $S(F) \leq S(G)$ for all $F$ and $G$.

**Definition 3.1.** Suppose a network element is such that $R_{out} \geq S(R_{in})$ for all possible arrival processes $R_{in}$, for some monotone operator $S$. In this case, say that $S$ is a (minimum) service mapping for the network element, and we write $R_{in} \rightarrow S \rightarrow R_{out}$.

The service model in the previous definition is composable in the sense that if several network elements are configured in tandem, each being described by a service mapping, then the composition of the service mappings is a service mapping of the entire system. This is stated formally in the following theorem for the case of two network elements in tandem.

**Theorem 3.2.** [Network Elements in Tandem] Suppose $R_{0} \rightarrow S_{1} \rightarrow R_{1}$ and $R_{1} \rightarrow S_{2} \rightarrow R_{2}$. Then $R_{0} \rightarrow (S_{1} \circ S_{2}) \rightarrow R_{2}$, where $(S_{1} \circ S_{2})(F) = S_{2}(S_{1}(F))$. 

Proof. Fix any $t$. We have

$$R_2 \geq S_2(R_1)$$
$$\geq S_2(S_1(R_0))$$
$$= (S_1 \circ S_2)(R_0).$$

The second inequality above follows since $S_2$ is monotone.

### 3.2.2 Shift Invariant Service Mappings

An operator $S$ is said to be time invariant if $S(F) = G$ implies that $S(F_\Delta) = G_\Delta$ for all $\Delta \in \mathcal{R}$, where $F_\Delta(t) = F(t - \Delta)$ and $G_\Delta(t) = G(t - \Delta)$ for all $t$. An operator $S$ is said to be space invariant if $S(F) = G$ implies that $S(k + F) = k + G$ for all constants $k$. An operator $S$ that is both time invariant and space invariant is called shift invariant.

An operator $S$ is called additive if $S(F_1) = G_1$ and $S(F_2) = G_2$ imply that $S(F_1 \wedge F_2) = G_1 \wedge G_2$, where we use the notation $H_1 \wedge H_2$ to denote the function defined by $(H_1 \wedge H_2)(t) = \min\{H_1(t), H_2(t)\}$. An operator that is both space invariant and additive is said to be linear.

As an example, suppose that $S(\cdot)$ is a minimum service curve [15, 19, 22], as we now define. The convolution of two functions $F(\cdot)$ and $G(\cdot)$, $F * G$, is first defined as

$$(F * G)(t) = \inf_{\tau} \{F(\tau) + G(t - \tau)\}$$

for all $t$. The function $S(\cdot)$ is said to be a (minimum) service curve for the network element if for any arrival process $R_{in}$ we have $R_{out} \geq R_{in} * S$. This service model is special case of a service mapping where the associated operator is both linear and time invariant. Conversely, it can be seen that any service mapping that is both linear and time invariant can be equivalently be described in terms of a service curve.

Although the space of service models which are linear is adequate for analyzing many queuing systems of interest, in this chapter we make the proposition that non-linear service models are useful as well. In particular, we will demonstrate how they can be used to analyze networks of FIFO queues. For example, suppose that an arrival process $R_{in}$ is multiplexed in a FIFO manner with another arrival process $R_{in}^x$, such that the aggregate arrival process $R_{in} + R_{in}^x$ results in the aggregate departure process $R_{out} + R_{out}^x$ with a
service curve of \( G \), i.e. \((R_{\text{out}} + R_{\text{out}}^x)(t) \geq ((R_{\text{in}} + R_{\text{in}}^x) \ast G)(t)\) for all \( t \). If \( R_{\text{in}}^x \leq R_{\text{in}}^x \ast E^x \), it is known \[15\] that

\[
R_{\text{out}} \geq R_{\text{in}} \ast S_T
\]

for all \( T \geq 0 \), where

\[
S_T(t) = \begin{cases} 
[G(t) - E^x(t - T)]^+ & \text{if } t \geq T \\
0 & \text{otherwise.} 
\end{cases}
\]

(3.1)

where we use the notation \( x^+ = \max\{x, 0\} \). In this case, in fact we have \( R_{\text{in}} \rightarrow \hat{S} \rightarrow R_{\text{out}} \), where the operator \( \hat{S} \) is defined for \( F \in \mathcal{M} \) as

\[
\hat{S}(F)(t) = \sup_{T: T \geq 0} [(F \ast S_T)(t)].
\]

(3.2)

It can be verified that \( \hat{S} \) is shift invariant, but not necessarily linear.

This motivates us to look at the class of service models characterized by shift invariant service mappings. For generality, we do not necessarily assume that service mappings are of the form given in (3.2). We shall obtain bounds on delay, backlog, and a traffic envelope (defined below) for the departure process, in the context of service models characterized by shift invariant service mappings.

To begin with, we first define the notion of a traffic envelope \[14\]. Given a function \( E(\cdot) \), and an arrival process \( R \), we say that \( R \) has envelope \( E \) if \( R \leq R \ast E \). Note that the inequality \( R \leq R \ast E \) is equivalent to

\[
R(u) \geq R(t) - E(t - u) \text{ for all } u
\]

(3.3)

for any fixed value of \( t \). In other words, if \( R \) has envelope \( E \), then for any fixed \( t \) we have

\[
R \geq R_{E,t}
\]

(3.4)

where \( R_{E,t}(u) = R(t) - E(t - u) \) for all \( u \). Note that in general \( E(x) \) may be non-zero for negative values of \( x \), although it is common to assume that \( E(x) = 0 \) for \( x < 0 \). For \( x < 0 \), the value of \( -E(x) \) represents a lower bound on the increments of a process over any interval of length \( -x \).

Before proceeding further, let us make a few definitions. First, given any function \( E(\cdot) \), define the “tilde” operator as follows:

\[
\tilde{E}(t) = -E(-t) \text{ for all } t.
\]

(3.5)
Given any $R \in \mathcal{M}$, define $D_{t,k}(R) = \inf\{d : d \geq 0 \text{ and } R(t+d) \geq k\}$. Note that the virtual delay in a system with arrival and departure processes $R_{\text{in}}$ and $R_{\text{out}}$ is $D(t) = D_{t,R_{\text{in}}(t)}(R_{\text{out}})$. Finally, for any $R \in \mathcal{M}$, define $D_0(R) = D_{0,0}(R)$.

### 3.3 Quality of Service Guarantees for Shift Invariant Service Mappings

In this section we consider a single network element whose arrival process has envelope $E$. We suppose the network element has a shift invariant service mapping and derive bounds on virtual delay and backlog. We also find an envelope for the departure process.

**Theorem 3.3.** Suppose $S$ is a shift invariant service mapping for a network element. Suppose the arrival process to the network element has envelope $E$. Then the virtual delay $D(t)$ is upper bounded according to

$$D(t) \leq D_0(S(\tilde{E})) \text{ for all } t. \quad (3.6)$$

**Proof.** Fix any $t$. We have

\[
D(t) = \inf\{d : d \geq 0 \text{ and } R_{\text{out}}(t+d) \geq R_{\text{in}}(t)\} \\
= D_{t,R_{\text{in}}(t)}(R_{\text{out}}) \\
\leq D_{t,R_{\text{in}}(t)}(S(R_{\text{in}})) \\
\leq D_{t,R_{\text{in}}(t)}(S((R_{\text{in}})_{E,t})) \\
= D_{t,R_{\text{in}}(t)}(S(R_{\text{in}}(t) - E(t - \cdot))) \\
= D_{t,R_{\text{in}}(t)}(R_{\text{in}}(t) + S(-E(t - \cdot))) \\
= D_{t,0}(S(-E(t - \cdot))) \\
= D_{t,0}(S(-E(-t))) \\
= D_{0,0}(S(-E(-\cdot))) \\
= D_0(S(\tilde{E})).
\]

In the above sequence the first equality follows from the definition of virtual delay, the second equality follows from the definition of $D_{t,k}(R)$, the third inequality follows since $S$ is a minimum service mapping and $D_{t,k}(R)$ is monotone decreasing in $R$. The fourth
inequality follows from (3.4) and the monotonicity of \( S \). The remaining equalities follow from the shift invariance of \( S \).

Suppose \( S \) is a shift invariant service mapping for a network element. Suppose the arrival process to the network element has envelope \( E \). Then the backlog \( B(t) \) is upper bounded according to

\[
B(t) \leq \tilde{S}(\tilde{E})(0) \quad \text{for all } t. \tag{3.7}
\]

Fix any \( t \). We have

\[
B(t) = R_{in}(t) - R_{out}(t) \\
\leq R_{in}(t) - S(R_{in})(t) \\
\leq R_{in}(t) - S((R_{in})_E)(t) \\
= R_{in}(t) - S(R_{in}(t) - E(t - \cdot))(t) \\
= -S(-E(t - \cdot))(t) \\
= -S(-E(-(-\cdot - t)))(t) \\
= -S(-E(-\cdot))(0) \\
= -\tilde{S}(\tilde{E})(0) \\
= \tilde{S}(\tilde{E})(0).
\]

In the above sequence the first equality follows from the definition of backlog, the second equality follows since \( S \) is a minimum service mapping. The third inequality follows from (3.4) and the monotonicity of \( S \). The remaining equalities follow from the shift invariance of \( S \).

We say a network element is conservative if we always have \( R_{out} \leq R_{in} \).

**Theorem 3.4.** Suppose \( S \) is a shift invariant service mapping for a conservative network element. Suppose the arrival process to the network element has envelope \( E \). Then the departure process has envelope \( E_{out} \) where

\[
E_{out} = \tilde{S}(\tilde{E}) \quad . \tag{3.8}
\]
Proof. Fix any $s, t$. We have

\[ R_{\text{out}}(t) - R_{\text{out}}(s) \leq R_{\text{in}}(t) - R_{\text{out}}(s) \]
\[ \leq R_{\text{in}}(t) - \mathcal{S}(R_{\text{in}})(s) \]
\[ \leq R_{\text{in}}(t) - \mathcal{S}((R_{\text{in}})_{E,t})(s) \]
\[ = R_{\text{in}}(t) - \mathcal{S}(R_{\text{in}}(t) - E(t - \cdot))(s) \]
\[ = -\mathcal{S}(-E(t - \cdot))(s) \]
\[ = -\mathcal{S}(-E(-\cdot - t))(s) \]
\[ = -\mathcal{S}(-E(-\cdot))(s - t) \]
\[ = -\mathcal{S}(-E)(s - t) \]
\[ = \mathcal{S}(\tilde{E})(t - s). \quad (3.9) \]

In the above sequence the first equality follows since the network element is conservative, the second equality follows since $\mathcal{S}$ is a minimum service mapping. The third inequality follows from (3.4) and the monotonicity of $\mathcal{S}$. The remaining equalities follow from the shift invariance of $\mathcal{S}$. \hfill \Box

Note that (3.8) can be rewritten as $\tilde{E}_{\text{out}} = \mathcal{S}(\tilde{E})$, which has a simple intuitive appeal. The theorems of this section are illustrated graphically in Figure 3.1.
3.3.1 Linear Time Invariant Service Mappings

We conclude this section by considering a service mapping $S$ that is linear and time invariant. In other words, the service mapping corresponds to a service curve guarantee, i.e.

$$S(R) = R * S$$

where $S$ is a service curve for the network element. In this case we show that the theorems of the previous subsection reduce to previously known results. We assume that the arrival process conforms to the envelope $E$.

Observe that

$$S(\tilde{E})(-x) = (\tilde{E} * S)(-x)$$

$$= \inf_{y} \{ \tilde{E}(-x - y) + S(y) \}$$

$$= \inf_{y} \{ -E(y + x) + S(y) \}$$

$$= -\sup_{y} \{ E(y + x) - S(y) \}$$

$$= -(E \lozenge S)(x), \quad (3.10)$$

where we use “$\lozenge$” to denote the deconvolution operator, i.e. $(F \odot G)(x) = \sup_y \{ F(x + y) - G(y) \}$ for all $x$.

First, consider the result of Theorem 3.4. The departure process has envelope $E_{out}$ where $E_{out} = \tilde{S}(\tilde{E})$. In view of (3.10), we have $E_{out} = E \lozenge S$, which agrees with the result in [2].

Second, consider the result of Theorem 3.3. The backlog is upper bounded by $-S(\tilde{E})(0)$. In view of (3.10), we thus have $B(t) \leq (E \lozenge S)(0) = \sup_{y} \{ E(y) - S(y) \}$, which agrees with the result in [2].

Third, consider the result of Theorem 3.3. Using (3.10), the virtual delay $D(t)$ is upper
bounded as follows:

\[
D(t) \leq D_0(S(\tilde{E}))
\]

\[
= \inf\{d : d \geq 0 \text{ and } S(\tilde{E})(d) \geq 0\}
\]

\[
= \inf\{d : d \geq 0 \text{ and } -(E \odot S)(-d) \geq 0\}
\]

\[
= \inf\{d : d \geq 0 \text{ and } -\sup_{y}\{E(y-d) - S(y)\} \geq 0\}
\]

\[
= \inf\{d : d \geq 0 \text{ and } \sup_{y}\{E(y-d) - S(y)\} \leq 0\}
\]

\[
= \inf\{d : d \geq 0 \text{ and } E(y-d) \leq S(y) \text{ for all } y\}
\]

which agrees with the result in [2], i.e. the delay in upper bounded by the “maximum horizontal distance” between the graphs of \(E\) and \(S\).

These results are illustrated graphically in Figure 3.2 in the context of the graph of \(E \odot S\).

### 3.4 FIFO Multiplexers

In this section, we apply the results in the previous section to the case in which network elements correspond to FIFO multiplexers. First, in the next section, we consider a single FIFO multiplexer.

#### 3.4.1 A Single FIFO Multiplexer

Consider two arrival streams incident on a FIFO multiplexer, described by \(R_{in}\) and \(R_{in}^{x}\), with traffic envelopes \(E\) and \(E^{x}\), respectively. The multiplexer serves data in a
FIFO manner as fast as possible with a maximum service rate of $C$ bits per second. From the point of view of the aggregate arrival stream, $R_{in} + R^{x}_{in}$, a service curve of $G$ is provided, where $G(x) = Cx$ if $x \geq 0$ and $G(x) = 0$ otherwise. In other words, if the corresponding departure streams are denoted as $R_{out}$ and $R^{x}_{out}$, then we have $R_{out} + R^{x}_{out} \geq G * (R_{in} + R^{x}_{in})$.

If we assume that packets are served non-preemptively, then if we have non-zero packet sizes (i.e. a non-fluid model), then bits might not depart in exactly FIFO order. Therefore, for simplicity we assume a fluid model, which corresponds to “$L = 0$” as discussed in [14].

In this case, from Theorem 4.1 of [14], it is known that the delay for stream $R_{in}$ is upper bounded by $\bar{D}_{FCFSMUX}$, i.e. $R_{out}(t + \bar{D}_{FCFSMUX}) \geq R_{in}(t)$ for all $t$, where

$$\bar{D}_{FCFSMUX} = \frac{1}{C} \max_{u \geq 0} [E(u) + E^{x}(u) - Cu] . \quad (3.11)$$

Since the system is FIFO, we have using the result from [15] that $R_{out} \geq R_{in} * S_T$ holds for any $T \geq 0$, with $S_T$ given in (3.1). Thus we have $R_{in} \rightarrow \hat{S} \rightarrow R_{out}$ holds, with $\hat{S}$ given in (3.2). It can be shown that $D_{0}(\hat{S}(\hat{E})) \leq \bar{D}_{FCFSMUX}$. In fact, equality holds here since the delay bound from [14] is the best possible. Thus, in some sense Theorem 4.1 of [14] is a special case of Theorem 3.3.

Furthermore, from Theorem 4.4 of [14], it is known that $R_{out}$ has envelope $E_{out}$, where

$$E_{out}(x) = \max_{\Delta \geq 0, D \geq 0} [\min\{E(x + D), E(x + D + \Delta) + E^{x}(\Delta) - C(\Delta + D)\}] . \quad (3.12)$$

We can show that in fact Theorem 3.4 reduces to this result in this case. For brevity we do not include the details here, but we note that we assumed continuity of $E(x)$ and $E^{x}(x)$ for $x > 0$. We conjecture that this assumption is un-necessary, however.

Thus, we assert that Theorems 3.3 and Theorem 3.4 here are more general than Theorems 4.1 and Theorem 4.4 of [14].

### 3.4.2 FIFO Multiplexers in Tandem

In this section we consider the system illustrated in Figure 3.3, where each arrival processes $R_i$ has an envelope $E_i$ of the form $E_i(t) = \sigma_i + \rho_i t$. We are interested in an upper bound for the total delay for flow 0, which is the sum of the delay through each node. We assume that the system is stable, that is $\rho_0 + \rho_1 \leq C_1$ and $\rho_0 + \rho_2 \leq C_2$,
which ensures that the delay is bounded. We use the notation \( \hat{S}_1 \) and \( \hat{S}_2 \) to denote the corresponding minimum service mappings for flow 0 at the first and second multiplexer, respectively, as implied by (3.1) and (3.2).

It can be shown that

\[
\hat{S}_1(\hat{E}_0(t)) = \begin{cases} 
\rho_0 t - \sigma_0 - \rho_0 \frac{\sigma_1}{C_1}, & \text{if } t \leq \frac{\sigma_1}{C_1} \\
C_1 t - \sigma_1 - \sigma_0, & \text{if } \frac{\sigma_1}{C_1} \leq t \leq \frac{\sigma_1 + \sigma_0}{C_1} \\
0, & \text{if } t \geq \frac{\sigma_1 + \sigma_0}{C_1}.
\end{cases}
\]

Moreover, it can be shown that if \( C_2 - \rho_2 \geq C_1 \) we have

\[
\hat{S}_2(\hat{S}_1(\hat{E}_0(t))) = \begin{cases} 
\rho_0 \left( t - \frac{\sigma_2}{C_2} - \frac{\sigma_1}{C_1} \right) - \sigma_0, & \text{if } t \leq \frac{\sigma_1}{C_1} + \frac{\sigma_2}{C_2} \\
C_1 \left( t - \frac{\sigma_2}{C_2} - \frac{\sigma_1}{C_1} \right) - \sigma_0, & \text{if } \frac{\sigma_1}{C_1} + \frac{\sigma_2}{C_2} \leq t \leq \frac{\sigma_1 + \sigma_0}{C_1} + \frac{\sigma_2}{C_2} \\
0, & \text{if } t \geq \frac{\sigma_1 + \sigma_0}{C_1} + \frac{\sigma_2}{C_2},
\end{cases}
\]

whereas if \( C_2 - \rho_2 \leq C_1 \) we have

\[
\hat{S}_2(\hat{S}_1(\hat{E}_0(t))) = \begin{cases} 
\rho_0 \left( t - \frac{\sigma_2}{C_2} - \frac{\sigma_1}{C_1} \right) - \sigma_0, & \text{if } t \leq \frac{\sigma_1}{C_1} + \frac{\sigma_2}{C_2} \\
\frac{C_2 C_1}{C_1 + \rho_2} \left( t - \frac{\sigma_2}{C_2} - \frac{\sigma_1}{C_1} \right) - \sigma_0, & \text{if } \frac{\sigma_1}{C_1} + \frac{\sigma_2}{C_2} \leq t \leq \frac{\sigma_1}{C_1} + \frac{\sigma_2}{C_2} + \frac{\sigma_0 (C_1 + \rho_2)}{C_2 C_1} \\
0, & \text{if } t \geq \frac{\sigma_1}{C_1} + \frac{\sigma_2}{C_2} + \frac{\sigma_0 (C_1 + \rho_2)}{C_2 C_1}.
\end{cases}
\]

The upper bound on the end-to-end delay as given by Theorem 3.2 and Theorem 3.3 is:

\[ D = D_0((\hat{S}_1 \circ \hat{S}_2)(\hat{E}_0)) = D_0(\hat{S}_2(\hat{S}_1(\hat{E}_0))) \]

Carrying out this calculation, it can be verified that our upper bound \( D \) on end to end delay is given by

\[
D = \begin{cases} 
\frac{\sigma_0 + \sigma_1}{C_1} + \frac{\sigma_2}{C_2}, & \text{if } C_2 - \rho_2 \geq C_1 \\
\frac{\sigma_1}{C_1} + \frac{\sigma_2}{C_2} + \frac{\sigma_0 (C_1 + \rho_2)}{C_2 C_1}, & \text{if } C_2 - \rho_2 \leq C_1.
\end{cases} \tag{3.13}
\]

These bounds are indeed achievable. To see why this is true when \( C_2 - \rho_2 \leq C_1 \) consider the following arrival pattern: \( R_0(t) = R_1(t) = 0 \) for \( t < 0; \ R_0(t) = \sigma_0 \) and
\[ R_1(t) = \sigma_1 \text{ for } t \geq 0. \] That is both flows at the first server have a burst at time 0. Suppose that flow 1 is served before flow 0, then suppose that \( R_2(t) = 0 \) for \( t < \frac{\sigma_1}{C_1} \) and that \( R_2(t) = \rho_2(t - \frac{\sigma_1}{C_1}) + \sigma_2 \) otherwise. Under these assumptions the last bit of the burst from flow 0 will experience a total delay given by (3.13). If \( C_2 - \rho_2 \leq C_1 \) the arrival pattern for flow 0 and 1 is the same while in this case \( R_2(t) = 0 \) for \( t < \frac{\sigma_1 + \sigma_0}{C_1} \) and \( R_2(t) = \sigma_2 \) otherwise; again the last bit of the burst from flow 0 will experience a total delay given by (3.13).
Worst Case Average Delay for a Single FIFO Queue

4.1 Introduction

In the previous chapters we have dealt with point-wise bounds, that is bounds that hold at any given time. They can never be violated no matter what the inputs are (as long as they satisfy the corresponding envelopes). At the same time, in most cases, these bounds cannot be achieved over arbitrary time intervals. They can only be achieved for a limited number of specific time instants within each interval. In other words given any arbitrary value $t$ it is often possible to find an arrival pattern so that the delay bound, for example, is achieved exactly at that time. But, if we are interested in a time interval $[t_1, t_2]$, it is not possible, at least in general, to find an arrival pattern such that the delay bound is achieved for all $t \in [t_1, t_2]$.

In some specific cases this might be possible. For example if a single FIFO queue with two inputs with sigma-rho envelopes is such that $C = \rho_0 + \rho_1$, where $C$ is the capacity of the server and $\rho_0$ and $\rho_1$ are the long term rates for the two inputs, then the output and delay bounds can be achieved over arbitrary time intervals. But this is somewhat of an extreme case on the verge of instability and the bounds can be achieved if the inputs are greedy, that is they follow the envelope sending as much traffic as possible, causing only one unbounded busy period.
Note that these issues are not caused by the fact that some of these bounds are not tight. The reason is that they are point-wise bounds, as such they have to be true for any $t$. As an example consider a FIFO queue with inputs that have sigma-rho envelopes (for the sake of simplicity assume that all the envelopes have the same parameters): the worst case delay bound can be achieved at an arbitrary time instant, but after this bound is achieved it will take at least $\sigma/\rho$ units of time before the input traffic can send another maximum size burst without violating the envelope. Therefore if the delay bound is achieved at time $t$ it cannot be achieved anywhere else in the interval $[t - \frac{\sigma}{\rho}, t + \frac{\sigma}{\rho}]$.

One bound that does not have this shortcoming is the worst case average delay, where the average is taken over time. In this case the bound can be achieved over arbitrary time intervals, note that this is not a point-wise bound but rather a bound that has to be true for any time interval.

Theorem 4.7 in [14] gives a bound for the worst case average delay for a FIFO queue serving a single input flow satisfying an envelope. We would like to extend this result to the case where there are two input flows and not just one. A similar problem has been analyzed in [18] but in a probabilistic setting using Palm probabilities.

### 4.2 Problem Statement and Some Definitions

Consider a single FIFO server with capacity $C$ serving two flows $R_{0,\text{in}}$ and $R_{1,\text{in}}$ with envelopes $E_0$ and $E_1$ respectively, such that the system is stable\(^1\) and such that $E_0$ and $E_1$ are concave and $E_1$ is piecewise linear. We are interested in finding an upper bound on the average delay for flow $R_0$, where the average is taken over time. In order to rigorously define this quantity we first define the “ingress” and “egress” time for the bit of the $i$-th input flow arriving after $y$ units of traffic have arrived from the same input:

$$t_{i,\text{in}}(y) = \inf \{ t : R_{i,\text{in}}(t) \geq y \}, \quad t_{i,\text{out}}(y) = \inf \{ t : R_{i,\text{out}}(t) \geq y \}$$

where $R_{i,\text{in}}$ and $R_{i,\text{out}}$ are generic input and output pairs. Note that $R_{\text{in}}(t) \geq R_{\text{out}}(t) \ \forall t$ implies that $t_{\text{out}} \geq t_{\text{in}}$. The delay for this bit is defined as:

$$d_i(y) = t_{i,\text{out}}(y) - t_{i,\text{in}}(y);$$

\(^1\)That is the delay is bounded.
and the average delay as:

$$d_{i,\text{avg}} = \frac{1}{B} \int_0^B d_i(y) \, dy$$

where $B$ is the total amount of data sent by flow $i$.

We will show that there does exist a worst case arrival pattern for $R_{0,\text{in}}$ and $R_{1,\text{in}}$ so that we can use the average delay for this specific case as an upper bound. The main idea is that, exploiting the concavity of $E_1$ and $E_0$, we can start from an arbitrary arrival pattern for both flows and then modify them in such a way that the average delay can only increase (or stay the same). Dealing with the cross traffic it is fairly easy: we will show that flow 1 should simply send as much traffic as the envelope allows starting from the beginning of each busy period.

For flow 0 the argument is more complicated but the basic idea is fairly simple; given that $E_1$ (the cross traffic envelope) is concave there exist a time $\alpha$ at which the backlog due to flow 1 is maximized if flow 1 were the only input to the server (we will give a rigorous definition for all the quantities involved in the remainder of this chapter). Flow 0 should try to send all its traffic as close as possible to time $\alpha$ without violating its envelope. We will show that “best” way of sending this traffic (i.e. the arrival pattern with the worst case average delay) is to use the biggest slope of $E_0$ around time $\alpha$ ($E_0$ is piecewise linear), then use the second biggest slope in two different intervals one to the left of $\alpha$ and one to the right of $\alpha$, and so on for the other slopes of $E_0$. We will show that this optimal solution has a certain property that we will call “water-filling”, because the length of each interval is the solution of a problem that is somewhat equivalent to pouring water in a convex bowl and letting the water reach an uniform level.

### 4.3 Preliminary Results

Before proving the main theorem that gives a bound for the average delay we are going to present some preliminary results that will be used later on. First we consider an optimization problem that will appear in the proof of the main theorem and that introduces the water filling condition. Next we turn our attention to the problem at hand and we show how we can modify arbitrary arrival patterns for $R_{0,\text{in}}$ and $R_{1,\text{in}}$ in order to increase the average delay. The basic idea is to consider the “cross traffic” first ($R_1$) and then the “through traffic” ($R_0$). In a first lemma we show that for any (fixed) $R_{0,\text{in}}$
it is possible to upper bound $d_0(y)$ by considering the case where $R_{1,\text{in}}$ is greedy (that is it follows the envelope) starting at the beginning of the system busy period containing $t_{0,\text{in}}(y)$. Throughout the proofs we will use roman numeral superscripts ($R_{0,\text{in}}^I$, $R_{0,\text{in}}^II$) to distinguish between specific realizations of the same process corresponding to different scenarios. Similarly let $d_0^I(y)$ (resp. $d_0^II(y)$) be the delay for the bit entering the server at time $t_{0,\text{in}}(y)$ when the inputs are $R_{0,\text{in}}^I$ and $R_{1,\text{in}}^I$ (resp. $R_{0,\text{in}}^II$ and $R_{1,\text{in}}^II$). Furthermore we define a system busy period as each of the maximal-size (longest) time intervals over which the total backlog is non-zero.

4.3.1 An optimization problem

Suppose we are given a function $f(x)$ that is concave for $x > 0$ and such that $f(x)$ is decreasing for all $x \geq \alpha$ for some $\alpha \geq 0$. We will assume the $\alpha$ is the smallest such value, that is

$$\alpha = \inf\{u \geq 0 : f(x_1) \geq f(x_2) \forall x_2 \geq x_1 \geq u\}.$$ 

Note that the definition of $\alpha$ and the fact that $f$ is concave imply that $f$ is increasing for $x \leq \alpha$ and decreasing for $x \geq \alpha$. We will also assume that $f(x) = 0$ for $x < 0$.

Furthermore assume that we are given a collection of $N$ “weights” $r_n \geq 0$ ($n = 1 \ldots N$), and “lengths” $L_n \geq 0$ ($n = 1 \ldots N$). Let $T_{nm} = (\tau_{nm}, t_{nm})$ ($t_{nm} > \tau_{nm} \geq 0 \forall n, m$) be a collection of (non overlapping) intervals whose individual length we will define as $l_{nm} = t_{nm} - \tau_{nm}$, let $M_n$ be the number of intervals whose first index is $n$. Based on these definitions, we would like to solve the following optimization problem:

$$\max_{\tau_{nm},t_{nm}} \sum_{n=1}^{N} r_n \int_{\bigcup_m T_{nm}} f(x)dx ,$$  

subject to the constraints:

$$T_{ij} \cap T_{nm} = \emptyset \forall i, j, n, m$$  

$$\sum_{m=1}^{M_n} l_{nm} = L_n n = 1 \ldots N .$$  

One possible interpretation of this problem is that we would like to maximize the weighted sum of integrals ($r_n$ are the weights) over a certain collection of intervals. Each interval is associated with a weight and we can place these intervals anywhere we want as long
as they are non-overlapping and the sum of the lengths of all the intervals associated with weight $n$ is exactly $L_n$. Note that the fact that $f(x) \leq f(\alpha)$ for any $x$ implies that $f$ is bounded so that $\int_{(\tau_{nm}, t_{nm})} f = \int_{[\tau_{nm}, t_{nm}]} f$. Note as well that the definition of $\alpha$ and the fact that $f$ is concave imply that $f(\alpha) = \sup \{ f(x) \}$, unless $\alpha = 0$ and $f$ is discontinuous at 0, in this case $\sup \{ f(x) \} = \lim_{x \to 0^+} f(x)$. It is also useful to define the following quantities:

$$
\tau_{\min} = \min_{n,m} \{ \tau_{nm} \}
$$

$$
t_{\max} = \max_{n,m} \{ t_{nm} \}
$$

$$
\xi = \min \{ f(\tau_{\min}), f(t_{\max}) \}
$$

$$
L = \sum_{n=1}^{N} L_n.
$$

Before we examine the general case it is useful to point out that there is one trivial case. Let

$$
\beta = \sup \{ u \geq \alpha : f(u) \geq f(\alpha) \},
$$

it is possible that $\beta > \alpha$, this happens if $f$ is “flat” for values of $x$ between $\alpha$ and $\beta$, if $\beta > \alpha$ and $L \leq \beta - \alpha$ then we can distribute the weights in any way we want as long as $\alpha \leq \tau_{\min} < t_{\max} \leq \beta$, any solution satisfying this condition will have the same cost and will achieve the maximum.

The next three lemmas show that the optimal solution for (4.1) needs to satisfy three properties. The first one says that there are no “holes” in the collection of intervals, that is for every $n$ and $m$ there exist $i$ and $j$ such that $\tau_{nm} = t_{ij}$ (except for the very first interval). The second one deals with the location of $\tau_{\min}$ and $t_{\max}$ in the optimal solution and the third one shows that in the optimal solution weights are distributed around the point $\alpha$ according to a specific property.

**Lemma 4.1.** The optimal solution of (4.1) is such that for every $n$ and $m$ there exist $i$ and $j$ satisfying $\tau_{nm} = t_{ij}$ unless $\tau_{nm} = \tau_{\min}$.

**Proof.** By contradiction: suppose there exist an optimal solution $\{T_{nm}\}$ with $i,j, k, p$ such that

$$
(t_{ij}, \tau_{kp}) \cap \left( \bigcup_{n,m} T_{nm} \right) = \emptyset,
$$
that is there are no intervals between \( t_{ij} \) and \( \tau_{kp} \). Assuming \( t_{ij} \geq \alpha \), it is then possible to construct a new set of intervals \( T'_{nm} \) as follows:

\[
\tau'_{nm} = \begin{cases} 
\tau_{nm}, & \text{if } \tau_{nm} \leq \tau_{kp} \\
\tau_{nm} - (\tau_{kp} - t_{ij}), & \text{if } \tau_{nm} > \tau_{kp}
\end{cases}
\]

\[
t'_{nm} = \begin{cases} 
t_{nm}, & \text{if } t_{nm} < t_{kp} \\
t_{nm} - (\tau_{kp} - t_{ij}), & \text{if } t_{nm} \geq t_{kp}.
\end{cases}
\]

That is all the intervals after \( \tau_{kp} \) are moved to the left (closer to \( \alpha \)) by \( \tau_{kp} - t_{ij} \). Let \( A = \{(n, m) : \tau_{nm} \leq \tau_{ij}\} \) and \( B = \{(n, m) : \tau_{nm} \geq \tau_{kp}\} \) so that \((\bigcup_{a \in A} T_a) \cup (\bigcup_{b \in B} T_b) = \bigcup_{n,m} T_{nm}\) and taking the difference between the two solutions we have:

\[
\int_{\bigcup_{n,m} T_{nm}} f(x)dx - \int_{\bigcup_{n,m} T'_{nm}} f(x)dx = \int_{\bigcup_{a \in A} T_a} f(x)dx + \int_{\bigcup_{b \in B} T_b} f(x)dx - \int_{\bigcup_{a \in A} T'_a} f(x)dx - \int_{\bigcup_{b \in B} T'_b} f(x)dx \tag{4.4}
\]

\[
= \int_{\bigcup_{b \in B} T_b} f(x)dx - \int_{\bigcup_{b \in B} T'_b} f(x)dx \tag{4.5}
\]

\[
= \sum_{(n,m) \in B} \int_{\tau_{nm}}^{t_{nm}} f(x)dx - \sum_{(n,m) \in B} \int_{\tau'_{nm}}^{t'_{nm}} f(x)dx \tag{4.6}
\]

\[
= \sum_{(n,m) \in B} \int_{\tau_{nm}}^{t_{nm}} f(x)dx \tag{4.7}
\]

\[
- \sum_{(n,m) \in B} \int_{\tau_{nm}-(\tau_{kp}-t_{ij})}^{t_{nm}-(\tau_{kp}-t_{ij})} f(x)dx \tag{4.8}
\]

\[
\leq 0. \tag{4.9}
\]

In (4.4) we did not include the weights \( r_n \) because \( T_{nm} \) and \( T'_{nm} \) have the same weight assignment. The only difference between the two solutions is the same of the intervals in \( T'_{nm} \) are shifted to the left. The first equality (4.4) follows from the definitions of \( A \) and \( B \). Similarly it follows from the definition of \( A \) that \( \int_{\bigcup_{a \in A} T_{nm}} = \int_{\bigcup_{a \in A} T'_{nm}} \) as \( \forall a \in A T_a = T'_a \) (all the intervals with \( \tau_{nm} \leq \tau_{ij} \) are not moved) and hence (4.5). As \( f \) is continuous we can rewrite (4.5) as the sum of the integrals over each interval to obtain (4.6). From the definition of \( B \) we have that \( \forall (n, m) \in B \ t'_{nm} = t_{nm} - (\tau_{kp} - t_{ij}) \) and \( \tau'_{nm} = \tau_{nm} - (\tau_{kp} - t_{ij}) \) and hence (4.7). Finally the fact that \( t_{ij} \geq \alpha \) and the definition of \( B \) imply that \( \forall (n, m) \in B \tau_{nm} \geq \alpha \) and \( \tau_{nm} - (\tau_{kp} - t_{ij}) \geq \alpha \) so that \( f(x) \leq f(x - (\tau_{kp} - t_{ij})) \) for any \( x \in (\tau_{nm}, t_{nm}) \) such that \((n, m) \in B\), as \( f \) is a decreasing (non-increasing) function...
for \( x \geq \alpha \), hence
\[
\int_{\tau_{nm}}^{t_{nm}} f(x)dx \leq \int_{\tau_{nm}-(\tau_{kp}-t_{ij})}^{t_{nm}-(\tau_{kp}-t_{ij})} f(x)dx \forall (n,m) \in B ,
\]
from this (4.9) follows immediately which is a contradiction because we were assuming that \( \{T_{nm}\} \) is an optimal solution but we have constructed a better one.

So far we were assuming that \( t_{ij} \geq \alpha \), if this is not the case a similar argument holds. If \( t_{ij} \leq \alpha \) simply shift all the intervals before \( t_{ij} \) to the right by \( \tau_{kp}-t_{ij} \) and leave all the others unchanged. If \( t_{ij} \leq \alpha \leq \tau_{kp} \) shift all the intervals before \( t_{ij} \) to the right by \( \tau_{kp}-t_{ij} \) and all those after \( t_{ij} \) to the left by the same amount. In both cases a similar argument shows that the value of the integral over each interval is going to increase given that \( f \) is increasing for \( x \leq \alpha \) and decreasing for \( x \geq \alpha \). \( \square \)

**Lemma 4.2.** Let \( f(0^+) = \lim_{x \to 0^+} f(x) \), if \( f(0^+) \leq f(L) \) the optimal solution of (4.1) is such that
\[
f(\tau_{\min}) = f(t_{\max}) ,
\]
while if \( f(0^+) > f(L) \) the optimal solution is such that
\[
\tau_{\min} = 0, t_{\max} = L .
\]

**Proof.** First let us consider the case where \( f(0^+) \leq f(L) \) and suppose that there exists an optimal solution \( \{T_{nm}\} \) such that \( f(\tau_{\min}) > f(t_{\max}) \) (see Figure 4.1). From Lemma 4.1
we know that the optimal solution is such that \( t_{\text{max}} - \tau_{\text{min}} = L \). Given that \( f(0^+) \leq f(L) \), and that \( f \) is continuous there exist \( x_1 \) and \( x_2 \) such that \( x_1 \leq \alpha \leq x_2 \), \( x_2 - x_1 = L \) and \( f(x_1) = f(x_2) \), note that we also have \( x_1 \leq \tau_{\text{min}} \) and \( x_2 \leq t_{\text{max}} \).

Let \( A = \{(n, m) : \tau_{nm} \leq x_2\} \) and \( B = \{(n, m) : \tau_{nm} \geq x_2\} \) that is all the intervals to the left and to the right of \( x_2 \), respectively, in the original solution. Next construct a new solution \( \{T'_{nm}\} \) by moving all the intervals in \( B \) to the left of \( \tau_{\text{min}} \) without changing their relative ordering. If \( \tau_{ij < x_2 < t_{ij}} \) for some \( i, j \) then divide this interval into two new intervals: \((\tau_{ij}, x_2)\) and \((x_2, t_{ij})\) and leave the first one in the set \( A \) and add the second one to the set \( B \), this way we will have one more interval than the original solution and \( M'_i = M_i + 1 \) and \( B' = B \cup (\tau_{iM'_i} = x_2, t_{iM'_i} = t_{ij}) \). Formally:

\[
\tau'_{nm} = \begin{cases} 
\tau_{nm}, & \text{if } (n, m) \in A \\
\tau_{nm} - (t_{\text{max}} - x_1), & \text{if } (n, m) \in B \\
x_2 - (t_{\text{max}} - x_1), & \text{if } n = i \text{ and } m = M'_i 
\end{cases}
\]

\[
t'_{nm} = \begin{cases} 
t_{nm}, & \text{if } (n, m) \in A \text{ and } (n, m) \neq (i, j) \\
t_{nm} - (t_{\text{max}} - x_1), & \text{if } (n, m) \in B \\
x_2, & \text{if } n = i \text{ and } m = j \\
t_{ij} - (t_{\text{max}} - x_1), & \text{if } n = i \text{ and } m = M'_i 
\end{cases}
\]

Note that \( \tau'_{\text{min}} = x_1 \) and \( t'_{\text{max}} = x_2 \) so that \( f(\tau'_{\text{min}}) = f(t'_{\text{max}}) \).
Taking the difference between the two solutions and letting \( \delta = (t_{\max} - x_1) \) we have:

\[
\int_{U_m} f(x)dx - \int_{U_m} T_{nm}' f(x)dx = \int_{U_{i\in A} T_{nm}} T_{nm} - \int_{U_{j\in B} T_{nm}} T_{nm}' - \int_{U_{k\in A} T_{nm}} T_{nm} - \int_{U_{l\in B} T_{nm}'}
\]

\[
= \int_{U_{k\in B} T_{nm}} T_{nm} + \int_{x_{2}, t_{ij}} T_{nm}' - \int_{U_{l\in B} T_{nm}'} T_{nm} - \int_{(x_{2} - \delta, t_{ij} - \delta)}
\]

\[
= \sum_{(n,m)\in B} \int_{\tau_{nm}'} T_{nm} f + \int_{x_{2}} T_{nm}' f
\]

\[
- \sum_{(n,m)\in B} \int_{\tau_{nm}} T_{nm}' f - \int_{x_{2} - \delta} T_{nm} f
\]

\[
= \sum_{(n,m)\in B} \int_{\tau_{nm}} T_{nm} f + \int_{x_{2}} T_{nm} f
\]

\[
- \sum_{(n,m)\in B} \int_{\tau_{nm} - \delta} T_{nm} f - \int_{x_{2} - \delta} T_{nm} f
\]

\[
\leq 0.
\]

Similarly to what we did for the proof of Lemma 4.2 in (4.10) we did not include the weights \( r_{n} \) because \( T_{nm} \) and \( T_{nm}' \) have the same weight assignment. The only difference between the two solutions is the some of the intervals in \( T_{nm}' \) are shifted to the left. The first equality (4.10) follows from the definitions of \( A \) and \( B \). For (4.11) it follows from the definition of \( A \) that

\[
\int_{U_{i\in A} T_{nm}} T_{nm} = \int_{U_{i\in A / (i,j)} T_{nm}} + \int_{(\tau_{ij}, x_{2})} + \int_{(x_{2}, t_{ij})} = \int_{U_{i\in A} T_{nm}} + \int_{(x_{2}, t_{ij})},
\]

as \( \forall a \in A / (i,j) T_{a} = T_{a}' \) (all the intervals with \( \tau_{nm} \leq \tau_{ij} \) are not moved) and the interval \( (\tau_{ij}, t_{ij}) \) is changed to \( (\tau_{ij}, x_{2}) \) in \( T_{nm}' \). From the definitions of \( B \) and \( B' \) we have that

\[
\int_{U_{k\in B} T_{nm}'} = \int_{U_{k\in B} T_{nm}'} + \int_{(x_{2} - (t_{\max} - x_{1}), t_{ij} - (t_{\max} - x_{1}))}.
\]

As \( f \) is continuous we can rewrite (4.11) as the sum of the integrals over each interval to obtain (4.12). From the definition of \( B \) we have that \( \forall (n,m) \in B \ t_{nm}' = t_{nm} - \delta \) and \( \tau_{nm}' = \tau_{nm} - \delta \) and hence (4.13). The concavity of \( f \) and the definition of \( \alpha \) and the facts that \( x_{1} \leq \tau_{\min} \) and that \( x_{2} \leq t_{\max} \) imply that \( \forall u \in (x_{1}, \tau_{\min}) \) and \( \forall v \in (x_{2}, t_{\max}) \)
\[ f(u) \geq f(v) \text{ so that:} \]
\[
\int_{\tau_{nm}}^{t_{nm}} f(x)dx \leq \int_{\tau_{nm}-\delta}^{t_{nm}-\delta} f(x)dx \forall (n,m) \in B \\
\int_{x_2}^{t_{ij}} f(x)dx \leq \int_{x_2-\delta}^{t_{ij}-\delta} f(x)dx .
\]

From this we have (4.14) and a contradiction.

So far we have been assuming that \( f(0^+) \leq f(L) \) and \( f(\tau_{\min}) > f(t_{\max}) \); if \( f(0^+) \leq f(L) \) and \( f(\tau_{\min}) < f(t_{\max}) \) a similar proof works with the only difference that now all the intervals to the right of \( x_1 \) are in the set \( A \) and all those to the left are in set \( B \) and these will be shifted to the right by \( x_1 - \tau_{\min} \). If \( f(0^+) > f(L) \) a similar proof works as well with \( x_1 = 0 \) and \( x_2 = f(L) \), in this case all the intervals between \( x_2 \) and \( t_{\max} \) are in the set \( B \) and they will be shifted to the left by \( t_{\max} - x_1 \) to construct a new solution with a bigger value than the original one.

Before the next lemma we need to introduce the definition of the “water-filling” condition: \( \forall w \in [\xi, f(\alpha)] \) define

\[
x_1 = \begin{cases} 
\sup \{u : f(u) \leq w \text{ and } u \leq \alpha\}, & \text{if } w \geq f(0^+) \\
0, & \text{if } w < f(0^+)
\end{cases} \tag{4.15}
\]

\[
x_2 = \begin{cases} 
\inf \{u : f(u) \leq w \text{ and } u \geq \alpha\}, & \text{if } w \geq f(0^+) \\
f^{-1}(w), & \text{if } w < f(0^+)
\end{cases} \tag{4.16}
\]

Note that these two quantities are always well defined and that \( f(x_1) = f(x_2) \) if \( w \geq f(0^+) \). Also, define

\[
K = \{n : \exists m \text{ such that } x_1 \leq \tau_{nm} \text{ and } t_{nm} \leq x_2\} \\
Q = \{n : \exists m \text{ such that } t_{nm} \leq x_1 \text{ or } \tau_{nm} \geq x_2\}.
\]

We say that a solution \( \{T_{nm}\} \) does satisfy the water-filling condition if \( \forall k \in K \) and \( \forall q \in Q \) we have \( r_k \geq r_q \). Intuitively if this condition is true it means that the weights \( r_n \) are distributed around \( \alpha \) in such a way that the heavier weights are closer to \( \alpha \) (see Figure 4.2). The name for this condition was inspired by the fact that \( f \) can be thought as an “upside down” bowl and in the case of a single weight the optimal solution is the same as if a certain amount of water was poured in the bowl until the water level was such
that \( f(\tau_{\text{min}}) = f(t_{\text{max}}) \) with “gravity” pulling the water up. Note that the analogy is not perfect because the amount (volume) of water is not fixed a priori, what it actually fixed is the length of the stable solution \( L = t_{\text{max}} - \tau_{\text{min}} \). In the case of multiple weights the analogy is not perfect as well but we can construct an iterative algorithm that considers one weight at a time. Starting with heavier weight \( r_i \) find the optimal solution if \( r_i \) was the only weight, this will give \( \tau_i \) and \( t_i \) appropriately centered around \( \alpha \), next consider the second heaviest weight \( r_j \) and construct a new “bowl” \( f'(x) \) built as follows (see Figure 4.3):

\[
f'(x) = \begin{cases} 
  f(x), & \text{if } 0 \leq x \leq \tau_i \\
  f(x + t_i - \tau_i), & \text{if } x \leq \tau_i,
\end{cases}
\]

then use this new “bowl” to find the water filling solution assuming \( r_j \) was the only weight.
This solution gives $\tau_j' \text{ and } t_j'$, such that $f'(\tau_j') = f'(t_j')$. We can use these values to construct a solution for the original $f$ by dividing $[\tau_j, t_j]$ into two intervals: $[\tau_{j1} = \tau_j', t_{j1} = \tau_j]$ and $[\tau_{j2} = t_i, t_{j2} = t_i + t_j' - \tau_i]$, in other words every weight, other than the biggest one, will have two different intervals associated with it, one to the left of $\alpha$ and one to the right.

Using this definition we can introduce the next lemma about the properties of the optimal solution.

**Lemma 4.3.** The optimal solution of (4.1) is such that the water-filling condition does hold.

**Proof.** Again by contradiction: suppose that there exist an optimal solution $\{T_{nm}\}$ that violates the water-filling condition, therefore there must exist a $\bar{w} \in [\xi, f(\alpha)]$ with the corresponding $x_1, x_2, K$ and $Q$ such that for some $i \in K$ and $j \in Q r_i \leq r_j$. Let $(i, m_1) \text{ and } (j, m_2)$ be the indices corresponding to the intervals that violate the water-filling condition. First we will consider the case where $l_{im_1} \geq l_{jm_2}$ and $\tau_{im_1} \geq \alpha$. Once more we will construct a new solution $\{T'_{nm}\}$, which is better than $\{T_{nm}\}$, moving the “heavier” interval $T_{jm_2}$ closer to $\alpha$ by replacing with it the first part of the interval $T_{im_1}$. As this interval is going to be split in two the new solution has one more interval than the original one. We are going to switch the first part of $T_{im_1}$, specifically $(\tau_{im_1}, \tau_{im_1} + l_{jm_2})$, with $T_{jm_2}$ while the second part $(\tau_{im_1} + l_{jm_2}, t_{im_1})$ will be the new extra interval in $\{T'_{nm}\}$ so
that \( M'_i = M_i + 1 \) (see Figure 4.4). Formally:

\[
\tau'_{nm} = \begin{cases} 
\tau_{nm} & \text{if } n \neq i, j \text{ and } m \neq m_1, m_2, M'_i \\
\tau_{im_1} & \text{if } n = j \text{ and } m = m_2 \\
\tau_{jm_2} & \text{if } n = i \text{ and } m = m_1 \\
\tau_{im_1} + l_{jm_2} & \text{if } n = i \text{ and } m = M'_i 
\end{cases} \tag{4.17}
\]

\[
t'_{nm} = \begin{cases} 
t_{nm} & \text{if } n \neq i, j \text{ and } m \neq m_1, m_2, M'_i \\
\tau_{im_1} + l_{jm_2} & \text{if } n = j \text{ and } m = m_2 \\
t_{jm_2} & \text{if } n = i \text{ and } m = m_1 \\
t_{im_1} & \text{if } n = i \text{ and } m = M'_i 
\end{cases} \tag{4.18}
\]

As we are considering the case where \( l_{jm_2} \leq l_{im_1} \) and given the fact that \( l_{im_1} = t_{im_1} - \tau_{im_1} \) we have:

\[
r_i \int_{\tau_{im_1}}^{t_{im_1}} f(x)dx = r_i \int_{\tau_{im_1}}^{\tau_{im_1} + l_{jm_2}} f(x)dx + r_i \int_{\tau_{im_1} + l_{jm_2}}^{t_{im_1}} f(x)dx \tag{4.19}
\]

Combining (4.19) with the fact that \( \{T_{nm}\} \) and \( \{T'_{nm}\} \) are identical if \( n \neq i, j \) and \( m \neq m_1, m_2, M'_i \) it is easy to see that by taking the difference of the two solutions we have (4.20):

\[
\sum_n r_n \int_{\mathcal{M}} T_{nm} f - \sum_n r_n \int_{\mathcal{M}} T'_{nm} f = r_i \int_{\tau_{im_1}}^{\tau_{im_1} + l_{jm_2}} f(x)dx + r_i \int_{\tau_{im_1} + l_{jm_2}}^{t_{im_1}} f(x)dx - r_i \int_{\tau_{im_1} + l_{jm_2}}^{t_{im_1}} f(x)dx \tag{4.20}
\]

\[
= (r_i - r_j) \int_{\tau_{im_1}}^{\tau_{im_1} + l_{jm_2}} f(x)dx - (r_i - r_j) \int_{\tau_{jm_2}}^{t_{jm_2}} f(x)dx \tag{4.21}
\]

\[
\leq 0, \tag{4.22}
\]

in (4.11) we have used the definitions of \( \tau'_{nm} \) and \( t'_{nm} \) from (4.17) and (4.18) respectively.

To see why (4.22) is true consider that by the definition of \( x_1 \) and \( x_2 \) and the concavity
of \( f \), for all \( u \in [x_1, x_2] \) and \( v \) such that \( v \leq x_1 \) or \( v \geq x_2 \) it is true that \( f(u) \geq f(v) \); by assumption \( (\tau_{im_1}, \tau_{im_1} + l_{jm_2}) \subset [x_1, x_2] \) while \( (\tau_{jm_2}, t_{jm_2}) \) is outside \([x_1, x_2]\), hence for any \( u \in (\tau_{im_1}, \tau_{im_1} + l_{jm_2}) \) and \( v \in (\tau_{jm_2}, t_{jm_2}) \) we have \( f(u) \geq f(v) \) and:

\[
\int_{\tau_{im_1}}^{\tau_{im_1} + l_{jm_2}} f(x) dx \geq \int_{\tau_{jm_2}}^{t_{jm_2}} f(x) dx.
\]

At the same time \( r_i \leq r_j \) again by assumption so that (4.22) is true and we have a contradiction because \( \{T'_{nm}\} \) is a better than the optimal solution \( \{T_{nm}\} \).

Incidentally if \( T_{im_1} \) and \( T_{jm_2} \) were the only two intervals violating the water-filling condition \( \{T'_{nm}\} \) does satisfy the condition. Furthermore if there are other intervals that violate the condition the same construction can be used as the basis of an algorithm that will build the optimal solution starting from any solution satisfying the conditions of Lemmas 4.1 and 4.2.

So far we have considered the case where \( l_{im_1} \geq l_{jm_2} \) and \( \tau_{im_1} \geq \alpha \), for the case where \( l_{im_1} \geq l_{jm_2} \) and \( \tau_{im_1} \leq t_{im_1} \leq \alpha \) a similar argument holds with the difference that the interval \((\tau_{jm_2}, t_{jm_2})\) is moved to \((t_{im_1} - l_{jm_2}, t_{im_1})\) that is at the end of the \( T_{im_1} \) interval while the beginning of the original interval \( T_{im_1} \) is left unchanged, in this case the previous solution (moving \( T_{jm_2} \) to the beginning of \( T_{im_1} \)) would still give a better solution but this solution would still violate the water-filling condition given that the remaining part of \( T_{im_1} \) that is \( T'_{im_1} \) would have a lighter weight than \( T'_{jm_2} \) but it would be closer to \( \alpha \). If \( l_{im_1} \geq l_{jm_2} \) and \( \tau_{im_1} \leq \alpha \leq t_{im_1} \) \( T_{jm_2} \) should be moved to \((x_3, x_4)\) where \( x_3 \) and \( x_4 \) are such that \( x_3 \leq \alpha \leq x_4 \), \( x_4 - x_3 = l_{jm_2} \) and \( f(x_3) = f(x_4) \), it is possible that \( x_3 \leq \tau_{im_1} \), in this case \( T_{jm_2} \) should be moved to \((\tau_{im_1}, \tau_{im_1} + l_{jm_2})\), similarly if \( x_4 \geq t_{im_1} \) move \( T_{jm_2} \) to \((t_{im_1} - l_{jm_2}, t_{im_1})\); note that it is never possible that \( x_3 \leq \tau_{im_1} \) and at the same time \( x_4 \geq t_{im_1} \) given that we are assuming \( l_{im_1} \geq l_{jm_2} \).

For the case where \( l_{im_1} \leq l_{jm_2} \) and \( \alpha \leq \tau_{jm_2} \) a similar argument holds if we exchange \((\tau_{jm_2}, \tau_{jm_2} + l_{im_1})\) with \((\tau_{im_1}, t_{im_1})\) while if \( l_{im_1} \leq l_{jm_2} \) and \( \alpha \geq t_{jm_2} \) we should switch \((t_{jm_2} - l_{im_1}, t_{jm_2})\) with \((\tau_{im_1}, t_{im_1})\). Note that \( \tau_{jm_2} \leq \alpha \leq t_{jm_2} \) is impossible otherwise \( \{T_{nm}\} \) would satisfy the water-filling condition and we are assuming it is not.

The last three lemmas have established necessary conditions for a solution to be the optimal one. The next lemma shows that any two solutions satisfying the water filling condition have the same cost and therefore the conditions expressed by the previous three lemmas and necessary and sufficient condition for optimality.
Lemma 4.4. Let \( \{T_{nm}\} \) and \( \{T'_{nm}\} \) be two different solutions of (4.1) such that both do satisfy the water filling condition as well as Lemmas 4.1 and 4.2, then:

\[
\sum_{n=1}^{N} r_n \int \left( \bigcup_{m} T_{nm} \right) f(x)dx = \sum_{n=1}^{N} r_n \int \left( \bigcup_{m} T'_{nm} \right) f(x)dx,
\]

that is both solutions have the same (optimal) cost.

Proof. First we will show that for any \( w \in [\xi, f(\alpha)] \) both solutions are such that

\[
\sum_{n=1}^{N} r_n \int \left( \bigcup_{m} T_{nm} \right) \cap [x_1, x_2] f(x)dx = \sum_{n=1}^{N} r_n \int \left( \bigcup_{m} T'_{nm} \right) \cap [x_1, x_2] f(x)dx
\]

(4.23)

where \( x_1 \) and \( x_2 \) are defined as in (4.15) and (4.16), in other words the value of the sum of the integrals between \( x_1 \) and \( x_2 \) is the same for both solutions. Note that this does not imply that the solutions are identical, each solution can have a different number of intervals, but they have to distribute the weights in the same way, more precisely: \( \bigcup_{m} T_{nm} = \bigcup_{m} T'_{nm} \) for every \( n \in [1, N] \).

To see why (4.23) is true suppose it is not, that is the two solutions are such that there exist at least two time intervals such that each solution assigns a different weight to the two intervals. Let \( \bar{w} \) be the biggest value of \( w \) such that the corresponding \([x_1, x_2]\) contains one of the two intervals over which the two solutions differ. Let \( t_1 \) and \( t_2 \) be the extremes of this interval such that \( x_1 < t_1 < t_2 < x_2 \) and

\[
\left( \bigcup_{m} T_{im} \right) \cap [t_1, t_2] = \left( \bigcup_{m} T'_{jm} \right) \cap [t_1, t_2],
\]

that is solution \( \{T_{nm}\} \) assigns weight \( r_i \) to the interval \((t_1, t_2)\) while solution \( \{T'_{nm}\} \) assigns weight \( r_j \) to the same interval. For the two solutions to be different it must be true that \( r_i \neq r_j \), therefore either \( r_i > r_j \) or \( r_i < r_j \).

Given that both solutions do satisfy the constraints (4.2) and (4.3) \( L_i \) and \( L_j \) are the same for both solutions, therefore if \( \{T_{nm}\} \) assigns \( r_i \) to \((t_1, t_2)\) it means that it has to assign \( r_j \) to other intervals, outside \([x_1, x_2]\), whose total length is \( t_2 - t_1 \) (recall that \( \bar{w} \) is the biggest value of \( w \) such there is a difference between the two solutions so that the other differences must be outside \([x_1, x_2]\)). Now suppose that \( r_i < r_j \) then this would contradict the water filling condition because \( r_j > r_i \) and \( r_j \) is assigned to an interval outside \([x_1, x_2]\) while it should be assigned to one inside \([x_1, x_2]\). So \( \{T_{nm}\} \) cannot satisfy the water filling
condition and we have a contradiction. Similarly if \( r_i > r_j \) then it is \( \{T'_{nm}\} \) that cannot satisfy the water filling condition. Therefore (4.23) must be true.

Given that (4.23) is true for any \( w \in [\xi, f(\alpha)] \) it has to be true for \( w = \xi \) but in this case \( x_1 \leq \tau_{\text{min}} \) and \( x_2 \geq t_{\text{max}} \) so that

\[
\sum_{n=1}^{N} r_n \int_{\bigcup_{m} T_{nm}} f(x) dx = \sum_{n=1}^{N} r_n \int_{(\bigcup_{m} T_{nm}) \cap [x_1, x_2]} f(x) dx = \sum_{n=1}^{N} r_n \int_{(\bigcup_{m} T'_{nm}) \cap [x_1, x_2]} f(x) dx = \sum_{n=1}^{N} r_n \int_{\bigcup_{m} T'_{nm}} f(x) dx.
\]

Combining this with the fact that \( \{T_{nm}\} \) and \( \{T'_{nm}\} \) satisfy Lemmas 4.1, 4.2 and 4.3 we have that they both have the same optimal cost. \qed

4.3.2 Fixing the cross traffic and making some changes to the through traffic

Now we consider again the original problem of maximizing the worst case average delay for flow 0. We first turn our attention to the cross traffic \( R_{1,\text{in}} \). In the first lemma we show that the worst case is when \( R_{1,\text{in}} \) is greedy (i.e. it follows the envelope) from the beginning of each busy period. Next we turn our attention to \( R_{0,\text{in}} \) but, before we can show how to modify \( R_{I,\text{in}}(t) \) in order to increase the average delay, we need to introduce some new functions that will be used to construct the modified version of \( R_{0,\text{in}}(t) \). We will also show that these functions have several properties that will be exploited later on.

Lemma 4.5. Given any (fixed) \( R^I_{0,\text{in}}(t), R^I_{1,\text{in}}(t) \) and \( \bar{y} \); let \( \tau \) be the beginning of the system busy period containing \( t_0,\text{in} (\bar{y}) \) (if \( t_0,\text{in} (\bar{y}) \) is not contained in any busy period let \( \tau = t_m(\bar{y}) \)) also let \( R^{II}_{0,\text{in}}(t) = R^I_{0,\text{in}}(t) \) and

\[
R^{II}_{1,\text{in}}(t) = \begin{cases} 
R^{II}_{1,\text{in}}(t), & t < \tau \\
E_1(t - \tau) + R^I_{1,\text{in}}(\tau), & \tau \leq t \leq t_0,\text{in}(\bar{y})
\end{cases}
\]

(4.24)

(given that we are interested in \( d_0(\bar{y}) \) how we define \( R_{1,\text{in}}(t) \) for \( t > t_0,\text{in}(\bar{y}) \) is irrelevant). Then \( d^I_{0}(\bar{y}) \leq d^{II}_{0}(\bar{y}) \).
Proof. For the sake of simplicity we will assume that all input process are continuous processes, the following argument holds for the non continuous case as well but the notation is somewhat cumbersome. Let $b^I(t)$ and $b^{II}(t)$ be the total backlog (from both flows) at time $t$ for the two scenarios described above. By definition of backlog for any $\tau \leq t \leq t_{0,in}(\bar{y})$ we have
\[ b(t) = R_{0,in}(t) - R_{0,in}(\tau) + R_{1,in}(t) - R_{1,in}(\tau) - C(t-\tau) \]
so that
\[
\begin{align*}
  b^I(t) &= R^I_{0,in}(t) - R^I_{0,in}(\tau) + R^I_{1,in}(t) - R^I_{1,in}(\tau) - C(t-\tau) \\
  &\leq R^I_{0,in}(t) - R^I_{0,in}(\tau) + E^I(t-\tau) - C(t-\tau) \\
  &= R^{II}_{0,in}(t) - R^{II}_{0,in}(\tau) + R^{II}_{1,in}(t) - R^{II}_{1,in}(\tau) - C(t-\tau) \\
  &= b^{II}(t). 
\end{align*}
\] (4.25)

The first inequality follows from the fact that $R^I_{1,in}$ has envelope $E_1$ and the last two equalities follow from the definitions of $R^{II}_{1,in}$ and $b^{II}$. Under the continuity assumption for $R_{0,in}$ we have $d_0(\bar{y}) = b(t_{0,in}(\bar{y}))/C$ so that (4.25) implies $d^I_0(\bar{y}) \leq d^{II}_0(\bar{y})$. \hfill \Box

Note that $R^{II}_{1,in}$ as defined in (4.24) might be inconsistent with the envelope $E_1$ but it can still be used to obtain a, possibly non-achievable, upper bound on the average delay. Later we will show that it is actually always possible to construct arrival processes such that these bounds are achieved for all values of $\bar{y}$. Also note that by changing $R^I_{1,in}$ to $R^{II}_{1,in}$ we might increase the length of the busy period containing $\bar{y}$ by joining the busy period containing $\bar{y}$ in the original scenario (I) with one or more of the busy periods immediately following it. At the same time we are not changing the beginning of the busy period, only it is size. Furthermore given that the system is stable the size of any busy period is bounded.

Next we need to introduce some new definitions. First of all we need to assume that $E_1(t)$ is concave for $t \geq 0$, this is not a terribly restrictive hypothesis considering that some of the most frequently used envelopes like “sigma-rho” envelopes (with or without an additional maximum rate constraint) do satisfy this condition. For concave envelopes such that $\lim_{t \to \infty}(E_1(t) - Ct) < 0^2$ the following quantities are always well defined (see Figure 4.5):
\[ \gamma = \sup_{t \geq 0} \{ E_1(t) - Ct \}, \quad \alpha = \inf \{ t \geq 0 : E_1(t) - Ct \geq \gamma \}. \] (4.26)

If $E_1(t) \leq Ct$ for $t \geq 0$ let $\gamma = \alpha = 0$.

\[ ^{2}\text{That is if } E_1 \text{ is the only input to a fixed rate server with capacity } C \text{ the system is stable.} \]
Based on the definition of $\alpha$ and $\gamma$ it is possible to show the following lemma that will be useful later on.

**Lemma 4.6.** Let $\gamma$ and $\alpha$ be defined as in (4.26) and let $w$ be such that $E_1(w) = Cw$ (because the system is stable $w$ is always well defined) then for any $t_1$, $t_2$ such that $0 \leq t_1 \leq t_2 \leq \alpha$ we have that $E_1(t_1) - Ct_1 \leq E_1(t_2) - Ct_2$, conversely for any $t_3$, $t_4$ such that $\alpha \leq t_3 \leq t_4 \leq w$ we have that $E_1(t_3) - Ct_3 \geq E_1(t_4) - Ct_4$.

**Proof.** See Figure 4.6. From the definition of $\gamma$ it follows that $E_1(\alpha) - C\alpha \geq E_1(t_1) - Ct_1$ and hence

$$E_1(\alpha) - E_1(t_1) \geq C\alpha - Ct_1,$$

while from the fact that $E_1$ is concave we have that $E_1((1 - \lambda)t_1 + \lambda\alpha) \geq (1 - \lambda)E_1(t_1) - \lambda E_1(\alpha) \forall \lambda \in (0, 1)$. For any $t_2$ such that $t_1 \leq t_2 \leq \alpha$ we can set $\lambda = \frac{t_2 - t_1}{\alpha - t_1}$ (note that because $t_1 \leq t_2 \leq \alpha \lambda \in (0, 1)$) to obtain:

$$E_1(t_2) \geq E_1(t_1) + \frac{t_2 - t_1}{\alpha - t_1} [E_1(\alpha) - E_1(t_1)]$$

$$\geq E_1(t_1) + \frac{t_2 - t_1}{\alpha - t_1} C(\alpha - t_1)$$

$$= E_1(t_1) + Ct_2 - Ct_1$$

(4.28)

where the first inequality follows from the concavity of $E_1$ and the second inequality follows from (4.27). Finally rearranging (4.28) we have $E_1(t_1) - Ct_1 \leq E_1(t_2) - Ct_2$.  

![Figure 4.5: Definition of $\alpha$ and $\gamma$](image)
Similarly from the definition of $\gamma$ we have (4.27) $E_1(\alpha) - C\alpha \geq E_1(t_4) - Ct_4$ so that

$$E_1(t_4) - E_1(\alpha) \leq Ct_4 - C\alpha,$$  \tag{4.29}$$

from the concavity of $E_1$ we have that $E_1(\lambda \alpha + (1 - \lambda)t_4) \geq \lambda E_1(\alpha) - (1 - \lambda)E_1(t_4)$ $\forall \lambda \epsilon (0,1)$, note that in this case we use $\lambda$ as the coefficient for the left end-point ($\alpha$) and $1 - \lambda$ as the coefficient for the right end-point ($t_4$). For any $t_3$ such that $\alpha \leq t_3 \leq t_4$ we can set $\lambda = \frac{t_4 - t_3}{t_4 - \alpha}$ (note that because $\alpha \leq t_3 \leq t_4 \lambda \epsilon (0,1)$) to obtain:

$$E_1(t_3) \geq E_1(t_4) - \frac{t_4 - t_3}{t_4 - \alpha} [E_1(t_4) - E_1(\alpha)]$$
$$\geq E_1(t_4) - \frac{t_4 - t_3}{t_4 - \alpha} C(t_4 - \alpha)$$
$$= E_1(t_4) - Ct_4 + Ct_3$$  \tag{4.30}$$

where the first inequality follows from the concavity of $E_1$ and the second inequality follows from (4.29). Finally rearranging (4.30) we have $E_1(t_4) - Ct_4 \leq E_1(t_3) - Ct_3$.

Under the concavity assumption for $E_1$ the next lemmas shows that it is possible to increase the average delay if we force all the traffic from flow $R_{0, in}$ to concentrate around $\tau + \alpha$, where $\tau$ is the beginning of the system busy period being examined. The idea is to keep constant the amount of traffic that arrives before and after time $\tau + \alpha$: the traffic that arrives before $\tau + \alpha$ it is moved so that $R^{\text{III}}_{0, \text{in}}$ follows a “partial upside down inverted
envelope” rooted at $R_{0, \text{in}}^\text{III} (\tau + \alpha)$, while the traffic that arrives after that time it is moved so that $R_{0, \text{in}}^\text{III}$ sends as much traffic as possible without violating the envelope. In other words we are not changing the amount of traffic sent by $R_{0, \text{in}}^\text{II}$ we are simply moving it around so that it arrives as close as possible to time $\tau + \alpha$ without violating the envelope.

We first need to define two functions that will be used to construct the modified $R_{0, \text{in}}$. The first function deals with the traffic that arrives between $\tau$ and $\tau + \alpha$, as such we do not need to define it for any other values of $t$:

$$G(t) = \max \left\{ \sup_{\tau + \alpha \leq u \leq t_e} \{ R_{0, \text{in}}^\text{II} (u) - E_0(u - t) \}, R_{0, \text{in}}^\text{II} (\tau) \right\} \text{forall } t \in [\tau, \tau + \alpha]$$ (4.31)

where $t_e$ is the end of the busy starting at $\tau$, when the inputs are $R_{0, \text{in}}^\text{II}$ and $R_{1, \text{in}}^\text{II}$, see Figure 4.7.

The idea behind the definition of $G$ is that we can use the values of $R_{0, \text{in}}^\text{II} (t)$ after time $\tau + \alpha$ to find a lower bound for the values for $R_{0, \text{in}}^\text{II} (t)$ before time $\tau + \alpha$. Given that $R_{0, \text{in}}^\text{II} (t)$ has envelope $E_0(t)$ (recall that $R_{0, \text{in}}^\text{II} (t) = R_{0, \text{in}}^\text{II} (t)$) we know that for any $t_1 \leq t_2$ we have $R_{0, \text{in}}^\text{II} (t_2) - R_{0, \text{in}}^\text{II} (t_1) \leq E_0(t_2 - t_1)$ and hence $R_{0, \text{in}}^\text{II} (t_1) \geq R_{0, \text{in}}^\text{II} (t) - E_0(t_2 - t_1)$, letting $t_1 \leq \tau + \alpha \leq t_2$ and taking the supremum over all $t_2 \in [\tau + \alpha, t_e]$ we have (4.31).

Now that we have a lower bound for $R_{0, \text{in}}^\text{II} (t)$ for $t \in [\tau, \tau + \alpha]$ we can use it to build an upper bound for $R_{0, \text{in}}^\text{II} (t)$ for $t \in [\tau + \alpha, t_e]$. The idea is the same we used for $G$, given that $R_{0, \text{in}}^\text{II} (t)$ has envelope $E_0$ we can use it to find an upper bound for $R_{0, \text{in}}^\text{II} (t)$ using $G(t)$.
as the starting point. For any $t \in [\tau + \alpha, t_e]$ we can define $G(t)$ as (see Figure 4.8):

$$H(t) = \min \left\{ \inf_{\tau \leq v \leq \tau + \alpha} \{ G(v) + E_0(t - v) \}, R^{II}_{0,in}(t_e) \right\} \forall t \in [\tau + \alpha, t_e].$$  \hspace{1cm} (4.32)

The following lemma shows that, indeed, $G(t)$ is a lower bound for $R^{II}_{0,in}(t)$ while $H(t)$ is an upper bound.

**Lemma 4.7.** Let $G(t)$ and $H(t)$ be defined as in (4.31) and (4.32), respectively, then $\forall t \in [\tau, \tau + \alpha]$ $G(t) \leq R^{II}_{0,in}(t)$ while $\forall t \in [\tau + \alpha, t_e]$ $R^{II}_{0,in}(t) \leq H(t)$.

**Proof.** Let us first consider the case where $G(t) = R^{II}_{0,in}(\tau)$: given that $R^{II}_{0,in}(t) \geq R^{II}_{0,in}(\tau)$ for $t \in [\tau, t_e]$ the claim is true. If $G(t) \neq R^{II}_{0,in}(\tau)$ from the definition of $G(t)$ we have that $\forall \varepsilon > 0$ there exist a $u^* \in [\tau + \alpha, t_e]$ such that $G(t) - \varepsilon \leq R^{II}_{0,in}(u^*) - E_0(u^* - t)$ and hence:

$$G(t) \leq R^{II}_{0,in}(u^*) - E_0(u^* - t) + \varepsilon$$
$$\leq R^{II}_{0,in}(t) + \varepsilon. \hspace{1cm} (4.33)$$

For (4.33) we have used the fact that $R^{II}_{0,in}(t)$ has envelope $E_0(t)$ and therefore $R^{II}_{0,in}(u^*) - R^{II}_{0,in}(t) \leq E_0(u^* - t)$, finally the claim follows from the fact the $\varepsilon$ is arbitrary.

Turning our attention to $H(t)$ we have that $R^{II}_{0,in}(t) \leq R^{II}_{0,in}(t_e)$ for $t \in [\tau, t_e]$ so that the claim is true if $H(t) = R^{II}_{0,in}(t_e)$. If this is not the case from the definition of $H(t)$ we have that $\forall \varepsilon > 0$ there exist a $v^* \in [\tau, \tau + \alpha]$ such that $G(v^*) + E_0(t - v^*) \leq H(t) + \varepsilon$ so
that

\[ H(t) \geq G(v^*) + E_0(t - v^*) - \varepsilon \]
\[ \geq R_{0, in}^{III}(t) - E_0(t - v^*) + E_0(t - v^*) - \varepsilon \]
\[ \geq R_{0, in}^{III}(t) - \varepsilon . \]  

(4.34)

To see why (4.34) is true consider that from the definition of \( G \) we have

\[ G(v^*) = \sup_{\tau + \alpha \leq u \leq t_e} \{ R_{0, in}^{II}(u) - E_0(u - v^*) \} \geq R_{0, in}^{II}(t) - E_0(t - v^*) , \]

given that in this case \( t \in [\tau + \alpha, t_e] \). Again the final claim follows from the fact that \( \varepsilon \) is arbitrary.

As in Lemma 4.5 we consider two scenarios (II and III) with the first one (II) equal to the second scenario in Lemma 4.5. In this new scenario we use \( G \) and \( H \) to define \( R_{0, in}^{III}(t) \) as follows:

\[ R_{0, in}^{III}(t) = \begin{cases} 
R_{0, in}^{I}(t), & \text{if } t \leq \tau \\
G(t), & \text{if } \tau \leq t < \alpha \\
R_{0, in}^{I}(\alpha), & \text{if } t = \alpha \\
H(t), & \text{if } \alpha < t \leq t_e. 
\end{cases} \]  

(4.35)

Before we move to the lemma showing that the average delay increases if we change \( R_{0, in}^{II}(t) \) into \( R_{0, in}^{III}(t) \) we will present two lemmas that deal with properties of \( R_{0, in}^{III}(t) \) that will be used later on. The first lemma shows that, as long as \( t \in [\tau, t_e] \), \( R_{0, in}^{III}(t) \) does satisfy the envelope \( E_0(t) \). The second lemma shows that if we divide \( R_{0, in}^{III}(t) \) for \( t \in [\alpha, t_e] \) into several intervals and we consider an arbitrary permutation of these intervals the resulting function will still satisfy the envelope.

Note that this does not imply that \( R_{0, in}^{III}(t) \) does satisfy the envelope for all \( t \geq 0 \), given that there might exist \( t_1 \leq \tau \leq t_2 \) such that \( R_{0, in}^{III}(t_2) - R_{0, in}^{III}(t_1) > E_0(t_2 - t_1) \) but this does not prevent us from using \( R_{0, in}^{III}(t) \) as a bound as shown in Lemma 4.7. Later on we will use the fact that \( R_{0, in}^{III}(t) \) does not violate the envelope between \( \tau \) and \( t_e \) to build a specific arrival pattern such that \( R_{0, in}^{III}(t) \) does conform to the envelope for all values of \( t \).

**Lemma 4.8.** Let \( R_{0, in}^{III}(t) \) be define as in (4.35) then for any \( t_1 \) and \( t_2 \) such that \( \tau \leq t_1 \leq t_2 \leq t_e \) we have \( R_{0, in}^{III}(t_2) - R_{0, in}^{III}(t_1) \leq E_0(t_2 - t_1) \). Furthermore there exist \( \tau' \) and \( t'_e \) such
that $\tau \leq \tau', t' \leq t$, $G(t) = R^H_{0, in}(t)$ if $\tau \leq t \leq \tau'$, $H(t) = R^H_{0, in}(t)$ if $t' \leq t \leq t_e$ and

\[ R^H_{0, in}(t') - R^H_{0, in}(\tau') = R^H_{0, in}(t) - R^H_{0, in}(\tau) = E_0(t_e - \tau'). \]

**Proof.** Let us start with the case where $\tau \leq t_1 \leq t_2 \leq \tau + \alpha$ this implies that $R^H_{0, in}(t_i) = G(t_i)$, $i = 1, 2$. Using the definition of $G(t)$ and the fact that $R^H_{0, in}(t)$ does satisfy the envelope we have:

\[ G(t_2) - G(t_1) \leq R^H_{0, in}(u_2) - E_0(u_2 - t_2) + \varepsilon - G(t_1) \]

(4.36)

\[ \leq R^H_{0, in}(u_2) - E_0(u_2 - t_2) + \varepsilon - R^H_{0, in}(u_2) + E_0(u_2 - t_1) \]

(4.37)

\[ = E_0(u_2 - t_1) - E_0(u_2 - t_2) + \varepsilon \]

\[ \leq E_0(t_2 - t_1) + \varepsilon, \]

(4.38)

where from the definition of $G(t)$ (4.32) we know that for every $\varepsilon > 0$ there exist a $u_2$ such that $R^H_{0, in}(u_2) - E_0(u_2 - t_2) \geq G(t_2) - \varepsilon$ and hence (4.36). From the definition of $G(t)$ we also have that $G(t_1) \geq R^H_{0, in}(u_2) - E_0(u_2 - t_1)$ and therefore (4.37). For (4.38) we have used the fact that $E_0$ is concave and therefore sub-additive so that $E_0(u_2 - t_1) - E_0(u_2 - t_2) \leq E_0(t_2 - t_1)$.

If $t_1 \leq \tau + \alpha \leq t_2$ then $R^H_{0, in}(t_1) = G(t_1)$ and $R^H_{0, in}(t_2) = H(t_2)$, from the definition of $G(t)$ (4.32) by choosing $v = t_1$ we have that

\[ H(t_2) \leq G(t_1) + E_0(t_2 - t_1), \]

which implies that $H(t_2) - G(t_1) \leq E_0(t_2 - t_1)$. Finally the case where $\alpha + \tau \leq t_1 \leq t_2$ is very similar to the first case:

\[ H(t_2) - H(t_1) \leq H(t_2) - G(v_1) - E_0(t_1 - v_1) + \varepsilon \]

(4.39)

\[ \leq G(v_1) + E_0(t_2 - v_1) - G(v_1) - E_0(t_1 - v_1) + \varepsilon \]

(4.40)

\[ = E_0(t_2 - v_1) - E_0(t_1 - v_1) + \varepsilon \]

\[ \leq E_0(t_2 - t_1) + \varepsilon \]

(4.41)

where (4.39) follows from the definition of $H$ ($\forall \varepsilon > 0$ there exist a $v_1$ such that $G(v_1) + E_0(t_1 - v_1) \leq H(t_1) + \varepsilon$), again using the definition of $H$ and choosing $v = v_1$ we have $H(t_2) \leq G(v_1) + E_0(t_1 - v_1)$ and hence (4.40). For (4.41) we have used the fact the $E_0$ is sub-additive.

For the second part of the claim consider that $\forall u \in [\tau + \alpha, t_e]$ and $\forall t \in [\tau, \tau + \alpha]$ $R^H_{0, in}(u) - E_0(u - t)$ is a non-decreasing function; given that $G(t)$ is the supremum of
non-decreasing functions it is non-decreasing as well, a similar argument holds for \( H(t) \) as well given that it is the infimum of non-decreasing functions. Given that \( G(t) \) and \( H(t) \) are monotone functions we can define
\[
\tau' = \inf_{\tau \leq u \leq \tau + \alpha} \{ G(u) \geq R^{H}_{0,\text{in}}(\tau) \} \tag{4.42}
\]
\[
t'_e = \sup_{\tau + \alpha \leq u \leq t_e} \{ H(u) \leq R^{H}_{0,\text{in}}(t_e) \}. \tag{4.43}
\]
From the definitions of \( H \) and \( G \) it follows immediately that \( G(t) = R^{H}_{0,\text{in}}(t) \) if \( \tau \leq t \leq \tau' \) and that \( H(t) = R^{H}_{0,\text{in}}(t_e) \) if \( t'_e \leq t \leq t_e \). As a consequence of this \( \forall v \in [\tau, \tau'] \) we have:
\[
G(v) + E_0(\tau' + T - v) = G(\tau') + E_0(\tau' + T - v) \tag{4.44}
\]
\[
\geq G(\tau') + E_0(T) \tag{4.45}
\]
where (4.44) follows from the fact that \( G(v) \) is constant for \( v \in [\tau, \tau'] \) while \( v \leq \tau' \) and the fact that \( E_0 \) is non-decreasing imply (4.45). If \( \tau' \leq v \leq \tau + \alpha \) the same is true, to see why this is the case we first need to consider the following inequalities:
\[
G(v) - G(\tau') \geq G(v) - R^{H}_{0,\text{in}}(u^*) + E_0(u^* - \tau') - \varepsilon \tag{4.46}
\]
\[
\geq R^{H}_{0,\text{in}}(u^*) - E_0(u^* - v) - R^{H}_{0,\text{in}}(u^*) + E_0(u^* - \tau') - \varepsilon \tag{4.47}
\]
\[
= E_0(u^* - \tau') - E_0(u^* - v) - \varepsilon \tag{4.48}
\]
\[
\geq E_0(\theta) - E_0(\tau' + \theta - v) - \varepsilon. \tag{4.49}
\]
From the definition of \( G(t) \) (4.32) we know that for every \( \varepsilon > 0 \) there exist a \( u^* \) such that \( R^{H}_{0,\text{in}}(u^*) - E_0(u^* - \tau') \geq G(\tau') - \varepsilon \) and hence (4.46). Again from the definition of \( G(t) \) we also have that \( G(v) \geq R^{H}_{0,\text{in}}(u^*) - E_0(u^* - v) \) and therefore (4.47). Given that \( E_0 \) is concave for \( t > 0 \) if \( u_1 \geq u_2 \) then \( E_0(u_1 - \tau') - E_0(u_1 - v) \geq E_0(u_2 - \tau') - E_0(u_2 - v) \), that is the bigger values of \( u^* \) give smaller values of (4.48). By the definition of \( \tau' \) (4.42) it is easy to see that \( u^* - \tau' \leq \theta \) where
\[
\theta = E_{0}^{-1}(R^{H}_{0,\text{in}}(t_e) - R^{H}_{0,\text{in}}(\tau)) \tag{4.50}
\]
if this is not the case, i.e. if \( u^* - \tau' > \theta \), then \( G(\tau') = R^{H}_{0,\text{in}}(u^*) - E_0(u^* - \tau') \leq R^{H}_{0,\text{in}}(\tau) \) (given that \( R^{H}_{0,\text{in}}(u^*) - R^{H}_{0,\text{in}}(\tau) \leq R^{H}_{0,\text{in}}(t_e) - R^{H}_{0,\text{in}}(\tau) \leq E_0(\theta) \)) which contradicts the definition of \( \tau' \). This implies that (4.48) is minimized when \( u^* = \tau' + \theta \) and hence (4.49). Now that we have established (4.49) we can write:
\[
G(v) + E_0(\tau' + \theta - v) \geq E_0(\theta) - E_0(\tau' + \theta - v) + G(\tau') + E_0(\tau' + \theta - v) \tag{4.51}
\]
\[
= E_0(\theta) + G(\tau') \tag{4.52}
\]
where (4.51) follows from (4.49) and (4.52) is the same as (4.45). Therefore we have established that (4.45) holds for all values of $v \in [\tau, \tau + \alpha]$. Combining this with the definition of $H(t)$ we have:

\[
H(\tau' + \theta) = \inf_{\tau \leq v \leq \tau + \alpha} \{G(v) + E_0(\tau' + \theta - v)\} \tag{4.53}
\]

\[
\geq E_0(\theta) + G(\tau') \tag{4.54}
\]

\[
= E_0(\theta) + R_{0,\text{in}}^\text{III}(\tau) \tag{4.55}
\]

\[
= R_{0,\text{in}}^\text{III}(t_e) \tag{4.56}
\]

where (4.53) is the definition of $H(t)$, (4.54) follows from (4.45) and (4.52); (4.55) and (4.56) follow from the definitions of $\tau'$ (4.42) and $\theta$ (4.50) respectively. Combining (4.56) with the definition of $t'_e$ (4.43) we have that $\tau' + \theta \geq t'_e$ that is $t'_e - \tau' \leq \theta$. However, at the beginning of this proof, we have shown that $R_{0,\text{in}}^\text{III}(t_e)$, which is the concatenation of $G$ and $H$, does not violate the envelope, this implies that $t'_e - \tau' \geq \theta$. Therefore we can conclude that $t'_e - \tau' = \theta$. To show that $R_{0,\text{in}}^\text{III}(t'_e) - R_{0,\text{in}}^\text{III}(\tau') = R_{0,\text{in}}^\text{III}(t_e) - R_{0,\text{in}}^\text{III}(\tau)$ we can consider the following equalities:

\[
R_{0,\text{in}}^\text{III}(t'_e) - R_{0,\text{in}}^\text{III}(\tau') = H(t'_e) - G(\tau') \tag{4.57}
\]

\[
= R_{0,\text{in}}^\text{II}(t_e) - G(\tau') \tag{4.58}
\]

\[
= R_{0,\text{in}}^\text{II}(t_e) - R_{0,\text{in}}^\text{II}(\tau) \tag{4.59}
\]

where (4.57) follows from the definitions of $R_{0,\text{in}}^\text{III}(t)$ (4.35), combining (4.56) with the fact that $H(t) \leq R_{0,\text{in}}^\text{II}(t_e)$ (this follows immediately from the definition of $H$ (4.31)) we have that $H(\tau' + \theta) = H(t'_e) = R_{0,\text{in}}^\text{I}(t_e)$ and hence (4.58). From the definition of $\tau'$ it follows that $G(\tau') = R_{0,\text{in}}^\text{II}(\tau)$ and hence (4.59). Finally from the definition of $\theta$ (4.50) we have $R_{0,\text{in}}^\text{II}(t_e) - R_{0,\text{in}}^\text{II}(\tau) = E_0(t'_e - \tau')$ and this concludes the proof. \[\square\]

For the following lemma we need to consider what would happen if we divide $[\tau, t_e]$ into $N$ intervals $T_n = [\tau_n, t_n]$, associating the corresponding section of $R_{0,\text{in}}^\text{III}(t)$ with each interval and then rearrange these sections to construct a new realization of $R_{0,\text{in}}(t)$. The idea is to cut $R_{0,\text{in}}^\text{III}(t)$ into different pieces and then recombine them in a different order with the constraint that the beginning of each piece has to coincide with the end of the one that comes immediately before. In other words we can define

\[
\tilde{f}_n(t) = \begin{cases} 
R_{0,\text{in}}^\text{III}(t + \tau_n) - R_{0,\text{in}}^\text{III}(\tau_n), & \text{if } 0 \leq t \leq \delta_n \\
0, & \text{otherwise}
\end{cases}
\]
where $l_n = t_n - \tau_n$. One way of describing $\tilde{f}_n(t)$ is the $n$-th section of $R^{III}_{0,in}(t)$ shifted vertically so that $\tilde{f}_n(\tau_n) = 0$ and horizontally to the origin. We are also going to assume that $\bigcup_n T_n = [\tau, t_e]$ and define $y_n = R^{III}_{0,in}(t_n) - R^{III}_{0,in}(\tau_n)$ as the increment of $R^{III}_{0,in}(t)$ over the $n$-th interval. Using this partition we can construct a new version of $R^{III}_{0,in}(t)$, let us call it $R^*_{0,in}(t)$, by changing the order of the intervals with the corresponding $\tilde{f}_n$. More precisely let $T'_i = [\tau'_i, t'_{i}]$ ($i = 1, \ldots, N$) be such that $\bigcup_i [\tau'_i, t'_{i}] = [\alpha, t_e]$ and for every $i$ let $l_i = l_n$ for some $n$, that is the new set of intervals is simply a permutation of the original ones with, let $\pi(n) = i$ be this permutation, that is the interval that was in position $n$ in the original partition is now going to be in position $\pi(n)$. We can construct the new process by defining how each $\tilde{f}_n(t)$ is moved, let

$$h^*_i = \begin{cases} 
\tilde{f}_n(t - \tau_{\pi(n)}) + \sum_{k=1}^{\pi(n)} y_{\pi(k)}, & \text{if } \tau_{\pi(n)} \leq t \leq t_{\pi(n)} \\
0, & \text{otherwise}.
\end{cases}$$

Using $h^*_i$ we can construct $R^*_{0,in}(t)$ as

$$R^*_{0,in}(t) = \sum_{i=1}^{N} h^*_i(t), \quad (4.60)$$

see Figure 4.9 for an example. The next lemma shows that no matter how we rearrange these intervals the resulting $R^*_{0,in}(t)$ will still satisfy the envelope.
Lemma 4.9. Let $R_{0, \text{in}}^*(t)$ be defined as in (4.60), if $E_0(t)$ is concave then for any permutation $\pi$ it is always true that $R_{0, \text{in}}^*(t) \sim E_0(t)$.

Proof. From the definition of $R_{0, \text{in}}^* \ (t)$ (4.35) we know that it is the concatenation of $G(t)$ and $H(t)$, furthermore $G$ is the supremum of convex functions ($E_0$ is concave so that $-E_0$ is convex) and therefore convex itself. While $H$ is concave given that it is the infimum of concave functions. This implies that $R_{0, \text{in}}^*(t)$ is convex for $t \in [\tau, \tau + \alpha]$ and concave for $t \in [\tau + \alpha, t_e]$.

Let $t_1$ and $t_2$ be such that $\tau \leq t_1 \leq t_2 \leq t_e$, we would like to show that $R_{0, \text{in}}^*(t_2) - R_{0, \text{in}}^*(t_1) \leq E_0(t_2 - t_1)$. Let $A = \{ n : t_n \leq \tau + \alpha \}$ that is the set of all $n$ such that the corresponding interval is to the left of $\tau + \alpha$ in the original permutation. For the sake of simplicity we will assume that $t_j = \tau_{j+1} = \tau + \alpha$ for some $j \in [1, N]$. If this is not the case it is always possible to divide the interval containing $\tau + \alpha$ in two new intervals constructing a new partition that does satisfy this condition. Similarly let $B = \{ n : t_n \geq \tau + \alpha \}$. All the intervals such that $t_1 \leq t_1'$ and $t_2 \leq t_2'$ are such that either $\pi^{-1}(i) \in A$ or $\pi^{-1}(i) \in B$; let $A' = \{ i : \pi^{-1}(i) \in A \}$ and $B' = \{ i : \pi^{-1}(i) \in B \}$ in other words $A'$ contains the indices of all the intervals that were to the left of $\tau + \alpha$ in the original permutation and that now are between $t_1$ and $t_2$, let $L_1$ be the total length of all these intervals; similarly $B'$ contains the indices of all the intervals that were to the right of $\tau + \alpha$ in the original permutation and that now are between $t_1$ and $t_2$, let $L_2$ be the their total length. Formally:

$$L_1 = \sum_{k \in A'} l_k$$

$$L_2 = \sum_{k \in B'} l_k$$

Given that $\tau_{m_1} \leq t_1 \leq t_{m_1}$ and $\tau_{m_2} \leq t_2 \leq t_{m_2}$ for some $m_1$ and $m_2$, we can write:

$$R_{0, \text{in}}^*(t_2) - R_{0, \text{in}}^*(t_1) = \sum_{k \in A'/(m_1,m_2)} y_k + \sum_{j \in B'/(m_1,m_2)} y_j$$

$$+ \tilde{f}_{m_1}(l_{m_1}) - \tilde{f}_{m_1}(t_{m_1} - t_1) + \tilde{f}_{m_2}(t_2 - \tau_{m_2}) - \tilde{f}_{m_2}(\tau_{m_2}),$$

that is $R_{0, \text{in}}^*(t_2) - R_{0, \text{in}}^*(t_1)$ is the sum of all the $y_k$ of the intervals completely between $t_1$ and $t_2$ plus a part of the increment over the two extreme intervals, containing $t_1$ and $t_2$ themselves. As all the $y_k$ come from intervals that were to the left of $\tau + \alpha$ in the original permutation and whose total length is $L_1$ we can upper bound their sum by observing
that they all came from $G$, which is a non-decreasing convex function therefore $\sum y_k \leq G(\tau + \alpha) - G(\tau + \alpha - L_1)$. Similarly we can exploit the fact that all the $y_j$ come from intervals that were to the right of $\tau + \alpha$ and whose total length is $L_2$. These intervals all came from $H$, which is non-decreasing and concave, therefore $\sum y_j \leq H(\tau + \alpha + L_2) - H(\tau + \alpha)$. Note that $m_1$ and $m_2$ belong either to $A'$ or $B'$ so that these upper bounds hold for the partial increments at both ends. Therefore, letting $\delta_1 = t_{m_1} - t_1$ and $\delta_2 = t_2 - \tau_{m_2}$ we have:

$$R^*_0(t_2) - R^*_0(t_1) \leq R^{III}_{0, in}(\tau + \alpha + L_2 - \delta_2) - R^{III}_{0, in}(\tau + \alpha - L_1 + \delta_1)$$

$$\leq E_0(L_2 - \delta_2 + L_1 - \delta_1) \quad (4.61)$$

$$= E_0(t_2 - t_1) \quad (4.62)$$

where (4.61) follows from Lemma 4.8 ($R^{III}_{0, in}(t) \sim E_0(t)$) and (4.62) from the fact that $L_2 - \delta_2 + L_1 - \delta_1 = t_2 - t_1$ by construction.

We conclude this section with the lemma that shows how changing $R^I_{0, in}(t)$ into $R^{III}_{0, in}(t)$ does, indeed, increase the average delay.

**Lemma 4.10.** Given any (fixed) $R^I_{0, in}(t)$, $R^I_{1, in}(t)$ and $\bar{y}$ (such that $t_{0, in}(\bar{y})$ and $t_{0, out}(\bar{y})$ are finite), let $\tau$ be the beginning of the system busy period containing $t_{0, in}(\bar{y})$ (if $t_{0, in}(\bar{y})$ is not contained in any busy period let $\tau = t_{0, in}(\bar{y})$). Let $E_1(t)$ be concave for $t \geq 0$ so that $\alpha$ can be defined as in (4.26). As in Lemma 4.5 let $R^{III}_{0, in}(t) = R^I_{0, in}(t)$ and let $R^I_{1, in}(t)$ be as in (4.24). Let $y_{tot}$ be the total amount of traffic sent by $R^I_{0, in}$ in the busy period containing $t_{0, in}(\bar{y})$ and let $t_e$ be the end of this busy period when the inputs are $R^I_{0, in}$ and $R^I_{1, in}$, so that $y_{tot} = R^I_{0, in}(t_e) - R^I_{0, in}(\tau)$. If $R^{III}_{0, in}(t)$ is defined as in (4.35), then $\forall y \in [y_0, y_0 + y_{tot}]$:

$$d^{III}_0(y) \leq d^I_0(y)$$

where $y_0 = R^I_{0, in}(\tau)$.

**Proof.** For the sake of simplicity we are going to assume that $R^{III}_{0, in}(t)$ is a continuous function, if this is not the case the same argument does apply but the notation is somewhat cumbersome.

For any fixed $y \in [y_0, y_0 + y_{tot}]$ by definition of $b(t)$ we have:

$$b(t_{in}) = R_{0, in}(t_{in}) - R_{0, in}(\tau) + R_{1, in}(t_{in}) - R_{1, in}(\tau) - C(t_{in} - \tau).$$
Let \( t_{\text{in}}^{\text{II}}(y) \) (resp. \( t_{\text{in}}^{\text{III}}(y) \)) be the ingress time for the bit arriving after \( y \) units of traffic have arrived from flow 0 when the inputs are \( R_{0,\text{in}}^{\text{II}} \) and \( R_{1,\text{in}}^{\text{II}} \) (resp. \( R_{0,\text{in}}^{\text{III}} \) and \( R_{1,\text{in}}^{\text{III}} \)). We will often use the shorter notation \( t_{\text{in}}^{\text{II}} = t_{\text{in}}^{\text{II}}(y) \) and \( t_{\text{in}}^{\text{III}} = t_{\text{in}}^{\text{III}}(y) \). Given that \( R_{1,\text{in}}(t) \) is the same in both scenarios we have \( R_{1,\text{in}}(t_{\text{in}}) - R_{1,\text{in}}(\tau) = E_1(t_{\text{in}} - \tau) \) (from Lemma 4.5) and

\[
\begin{align*}
\bar{b}^{\text{II}}(t_{\text{in}}^{\text{II}}) &= R_{0,\text{in}}^{\text{II}}(t_{\text{in}}^{\text{II}}) - R_{0,\text{in}}^{\text{II}}(\tau) + E_1(t_{\text{in}}^{\text{II}} - \tau) - C(t_{\text{in}}^{\text{II}} - \tau) \\
\bar{b}^{\text{III}}(t_{\text{in}}^{\text{III}}) &= R_{0,\text{in}}^{\text{III}}(t_{\text{in}}^{\text{III}}) - R_{0,\text{in}}^{\text{III}}(\tau) + E_1(t_{\text{in}}^{\text{III}} - \tau) - C(t_{\text{in}}^{\text{III}} - \tau).
\end{align*}
\]

By definition \( t_{\text{in}}^{\text{II}} \) and \( t_{\text{in}}^{\text{III}} \) are such that \( R_{0,\text{in}}^{\text{II}}(t_{\text{in}}^{\text{II}}) = R_{0,\text{in}}^{\text{III}}(t_{\text{in}}^{\text{III}}) \), while by definition \( R_{0,\text{in}}^{\text{III}} \) is such that \( R_{0,\text{in}}^{\text{III}}(\tau) = R_{0,\text{in}}^{\text{II}}(\tau) \), therefore

\[
\bar{b}^{\text{III}}(t_{\text{in}}^{\text{III}}) - \bar{b}^{\text{II}}(t_{\text{in}}^{\text{II}}) = E_1(t_{\text{in}}^{\text{III}} - \tau) - C(t_{\text{in}}^{\text{III}} - \tau) - [E_1(t_{\text{in}}^{\text{II}} - \tau) - C(t_{\text{in}}^{\text{II}} - \tau)].
\]

If we define \( y_1 = R_{0,\text{in}}^{\text{II}}(\tau + \alpha) - R_{0,\text{in}}^{\text{II}}(\tau) \) and \( y_2 = R_{0,\text{in}}^{\text{II}}(t_e) - R_{0,\text{in}}^{\text{II}}(\tau + \alpha) \) this implies that for any \( y \in [y_0, y_0 + y_1] \) \( t_{\text{in}}^{\text{II}}(y) \geq t_{\text{in}}^{\text{II}}(y) \), while for any \( y \in [y_0 + y_1, y_0 + y_{\text{tot}}] \) \( t_{\text{in}}^{\text{III}}(y) \leq t_{\text{in}}^{\text{II}}(y) \), note that all the traffic in \([y_0, y_0 + y_1]\) arrives before time \( \tau + \alpha \) both in scenario II as well in scenario III, while the traffic in \([y_0 + y_1, y_0 + y_{\text{tot}}]\) arrives after time \( \tau + \alpha \) again in both scenarios. Therefore we can use Lemma 4.6 to conclude that:

\[
E_1(t_{\text{in}}^{\text{III}} - \tau) - C(t_{\text{in}}^{\text{III}} - \tau) \geq E_1(t_{\text{in}}^{\text{II}} - \tau) - C(t_{\text{in}}^{\text{II}} - \tau).
\]

Combining (4.64) with (4.63) we have that \( \bar{b}^{\text{II}}(t_{\text{in}}^{\text{II}}) \leq \bar{b}^{\text{III}}(t_{\text{in}}^{\text{III}}) \). Therefore \( d_0(y) \leq d_0^0(y) \) for any \( y \) such that \( y_0 \leq y \leq y_0 + y_{\text{tot}} \), given that under the continuity assumption \( d_0(y) = b(t_{\text{in}}(y))/C \).

\[\Box\]

### 4.4 Main Result

We will now use the previous results to find an upper bound for the worst case average delay. First by using Lemma 4.5 we can fix the cross traffic; then to find the worst possible \( R_{0,\text{in}} \) we divide the original arrival pattern in small intervals so that during each interval \( R_{0,\text{in}} \) can be well approximated with a linear function. This approximation will allow us to use the optimization problem that we have introduced in section 4.3.1.

As previously mentioned we are assuming the \( E_0 \) is piecewise linear. Let \( r_n \) and \( L_n \)
be the slopes and lengths of its linear segments. That is $E_0$ can be written as:

$$E_0(t) = \begin{cases} 
0 & \text{if } t \leq 0 \\
rt & \text{if } 0 \leq t \leq L_1 \\
r_2t + r_1L_1 & \text{if } L_1 \leq t \leq L_2 \\
\ldots \\
r_nt + \sum_{i=1}^{n-1} r_iL_i & \text{if } L_{n-1} \leq t \leq L_n \\
\ldots \\
r_Nt + \sum_{i=1}^{N-1} r_iL_i & \text{if } t \geq L_N.
\end{cases}$$  \hspace{1cm} (4.65)

**Theorem 4.11.** Let $R_{0,in}(t) \sim E_0(t)$ and $R_{1,in}(t) \sim E_1(t)$ be the inputs to a FIFO server with capacity $C$ such that the system is stable, if $E_1(t)$ is concave for $t \geq 0$ then, for any $B > 0$:

$$\frac{1}{B} \int_0^B d_0(y)dy \leq D^*$$

where

$$D^* = \sup_{\beta > 0} \left\{ \frac{1}{C\beta} \left( \sum_n r_n \int_{\bigcup_m T_{in}^{IV}} [E_1(x) - Cx]dx + \frac{\beta^2}{2} \right) \right\} \hspace{1cm} (4.66)$$

and $\{T_{in}^{IV}\}$ is such that:

- $f(\tau_1) = f(t_1)$
- $\tau_1 \leq \alpha \leq t_1$
- $t_1 - \tau_1 = L_1$
- $\tau_{i,1} = t_{i+1,1}$
- $t_{i,2} = \tau_{i+1,2}$
- $f(\tau_{i,1}) = f(t_{i,2})$
- $f(t_{i,1}) = f(\tau_{i,2})$
- $\tau_{i,1} \leq t_{i,1} \leq \alpha$
- $\alpha \leq \tau_{i,2} \leq t_{i,2}$
- $t_{\max} - t_{\min} = E_1^{-1}(\beta)$
- $t_{i,1} - \tau_{i,1} + t_{i,2} - \tau_{i,2} = L_i$

and all the $r_n$ and $L_n$ are those from $E_0$, see Figure 4.10.
The idea behind \{T_{nm}^{IV}\} is that it satisfies Lemmas 4.1, 4.2 and 4.3. In particular the water filling condition implies that each segment of length \(L_i\) is split in two different pieces whose length is dictated by the water filling condition. One piece is placed to the left \(\alpha\) while the other one is placed to the right of \(\alpha\). Furthermore given that \(E_0\) is concave \(\rho_{i+1} \leq \rho_i\) so that \(\rho_1\) is the biggest slope and will be centered around \(\alpha\).

**Proof.** Let \(a'\) be the set of all system busy periods and \(T > 0\) such that \(R_{0,\text{in}}(T) = B\). Define:

\[
a = \{ A \cap [0, T] : A \in a' \} .
\]

Note that the cardinality of the set \(a'\) is at most countably infinite. Let \(J_1, J_2, \ldots\) be the elements of \(a\). Based on this definition \(J_k\) is a busy period for all \(k\) except for possible one value of \(k\) as one of the \(J_k\) may consist of only the initial portion of a busy period (the one containing \(T\)). Since \(R_{i,\text{in}}(t) = 0\) for \(t < 0\) it is not possible that one of the \(J_k\) consists of only the final part of a busy period. Let \(B_k = [y_k^s, y_k^e] \leq B\) be the amount of traffic sent during the \(k\)-th busy period, note that \(\sum_k B_k \leq B\).

Based on this decomposition of the interval \([0, B]\) we will first look at a single busy period and find an upper bound for the average delay during this (arbitrary) busy period.

---

3The superscripts \(s\) and \(e\) are meant to refer, respectively, the start and the end of the busy period.
For any $J_k$ letting $y_0 = y_k^0$ and $y_{k,\text{tot}} = y_k^0 - y_k^s$ we have that:

$$
\int_{B_k} d_0(y) dy = \frac{1}{C} \int_{B_k} b(y) dy
$$

(4.67)

$$
= \frac{1}{C} \int_{B_k} [R_1(t_{\text{in}}(y)) - R_1^1(\tau) + y - R_0(\tau) - C(t_{\text{in}}^1(y) - \tau)] dy
$$

(4.68)

$$
= \frac{1}{C} \int_{B'_k} [R_1^1(t'_{\text{in}}(y)) + y' - Ct'_{\text{in}}(y)] dy'
$$

(4.69)

$$
= \frac{1}{C} \left\{ \int_{B_k} [R_1^1(t_{\text{in}}(y)) - Ct_{\text{in}}^1(y)] dy + \frac{y_{k,\text{tot}}^2}{2} \right\}
$$

(4.70)

$$
\leq \frac{1}{C} \left\{ \int_{B_k} [E_1(t_{\text{in}}^\Pi(y)) - Ct_{\text{in}}^\Pi(y)] dy + \frac{y_{k,\text{tot}}^2}{2} \right\}
$$

(4.71)

$$
= \frac{1}{C} \left\{ \int_{B_k} f(t_{\text{in}}^\Pi(y)) dy + \frac{y_{k,\text{tot}}^2}{2} \right\}
$$

(4.72)

In (4.67) we have used the fact that $d_0(y) = b(y)/C$, that is the delay for the $y$-th bit from flow 0 is equal to the total backlog seen by that bit divided by $C$. In (4.68) we have used the definition of backlog: $b(y) = R_1(t_{\text{in}}(y)) - R_1(\tau) + R_0(t_{\text{in}}(y)) - R_0(\tau) - C(t_{\text{in}}(y) - \tau)$ and the fact that $R_1(t_{\text{in}}(y)) = y$ by definition of $t_{\text{in}}(y)$. Given that we are considering the $k$-th busy period of a FIFO server what happened before the beginning of this busy period ($\tau$) it is irrelevant, therefore, without loss of generality, we can assume that the the $k$-th busy period started at time 0 and that there was no traffic before that time. To this effect in (4.69) we introduce the new variable $y' = y - R_0(\tau)$, $t'_{\text{in}}(y) = t_{\text{in}}(y) - t_{\text{in}}(y_0)$ and $B'_k = [0, y_{\text{tot}}]$ from (4.70) on we rename $y'$, $t'_{\text{in}}(y)$ and $B'_k$ as $y$, $t_{\text{in}}(y)$ $B_k$ in order to simplify the notation. From Lemma (4.5) we know than the delay and backlog are maximized when $R_1$ is greedy starting at the beginning of the busy period. Hence (4.71) where we have changed $t_{\text{in}}^1$ into $t_{\text{in}}^\Pi$ to indicate that we are now considering scenario II, recall that in scenario II $R_0$ unchanged while $R_1$ is greedy starting from the beginning of the busy period. Similarly from Lemma 4.10 we know that if we change $R_{0,\text{in}}^\Pi$ into $R_{0,\text{in}}^\Pi$, the average delay is going to increase, hence (4.72). Finally, defining $f(x) = E_1(x) - Cx$, we have (4.73).

At this point we would like to use the optimization problem introduced in section 4.3.1 but before we can do that we need to approximate the arrival process $R_0(t)$ with a piecewise linear function, note that this is always possible and that by increasing the
number of segments it is possible to obtain an arbitrarily good approximation.

As in (4.67)-(4.73) we will focus our attention on the \( k \)-th busy period. Let \( \varepsilon = y_{\text{tot}}/N \) where \( N \) is some fixed number. In other words we are dividing the traffic arriving in the \( k \)-th busy period into \( N \) intervals each of size \( \varepsilon \). Using this subdivision we can write:

\[
\int_{B_k} f(t_{\text{in}}(y)) dy = \sum_{n=1}^{N} \int_{(n-1)\varepsilon}^{n\varepsilon} f(t_{\text{in}}(y)) dy .
\]  

(4.74)

For sufficiently large \( N \), \( R_0(t) \) is going to be well approximated by a linear function in each interval \( y_n = [(n-1)\varepsilon, n\varepsilon] \). Furthermore from Lemma 4.8 we know that \( R_{0,\text{in}}^{\text{III}}(t) \) does satisfy the envelope \( E_0 \) therefore we can choose the slope of each segment from one of the slopes of \( E_0 \) (recall that \( E_0 \) is piecewise linear, see (4.65)). If we let \( r_n \) be the slope of this linear approximation in each subinterval then, again from Lemma 4.8, we also know that the the total length of all the segments that use a certain slope (say \( r_i \)) is at most \( L_i \) so that the linear approximation will satisfy the envelope as well.

We can define the endpoints of each interval as follows:

\[
t_{\text{III}}^n = \lim_{\Delta \to 0^+} t_{\text{in}}^{\text{III}}(y_{\text{III}}^n + \Delta),
\]

\[
t_{\text{III}}^n = t_{\text{in}}^{\text{III}}(n\varepsilon).
\]

We need to use the limit in the definition of \( t_{\text{III}}^n \) to deal with the case when the traffic arriving in two consecutive intervals \( y_{n-1} \) and \( y_n \) is separated by a period of inactivity\(^4\) so that \( t_{\text{III}}^n < t_{\text{III}}^n \). Using this linear approximation we have that \( \forall y \in [(n-1)\varepsilon, n\varepsilon] \):

\[
t_{\text{III}}^n(y) = t_{n-1} + \frac{y - (n-1)\varepsilon}{r_n},
\]

so that we can define \( z = t_{\text{III}}^n(y) \) and operate a change of variable in each element of the sum in (4.74). Given that \( dy = r_n dz \) we have

\[
\int_{(n-1)\varepsilon}^{n\varepsilon} f(t_{\text{in}}(y)) dy = r_n \int_{t_{\text{III}}^n}^{t_{\text{III}}^n} f(z) dz .
\]  

(4.75)

Combining (4.74) with (4.75) we obtain:

\[
\int_{B_k} f(t_{\text{in}}(y)) dy = \sum_{n=1}^{N} r_n \int_{t_{\text{III}}^n}^{t_{\text{III}}^n} f(z) dz .
\]  

(4.76)

\(^4\)This is not the case for \( R_{0,\text{in}}^{\text{III}} \); given that it is greedy there are no periods of inactivity; in a more general case, though, this could happen.
Given that the right hand side of (4.76) has the same formulation as the optimization problem (4.1), presented in section 4.3.1, and that all the other hypothesis are met, we can upper bound \( \int_{B_k} f(t_{in}(y))dy \) by using the optimal solution of (4.1). Let \( T^{IV} = \{ \tau^{IV}_n, t^{IV}_n \} \) be the optimal solution of the optimization problem associated with (4.76). This solution corresponds to a unique arrival pattern \( R^{IV}_0(t) \) which is going to be piecewise linear. Furthermore \( T^{IV} \) and therefore \( R^{IV}_{0,in}(t) \) satisfy Lemmas 4.1, 4.2, 4.3. From Lemma 4.9 we know that \( R^{IV}_0(t) \) does satisfy the envelope \( E_0(t) \). Formally we have:

\[
\int_{B_k} f(t^{III}_{in}(y))dy = \sum_{n=1}^N r_n \int_{\tau^{IV}_n}^{t^{IV}_n} f(z)dz \leq \sup_{\tau_n, t_n} \left\{ \sum_{n=1}^N r_n \int_{\tau_n}^{t_n} f(z)dz \right\} = \sum_{n=1}^N r_n \int_{\tau^{IV}_n}^{t^{IV}_n} f(z)dz. \tag{4.77}
\]

The only parameter that we need to know in order to explicitly compute \( R^{IV}_{0,in}(t) \) (other than \( E_0 \) and \( E_1 \)) is the size of the busy period \( B_k \). In order to solve this problem we can take the supremum over all possible busy period sizes:

\[
\int_{B_k} d_0(y)dy \leq \frac{1}{C} \left\{ \int_{B_k} f(t^{III}_{in}(y))dy + \frac{y_{k,tot}^2}{2} \right\} \tag{4.78}
\]

\[
= \left\{ \frac{1}{Cy_{k,tot}} \left( \int_0^{y_{k,tot}} f(t^{III}_{in}(y))dy + \frac{y_{k,tot}^2}{2} \right) \right\} y_{k,tot} \tag{4.79}
\]

\[
\leq \sup_{\beta > 0} \left\{ \frac{1}{C\beta} \left( \int_0^{y_{k,tot}} f(t^{III}_{in}(y))dy + \frac{\beta^2}{2} \right) \right\} y_{k,tot} \tag{4.80}
\]

\[
\leq \sup_{\beta > 0} \left\{ \frac{1}{C\beta} \left( \sum_{n=1}^N r_n \int_{\tau^{IV}_n}^{t^{IV}_n} f(z)dz + \frac{\beta^2}{2} \right) \right\} y_{k,tot} \tag{4.81}
\]

\[
= \sup_{\beta > 0} \left\{ \frac{1}{C\beta} \left( \sum_{n} r_n \int_{t^{IV}_n}^{E_1(x)} - Cx]dx + \frac{\beta^2}{2} \right) \right\} y_{k,tot} \tag{4.82}
\]

\[
= D^* y_{k,tot} \tag{4.83}
\]

where the first inequality (4.78) is the same as (4.73). In (4.79) we have simply multiplied and divided by \( y_{k,tot} \) (recall that \( y_{k,tot} \) is the size of the \( k \)-th busy period \( y_{k,tot} = R_{0,in}(t_e) - R_{0,in}(\tau) \)). In (4.80) we take the supremum over all positive \( \beta \) to upper bound (4.79). (4.81) follows immediately from (4.77); (4.82) and (4.83) follow immediately from the definition of \( t^{IV}_{in} \) and \( D^*(4.66) \).
Using the bounds that we have derived so far we can write:

\[
\int_{B} d_0(y) dy \leq \int_{\bigcup B_k} d_0(y) dy
\]

(4.84)

\[
= \sum_k \int_{B_k} d_0(y) dy
\]

(4.85)

\[
\leq \sum_k D^* y_{k,\text{tot}}
\]

(4.86)

\[
= D^* \sum_k y_{k,\text{tot}}
\]

(4.87)

\[
= D^* B
\]

(4.88)

the first inequality (4.84) follows from the definition of \(B_k\). Equation (4.85) follows from the fact that the cardinality of \(a\) is at most countably infinite. (4.86) follows from (4.83) and (4.81) follows from the fact that \(D^*\) does not depend on \(k\). Finally using the definition of \(B\) we have (4.88).

\[\square\]

**Corollary 4.12.** There exist arrival patterns \(R_{0,\text{in}}^*\) and \(R_{1,\text{in}}^*\) that achieve the average delay \(D^*\) defined in (4.66).

**Proof.** For the sake of simplicity assume that both envelopes are such that the quantity

\[
\lambda_i = \lim_{t \to \infty} \frac{E_i(t)}{t}
\]

is well defined for both flows \((i = 0, 1)\). Note that if \(E_0\) is piecewise linear \(\lambda_0\) is simply \(r_N\). If this is not the case it is still possible to construct \(R_{0,\text{in}}^*\) and \(R_{1,\text{in}}^*\) but their analytical representation it is going to be more complicated. Let \(\beta^*\) be the optimal busy period size, that is the \(\beta\) that achieves the supremum in (4.66). If the supremum is not achieved the same reasoning applies but again the notation is more complicated so we are going to assume that this is not the case. Clearly every \(\beta^*/\lambda_0\) units of time flow 0 can send a burst of size \(\beta^*\) without violating the envelope. At the same time, in order to achieve the worst case, we also need the cross traffic \((R_{1,\text{in}})\) to be able to be greedy for the duration of the busy period. It is easy to obtain an upper bound for the amount of time needed by \(R_{1,\text{in}}\) to be able to send a burst of the appropriate size. From the definition of \(D^*\) in (4.66) we know that the flow 0 will send its traffic around \(\alpha\). We also know that the burst from flow 0 will last exactly \(E_0^{-1}(\beta^*)\) units of time. The worst it can happen is for the optimal solution to be such that flow 0 will start sending traffic at \(\alpha\) (we know it cannot
start any later) and stop at time \( \alpha + E_0^{-1}(\beta^*) \) in this case flow 1 will have to burst for the same amount of time, sending a total of \( E_1^{-1}(\alpha + E_0^{-1}(\beta^*)) \) units of traffic. Therefore we can define:

\[
\varphi = \max \left[ \frac{\beta^*}{\lambda_0}, \frac{E_1^{-1}(\alpha + E_0^{-1}(\beta^*))}{\lambda_1} \right]
\]

so that if both sources do not send any traffic for \( \varphi \) units of time both of them will be “fresh.” That is they will be able to burst as much as needed in order to achieve \( D^* \) no matter what they did in the past (before the resting period).

Based on this observation we can construct a periodic version of \( R_{i,\text{in}}(t) \), where \( \varphi \) is the period. Starting at time 0 (assuming there was no traffic before that time) both streams are “fresh” and can follow the envelope until the times dictated by the definition of \( D^* \). By solving the optimization problem (4.1), when the size of the busy period is \( \beta^* \), we can find \( \tau_{\min} \) and \( t_{\max} \). From the proof of Theorem 4.11 we know that flow 0 should start sending traffic according to \( R_{0,\text{in}}^\text{IV}(t) \) at time \( \tau_{\min} \) until time \( t_{\max} \). Then, if it does not send any traffic until \( \alpha + E_0^{-1}(\beta^*) + \varphi \), we know that it can send another burst of size \( \beta^* \) without violating the envelope. Flow 1 should start sending traffic at time 0 until time \( t_{\max} \) following the envelope \( E_1 \) then, just like flow 0, it will be ready to start a new period at time \( \alpha + E_0^{-1}(\beta^*) + \varphi \). Given that both flow are periodic with the same period \( \varphi \) we have \( R_{i,\text{in}}(t) = R_{i,\text{in}}(t + \varphi) \) and over the first period:

\[
R_{0,\text{in}}(t) = \begin{cases} 
0, & \text{if } 0 \leq t < \tau_{\min} \\
R_{0,\text{in}}^\text{IV}(t), & \text{if } \tau_{\min} \leq t \leq t_{\max} \\
R_{0,\text{in}}(t_{\max}), & \text{if } t_{\max} < t \leq \alpha + E_0^{-1}(\beta^*) + \varphi 
\end{cases}
\]

\[
R_{1,\text{in}}(t) = \begin{cases} 
E_1(t), & \text{if } 0 \leq t \leq t_{\max} \\
E_1(t_{\max}), & \text{if } t_{\max} < t \leq \alpha + E_0^{-1}(\beta^*) + \varphi 
\end{cases}
\]

If both flows keep following this pattern every \( \varphi \) units of time the resulting busy periods will all have average delay \( D^* \) and hence the average delay for the whole process will be \( D^* \).

Example 4.13. When both \( E_0 \) and \( E_1 \) are “sigma-rho” envelope (that is \( E_i(t) = \sigma_i + \rho_i t \)
it can be shown that the upper bound on the average delay given by Theorem 4.11 is:

\[
D_{\text{avg}} = \frac{\rho_1 \sigma_0}{C \rho_0} \left( \sqrt{\frac{C - (\rho_0 + \rho_1)}{C - \rho_1}} - 1 \right) + \frac{\sigma_0}{\rho_0} \left( 1 - \sqrt{\frac{C - (\rho_0 + \rho_1)}{C - \rho_1}} \right) + \frac{\sigma_1}{C}.
\]  

(4.89)

In this case the notation used in Theorem 4.11 does not apply because \( E_0 \) is not continuous at time 0 and does not fit the model in (4.65) but the same argument does hold. In this case \( \alpha = 0 \) so that the function \( G \) is not used and \( H(t) = \sigma_0 + \rho_0 t \). The water filling condition is trivial because \( E_1 \) has only one slope and \( \alpha = 0 \).

More precisely the arrival pattern is as follows: both flows are greedy starting at time 0 but flow 1 sends its burst of size \( \sigma_0 \) right after the cross traffic does so that the cross traffic will be served first. Then both flows send traffic at rate \( \rho_i \) until the end of the busy period. Just as in (4.66) we have to find the optimal busy period size \( \beta^* \). In this specific case it is easy to see that:

\[
d_0(y) = \begin{cases} 
\frac{y}{C} + \frac{\sigma_1}{C}, & \text{if } 0 \leq y \leq \sigma_0 \\
\frac{1}{C \rho_0} \left[ y(\rho_0 + \rho_1) - \rho_1 \sigma_0 + C(\sigma_0 - y) + \rho_0 \sigma_1 \right], & \text{if } \sigma_0 \leq y \leq \sigma_0 + \rho_0 \frac{\sigma_0 + \sigma_1}{C - \rho_0 - \rho_1} 
\end{cases}
\]  

(4.90)

where \( \frac{\sigma_0 + \sigma_1}{C - \rho_0 - \rho_1} \) is the maximum length of a system busy period so that \( \sigma_0 + \rho_0 \frac{\sigma_0 + \sigma_1}{C - \rho_0 - \rho_1} \) is the maximum amount of traffic that \( R_{0,\text{in}}(t) \) can send in a single busy period. Using (4.90) we can find the optimal size of the busy period by solving the following optimization problem:

\[
\sup_{\beta > 0} \frac{1}{\beta} \int_0^\beta d_0(y). 
\]  

(4.91)

Given that \( d_0(y) \) is a linear function of \( y \) we can calculate the value of the integral in (4.91), which will be a quadratic function of \( \beta \). Then we can find the optimal value of \( \beta \) by taking the first derivative and setting it equal to zero. Using this value for \( \beta \) we can compute \( D_{\text{avg}} = \frac{1}{\beta} \int_0^\beta d_0(y) \) and the corresponding value is (4.89).

We conclude this chapter with another corollary to Theorem 4.11. It is easy to see that all the proofs that we have presented continue to hold if we are interested in finding an upper bound for \( g(d_0(y)) \) where \( g \) is a nondecreasing function.

**Corollary 4.14.** Let \( R_{0,\text{in}} \sim E_0, \; R_{1,\text{in}} \sim E_1 \), as in Theorem 4.11. Let \( g \) be a nondecreasing function then for any \( B > 0 \):

\[
\frac{1}{B} \int_0^B g(d_0(y)) dy \leq D^*. 
\]
where

\[ D^* = \sup_{\beta > 0} \left\{ \frac{1}{\beta} g \left( \frac{1}{C} \sum_n r_n \int_{T_{nm}}^{T_{nm+1}} [E_1(x) - Cx]dx + \frac{\beta^2}{2C} \right) \right\}. \]

If we pick \( g \) as:

\[ g_\delta(x) = \begin{cases} 0, & \text{if } x \leq \delta \\ 1, & \text{if } x > \delta, \end{cases} \]

we can use this corollary to obtain a lower bound on the delay distribution for flow 0. Similarly to what we did for the delay we are going to consider the specific case where both envelopes are sigma-rho envelopes. Again the notation used in Theorem 4.11 and corollary 4.14 does not apply because \( E_0 \) does not fit the model in 4.65. But we can use the same argument to show that in this case the worst case arrival pattern is the same and the expression for \( d_0(y) \) in the worst case and it is the same as in (4.90).

In this case we are interested in finding the values of \( y \) such that \( d_0(y) > \delta \) for any \( \delta \geq 0 \). It is easy to see that if \( \delta \leq \frac{\alpha_1}{C} \) then \( d_0(y) > \delta \) if \( 0 \leq y < \min\{\beta, \xi\} \) where

\[ \xi = \frac{C\sigma_0 + \rho_0 \sigma_1 - C \rho_0 \delta - \rho_1 \sigma_0}{C - \rho_0 - \rho_1}, \]

and \( \beta \) is the size of the busy period. While, if \( \frac{\alpha_1}{C} \leq \delta \leq \frac{\alpha_0 + \sigma_1}{C} \) then \( d_0(y) > \delta \) if \( \delta \leq \frac{\sigma_0 + \sigma_1}{C} \). We still have to find the optimal value for \( \beta \):

\[ \sup_{\beta > 0} \int_0^B g_\delta(d_0(y))dy = \begin{cases} \sup_{\beta} \int_0^{\min\{\beta, \xi\}} dy, & \text{if } 0 \leq \delta \leq \frac{\alpha_1}{C} \\ \sup_{\beta} \int_{\delta C - \sigma_1}^{\min\{\beta, \xi\}} dy, & \text{if } \frac{\alpha_1}{C} \leq \delta \leq \frac{\alpha_0 + \sigma_1}{C}. \end{cases} \]

Given that \( \int_0^{\min\{\beta, \xi\}} dy = \min\{\beta, \xi\} \) and that \( \sup_{\beta}[\min\{\beta, \xi\}] = \xi \) we have:

\[ \frac{1}{B} \int_0^B g_\delta(d_0(y)) \leq \begin{cases} 1, & \text{if } 0 \leq \delta \leq \frac{\alpha_1}{C} \\ \frac{C^2 \delta - C \delta \rho_1 - C \sigma_0 + \rho_1 \sigma_0 - C \sigma_1 + \rho_1 \sigma_1}{C \delta \rho_0 - C \sigma_0 + \rho_1 \sigma_0 - \rho_0 \sigma_1}, & \text{if } \frac{\alpha_1}{C} \leq \delta \leq \frac{\alpha_0 + \sigma_1}{C}. \end{cases} \quad (4.92) \]

Given that \( \frac{1}{B} \int_0^B g_\delta(d_0(y)) \) represents the fraction of bits that have a delay of at least \( \delta \), \( 1 - \frac{1}{B} \int_0^B g_\delta(d_0(y)) \) is the fraction of bits that have a delay of at most \( \delta \). Therefore \( 1 - \frac{1}{B} \int_0^B g_\delta(d_0(y)) \) is a lower bound for the delay distribution for an arbitrary sample path. Combining this fact with (4.92) we have a lower bound for the delay distribution:

\[ F(\delta) = \Pr[\text{delay} \leq \delta] \geq \frac{\delta C(\rho_0 - C + \delta \rho_1) + C \sigma_1 - \rho_0 \sigma_1 - \rho_1 \sigma_1}{C \delta \rho_0 - C \sigma_0 + \rho_1 \sigma_0 - \rho_0 \sigma_1}. \]
Conclusions

Using the previously known fact that a single FIFO queue is characterized by an infinite family of service curves we have shown that in the case of a single FIFO queue with inputs that have sigma-rho envelopes it is possible to recover previously known and tight QoS bounds. Furthermore this approach allowed us to derive a previously unavailable upper bound on the backlog of a single flow. Using the same approach for two FIFO queues in tandem (with all the inputs having sigma-rho envelopes) we were able to obtain an end-to-end bound that, at least in some cases, is better than the one obtained by considering each node in isolation. At the same time we were not able to find an arrival pattern that does achieve this bound. Subsequently we derived a tighter bound, which implies that the first bound is not achievable.

In order to find an achievable end-to-end delay bound we have introduced a new service abstraction that generalizes the widely used service curve framework. This new model is defined in terms of a “service mapping” which is a monotone operator that maps an arrival process to a lower bound on the corresponding output process. We considered service mappings that are shift invariant and we have shown how to obtain QoS bounds (worst case delay, maximum backlog and output envelope) for any network element offering a shift invariant service mapping.

Using this new service model we have been able to obtain a new end-to-end delay bound for two FIFO queues in tandem. In this case we were also able to find a set of arrival processes (one for each input) such that this worst case bound is indeed achieved, proving that it is a tight bound.
In both cases (single and multiple queues) we now have an achievable delay bound, at the same time only a fraction of the traffic will experience such a delay (unless we are dealing with some extreme cases on the verge of instability). This led us to consider the worst case average delay, where the average is taken over time.

We considered a single FIFO queues with two input flows, one with a piecewise linear and concave envelope, the other with a concave envelope. For this setting we derived an achievable bound for the worst case average delay for the flow with the piecewise linear envelope. Exploiting the concavity of the cross traffic envelope we showed that the through traffic should concentrate its traffic around specific points in time. Furthermore how the traffic should be distributed around these points in time is dictated by a condition that we called “water filling,” because it is somewhat similar to the way water would distribute itself in a convex bowl. We were also able to show that it is always possible to construct an arrival pattern that does achieve this worst case average delay, proving that this bound is tight.

These new results have also brought our attention to some new and interesting problems and we conclude this dissertation with a brief discussion about some of them.

5.1 Open Problems

As we have mentioned in the introduction one of the motivations for this work was the work of the DiffServ group of the IETF. Yet, as a first step, we only considered FIFO queues. As such, even the two FIFO queues in tandem cannot be considered a non-trivial DiffServ network. At the same time this problem might help us shed some light on a related problem where we have multiple aggregates being served according to some other scheduling algorithm and where each packets belonging to the same aggregate are served in a FIFO manner. For example if the algorithm used to serve the aggregates offers a service curve to the aggregate the service mapping approach should apply as well. Recall that the theorem in [15] holds whenever the aggregate of the two (or more) flows is offered an arbitrary service curve. In our case we used $Ct$ as the service curve but it should be easy to extend these results to other service curves. In particular if PGPS is used the modifications should be minimal: this algorithm has a so called “rate latency” service curve which is basically the same as $Ct$ shifted to the right by the latency term [23].
Another possible extension deals with the network topology: the example with two FIFO queues can be trivially extended to the case where there are more queues with one flow going through all of them (the through traffic) and a series of cross traffic flows, one per queue, each sharing only one queue with the through traffic. But there are other similar scenarios that present more challenges. For example, if some of the cross traffic flows share multiple queues with the through traffic we could partition the nodes in multiple subsets so that each subset can be analyzed using one of the known cases. Most likely, though, we would not be able to obtain tight delay bounds this way. This is similar to what happened when we tried analyzing the two node case as two nodes in isolation. Hopefully the results we have derived can be used as a starting point and should give some insight on similar, but more complicated, scenarios.

In the case of the worst case average delay there are many related problems as well. Probably the first one that comes to mind, similar to what we did in the first part, is to consider the multiple node case, again each node can be considered in isolation but most likely this approach will, once more, fail to give an achievable bound.

Another variation of this problem is when the through traffic is given (i.e. known a priori) but the cross traffic is arbitrary. In this case it would still be interesting to obtain a bound on the worst case average delay for the specific realization of the through traffic. As an analogy consider the service mapping (and service curves) model. In that case if $R_{in}(t)$ is known it is possible to obtain a lower bound for the output, and different realizations of $R_{in}(t)$ will give different bounds. The idea is that $R_{in}(t)$ might be such that it is not the worst case, therefore it is not possible to achieve the worst case with this specific realization so it would be useful to know what the worst case average delay would be in this case. This is similar to the “adversarial queuing theory” [4], where it is assumed that the cross traffic is under the control of an adversary trying to delay the through traffic as much as possible. The best case for the adversary is when he knows what the through traffic will do (even in the future). Of course this is not always possible but, being the best the adversary can hope for, it is still an interesting question.

Finally, as we mentioned in the introduction, the worst case average delay bound can be used to better characterize the set of all possible output processes: this value can be used to bound the area between the arrival and departure processes. Therefore any feasible output process is such that the area between the input and output is less than or equal
to this bound. Unfortunately it can still be the case that a certain output process does satisfy all the known constraints (output lower bound, output envelope and area between input and output) and still not be feasible, in the sense that no arrival pattern (for the through and cross traffic) would ever produce this specific output realization.

It might be possible to extend this idea to construct a new service and traffic characterization that would give a “better” description of the set of all possible outputs. Given that the average delay can be achieved over an arbitrary time interval, and not only pointwise as the service mappings (and service curves) output bounds, the hope is that this approach could give bounds that are representative of the output process over longer time periods.

These are just some of the possible extensions of the work presented in this dissertation and by no mean an exhaustive list. Even though FIFO queues are so widespread and the algorithm itself is simple their analysis of their behavior and performance is far from trivial. Even though several problems have been solved there are many interesting and relevant open problems.
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