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For given acoustic frequencies of premixed gas-turbine combustors, a classical method not currently in use is explored for assessing whether acoustically-driven oscillatory combustion will occur. The method involves cataloging and estimating magnitudes of linear amplification and attenuation mechanisms. Linear approximations to nonlinear mechanisms are included in an effort to obtain a reasonably complete description with tractable analysis. A stability index is defined such that oscillation is predicted to occur when the value of the index exceeds unity. The method is tested on the basis of experimental data available in the literature, as well as with new experiments. Moderate success is achieved in rationalizing these experimental results. The objective
of the method is to enable quick and inexpensive decisions to be made for a wide variety of potential design configurations and operating conditions, without the complexity of computational fluid dynamics. The approach therefore may complement other approaches already in use.
1. CHAPTER 1

Motivation

Combustion-generated pollutants, in particular NO\textsubscript{X} and carbonaceous soot, may be significantly reduced by use of lean-burning combustion systems in gas-turbine engines. However, as the fuel-air mixture becomes lean, small perturbations in the flow can change the unsteady heat-release pattern, and if the heat release is in-phase with the acoustic pressure fluctuations in the combustor, the fluctuations can grow into high-amplitude oscillations, typically at frequencies in the 100-500 Hz range. These oscillations can cause flame extinction, reduce engine life and/or cause catastrophic structural damage under extreme circumstances. Only to the extent that such oscillations can be controlled and lean mixtures can be burned stably, can emissions be further reduced to meet future standards [1]

Combustion Instabilities

Combustion instabilities arise at different stages of the combustion process and could be grouped into various types [2] Intrinsic instabilities are inherent to the combustion and fluid physics. Chamber instabilities result from the interaction of the combustion process with a combustion chamber. System instabilities involve the interaction of the combustion processes in a chamber with upstream feed lines and/or downstream exhaust. In each of these three categories, different physical processes may contribute to the instability. Another categorization of
instabilities is in terms of the physical processes involved. For example, there are buoyant instabilities, hydrodynamic instabilities, and acoustic instabilities, among others. The focus of this research is on oscillatory types of combustion instabilities that are acoustic chamber instabilities, sometimes with feed-line coupling and with influence of hydrodynamic and intrinsic instability.

Characteristics of Oscillatory Instabilities

The oscillatory instability in gas-turbine combustors arises from the coupling of unsteady heat release with acoustic waves in a chamber, resulting in repeated pressure fluctuations at various characteristic frequencies. The instability frequencies are associated with the geometry of the device and may be influenced by interactions between the device and the flow field. The interactions causing these self-excited oscillations are complex because of the coupling of the flow field with the unsteady (and highly nonlinear) heat release. Some experiments have been interpreted [3,4] to indicate that a primary cause for generation of instabilities is an acoustic wave generated by unsteady heat release that trips a Kelvin-Helmholtz instability in the flow [5], where high density gradients, shear, and substantial vorticity exist. The instability modifies both the overall flame structure and the flow (turbulence), and hence an effective closed-loop feedback system is generated.

In 1878 Rayleigh proposed a criterion that has evolved into a clear rule for the potential amplification of an acoustic wave in a combustion system,
essentially that positive correlation of the heat-release and pressure variations over
the period of one acoustic cycle results in amplification of oscillations [6],

\[ \int_0^T p'(t)q'(t)dt > 0, \]  

(1)

where \( p' \) and \( q' \) are the pressure and the heat-release perturbations, respectively, as a function of time \( t \), and \( T \) denotes the period of the oscillation. Unfortunately, it is difficult to apply this criteria in a practical setting, as may be observed in studies [7-9] of one-dimensional systems designed to model reheat buzz. For linear oscillatory instability studies, the perturbations of concern can be represented as harmonic oscillations, the real (Re) part of complex functions,

\begin{align*}
    p' &= \text{Re}\{Pe^{(i\omega-\alpha)}\} \quad \text{and} \quad q' = \text{Re}\{Qe^{(i\omega-\beta)}\},
\end{align*}

(2)

where \( P \) and \( Q \) are amplitudes of the pressure and heat-release perturbations, respectively, and \( \omega \) is the frequency. In terms of \( \alpha \) and \( \beta \), the phase angles of the pressure and heat-release perturbations, respectively, it can be shown that equation (1) is satisfied if the phase difference between the two perturbations, \( \delta = \alpha - \beta \), lies between 0 and \( \pi \).

To gain further understanding of the oscillatory instability from first principles, an equation for the acoustic energy may be derived from fundamental fluid mechanics. Starting from the continuity, momentum and energy relations, and considering only linear perturbations, with the brackets denoting an average over the cycle, this equation takes the form
\[
\frac{\partial}{\partial t} \left( \frac{1}{2} \rho \left< u'^2 \right> + \frac{1}{2} \frac{p'^2}{\rho c^2} \right) dV + \int_{s} \left< \rho' u' \right> dS = \int_{V} \left( \frac{\gamma - 1}{\gamma} p' q' \right) dV - \int_{V} \left< \frac{\partial u'}{\partial x} \right> dV,
\]

(3)

where \( u', \rho', \tau', p' \) and \( q' \) are the perturbations for the velocity, density, viscous stress, pressure and heat-release rate respectively. Here \( dS \) and \( dV \) are the differential surface-area and volume elements respectively, \( \bar{\rho} \) is the average density, and \( \bar{c} \) is the average speed of sound, given by:

\[
\bar{c} = \sqrt{\gamma R \theta},
\]

(4)

where \( \gamma, R \) and \( \theta \) are the ratio of specific heats, the gas constant and the temperature, respectively. For simplicity of notation, tensor contractions are not shown in equation (3), terms being written in the form they would take in a one-dimensional system.

It is worth noting that:

- The first term represents the rate of change in the acoustic energy in the combustor volume.
- The second term is a convection term for energy moving in and out of the control volume through the surface \( S \).
- The third term arises from the coupling between the pressure and heat perturbations (essentially the Rayleigh criteria).
- The fourth term represents the viscous dissipation of the acoustic energy.
The thermodynamic interpretation of the Rayleigh criteria may also be illustrated in terms of the mechanical work done over the period of one cycle by the acoustic energy [10],

\[ \int p' d\nu' = -\frac{\nu}{\nu_0} \int p' dp' + \int p' d\nu'^{(q)} = 0 + \int_0^T \frac{\nu'^{(q)}}{dt} dt \sim \int_0^T p' \nu' dt , \]  

(5)

where \( p' \) and \( \nu' \) are the perturbations in pressure and specific volume, respectively. This work term is split into an isentropic portion, the integral of which vanishes, and a portion, \( (\nu'^{(q)}) \), resulting from the volume change caused by the heat addition. Depending on the sign of the integral, mechanical work could be added to or extracted from the cycle.

**Amplification of Oscillatory Combustion Instability**

Several mechanisms have been identified that contribute to acoustic instability amplification, some of which are:

**Air/fuel-ratio fluctuations:** Recently investigated by Lieuwen and Cho [11], the heat-release perturbations at the flame can cause acoustic waves to propagate upstream into the feed lines and cause perturbations in the incoming air/fuel mixture. These perturbations may be carried by the mean flow and trigger a fluctuation at the base of the flame, closing the instability loop. Several studies have addressed this possible mechanism. For example, Sacarini et al.[12] studied the fuel-air fluctuations in a simple duct and concluded that the strong potential of these fluctuations to drive instabilities justified substantial effort in mitigating
air/fuel fluctuations. In their work [13], they defined a parameter $\sigma$ as an indicator of the efficiency of the mixing duct,

$$\sigma = \frac{\phi'}{\phi} \frac{u'}{u},$$

(6)

where $\frac{\phi'}{\phi}$ is the ratio of air/fuel-ratio perturbations to the mean air/fuel-ratio, and $\frac{u'}{u}$ is the ratio of velocity perturbations to the mean flow velocity.

Their later work focused on trying to get this parameter as close to zero as possible [13], which was accomplished by improving the mixing quality of the reactants by using multiple fuel-injection locations.

**Convective-Acoustic Waves:** This is a class of perturbations that are carried by the mean flow, such as vortices shed from the flame holder and/or entropy waves propagating downstream, and generating upstream-propagating acoustic waves. The vortex shedding and entropy phenomena are as follows:

**Vortex Shedding:** Vortices shed from the flame holder were suggested as a cause of combustion instabilities as early as 1956 by Rogers and Marble [14]. More recently, experimental investigation by Poinsot et al. [3] looked at this as a possible source of combustion instability. The instability is triggered when the vortices shed at the flame holder entrain unburned mixture, which propagate downstream and causes a sudden heat release at some point downstream. This triggers an acoustic wave propagating upstream, closing the feedback loop. Culick and Magiawalla [15] investigated vortices shed from the flame holder consisting of
pure products, which would impinge on obstacles downstream (e.g. the nozzle) and cause pressure oscillations to intensify. This investigation was of purely acoustic phenomenon with no heat-release contribution. Mateev and Culick [16] recently investigated the formation of vortices behind flame holders and their interaction with flow-field perturbations in premixed combustors, using a newly developed quasi-steady model. In this model, they addressed a dump combustor in which they assumed constant fluid properties, vortex burning as the only source for instability (without vortex-surface interaction), and vortex propagation at the mean flow velocity. They were able to partially validate the model against experimental results for vortex shedding in a non-reacting oscillating cold flow. The authors cited a concern that reacting flows might behave differently and that resulting vortex shedding and interaction in reacting flows might follow a different pattern [16].

**Entropy waves:** The phenomenon of localized hot spots in a mean gas flow has been known for a number of years. When these hot spots reach the inlet of a chocked nozzle, their arrival triggers an upstream acoustic wave propagation that can cause an acoustic instability. The effect of entropy waves on flow-field instabilities was suggested in early work by Chu [17], who considered their influence on combustion instabilities to be minimal except at low frequencies. Polifke et al. [18] recently studied the constructive or destructive coupling of entropy waves with the pressure perturbations. Since the hot spots are transported by the mean flow (usually at low velocity), effects of entropy waves have been assumed to exist at low frequencies [19].
There are other possible sources of combustion oscillatory instability ranging from purely chemical-kinetic to solely fluid-mechanical. Their contributions vary with oscillation modes. It is also possible that some of the oscillation modes are triggered by a combination of perturbations (velocity, temperature, laminar flame speed, etc...).

**Damping of Oscillatory Combustion Instability**

Little work has been done to include damping effects in the body of literature on combustion instabilities. Most of the previous research has looked at amplification mechanisms and signs of growth or decay of the modes. The few studies looking into damping were independent from research into amplification or were complete engine studies [20].


**Wall damping:** Wall damping of the velocity parallel to the wall occurs as a result of the oscillating boundary layer with a thickness of order

$$
\delta = \frac{\mu_w}{\sqrt{\rho_w \omega}}, \quad (7)
$$

where $\mu_w$ is the viscosity near wall. Here $\omega$ and $\rho_w$ are the oscillatory frequency and the density near the wall, respectively. The wall damping depends on gas molecular properties near the wall and on the surface area of the combustor liner and wall. This energy damping can be found, starting from a simplified time-dependent momentum equation [2],
\[ \rho_w \frac{\partial v}{\partial t} = \frac{\partial}{\partial y} \left( \mu_w \frac{\partial v}{\partial y} \right), \]  

(8)

where \( \rho_w, \mu_w \) and \( v \) are the density, viscosity and velocity values near the wall. This equation has a solution,

\[ v = \left( \frac{\theta_w}{\theta_c} \right) \text{Re} \left\{ V e^{\frac{-i \pi}{2} \frac{\theta_w}{\sqrt{2} \mu_w}} \right\}, \]  

(9)

where \( \theta_w, \theta_c, V \) and, \( \omega \) are the temperature at the wall, the temperature at the core, the oscillatory velocity magnitude outside the oscillating boundary layer, and the frequency of the oscillation respectively.

From this velocity solution, an energy dissipation expression, (per unit area of combustor wall), was formulated by Williams [2] as,

\[ e_{wd} = \int_0^\infty \frac{1}{2} \rho_w \omega \left[ \frac{\theta_w}{\theta_c} V e^{\frac{-i \pi}{2} \frac{\theta_w}{\sqrt{2} \mu_w}} \right]^2 \, dy = \frac{1}{2} \left( \frac{\theta_w}{\theta_c} \right)^2 |V|^2 \sqrt{\frac{\omega \rho_w \mu_w}{2}}, \]  

(10)

This solution then needs to be integrated over the wall boundary surfaces to obtain the total rate of dissipation by the wall damping.

**Particle damping:** This is the sound attenuation by the Stokes drag on small particles (mainly soot in the combustion applications of interest here). Williams [2] identified the range of contributing particle sizes by

\[ r_s << \sqrt{\frac{\mu}{\rho \omega}} << \lambda, \]  

(11)
where $r_s, \mu, \rho, \omega$, and $\lambda$ are the mean particle radius, viscosity in the chamber, density, frequency, and the acoustic wave length. The contribution of the particle damping depends on the velocity difference between particles and gas, particle sizes, particle density, number of particles per unit volume and particles distribution.

The total rate of acoustic energy dissipated by solid, spherical particles in the flow can be calculated as

$$e_{pd} = \frac{1}{2} \int \frac{1}{r} \left\{ n_s \left( \frac{4}{3} \pi r_s^3 \rho_s \right) (v_g - v_s) \cdot v_g \right\} dV, \quad (12)$$

where $n_s, r_s, \rho_s, v_g$, and $v_s$ are the number of particles, particle radius, particle density, gas velocity and particle velocity, and the brackets represent an average over time. The response time, $\tau$, is calculated from

$$\tau = \frac{2r_s^2 \rho_s}{(9\mu)}, \quad (13)$$

where $\mu$ is the gas viscosity.

Equating the force decelerating a particle with the Stokes drag and performing a few algebraic operations reduces the coefficient of energy dissipation to

$$\alpha_{pd} = \left( \frac{\omega}{2} \right) \left( \frac{\rho_s}{\rho_g} \right) \left[ \frac{4}{3} \pi r_s^3 (\omega \tau) \sqrt{1 + (\omega \tau)^2} \right] G(r_s) dr_s, \quad (14)$$

where $G(r_s) dr_s$ represents the number of particles per unit volume within radius range $dr_s$ about $r_s$. The total energy dissipated can be calculated from
\[ e_{pd} = e_o \exp(-\alpha_{pd}t) \]  

where \( e_o \) is the initial acoustic energy.

**Relaxation damping:** This is a form of homogeneous dissipation that is caused by chemical and vibration relaxation. The contribution of relaxation damping depends on the frequency of the oscillations, the chemical relaxation time, which is a measure of the reaction rate, and the speed-of-sound ratio, \( \frac{a_f}{a_e} \), where \( a_f \) and \( a_e \) are the frozen and equilibrium sound speeds respectively. Relaxation damping is usually small compared with wall damping, but might become important for large chambers.

**Homogeneous damping:** This is damping of the acoustic energy caused by viscous dissipation. It primarily depends on velocity gradients, acoustic frequency, and viscous properties. It is believed to have small contribution to acoustic energy attenuation at low frequencies, but this contribution increases as frequencies increase, and it is a possible cause for the absence of very high-frequencies.

**Nozzle damping:** When choked flow conditions are met, the propagation of acoustic waves is restricted at the nozzle and no propagation of longitudinal waves is allowed upstream from a diverging supersonic-flow section. This boundary can absorb energy depending on the flow conditions. There are other damping sources to be considered in an actual combustor, such as perforated walls and cooling flows near the wall, and heat-addition mechanisms acting out of phase with the pressure perturbations.
Review of Prior Methods to Study Oscillatory Instability

There is a large body of literature in the area of combustion instabilities. Before instabilities were recognized as problems in the gas-turbine industry, combustion instability was observed as a serious issue during the development of solid rockets, and later also became pronounced for liquid rockets, where much of the earlier research was conducted [21]. The complicated nature of the coupling between the heat release and acoustics continues to make control of instabilities a challenging task for researchers looking into investigating and designing propulsion and power-generation devices.

Figure 1.1 summarizes some of the methods used to analyze and/or predict the onset of combustion instabilities. All approaches to study combustion oscillations start from the Navier-Stokes conservation equations, and may be classified as follows:

- An approach in which the linearized Rankine-Hugoniot equations are expanded around a small Mach number to relate the perturbations across a flame front. The use of network models and the flame jump relations produces a dispersion equation to be solved for the eigenfrequencies of interest.

- Another approach by which simplifying the linearized (N-S) equations produces an inhomogeneous wave equation for pressure perturbations with a source term accounting for combustion heat release. The challenge in this approach becomes finding approximate solutions that satisfy the boundary conditions. The method of weighted residuals and its variants are used to solve the resulting equation.
A recent approach to numerically integrate the Navier-Stokes equations directly as done by many computational fluid dynamics (CFD) simulations.

The first two approximate methods require a closure term for the heat release term. Closure formulas range from general closure terms relating velocity or pressure perturbations to heat release, to detailed flame models. These will be discussed later. The analysis then either takes the path of finding a dispersion relation for the frequency, via the Rankine-Hugoniot equations, or finding approximate solutions to the inhomogeneous partial differential equations (PDEs) using the Galerkin method. CFD simulations require large computational efforts if they are direct simulations, or need approximations for small turbulent scales as in large-eddy simulations. Examples from these approaches are discussed in more detail below.
**Figure 1.1:** Summary of methods used to study combustion oscillatory instabilities
The \((n-\tau)\) Approach

Also referred to as the time-lag model, the \(n-\tau\) approach evolved during research into liquid rocket instabilities by Crocco, Cheng and others [21]. The model provides a way to couple heat perturbations with flow-field perturbations. This is achieved by a pressure-interaction index, \(n\), describing how the pressure oscillations affect combustion oscillations, and a time lag \(\tau\) between the two fluctuations. The time lag is defined as the interval between the time when the pressure disturbance occurs at the flame to the time when heat is released in that location [6]. Crocco [21] assumed that the heat release is only affected by the pressure and is proportional to \(p^n\), where \(n\) is the interaction index. These models have been used for linear and nonlinear perturbations alike [18,22] and are generally formulated to look like some variation of the expression,

\[
Q' = n\overline{Q}(1 - e^{i\omega t}) \frac{p'}{\overline{p}},
\]

where \(Q'\) is the perturbation of the heat release, \(p'\) is the pressure perturbation, and \(\overline{Q}\) and \(\overline{p}\) are the mean heat release rate and pressure respectively. The \(n-\tau\) model in its original form is open to using empirical correlations between the heat and the pressure perturbation and in general should be viewed as a framework that may include both physical concepts and empirical observations.

Putnam provided a simple way of estimating the time lag for combustion instabilities such as those of interest here [6],
\[ \tau = \frac{\delta}{V_p}, \]  

(17)

where \( \delta \) is the distance between the fuel injector to the flame front and \( V_p \) is the mean fuel velocity. This \( \tau \) in essence is a mean convection time between the fuel port and the flame front. He later \[6\] modified the formula to account for an additional time lag based on observations from experimental results. The modified time-lag expression is

\[ \tau = \frac{\delta}{V_p} + \left( \frac{a}{3} \right) \left( \frac{V_p}{S_L} \right) \left( \frac{1}{V_p} \right) = \frac{\delta}{V_p} + \frac{a}{3S_L}, \]  

(18)

where \( a \) is the duct diameter and \( S_L \) is the laminar flame velocity. The additional time is intended to account of the transverse flame propagation across the diameter. There are various ways of interpreting the time lag. For example:

- The time lag appropriate for the liquid rocket applications often is thought to be associated with droplet evaporation and the consequent heat release, dependent on reaction rate. These processes are directly affected by the pressure, and hence Crocco determined that \( \tau \) varies with \( p'' \) only.

- For the premixed combustion application considered here, the frequencies of concern are lower, and the time lag is more closely associated with the interval from the injection of reactants to their arrival at the flame front (convection time). This is closer to the expressions proposed by Putnam \[6\] in equations (17) and (18), which many of the studies on premixed combustor oscillations have adopted.
An Approach Employing the Rankine-Hugoniot Relations

Keller [23] and later Polifke [18] derived a set of algebraic correlations by expanding the Rankine-Hugoniot equations around the mean Mach number. The Rankine-Hugoniot relations are

\[
\begin{align*}
\rho_c u_c &= \rho_h u_h, \\
p_c + \rho_c u_c^2 &= p_h + \rho_h u_h^2, \\
h_c + \frac{1}{2} u_c^2 + q &= h_h + \frac{1}{2} u_h^2
\end{align*}
\]

(19)

where \(\rho, u, p, h,\) and \(q\) are the density, velocity, pressure, enthalpy and heat addition respectively. The subscripts \(c\) and \(h\) represent the region prior to the flame (reactants/cold side) and the region after the flame (products/hot side).

Keeping only the linear terms, they derived a relation between flow perturbations on both side of the flame, taken here to be a discontinuity with a temperature jump,

\[
\begin{align*}
\rho_c^\prime &= \rho_c^\prime + \left[ \frac{\theta_h}{\theta_c} - 1 \right] \rho_c U_c \left[ \frac{Q'}{Q} - \frac{\rho^\prime}{\rho_c} \right], \\
p_h^\prime &= p_h^\prime + \left[ \frac{\theta_h}{\theta_c} - 1 \right] \rho_c U_c^2 \left[ \frac{u_c^\prime}{U_c} + \frac{Q'}{Q} \right]
\end{align*}
\]

(20)

where \(u', p', \theta, \rho,\) and \(U\) are the velocity perturbations, pressure perturbations, mean temperature, mean density and mean velocity, respectively.

**Closure for the \(\frac{Q'}{Q}\) term:** To provide closure for the resulting algebraic equations, the term \(\frac{Q'}{Q}\), representing the ratio of heat-release perturbations to mean
heat release, was written in terms of pressure and/or velocity perturbations with a time lag $\tau$. An example is the closure term for vortex shedding [18],

$$\frac{Q'}{Q} = \alpha e^{i\omega t},$$

(21)

where $\alpha$ is interpreted as the percentage of reacting mixture entrained by the vortex. The model assumes $\tau$ to be a constant, which is a common assumption in the literature, along with the approximation that the interaction index $n$ is constant. These approximations may not always be accurate, especially when there is significant flame movement, which would lead to a time varying $\tau$, or different operating conditions, which would lead to a changing $n$.

An alternative to seeking an overall closure model for the heat-perturbation term $\frac{Q'}{Q}$ is to consider a flame model that incorporates some of the nonlinear effects involving the flame location, shape, area and response to flow-field perturbations. The flame model would affect the rate of heat release, since the total heat release can be related to the flame area by the expression

$$Q = C_p(\theta_h - \theta_c) \rho_c S_L A_{\text{flame}},$$

(22)

where $C_p$, $\rho_c$, $S_L$, and $A_{\text{flame}}$ are the specific heat at constant pressure, density, laminar flame speed, and flame area respectively. In this thin-flame model, the resulting acoustic perturbations can be represented in terms of flame-area perturbations [24].
Efforts have been made to break the heat-perturbation term $Q$ into several contributing components in other ways such as \cite{11,25},

$$
\dot{Q}_{\text{total}} = \dot{Q}_{\Delta H_r} + \dot{Q}_{S_k} + \dot{Q}_{A_{\text{flow}}}
$$  \hspace{1cm} (23)

where $\dot{Q}_{\Delta H_r}$ is the perturbation resulting from heat-release fluctuations, $\dot{Q}_{S_k}$ is the perturbation caused by variation of the laminar flame speed and $\dot{Q}_{A_{\text{flow}}}$ represents fluctuations caused by instantaneous flame-area perturbations. These studies have assumed the flame to be a discontinuity separating reactants from products. In the work of Lieuwen \cite{11}, this flame front was tracked using a flame-tracking equation. Transfer functions were assigned to each term and contributions from these transfer functions were then incorporated into the combustion instability model. It was indicated that although the transfer functions were adequate approximations for the regime of small Strouhal number $St << 1$, at larger Strouhal numbers there were reported differences between experiment and theory \cite{11}. In these studies, the Strouhal number is defined as

$$
S_t = \frac{\omega R}{\overline{S_{l,0}}},
$$  \hspace{1cm} (24)

where $\omega$ is the frequency, $R$ is the radius of the combustor inlet, $\overline{S_{l,0}}$ is the mean laminar flame speed at a reference point (e.g. center point).

**Stability Studies:** In studying the stability of combustion systems, the pressure and velocity perturbations were taken to behave in a harmonic manner, similar to equation (2). Polifke et al. \cite{26} constructed a network model for a
simplified combustion system, in which each component of the system was represented by an acoustic impedance. Assuming negligible contribution from the mean flow (low Mach number approximation), and starting from a fuel plenum with boundary conditions set to zero (no flow perturbations), the one-dimensional coupled system of equations developed in this process accounted for pressure losses and velocity changes caused by duct friction and area changes up to the flame location. Jump conditions were introduced at the flame location as the flame was assumed to be a discontinuity of negligible thickness resulting in an instantaneous temperature jump. The combustor zone after the flame was approximated by a constant-area duct and a choked flow conditions were taken at the combustor exit, Mach number equal to unity, representing maximum mass flow and permitting no flow perturbations to propagate upstream from the turbine.

A small harmonic perturbation was then numerically introduced at the plenum exit. The coupled system of equations was manipulated to derive a dispersion equation in the frequency $\omega$. The roots of the equation are the complex eigenfrequencies [18,27].

A stability criterion was determined by looking at the cycle increment, defined [18] as the percentage by which an infinitesimal amplitude may grow in one cycle,

$$ CI(\omega) = e^{\left[-2\pi \frac{\text{Im}(\omega)}{\text{Re}(\omega)}\right]} - 1. $$

(25)

Here $CI(\omega)$, the cycle increment for a particular frequency, is an exponential function of the ratio of the imaginary to real part of the eigenfrequency and is a
measure of the growth rate of the amplitude, and negative values of $CI(\omega)$ indicate decay.

As the system of equations grows larger, (adding more mechanisms or including more ducting upstream or downstream from the flame), finding all the eigenfrequencies of the dispersion relation becomes a harder numerical task. Also, the dispersion relations obtained by the above studies do not provide concrete information about frequencies other than the eigenfrequencies, and whether they will grow or damp. As operating conditions of the combustor change and the energy distribution shifts between modes, some of these undetermined eigenfrequencies may be susceptible to growth as well.

An alternative to seeking eigenfrequencies and dispersion relations is the approach of inserting a closure term for the heat-release perturbations term in equations (20). For example, putting $\frac{Q'}{Q} = \varepsilon e^{i\omega t}$ with $\varepsilon = 0.05$ (5% of the reacting mixture is entrained by the vortex), enables pressure and velocity perturbations’ amplitudes to be calculated. Inspection of the resulting pressure-perturbation amplitude in time (growth or decay) provides a way of inferring growth or decay information from the time history of the perturbation [18].

In this method the choice of the value of $\varepsilon$ is empirical, and it is viewed as the only nonlinear addition to the linearized equations. It then becomes the driving source for possible amplification. This makes predicting instability using this method wholly dependent on the choice of the driving term, presumed to arise from nonlinear phenomena in a formulation which nonetheless is linear.
Use of Green’s Functions

An intermediate level of analysis, between the linearized Rankine-Hugoniot equations and a full time-accurate CFD simulation, is the use of approximate methods to solve the inhomogeneous PDE. These approximate solutions attempt to capture more of the physics than simple closure approaches can capture. Starting from the linearized Navier-Stokes conservation equations and ignoring the mean flow (Mach number very small so it can be approximated as being equal to zero), Hegde et al. [28] formulated the problem in the form of an inhomogeneous wave equation for the pressure perturbation,

\[
\frac{1}{c^2} \frac{\partial^2 p'}{\partial t^2} - \bar{\rho} \nabla \cdot \left( \frac{1}{\bar{\rho}} \nabla p' \right) = (\gamma - 1) \frac{\partial q'}{\partial t}.
\]  

(26)

To solve the problem, a Green’s function was used to represent the heat perturbation term in equation (26). Overall, their use of this method provided some insight but fell short of yielding a conclusive answer because of their omission of a formal coupling between the heat-release and flow-field perturbations [9].

When there is a formal coupling between the pressure perturbations and the heat perturbations, the use of a Green’s function essentially simplifies the inhomogeneous PDE into an integral equation to be solved iteratively.

Approaches making use of a Galerkin Expansion

The approach is a variation of the method of weighted residuals developed for solving PDEs. Powell and Zinn [29] applied a linearized Galerkin technique in their investigation of axial and transverse instabilities in liquid rocket motors. A
similar approach was independently developed and used to analyze solid rockets instabilities by Culick [30].

Again the approach is from the inhomogeneous wave equation for the pressure perturbations $p'$,

$$
\nabla^2 p' - \frac{\partial^2 p'}{\partial t^2} = h,
$$

(27)

where the source term $h$ is the contribution of the heat perturbations to the pressure perturbations. Using the notation of Culick [31] this term can be written as

$$
h = -\rho c^2 \left( \bar{u} \cdot \nabla \bar{u} + \alpha \frac{\partial \bar{u}}{\partial \alpha} \right) + \frac{1}{c} \bar{u} \cdot \nabla \frac{\partial \bar{u}}{\partial \alpha} + \frac{\bar{\gamma}}{c^2} \nabla \cdot \bar{u} - \nabla \cdot \left[ \bar{\rho} (\bar{u} \cdot \nabla \bar{u} + \frac{\partial \bar{u}}{\partial \alpha}) \right] + \frac{1}{c} \frac{\partial}{\partial \alpha} (\bar{u} \cdot \nabla \bar{p}) + \frac{\bar{\gamma}}{c} \frac{\partial \bar{p}}{\partial \alpha} \nabla \cdot \bar{u} + \nabla \cdot \bar{F} + \frac{1}{c} \frac{\partial \bar{p}}{\partial \alpha}.
$$

(28)

The boundary condition is

$$
n \cdot \nabla p' = -f,
$$

(29)

in which $n \cdot \nabla p'$ is zero for rigid-wall boundary conditions, and $f$ is the effect of the heat addition.

The solution for equation (27) was approximated by a series expansion in the natural modes of the combustion chamber, which are the solutions of the wave equation with no heat perturbation and rigid-wall boundaries. The solution was given the form:
\[ p'(r,t) = \sum_m \eta_m(t) \psi_m(r), \]  

where \( \eta_m(t) \) are the amplitudes of the pressure perturbations and \( \psi_m \) are the acoustic eigenfunctions; these are the geometric natural modes with no flow or heat addition. Given the mode shape, the use of the Galerkin method tracks in time whether the amplitude of each mode \( m \) \( \eta_m(t) \) will grow or decay.

The Galerkin methodology has been used to look at various longitudinal and transverse modes and has been used for both linear and nonlinear analyses. It has been observed that different modes may or may not grow depending on the number of expansion terms included in the Galerkin approximation \[32\]. Inclusion of more modal terms from the expansion results in more effort and eventually to a larger nonlinear system of ordinary differential equations. Finally, detailed knowledge of the mode shapes and therefore of the combustor geometry is needed to be able to proceed with this type of analysis.

**Unsteady Computational Fluid Dynamics Simulation (CFD)**

Direct modeling of combustion processes in general requires extensive computational resources. In addition to solving for the flow field and chemistry, an inherently stiff system of equations, direct solution requires solving for the transport properties of \( N \) species produced or consumed during the reaction processes. Unsteady CFD, though far superior to previous approximate methods in capturing details of the flow field, requires extensive time and computational
resources to model the complex flow field of multi species, dimension, and time represented in evolving Navier-Stokes equations.

Instead of computing fine-scale fluid details directly with direct numerical simulation (DNS), the practice has been to limit calculations to large fluid structures, thus reducing the computational requirements. A separate, simple model represents the fine structures and quantifies only their contribution to the flow field. This treatment, referred to as large-eddy simulation (LES), utilizes a subgrid model to indirectly account for the fine-scale turbulent structures, which are assumed to be homogeneous and possess a universal character.

Hsiao et al. [33] studied the instabilities in a 3-D model of an annular combustor using LES. He later used CFD modeling results to incorporate into a low order acoustic model for predicting oscillatory instabilities. Stone and Menon [34] studied the effect of swirl on the stability of premixed combustors, again employing LES, they effectively captured the contribution of large structures to mass, momentum, and energy “vortex structures,” while empirical and or analytic formulas were used for the smaller turbulent structures. Comparisons for various fuel/air ratios showed their effect on imperfect mixing and the result on the combustor instability.

Steele et al. [1] used an LES code to run time-accurate simulations of a model combustor with the approximate dimensions of one of the Solar Turbines Mars combustor family. They predicted a range of instabilities that later were compared relatively well with experimental results. They also used an (n-τ) model to look at the stability characteristics of that particular combustor. This effort,
using results from CFD along with a low-order model, resulted in what some in the industry term the \((\tau - F)\) criteria, which is essentially a convective time lag multiplied by the frequency of interest. The work enabled them to identify some of the stable/unstable operating regimes for gas turbine engines and served as a quick design guideline to avoiding zones of instability, but never explained why instabilities would or would not occur.

To date much of the unsteady CFD literature has focused on simple geometries. In many cases results from steady CFD have been used to compliment low order models.
Summary of Reviewed Studies

Much of the analysis in the literature has assumed the wave behaves as a one-dimensional acoustic wave. Very little analysis has been done on multi-dimensional acoustic wave propagations and the effects of reflecting and or refracting waves. Lieuwen [35] investigated the acoustic field in the near field of a flame using 2-D flame zone geometry and a boundary element method code. He found that while the pressure field remained almost one-dimensional with very small departures, the velocity field behaved weakly 2-dimensionally at the center of the flame (variation from the 1-D wave approximation increasing slightly with the frequency) returning monotonically to the one-dimensional behavior closer to the wall.

The previous numerical and experimental research has focused on simple geometries such as straight ducts or constant area combustors, and in some cases has used network models, a method by which a complex geometry is broken into a series of different size ducts to compensate for different diameters and area changes [18,27]. This has allowed the simplification of the task of calculating the natural modes and convection times appropriate to the geometry.

Neglecting the mean flow is a common simplification of the problem adopted by all of the approximate methods. Mean flow contribution comes in two types, a velocity contribution to the acoustic wave and additional waves such as vortex shedding and entropy waves [9]. Dowling [36] studied the impact of the mean flow on combustion oscillations and concluded that mean flow effects are
negligible for Mach numbers less than 0.2 (many practical combustors), while for higher Mach number flows, the presence of the mean flow adds the possibility of new mode oscillations.

**Motivation for a New Approach**

Previous research efforts either have attempted to identify the growth or decay of a particular mode, generally the natural modes of the geometry as in the Galerkin approach, or have attempted to identify the modes that will grow or decay by solving a dispersion relation, as in the time-lag approaches. The susceptibility of particular modes to growth or decay depends on the selection of amplification and/or damping mechanisms included in the governing equations.

The authors couldn’t find much prior work approaching the instability issue with a direct acoustic energy conservation approach. This approach allows the flexibility to calculate contributions from amplification and/or attenuation across all frequencies, rather than predicting eigenmodes. It is our belief that a direct acoustic energy approach could be of tremendous benefit in determining the susceptibility of all frequencies to growth or decay as operating conditions in a gas turbine change. This approach may also give designers a better handle on improving passive damping in the initial design phase, as they would have the ability to scan various frequencies and investigate their susceptibility to oscillatory instability at different operating conditions. We expect that this effort will provide a new perspective on and enhanced prediction of combustion oscillatory instabilities.
2. CHAPTER 2

INTRODUCTION

Many current combustor designs in the gas-turbine industry employ lean premixed combustion for the purpose of mitigating pollutant emissions. Such combustors, however, have been prone to combustion oscillations that detract from performance, reduce combustor lifetimes and increase operating expenses. Economical tools to help minimize the chances of encountering oscillatory combustion in new and existing combustor designs for low-emission gas turbines. Economical tools to aid in achieving this objective are worthy of investigation.

Significant advances in computational approaches for predicting oscillatory combustion have been achieved in recent years [37]. Although fully resolved direct-numerical simulation of turbulent combustion in practical-scale combustors remains a task for the future, there are a variety of well-developed modeling approaches that now can be brought to bear on the problem, employing different types of computational fluid dynamics (CFD). One class of approaches works with a flame transfer function which, based on a flame model, ultimately provides both the oscillation frequency and the amplification rate of an acoustic disturbance [18,23,36]. Nonlinear CFD methods, such as approaches employing Galerkin finite-difference techniques [30,38], yield predictions of both frequencies and limiting oscillation amplitudes, dependent, of course, on the turbulence and combustion models employed. Since all such approaches, are computationally intensive, there is motivation for investigating less expensive
approaches that are capable of addressing a wide variety of combustor configurations and operating conditions in a reasonable amount of time.

Advantage may be taken of the fact that observed oscillation frequencies often do not differ greatly from natural acoustic frequencies of the combustion chamber. Determination of the frequency may then be treated separately from determination of whether amplification occurs. In the present work it is assumed that potential oscillation frequencies will be identified independently, from acoustic analysis parallel CFD investigations, experiments or estimates based on experience, and the likelihood of oscillation occurring is therefore assessed as a function of frequency. The likelihood is estimated from analysis of amplification and attenuation rates by different physical and chemical mechanisms presumed to occur within the combustion system. Since acoustic amplification and attenuation is fundamentally linear concepts, linear approximations to nonlinear processes are needed in this approach.

We introduce simplified models of potentially relevant processes are introduced here. These models include, for example, different flame configurations ranging from distributed reactions to localized heat release, and different interaction mechanisms, such as pressure-sensitive combustion and mixture-ratio variations. Time lags play a central, crucial role in these models, which make use of simplified descriptions for approximating mode shapes of acoustic fields. The user must estimate the combustor and operational parameters as inputs to the model to obtain the amplification coefficients and time lags. The output is the stability index, which determines whether amplification or damping
is likely to occur as a function of frequency. The approach is shown to be capable of explaining a number of experimental observations, thereby providing some confidence in the utility of the method in future applications.

**SUMMARY OF THE BASIC FORMULATION**

Elements of the problem formulation have been presented previously [39]. Beginning with a formal definition of the acoustic energy [2,40], an amplification term, such that the energy increases with time \( t \) in proportion to \( e^{\alpha t} \), can be identified as

\[
\alpha = \left[ -\frac{\int_{A} \langle p'u' \rangle dA - \int_{A} \langle e\bar{u} \rangle dA + \int_{V} \langle \Phi \rangle dV}{2\langle \hat{e} \rangle V} \right].
\]  

\[(31)\]

where \( p \) and \( u_i \) denote pressure and velocity, Cartesian tensor notation with the summation convention being adopted, \( dA_i \) is the outward-pointing surface area element of the chamber (which has a total surface area \( A \)), \( V \) is its volume, \( e \) represents the local instantaneous acoustic energy density, and \( \Phi \) is the difference between the local instantaneous acoustic amplification and attenuation rate per unit volume. Notation adopted throughout will be that primes denote acoustic perturbations, overbars denote local average values, angular brackets denote a time average over an acoustic oscillation cycle, a caret denotes a volume average over the entire chamber, and a tilde denotes acoustic oscillation amplitude. Turbulent fluctuations are not identified explicitly in this formulation, it being convenient to include them implicitly as part of the unperturbed mean flow.

In Eq. (31),
\[ e = \frac{p'^2}{2\gamma p} + \rho \frac{u'_i u'_i}{2} \] (32)

and

\[ \Phi = \frac{\gamma - 1}{\rho c} p' q' - \frac{\partial u'_i}{\partial x_j} \tau'_{ij}. \] (33)

The three terms in the numerator of Eq. (31) describe respectively, the boundary work, the acoustic energy advected across the control surface by the mean flow and the net acoustic amplification rate, while the denominator is twice the acoustic energy in the chamber, the average acoustic energy per unit volume given by

\[ \langle \hat{e} \rangle = \frac{1}{T} \int_0^T \int_V e \, dV \, dt. \] (34)

A simple, generic way of expressing acoustic pressure and velocity fluctuations in cylindrical coordinates in the absence of a radial dependence is

\[ p'(x, \theta, t) = \tilde{p} \cos(\omega t) \cos(kx) \cos(m\theta) \] (35)

\[ u'(x, \theta, t) = \left( \frac{\tilde{p}}{\rho c} \right) \cos(\omega t + \varphi) \cos(kx + \ell) \cos(m\theta + \psi). \]

where \( k \) and \( m \) are the wave numbers in the axial and circumferential directions respectively, while \( \varphi, \ell, \) and \( \psi \) denote phase differences between the pressure and velocity perturbations. While radially dependent acoustic perturbations generally involve Bessel functions [2], they typically are of higher frequency and of lesser importance, and therefore when they are included they will be
approximated by additional sinusoidal factors in Eq. (35) dependent on the radius $r$. The phase angles appearing in Eq. (35) depend on the boundary conditions.

Several mechanisms make contributions to $\alpha$ in Eq. (31). Some contributions are positive, denoted by $\alpha_{\text{amp}}$, and others are negative, and their magnitudes are denoted by $\alpha_{\text{damp}}$. A stability index may then be defined as the ratio of the sum of amplification rates to the sum of attenuation rates,

$$S(\omega) = \frac{\sum \alpha_{\text{amp}}}{\sum \alpha_{\text{damp}}}.$$  \hspace{1cm} (36)

This index may be used to examine all frequencies in the region of interest (typically around the acoustic natural modes of the geometry being studied). With this definition, $S(\omega) > 1$ indicates the possibility of oscillations while $S \leq 1$ indicates a neutral to damped system.
3. CHAPTER 3

MODELS FOR PERTURBATIONS OF THE RATE OF HEAT RELEASE

All terms in the numerator of Eq. (31) in general contribute to $\sigma$ and thereby to $S(\omega)$ of Eq. (36). The last term, however, is of major importance to gas-turbine oscillatory combustion. The first term, the boundary work, is of dominant importance for acoustic instabilities in solid-propellant rockets, but in gas turbines it is at most an attenuation term at the walls, if the walls are lined with Helmholtz resonators, for example. The second term, the difference between the advection of acoustic energy into the chamber at the inlet and the advection out at the exit, typically is not negligible locally, but the inward and outward advection tend to cancel, including turbulent contributions thereto, so that often the net contribution is not dominant. The third term, the difference between the net Rayleigh-criterion amplification and the homogenous acoustic damping according to Eq. (33), generally has components in each of these categories that cannot be neglected. Wall damping, for example, often is not negligible and has an influence described by a boundary-layer treatment of the last term in Eq. (33) [2], and damping by liners, which could be viewed as coming from either the first term in Eq.(31) or the last term in Eq.(33), generally always needs to be taken into account in practical combustors. The main amplification comes from the first term in Eq. (33), and therefore ultimately it requires relating the perturbations in the rate of heat release to the pressure perturbations. If only this term is retained, then Eq. (31) becomes
\[
\alpha = \frac{(\gamma - 1)}{2 \rho c^2} \left\langle \hat{e} \right\rangle V \left\langle p' q' \right\rangle dV.
\] (37)

Different mechanisms for producing this kind of coupling are addressed here.

**Pressure-Sensitive Reactors with Spatially Distributed Reactions Having Fixed Time Lags**

One of the earliest models considered was the \( n - \tau \) model, first introduced by Crocco and Cheng [21] in the 1950’s during a period of research aimed at understanding oscillations in liquid-propellant rocket engines. The model starts from the observation that the rate of heat release, \( q \), depends on local pressure, concentrations, and temperatures of reactants. Acoustic pressure fluctuations give rise to fluctuations in the rate of heat release, but it takes some time \( \tau \) for the heat-release rate to respond to pressure because of finite-rate chemistry or transport. To describe this, the heat-release rate can then be taken as proportional to the pressure raised to a power (i.e. \( q \propto p^n \)), with the pressure evaluated at a time \( \tau \) earlier, the value of which is locally fixed by the processes occurring at the point in question. Perturbing the resulting expression and linearizing the outcome gives what has been referred to as the \( n - \tau \) model,

\[
q' = n \left( \frac{q}{p} \right) \frac{p'(t - \tau)}{p}.
\] (38)

With this model the heat-release-rate perturbation at any particular position in the chamber may be considered to be proportional to pressure perturbations at the same point at an earlier time.
Pressure variations in acoustic fields are uniquely related to variations of the other state variables, temperature and density, but velocity variations have different phase relationships to pressure variations at any given position, depending on the acoustic mode and the boundary conditions. Therefore, in general, if pressures were replaced by velocities in Eq. (38), the outcome for $q'$ would be different, and the value of $\alpha$ calculated from Eq. (37) would be changed. Models can be constructed in which $q'$ responds to velocity fluctuations $u'$ with a locally determined time lag $\tau$, as will be illustrated later, but (with one important exception) such models tend to be unrealistic for homogenous reactors and are not addressed presently. To define the simplest model for a homogenous reactor, $\tau$ is taken to be constant throughout the reactor illustrated in Figure (3.1), and Eq. (38) may then be used in Eq. (37) to show that the corresponding contribution to $\alpha$ is

$$\alpha = \left[ \frac{n(\gamma - 1)q}{p(T)} \right] \frac{1}{2} \int_0^\infty \int_0^\infty \frac{p'(t)p'(t-\tau)}{\rho c^2} dV dt.$$  (39)

In applying this result, values are needed for both $n$ and $\tau$. The simplest approach is to select constant values for each [39], such as $n=0.05$ and

$$\tau = \frac{L_{inj}}{U_{inj}}.$$  (40)

where $L_{inj}$ is the distance from the fuel nozzle to the combustor entrance, and $U_{inj}$ is the average flow velocity in the injector stream, illustrated schematically in Fig. 3.1. Depending on the combustor configuration, instead of employing a design-dependent $\tau$, it
may be better to select a design-independent value based on expected heat-release time lags for the local combustion process.

Figure 3.1: Schematic illustration of a homogenous reactor

Irrespective of how $\tau$ is determined, as long as it is a known constant, Eq. (39) can be used to calculate this contribution to $\alpha$ once the acoustic field is specified. With the description given in Eq. (35), use may be made of Eqs. (32) and (34) in Eq. (39) to show that

$$\alpha = \frac{n (\gamma - 1) \bar{q}}{\rho} \frac{\cos (\omega \tau)}{2}. \tag{41}$$

This is a simple but general result for this constant-$\tau$ limiting case of the homogenous model which, in turn, represents a limiting case in which the
combustion fills the entire chamber. When the values of the five parameters \( n, \gamma, \tau, q \) and \( p \) are known, Eq. (41) may be employed to calculate the associated contribution to \( \alpha \) as a function of \( \omega \). This contribution may then be positive or negative, depending on the frequency as determined by the sign of \( \cos(\omega \tau) \).

There may be interest in applying this model to a reactor in which combustion does not fill the entire chamber. For this extension a factor \( f < 1 \) must be placed in Eq. (41), where \( f \) denotes the ratio of pressure contribution to the acoustic energy over the portion of the chamber in which combustion occurs to the total pressure contribution to the acoustic energy in the chamber. The value of \( f \) may be calculated from an acoustic-mode analysis of the chamber, once the portion of the chamber in which combustion occurs is specified. As an especially simple example, for a chamber of length \( L \) in which the pressure oscillation is proportional to \( \cos\left(\frac{\pi x}{2L}\right) \) and combustion occurs only in the region between \( x = 0 \) and \( x = x_f \), it is found that

\[
f = \frac{2}{\pi} \left( \frac{x_f}{L} \right) \sqrt{1 - \left( \frac{x_f}{L} \right)^2} + \sin^{-1}\left( \frac{x_f}{L} \right).\]

In most configurations a simple formula like this cannot be obtained for \( f \), and instead a numerical calculation of \( f \) is required.
Pressure-Sensitive Reactors with Spatially Distributed Reactions

Having Space-Dependent Time Lags

If $\tau$ is not constant but instead varies in space, then the value of $\alpha$ obtained from Eq. (39) differs from the simple result in Eq. (41) and depends on both the shape of the acoustic mode and the spatial dependence of $\tau$. In one model of this kind, $\tau$ may be assumed to vary linearly with the axial coordinate $x$ through the chamber, the coefficient of variation being $\frac{1}{u_x} = \frac{d\tau}{dx}$, which may be positive or negative. By putting

$$
\tau = \tau_0 + u_x^{-1} x
$$

in Eq. (38), with $\tau_0$ and $u_x$ both constant, it is found from Eqs. (34), (35) with $m=0$, and (39) that, if

$$
k = \frac{\pi}{2L},
$$

then

$$
\alpha = \frac{n(y-1)}{2} \left( \frac{\omega L}{u_x} \right)^p \sqrt{q} \left[ \frac{1}{1 - \left( \frac{\omega L}{\pi u_x} \right)^2} \right]

\left[ 1 - \left( \frac{\omega L}{\pi u_x} \right)^2 \right] \left[ \cos (\omega \tau_0) \right] \left[ \sin \left( \frac{\omega L}{u_x} \right) \right] +

\left[ \sin (\omega \tau_0) \right] \left[ 2 \left( \frac{\omega L}{\pi u_x} \right)^2 - 1 + \cos \left( \frac{\omega L}{u_x} \right) \right].
$$

(44)

Equation (43) corresponds to a chamber with an acoustically closed injector end at $x=0$ and an acoustically open end at $x=L$, for which Eq. (35) reduces to
\[ p'(x,t) = \tilde{p} \cos(\omega t \cos \left( \frac{\pi x}{2L} \right) \), \]
\[ u'(x,t) = \frac{\tilde{p}}{\rho c} \sin(\omega t \sin \left( \frac{\pi x}{2L} \right) \), \]

(45)

the values \( m = 0, \ \psi = 0, \ \varphi = -\frac{\pi}{2} \) and \( \ell = -\frac{\pi}{2} \) for example in Eq. (35) producing this result. The formulas are different with different boundary conditions.

The six parameters whose values must be given to use Eq. (44) for finding \( \alpha \) as a function of \( \omega \) are \( n, \gamma, \tau_0, q, \tilde{p}, \frac{u_c}{L} \). Although more complicated than Eq. (41), Eq. (44) yields a result which approaches that of Eq. (41) as \( \frac{u_c}{\omega L} \) approaches infinity. For small values of \( \frac{u_c}{\omega L} \), however, (high frequencies) the magnitude of the result in Eq. (44) becomes smaller by the factor \( \frac{u_c}{\omega L} \) as a result of cancellation of contribution from different parts of the chamber. If combustion were to occur only in part of the chamber, then the integration in Eq. (39) would extend only over that part, but a formula as simple as Eq. (44) would not be obtained; in this case, depending on which part of the chamber experiences combustion, the resulting value of \( \alpha \) may be decreased or increased.

Mode-dependent results also occur for models that introduce Lagrangian time lags which follow fluid elements. If the fluid is convected downstream, in the \( x \) direction, with the constant mean velocity \( U_c \), and if the perturbations to the heat release at position \( x \) at time \( t \) result only from the pressure perturbation at position \( x = U_c \tau_L \), at time \( t = \tau_L \), then a space lag must be taken into account in
addition to the Lagrangian time lag \( \tau_L \) (unless \( U_c \) is sufficiently small), causing \( p' \) in Eq. (38) to be evaluated at a different spatial position than \( q' \). This result arises from the fact that, in this model, each fluid element moves a distance \( U_c \tau_L \) before releasing heat. These complications in general would require the integrals in Eq. (39) to be evaluated numerically, with \( p'(t - \tau) \) evaluated at a spatial position different than that of \( p'(t) \). This would preclude the derivation of simple analytic formulas such as those given in Eqs. (41) and (44). A wide variety of possible models for reactors with distributed reactions thus exist, the results in Eqs. (41) and (44) representing two special simple limiting cases.

**Pressure-Sensitive Reactors with Spatially Localized Reactions**

The opposite limit from that of spatially distributed reactions is the limit of spatially localized reactions. It is worthwhile to consider this opposite limiting case, which is simpler to analyze than the general case. In applications, then, judgments can be made as to whether the combustion is approximated better by the distributed-reaction or localized-reaction model, and the result for the model judged to be closest to reality can be used. Alternatively, some components of both limits may be judged to be present, and the combustion may then be partitioned between the two.

The \( n - \tau \) description underlying Eq. (38) may still be considered for the localized limit. Results for \( \alpha \) in this limit, however, have a greater dependence on the chamber configuration and on the acoustic mode than does the result in Eq. (41). It is simplest to consider a one-dimensional configuration in which the
chamber, of length $L$, extends from $x=0$ to $x=L$, and a planar flame is anchored at the position $x = x_f$ as shown in Figure 3.2. In this case, Eq. (38) is modified to

$$q' = n \bar{q} \frac{p(t-\tau)}{\bar{p}} \delta(x-x_f)L.$$  \hspace{1cm} (46)

For the acoustic field of Eq. (45), use of Eqs. (34), (35) and (46) in Eq. (37) results in

$$\alpha = n(\gamma - 1) \frac{\bar{q}}{\bar{p}} \left[ \cos \left( \frac{\pi x_f}{2L} \right) \right]^2 \cos(\omega \tau).$$  \hspace{1cm} (47)

Application of Eq. (47) requires knowledge not only of the values of the five parameters $n$, $\gamma$, $\tau$, $\bar{q}$ and $\bar{p}$, which were needed in Eq. (41), but also the value of $\frac{x_f}{L}$. The sign of $\alpha$, however, again depends only of the value of $\omega \tau$.

The possible choices for $\tau$ in this formula parallel those in Eq. (41), although if the design-dependent $\tau$ is selected, then Eq. (40) would better be replaced by

$$\tau = \frac{L_{\text{inf}}}{U_{\text{inf}}} + \frac{x_f}{U_c},$$  \hspace{1cm} (48)

where $U_c$ is the average flow velocity in the chamber. The method of determining the value of $n$ depends on the model selected for the localized heat release. If, for the configuration corresponding to Eq. (45), a model of premixed turbulent flame propagation is selected, with the planar flame stabilized at $x = x_f$, then the average total rate of heat release in the chamber of volume $V$, with cross-sectional area $A$, is
\[ \bar{q} V = (Q_r \rho S_r) A \]  \hspace{1cm} (49)

in which \( Q_r \) denotes the heat released per unit mass of mixture consumed and \( S_r \) is the turbulent burning velocity. With \( q \propto \delta(x-x_f)L \), the corresponding perturbation is [41]

\[ \frac{q'}{q} = \frac{Q_r'}{Q_r} + \frac{\rho'}{\rho} + \frac{S_r'}{S_r} \]  \hspace{1cm} (50)

indicating that perturbations in \( Q_r \), \( \rho \) and \( S_r \) all contribute to \( n \) in Eq. (46). The pressure dependences of these three parameters therefore affect \( n \) in this model. Expressions for \( n \) would be different in other models, and the simplest approach would be to merely select a value, as indicated above Eq. (40).

Figure 3.2: Schematic illustration of an anchored flame at a fixed location
Velocity-Sensitive Reactors with Spatially Localized Reactions

For localized reactions, there are more physically reasonable models with velocity-sensitive responses than there are for distributed reactors. Results necessarily will be configuration-dependent and mode-dependent, and for the configuration that led to Eq. (46), that equation becomes

\[ q' = n q \frac{\gamma u'(t - \tau)}{c} \delta(x - x_f) L \quad , \]  

(51)

where in Eq. (38) \( \frac{p'}{p} \) is replaced by \( \frac{\gamma u'}{c} \), \( u \) being the velocity in the \( x \) direction.

This last selection is better than \( \frac{u'}{u} \) because in acoustics it is \( \frac{\gamma u'}{c} \) rather than \( \frac{u'}{u} \) that is of the same order of magnitude as \( \frac{p'}{p} \).

Equation (37) still applies for this contribution, and for the mode considered, which has \( \langle \hat{\omega} \rangle = \sqrt{\frac{\hat{p}^2}{2 \gamma p}} \), Eqs. (5) and (21) result in

\[ \alpha = \frac{n(\gamma - 1)}{4} \frac{\bar{q}}{p} \sin \left( \frac{\pi x_f}{L} \right) \sin(\omega \tau) \quad , \]  

(52)

which differs from Eq. (47) in that \( \left[ \cos \left( \frac{\pi x_f}{2L} \right) \right] \cos (\omega \tau) \) is replaced by \( \left[ \frac{1}{4} \sin \left( \frac{\pi x_f}{L} \right) \sin(\omega \tau) \right] \) as a consequence of the pressure sensitivity being replaced by the velocity sensitivity. Although the results are generally similar, the amplitudes are somewhat less for the same value of \( n \) (the maximum possible
value being $1/4$ of the previous maximum), and the phase difference is altered, amplification now peaking at $\omega \tau = \pi/2$ instead of at $\omega \tau = 0$.

**Flamelet-Area Fluctuations**

In the turbulent-flame model of Eqs. (49) and (50), explicit velocity sensitivity can arise for the flamelet regime. In this regime, as is well known [2],

$$S_T \Delta A = S_L A_f,$$  \hspace{1cm} (53)

where $S_L$ is the laminar burning velocity and $A_f$ is the wrinkled flame area, and the wrinkled flame area may be considered to be proportional to the velocity fluctuations, whence

$$\frac{S_T'}{S_T} = \frac{S_L'}{S_L} + \frac{A_f'}{A_f} = \frac{S_L'}{S_L} + \frac{u'}{u}.$$  \hspace{1cm} (54)

The only velocity-dependent term that arises when Eq. (54) is substituted into Eq. (50) is

$$\frac{q'}{q} = \frac{u'}{u},$$  \hspace{1cm} (55)

which, in Eq. (51), corresponds to

$$n = \frac{c}{\gamma \bar{u}},$$  \hspace{1cm} (56)

which is a large number even if $\bar{u}$ is taken to be the mean convection velocity. In many models, the $\bar{u}$ in Eq. (55) should instead be the root-mean-square turbulent
fluctuation velocity, which causes \( n \) in Eq. (56) to be even larger. Equation (55), however, assumes that the acoustic velocity fluctuations are fully effective in increasing the wrinkled flamelet area. In many models only the turbulent velocity fluctuations increase the flamelet area, and the acoustic fluctuations may have a small or negligible effect on the turbulent fluctuations. A correction factor that is generally small therefore belongs on the right-hand side of Eq. (55), resulting in a corresponding small factor in Eq. (56). This model nevertheless can lead to responses having magnitudes larger than those associated with pressure-sensitive responses. Clearly there are many uncertainties concerning the magnitude of \( n \) for this model.

The appropriate time lag \( \tau \) for this model can be of the order of a large-eddy turnover time,

\[
\tau = \frac{d}{\bar{u}},
\]

(57)

where \( d \) is a large-eddy diameter and \( \bar{u} \) a representative turbulent fluctuation velocity, resulting in a numerical value that may often be comparable with values obtained from Eq. (40). As with \( n \), however, there are significant uncertainties in expressions and values for \( \tau \).

Since most gas-turbine conditions tend to lie in the thin-reaction-zone regime rather than in the flamelet regime, this potentially large effect may not be representative for most applications. In the thin-reaction-zone regime, Eq. (53) does not apply, but instead the turbulent burning velocity is proportional to the square root of a turbulent diffusivity which if proportional to \( u' \) would produce a
factor of $\frac{1}{2}$ in Eq. (56) and would again require a small multiplicative factor if the acoustics are ineffective in generating turbulent diffusivity fluctuations.

**Equivalence-Ratio Fluctuations**

A different mechanism that has been identified as often being an important candidate for a velocity-sensitive response concerns equivalence-ratio fluctuations. When the fuel and air flow rates of the injector respond differently to acoustic oscillations, the instability generates local fluctuations of the equivalence ratio, which are convected downstream to the turbulent flame, where they produce fluctuations in the heat-release rate.

Specifics depend on details of the injection process, but in many cases the fuel feed pressure is high enough that the injector can be considered to be choked, giving a constant flow rate, while the air flow rate past the injector responds to the acoustic oscillations. If the air flows in the $x$ direction at velocity $u$ at the injector, then the corresponding fluctuations in the equivalence ratio, $\phi$, are given by [37]

$$\frac{\phi'}{\phi} = -\left( \frac{u'}{u} + \frac{\rho'}{\rho} \right),$$

in which the local density fluctuations at the injector are usually of a lesser importance and can be neglected, giving a velocity-sensitive response with the time lag of Eq. (48). Since

$$\frac{q'}{q} = \left( \frac{dq}{d\phi} \frac{\phi'}{\phi} \right),$$

with this mechanism, in Eq. (21)
\[
\frac{n}{\bar{q}} = \left(\frac{dq}{d\phi}\right) \left(\frac{\bar{\phi}}{\bar{q}}\right) \frac{1}{\gamma M_{inj}} \tag{60}
\]

where the air Mach number at the injector is
\[
M_{inj} = \frac{U_{inj}}{c_{inj}} \tag{61}
\]

and \(u'(t - \tau)\) is to be evaluated at the injector, leading to \(p'\) and \(q'\) being evaluated at different spatial locations in Eq. (37).

That this can be a large effect is evident from the presence of the Mach number in the denominator in Eq. (60). It does, however, become necessary to address the acoustic velocity fluctuation \(u'\) in the injection region, and this can be small, offsetting the influence of the Mach number. For example, for the simple model configuration considered in deriving Eq. (44), if the injection is at \(x=0\), then \(u' = 0\) there, and equivalence-ratio fluctuations (which also can be called mixture-ratio or mixture-fraction fluctuations) occur only through the density fluctuations (related to the pressure fluctuations), which have been neglected as being small. If the acoustic field is given by Eq. (45) and the injection of fuel is at \(x = x_{inj}\), then use of Eqs. (51) and (60) in Eq. (37) gives
\[
\alpha = - \left[ \frac{(\gamma - 1)}{2 \gamma M_{inj}} \left(\frac{dq}{d\phi} \frac{\bar{\phi}}{\bar{q}}\right) \frac{\bar{q}}{\bar{p}} \right] \cos \left(\frac{\pi x_f}{2 L}\right) \sin \left(\frac{\pi x_{inj}}{2 L}\right) \sin (\omega \tau) \tag{62}
\]

Comparison of Eq. (62) with Eqs. (47) and (52) shows that if the fractional change in the rate of heat release with the fractional change in the equivalence ratio is of order unity, then this effect can be relatively large. It produces amplification for
0 < \omega \tau < \pi \) (attenuation for \( \pi < \omega \tau < 2\pi \)) when \( \frac{\pi x_{\text{eq}}}{2L} \) is small and negative and attenuation for \( 0 < \omega \tau < \pi \) when it is small and positive. Expressions will be different for other modes or other configurations.

To use this result numerically, it is necessary to evaluate \( \frac{dq}{d\phi} \). For the flamelet regime, from Eqs. (49), (50) and (54) it may be seen that

\[
\frac{dq}{d\phi} = \frac{dQ_r}{d\phi} \frac{\phi}{Q_r} + \frac{dS_L}{d\phi} \frac{\phi}{S_L} + \frac{dP}{d\phi} \frac{\phi}{P} + \frac{dA_i}{d\phi} \frac{\phi}{A_i},
\]

while for the thin-reaction-zone regime the last term in this approximation is replaced by a corresponding fractional change in diffusion coefficient. In both regimes, the first two terms are dominant and may be evaluated from thermodynamic data and from data on laminar burning velocities.

Turbulent diffusion can be an important phenomenon in modifying influence of equivalence-ratio fluctuations. The mixture non-uniformities introduced at the injector tend to be washed out by diffusion processes as a fluid element flows downstream. This phenomenon has been addressed previously\([42,43]\) by models more complex than the simple estimate to be adopted here. If Eq. (57) is employed as an estimate of a decay time \( \tau_d \) for equivalence-ratio fluctuations, then a result such as Eq. (62) requires an additional factor of \( e^{-\frac{\tau_d}{\tau_L}} \), taken here as a reasonable approximation accounting for this effect, where \( \tau_L \) is the space-dependent Lagrangian transit time for the fluid element, given for example by Eq. (48). This factor accounts for the reduction in
amplitude of the equivalence-ratio fluctuations by diffusion and causes the effect
to diminish as the distance downstream increases.

**Velocity-Sensitive Reactors with Spatially Distributed Reactions**

The equivalence-ratio fluctuations just described also can be
important when there are distributed reactions. This would involve effectively a
spatially dependent time lag, as in Eq. (42), and it would give, for the
configuration to which Eq.(62) applies, the formula

\[
\alpha = \frac{(\gamma - 1)}{\pi \gamma M_{\infty}} \frac{2}{\pi u_\infty} \left[ \frac{\sin \left( \frac{\pi x_{\infty}}{2L} \right)}{2L} \right] \left[ 1 - \left( \frac{2\omega L}{\pi u_\infty} \right)^2 \right]
\]

\[
\left\{ \cos \left( \frac{\omega L}{u_\infty} \right) \sin (\omega \tau_0) - \left( \frac{2\omega L}{\pi u_\infty} \right) \left[ 1 - \sin \left( \frac{\omega L}{u_\infty} \right) \right] \cos (\omega \tau_0) \right\}
\]

in which \( \tau_0 \) and \( u_\infty \) may best be obtained from Eq. (48). For small values of \( \frac{\omega L}{u_\infty} \),
this result is quite similar to that of Eq. (62), the difference being that
\( \cos \left( \frac{\pi x_{\infty}}{2L} \right) \) is now replaced by \( \frac{2}{\pi} \), but for large values of this parameter the
magnitude becomes smaller by a factor \( \frac{u_\infty}{\omega L} \), as in Eq. (44). If combustion were to
occur only in part of the chamber, then again the integral in Eq. (37) would extend
only over that part, precluding a result as simple as that in Eq. (64) from being
derived and, in general, requiring numerical integration for evaluating \( \alpha \). The
limiting case in which the distributed combustion is mainly localized towards the
upstream end of the chamber would correspond to Eq. (62) with
\( \cos \left( \frac{\pi x_{\infty}}{2L} \right) = 1 \).
Equation (64) does not take into account the reduction in amplitude of equivalence-ratio fluctuations by diffusion. When this effect is included, the formula becomes more complicated than Eq. (64), and \( \alpha \) is best calculated by numerical integration. The effect can be very substantial, lessening the influence of the downstream portion of the chamber greatly and thereby removing most of the destructive interference effects that lead to rapid variations of \( \alpha \) with \( \omega \).

**Vortex Shedding**

Vortex shedding is basically a nonlinear phenomenon, and a linear approximation is needed to apply the present approach. The viewpoint to be adopted is that vortices are shed from an object with a characteristic dimension \( d \), a rod diameter (as in the case of fuel spokes in an injector, e.g. shown in Fig. 3.3) or a boundary-layer thickness at an edge, and with a characteristic length \( L_v \), the length of the rod or of the edge. The gas entrained in the vortex burns at a time \( \tau \) after the vortex is shed, where \( \tau \) may, for example, be considered to be an induction time for ignition, and the heat is released over a period of time comparable with the vortex turnover time. The shedding frequency \( \omega \) in the absence of the acoustic field is determined by the Strouhal number,

\[
St = \frac{\omega d}{U_c},
\]

(65)
a representative value of which is about 0.2 [44].

If this were all that were involved, then there would be no contribution to acoustic amplification because there would be no coupling between the phase of the shedding and of the acoustics. Coupling is provided by the fact that the
The shedding frequency increases with the velocity, as implied by Eq. (65). The velocity increase associated with the acoustics promotes shedding, so that shedding can be triggered in the high-velocity portion of the acoustic oscillations, thereby synchronizing the shedding with the acoustic field. This coupling clearly is nonlinear since it depends on the magnitude of the acoustic velocity, and the shedding phase thus will be a function of the acoustic amplitude. Moreover, by modifying the shedding frequency through Eq. (65), the nonlinearity can lead to synchronization of shedding over a range of frequencies.

**Figure 3.3: Vortex shedding from the fuel spokes in a swirl premixed injector.**

Since the acoustics, however, under combustor operating conditions of greatest practical interest, may be expected not to make a large change in the shedding, as an approximation it may be assumed that interaction will occur only over frequencies differing by a small factor $r$, perhaps about 10%, from the natural shedding frequency of Eq. (65) for the mean velocity $U_c$. The frequency dependence of the magnitude of the fluctuation in the heat-release rate per unit volume is therefore taken to be
\[ |q'| = |q'|_{\text{max}} \left[ 1 - \left( \frac{\omega - \omega_0}{r \omega_0} \right)^2 \right] \] (66)

for \((1 - r) \omega_0 < \omega < (1 + r) \omega_0\) and 0 otherwise, where \(\omega_0\) is the value obtained from Eq. (65) with \(U_e\) being the average velocity at the shedding point. Equation (66) is preferred over a Gaussian, for example, because there is no interaction if the frequencies are too different.

To use Eq. (66), it is necessary to evaluate \(q'_{\text{max}}\), the value that occurs when the acoustic and shedding frequencies coincide. The value of \(q'\) may be approximated as being zero outside the vortex and constant inside. If the vortex is approximated as having diameter \(d\) and length \(L_v\), and if the circulation is estimated as \(U_e \left( \frac{U_c}{\omega} \right) = \frac{U_c^2 d}{St}\), then its turnover time, \(d^2\) divided by its circulation, is \(\frac{d}{St} / U_e\), so that

\[ |q'|_{\text{max}} = \frac{Q \rho U_c}{d St}. \] (67)

If \(x_e\) denotes the value of \(x\) at which the vortex is shed, then Eqs. (66) and (67) give

\[ q'(x_e + U_c \tau, t) = \frac{Q \rho U_c}{d St} \left[ 1 - \left( \frac{\omega - \omega_0}{r \omega_0} \right)^2 \right] \frac{u(x_e, t - \tau)}{0.1 U_c}, \] (68)

where the magnitude of the velocity fluctuations has been approximated as 10% of the mean velocity. The final factor in Eq. (68) couples the heat-release fluctuations with the acoustic-triggered shedding. Equation (68) applies over a
volume of diameter \(d\) and length \(L_v\) centered at position \(x_v + U_c \tau\), and \(q'\) is zero outside this volume, in this approximation.

For the configuration and acoustic conditions of Eq. (45), with the rod or edge normal to the flow direction, use of Eq. (68) in Eq. (37) results in

\[
\alpha = \frac{\pi (\gamma - 1) d L_v Q \rho}{0.8 \pi V c} \left[ 1 - \left( \frac{\omega - \omega_0}{r \omega_0} \right)^2 \right] \sin \left( \omega \tau \right) \sin \left( \frac{\pi x_v}{2L} \right) \cos \left( \frac{\pi (x_v + U_c \tau)}{2L} \right),
\]

(69)

provided that the vortex diameter is small compared with the wavelength of the acoustic field. If there are more than one rod or edge in the system, then Eq. (69) is to be applied separately for each, the sum contributing to \(\alpha\). Since the derivation neglects vortex growth through entrainment during its transit, if \(U_c \tau\) is large enough then an entrainment factor, perhaps \(1 + 0.1 U_c \tau / d\), may appropriately be included in Eq. (69). The result predicts amplification if \(x_v > 0\) for \(0 < \omega \tau < \pi\) when \(\omega\) is close enough to \(\omega_0\) (\(\alpha\) is zero for \(|\omega - \omega_0| > r \omega_0\)), and the amplification increases with increasing ratio of vortex volume to chamber volume.

**Pressure-Sensitive Cylindrical Reactors with Conical Anchored Flames**

This case is between two limiting cases discussed earlier (the distributed-reaction limit and the spatially-localized-reaction limit) and is more appropriate for some applications. The flame in this example is anchored between two axial and radial locations, \((x_{f_1}, r_{f_1})\) and \((x_{f_2}, r_{f_2})\) as shown in Figure 3.4.
The modeling challenges for this case are similar to those of the spatially localized flame, in that it may be difficult to determine the exact location of the reaction zone. The heat release is assumed to occur only at the flame sheet, and the heat-release rate is written as

\[
q' = n \frac{q}{q} \left[ \frac{p'(t - \tau)}{p} \right] \delta(\eta) \frac{R^2 L \sin \beta}{(r_{f2}^2 - r_{f1}^2)}
\]

where \( \eta \) is a coordinate perpendicular to the flame sheet defined by

\[
\eta = (r - r_f) \cos \beta - (x - x_f) \sin \beta
\]

obtained by transforming the axial \((x)\) and radial \((r)\) coordinates into a system perpendicular to and parallel to the flame sheet. The heat-release perturbation is taken here to be proportional to the pressure perturbations occurring at the flame location, evaluated at a time \( \tau \) earlier, as in Eq. (46). It clearly also would be possible to address, in this geometry, velocity-sensitive heat release, as in Eq. (51), and the result from equivalence-ratio fluctuations is to be discussed below.

The use of Eqs. (70) and (71) in Eq. (37) gives

\[
\alpha = n \frac{\tilde{q}}{p} \left[ 1 + \frac{\cos^2(\xi_f) - \cos^2(\xi_l)}{[(\xi_l - \xi_f) - (\xi_l - \xi_f)]^2} \right] \cos(\omega \tau),
\]

where \( \xi = \frac{\pi x_f}{2L} \), and \( x_{f0} \) is the point where the extrapolated flame meets the \( x \) axis (forming an angle \( \beta \)). Following Putnam [6] in Eq. (72) one may consider putting

\[
\tau = \frac{L_{inf}}{U_{inf}} + \frac{x_{f1}}{U_c} + \frac{x_{f2} - x_{f1}}{3U_c}
\]
as an approximation in the spirit of Eq. (48), although the resulting value for $\tau$ often is too large to produce reasonable results, so that a smaller, design-independent value is preferred. The growth-rate results obtained by this model tend to fall between the two limits discussed before and can be positive or negative depending on the frequency.

**Figure 3.4: Schematic illustration of an anchored conical flame**

**Velocity-Sensitive Cylindrical Reactors with Conical Anchored Flames**

If the heat-release perturbations in the above example are assumed to be sensitive to velocity perturbations only, then in the spirit of Eq. (51) these perturbations can be approximated by
\[ q' = n q \left( \frac{\gamma u'(t - \tau)}{c} \right) \delta(\eta) \left( R^2 L \sin \beta \right) \left( \frac{r_1^2 - r_2^2}{r_1^2} \right). \] (74)

For equivalence-ratio fluctuations the \( u' \) in Eq. (74) is evaluated at the injector location, and the growth rate for a variable time lag, which is more physically plausible because combustion occurs along the flame sheet, can be expressed analytically if turbulent diffusion is neglected, although the formula is complicated, even more so than Eq. (72), so that it is simpler to calculate \( \alpha \) numerically from the formula

\[
\alpha = \left[ \frac{(\gamma - 1)}{2y M_{\infty}^2} \frac{d\tilde{\psi}}{d\tilde{\phi}} \left( \frac{q}{\tilde{\phi}^2} \right) \sin(\beta) \sin(\eta) \right] \left\{ \frac{2L}{\pi \tan(\beta)} \right\} \left\{ \sin(\omega \tau) \frac{\tilde{\xi}}{\tilde{\eta}} \right\} \left\{ \cos(\omega \tau) \frac{\tilde{\xi}}{\tilde{\eta}} \right\}, \tag{75}
\]

in which \( b = \frac{2\omega L}{\pi u}, \ c = \frac{2L}{\pi u}, \ \tau_0 = \frac{L_{inj}}{U_{inj}}, \ u_\tau = \frac{U_c}{U_{inj}}, \ \text{and} \ \tau_d = \frac{d}{u}. \) In this expression, the reduction in amplification through turbulent diffusion has been included, \( d \) being the size of the large eddies and \( \tilde{u} \) the turbulent fluctuation velocity.

**More Complex Configurations**

Equation (75) involved performing a numerical integration along the length of the flame. The amplification rate, \( \alpha \), in general can be evaluated by numerical integration when the necessary information is available, and in most complex configurations numerical integration is required. In flame-sheet
approximations the integration is carried over the area of the sheet, and in
distributed-reaction approximations the integration is carried over the volume of
the chamber. The later situation is the most general in that a flame sheet can
always be approximated as a flame of nonzero thickness, and \( q' \) can be taken to
be large inside this thickness and zero outside. The information that is required for
determining \( \alpha \) should be clear from Eq. (37).

First of all, it is necessary to know the average acoustic energy per unit
volume defined in Eq. (34). Being proportional to the square of the pressure
amplitude, \( \tilde{p}^2 \), this formally involves knowing the amplitude of the acoustic
fluctuations, but in fact that is irrelevant since \( \tilde{p}^2 \) also occurs in the numerator of
Eq. (37) and so cancels out from \( \alpha \). In other words, the amplitude can be
assigned an arbitrary value at a selected position. What is needed for
calculating \( \langle \hat{e} \rangle \) by numerical integration therefore is only the shape of the
acoustic mode under consideration. This should be available from chamber-
acoustic programs, so that \( \langle \hat{e} \rangle \) can be calculated for the given amplitude.

The only other factor in \( \alpha \) in Eq. (37) is the ratio of the volume integral
(over the entire chamber) of the amplification rate per unit volume to the chamber
volume. This ratio also can be evaluated by numerical integration (for the selected
amplitude), given the acoustic mode and the information concerning the
amplification mechanism that determines \( q' \). This information is, of course, quite
different for different mechanisms. Equation (38) provides the simplest example.
Time lags often are involved, and Eq. (42) often will be a reasonable
approximation, in which $x$ becomes the distances along a particle path and $u_\tau$ the particle velocity along the path. If this velocity varies appreciably in the model, then $u_\tau^{-1}x$ is better replaced by $\int u_\tau^{-1}dx$. To complete the specification of $q'$, either the amplitude factor $n$ is simply given, or a formula such as Eq. (50), Eq. (59) or Eq. (68) is used, with quantities appearing there given, for example, by Eq. (54) or Eqs. (58) and (63).

Depending on the mechanism, the shape of the acoustic mode will appear in different ways in the evaluation of $q'$ for performing the integrations. The integration over the volume is, however, straightforward once the acoustic mode, the mechanism and the values of the associated parameters are known. The computational times will vary depending on the geometry and mechanisms of choice but are much shorter than the times required for approaches implementing computational fluid dynamics, although the later, of course, give nonlinear behaviors, which the present approach is incapable of doing.

Because the present approach is only an approximate one, it is consistent with the spirit of the method to address various additional simplified approximations of the acoustic field, the chamber and the flame configurations, the physical mechanisms of the heat-release perturbations and the time lags. One prevalent design configuration is an annular chamber with a number $N$ of axially directed injectors distributed uniformly around the annulus. Acoustic modes observed in such units often are circumferential, so that Eq. (35) can be applied with $k = \ell = 0$. If interactions of flames from different injectors, tendencies of
flames to spread conically and distributed-reaction effects are neglected, then
the flame from each injector can be approximated by a circular cylindrical sheet
of radius \( r_f \), centered on the injector axis. Moreover, \( r_f \) may be considered small
enough that the phase of the acoustic field for the entire flame of injector \( k \) may be
approximated as the phase of the azimuthal angle \( \theta_k \) of the center of that injector.
With these simplifications, the analog of Eq. (46) for pressure-sensitive reactors
becomes

\[
q' = n \frac{\overline{q}}{p} \sum_{k=1}^{N} p' \left( \theta_k, t - \tau \right) \delta \left( r_k - r_f \right) \frac{L}{N} \left( R_o - R_i \right),
\]

where \( L \) is the length of the annular combustor, \( R_o \) and \( R_i \) are its outer and inner
radii, respectively, and \( r_k \) is a radial coordinate from the axis of the injector \( k \),
appearing in the argument of the delta function.

If Eq. (42) is employed for \( \tau \), then use of Eq. (76) in Eq. (37) gives, for the
tangential mode considered,

\[
\alpha = \frac{\left( \gamma - 1 \right) n \overline{q} u_\tau}{\omega N p \left( R_o + R_i \right)} \left[ \sum_{k=1}^{N} \cos^2 \left( m \theta_k \right) \right]
\]

\[
\left\{ \cos \left( \omega \tau_0 \right) \sin \left( \frac{\omega L}{u_\tau} \right) - \sin \left( \omega \tau_0 \right) \left[ 1 - \cos \left( \frac{\omega L}{u_\tau} \right) \right] \right\},
\]

where \( m \) is an integer (\( m=1 \) for the fundamental mode). In the limit of \( u_\tau = 0 \), so
that \( \tau \) is constant, the braces in Eq.(77) approach \( \frac{\omega L}{u_\tau} \cos \left( \omega \tau_0 \right) \). With these
same geometrical approximations applied to equivalence-ratio fluctuations, Eqs. (59) and (63) continue to hold, and

$$\alpha = \frac{B(y-1)nq}{\omega N p (R_o + R_i)} \left\{ \sum_{\ell=1}^{\infty} \cos(\psi) \cos^2(m \theta_k) - \sin(\psi) \cos(m \theta_k) \sec(m \theta_k) \right\}$$

$$\left\{ \cos(\phi) \frac{\cos(\omega \tau_o) \sin(\omega \tau_o - \sin(\omega \tau_o) \left[ 1 - \cos\left( \frac{\omega L}{u_r} \right) \right] \right\} + \sin(\phi) \left[ \sin(\omega \tau_o) \sin\left( \frac{\omega L}{u_r} \right) + \cos(\omega \tau_o) \left[ 1 - \cos\left( \frac{\omega L}{u_r} \right) \right] \right\} \right\}$$

in which the phase angles $\psi$ and $\phi$ are those that appear in Eq.(35), and $B$, less than unity but often of order unity, denotes the ratio of the axial velocity fluctuations in the injector to the tangential velocity fluctuations in the chamber.

For a traveling wave, $\psi = \phi = 0$, while a standing wave can be described by putting $\phi = 0$ and $\psi = -\frac{\pi}{2}$, for example, in both cases eliminating the

$$\sin(\phi)$$

term in Eq.(78), and essentially reverting to Eq.(77) in the first case and replacing $\cos^2(m \theta_k)$ in Eq.(47) by $\cos(m \theta_k) \sin(m \theta_k)$ in the second case.

These results neglect turbulent dissipation, and although analytic results could be obtained including that effect, numerical evaluation of the integral over $x$ is just as easy.
4. CHAPTER 4

MODELS FOR ATTENUATION OF ACOUSTIC ENERGY

Acoustic-energy dissipation occurs through a variety of mechanisms in practical combustion systems, the most common of which are wall damping and damping by perforated liners that target certain acoustic modes. Other mechanisms of acoustic attenuation are generally less significant and have been addressed reasonably thoroughly in the literature [2,37]. These other mechanisms therefore are not addressed here.

Wall Damping

This damping is due to the oscillatory boundary layer near the wall, and it depends on the frequency, the surface area and the flow properties near the wall. Detailed analysis of wall damping mechanisms is present in several references [2,40,45]. An expression is derived by Williams [2] starting from a simplified time-dependent momentum equation (with \( t \) time and \( y \) distance normal to the wall), namely

\[
\rho_w \frac{\partial v}{\partial t} = \frac{\partial}{\partial y} \left( \mu_w \frac{\partial v}{\partial y} \right),
\]

where \( \rho_w, \mu_w \) and \( v \) are the density, viscosity and velocity near the wall. This equation has a solution
\[ v = \left( \frac{\theta_w}{\theta_c} \right) \text{Re} \left\{ V e^{-i\omega} \right\}, \]  

(80)

where \( \theta_w, \theta_c, V \) and \( \omega \) are the temperature at the wall, the temperature in the core, the complex oscillatory velocity magnitude outside the oscillating boundary layer, and the frequency of the oscillation respectively.

From this velocity solution, an energy-dissipation expression, (per unit area of combustor wall), can be derived as

\[ e_{wd} = \int_0^\infty \frac{1}{2} \rho_c \omega \left[ \frac{\theta_w}{\theta_c} V e^{-i\omega} \right]^2 dy = \frac{1}{2} \left( \frac{\theta_w}{\theta_c} \right)^2 \left| V \right|^2 \sqrt{\frac{\rho_c \mu_c}{2}}, \]  

(81)

This solution then needs to be integrated over the wall boundary surfaces to obtain the total rate of dissipation by the wall damping

\[ \alpha_{wd} = \frac{1}{2eV} \int e_{wd} dA. \]  

(82)

**Damping by Perforated Liners**

Perforated liners are common in gas-turbine applications; their primary use is the provision of cooling to prevent severe temperatures from damaging the hardware. This cooling is provided by air impinging on the liner external walls and/or by film cooling to the interior walls. The later can contribute significantly to acoustic-energy attenuation, as has been explained by Howe [45,46], Hughes and Dowling [47] and Eldredge and Dowling[48]. The physical mechanism for the removal of acoustic energy is vortex shedding at the edge of
the apertures through which there is a mean flow rate. The vortices are removed away from the liner by the mean flow and eventually decay to turbulence.

If the cavity depth (distance from the perforated liner to the backed wall) is larger than the aperture diameter, and if both of these dimensions are much smaller than the acoustic wave length, then, the acoustic properties of an aperture can be expressed as

\[
\frac{\partial p'}{\partial y} = \eta [p']_{y=0} \quad \text{at} \quad y = 0, \quad (83)
\]

where \( y \) denotes distance normal to the aperture pointing into the chamber, and \( \eta \) is an effective compliance found from an expression developed by Howe [46] based on the Rayleigh conductivity for an aperture and can be expressed as

\[
\eta = \frac{2a \chi}{d^2}, \quad (84)
\]

in which \( a \) is the aperture radius and \( d \) the distance between the centers of the apertures shown in Figure 4.1. Here

\[
\chi = \lambda - i\delta, \quad (85)
\]

where

\[
\lambda = \frac{I_1^2(St) \left[ 1 + \frac{1}{St} \right] + \frac{4}{\pi^2} e^{2ka} \cosh(St) K_i^2(St) \left( \cosh(St) \frac{\sinh(St)}{St} \right)}{I_1^2(St) + \frac{4}{\pi^2} e^{2St} \cosh^2(St) K_i^2(St)}, \quad (86)
\]

and
\[ \delta = \frac{\left[ \frac{2}{\pi St} \right] I_1(St) e^{2St} K_1(St)}{I_1^2(St) + \frac{4}{\pi^2} e^{2St} \cosh^2(St) K_1^2(St)} , \] \hspace{1cm} (87)

in which \( I_1(St) \) and \( K_1(St) \) denote modified Bessel functions of the first and second kind\[49\]. The Strouhal number is defined here as

\[ St = \frac{\omega a}{U} , \] \hspace{1cm} (88)

with \( U \) being the mean gas velocity through the aperture.

Figure 4.1: Schematic illustration of a perforated liner sheet [47]

An expression for the attenuation rate can be developed by looking at the acoustic admittance (the inverse of acoustic impedance). Following Williams [2], if the acoustic admittance is defined as \( y = \frac{\tilde{u}}{\tilde{p}} \), in which \( \tilde{u} \) refers to the complex amplitude of the average outward normal velocity, then an average rate of acoustic
energy extraction can be expressed as \( \overline{p} \langle p'u' \rangle_n = \left[ \frac{\bar{p}^2}{2} \right] \text{Re} \{y\} \). A nondimensional measure of the admittance can be derived [2] as \( Y = y \frac{\bar{p}}{c} \), in which \( \frac{\bar{p}}{c} \) gives the characteristic impedance of the internal gaseous medium.

Upon employing the above formulations in Eq. (31), it follows that the contribution of the perforated liner to the damping is

\[
\alpha_{p'} = \frac{\gamma c}{2} \int \frac{\text{Re} \{Y\} dA}{\int |p(x)|^2 dV}.
\]  

Furthermore if we define a Helmholtz number as

\[
h = \frac{\omega l}{c},
\]

where \( l \) is the distance from the aperture to the backing wall, and introduce

\[
\beta = \frac{\omega d^2}{2 a c} \tan \left( \frac{h}{2} \right),
\]

then use of the results of Hughes and Dowling[47], given in the first part of their paper, results finally in

\[
\alpha = \frac{\int |p(x)|^2 \left[ \frac{\beta \delta \tan \left( \frac{h}{2} \right)}{\beta^2 + \delta^2 + \delta^2 - 2 \beta \lambda} \right] dA}{\int |p(x)|^2 dV}.
\]
5. CHAPTER 5

COMPARISON WITH EXPERIMENTAL RESULTS

Experiments in four different, increasingly more complex types of combustor configurations are addressed here as means for testing the usefulness of the method that has been proposed. While most of the experiments were performed as part of the present work, some results are taken from the existing literature. The experiments include both atmospheric-pressure and high-pressure rigs and address both single-injector chambers and chambers with full annular sets of injectors. Wide ranges of conditions thus are represented. The approach will be to investigate how well the experimental results can be interpreted on the basis of the preceding models.

A Single-Injector, Atmospheric-Pressure, Quartz Combustor

Experiments were performed with a transparent combustor for the purpose of testing the utility of the method being developed here. The intent was to observe under what conditions oscillatory combustion occurred and to attempt to determine which of the preceding models, if any, could lead to rational interpretations of the experimental results. The experiments were performed with an experimental single-injector quartz combustor system as shown in Figure 5.1. The configuration consisted of a lean premixing fuel injector feeding a dump combustor. The fuel injector is typical of Solar’s design with dual flow circuits (main and pilot). In this study, the pilot circuit was shut off. Mixing is provided
by physical placement of the fuel injection points and by the confined swirling flow. A 20’’ long and 8’’ diameter quartz liner was used as the dump combustor for ease of flame visualization. The flame was stabilized in the recirculation zone formed downstream by the sudden expansion and by the swirl breakdown.

Figure 5.1: Quartz rig picture shows the 8” diameter quartz combustor (with a height of 10”), the plenum and the exit plane of the premixer. The actual quartz liner used was 20” in height.

Flow Conditions

Air was preheated to 283°F. Airflow was varied between 0.12-0.17 lbs/second and the fuel flow was varied between 20-24 lbs/hour. Fuel and air premixing was
provided by the lean premixing fuel injector. The degree of fuel and air premixing was fairly uniform in both the radial and circumferential directions. The uniformity was not measured quantitatively, and the qualitative assessment of uniformity was based on flame observations and previous experience with the premixer. The premixed reactants were then delivered to the combustor, ignited and the combustor was maintained at atmospheric pressure.

**Instrumentation**

Pressure oscillations were detected using piezoelectric type transducers and microphones mounted at

- The plenum, the probe was mounted on a tee off a 6”long, ¼” diameter, tube with a semi-infinite copper coil to minimize reflection of the acoustic wave [50].
- The combustion chamber, the piezoelectric transducer was mounted on a tee off of a ¼” tube.
- On a stand at 15” height and 10” away in the radial direction from the combustor walls. This helped verify the readings from the two piezoelectric transducers.

The dynamic pressure signal was captured and processed with a spectrum analyzer for frequency and amplitude analyses.

Flame oscillations were also recorded by using videography employing a high-speed camera as well as a standard-speed CCD camera. Images are shown here to illustrate the changes in flame shapes during stable and unstable operations.

**Experiment Results**
Oscillating frequencies were detected around 300, 250 and 227 Hz at slightly different flow conditions. Elsewhere the combustor was fairly quiet, except for low background noise (due to room acoustics and electrical noise). Figure 5.2 shows an image of a stable flame at the described flow conditions. The flame was observed to extend ~30% of the chamber length, anchored at an angle ~25° to the centerline.

Figure 5.2: Stable flame conditions (Wf=20.39 lbs/hour, Wa=0.15 lbs/s and T-adiabatic=2766ºF).

Figure 5.3 shows an image during a 250 Hz oscillation. The flame becomes almost flat in shape. This is a drastic change in the flame shape, volume and area from a well-anchored flame. The flame goes through quick cycles of what seems to be extinction and re-ignition at the oscillation frequency (as observed from images taken using a high-speed camera and were not included in this paper).
Figure 5.3: Flame oscillation at 250 Hz (Wf=22.98 lbs/hour, Wa=0.15 lbs/s and T-adiabatic=3005°F).

Figure 5.4 shows the fast Fourier transform for the dynamic pressure signal during the oscillation frequency. The dominant frequency is 250 Hz with amplitude of ~0.07 psi. Smaller peaks indicating electrical noise at 60 and 180 Hz, not related to the combustion oscillation, were also detected, there are even smaller peaks, having amplitudes about 10% of the maximum peak, the nature of which was not identified.
Figure 5.4: FFT of pressure oscillations at 250 Hz (Wf=22.98 lbs/hour, Wa=0.15 lbs/s and T-adiabatic=3005°F).

The vertically oriented combustion chamber, 8" in inside diameter and 20" long, was open to the exhaust system at the top and fed from the bottom by a lean mixture of air and natural gas, injected through a model single-element swirl premixer about 2" in diameter, having 20 fuel spokes. The air, preheated to 283°F, entered the premixer at 0.12 to 0.17 lbs/s from a cylindrical plenum, coaxial with the combustor and acoustically isolated from it by annular plates, so that the acoustic field in the combustor could reasonably be approximated by Eq. (45). The fuel flow rate was between 0.005 and 0.007 lbs/s, and the pressure in the combustor was maintained at normal atmospheric. Oscillations were detected by measuring pressure variations, monitored through piezoelectric transducers and microphones, and by visual, high-speed-camera and CCD-camera observations.

The fundamental acoustic frequency in the chamber during combustion was 250 Hz. At the lower fuel flow rates oscillatory combustion did not occur, and the flame appeared to be approximately conical, as illustrated in Figure 3.4.
Oscillations at 250 Hz were recorded at the higher fuel flow rates, and under oscillatory conditions on the average the flame appeared to fill approximately the entire lower portion of the combustor.

Results for $\alpha$ based on different models which can be used in attempts to interpret these observations appear in Eqs. (41), (44), (47), (52), (62), (64), (69), (72) and (75), and possible variations of these results have been discussed previously in connection with the equations. One of the first questions is to ask whether a model can predict amplification at the 250 Hz frequency. Some indeed can, as may be seen from results for Eqs. (41), (64) and (72) plotted in Fig. (4). The results for Eqs. (31) and (72) include modifications for the effect of wall damping from Eq.(82), as described previously[39]. Even without turbulent dispersion taken into account to diminish effects of equivalence-ratio fluctuations, the destructive interference from the variable time lag of Eq. (48) eliminates amplification from Eq. (64) for this distributed-reaction model. The pressure-sensitive result for the simple distributed-reaction model of Eq. (41) is seen to produce amplification. It is more appropriate, however, from the flame-shape observations, to address the conical-flame model of Eq.(72), and while the second amplification region for this curve does not exactly coincide with the observed frequency, the inaccuracies are such that the model could well predict amplification where observed. It seems better to base this linear stability analysis on the conical flame rather than the distributed reaction because that is the configuration which is seen prior to the onset of oscillations, so that is the configuration which would have to be linearly unstable.
Figure 5.5: Growth-rate results obtained from Eqs. (11), (34) and (42) with a fixed $n=0.05$

It is widely believed that equivalence-ratio fluctuations tend to be the primary cause of oscillations. For the conical flame, this effect is described most accurately by Eq. (75), the prediction of which is plotted in Figure 5.6 and Figure 5.7, along with the vortex-shedding prediction of Eq. (69). The values of parameters employed for these calculations were 0.5 cm for $d$, 0.95 cm for $L_y$, 5 cm for $L_{inj} = -x_v$, 0.63 for $\phi_L$, 14.5 m/s for $U_{inj}$, 1.8 m/s for $U_y$, 10% of $U_y$ for $\bar{u}$ and $1.4 \times 10^7$ J/kg for $Q_v$ in Eq. (79), and 2.54 cm for $x_{f1}$, 17.8 cm for $x_{f2}$, 4.78 cm for $r_{f1}$, 10.16 cm for $r_{f2}$ and 3.4 cm for $d$, along with other parameters having the same values as above, in Eq. (75). In evaluating $x_{inj}$, the positive value $x_{inj} = L_{inj}$ was employed, it being clear that the phase of the oscillations at the injector is the same as that near the upstream end of the chamber and
$L_{inj}$ representing the order of magnitude of the displacement away from the velocity node. It is seen from the figures that the equivalence-ratio fluctuations for the conical flame do indeed provide a small amplification effect at the observed frequency, and although the vortex-shedding effect is larger, its potential frequency range is too high, unless $U_c$ is taken to be unreasonably small or $d$ unreasonably large. The small wiggles of the curve in Figure 5.6 arise from interference of the amplification effects of different parts of the conical flame.

Figure 5.6: Growth-rate results obtained from Eqs. (39) and (45)
Figure 5.7: Growth-rate results (zoomed near 250 Hz) from effects of equivalence-ratio fluctuations, as obtained from Eq. (45)

These exercises in testing the predictions of different mechanisms against the present experimental results serve to provide experience in ascertaining how useful the various models may be. Predictions of the vortex-shedding model depend strongly on the shedding frequency, which is seen from Eq. (75) to increase with increasing velocity and with decreasing size of the elements from which the shedding occurs. The shedding frequencies estimated here (as well as for the experiments discussed later) are too high for this phenomenon to be significant; they would correspond to a higher mode of oscillations, for which damping effects would be stronger, or they would operate only over a frequency range too narrow to correspond to an acoustic mode. Even though there are uncertainties in estimating sizes, very large elements would be needed to reduce the frequencies into the range observed, yet after oscillation develops vortex
shedding may be involved in the limit cycle. A general aspect of the predictions of all of the other mechanisms is that the magnitude of the effect tends to increase with increasing fuel flow rate. This occurs because over the range of equivalence ratios tested, the only parameter that varied significantly with increasing fuel flow rate was the heat release, expressed per unit mass of mixture through $Q$, in Eq. (79) and per unit volume of mixture through $\bar{q}$ in the other equations. The other mechanisms thus are all consistent with the experimental observation that combustion oscillations occurred only at the higher fuel flow rates, provided that the mechanism does predict amplification rather than attenuation at the frequency of interest.

The tentative explanation of the experimental results is that fluctuations of the equivalence ratio induced the oscillations through the amplification seen in Figure 5.6. In this same experimental apparatus, tunable diode lasers were employed to detect oscillations in methane concentration at the injector outlet, and equivalence-ratio fluctuations were established to exist [51]. There is, however, some uncertainty as to whether they were sufficiently large to drive the instability. The values of the parameters employed in using Eq.(75), which correspond to $n=2.94$ in Eq.(74), are seen from Figure 5.7 to provide growth times as long as a few minutes, even though damping phenomena other than turbulent dispersion were not taken into account. The experiences during the experiment do not rule out growth times that long, and moreover, uncertainties in values of parameters are large enough that predicted growth times could be appreciably shorter.
This underscores the rough nature of the general approach proposed here and the possibility that a priori predictions by this method will be inconclusive, especially in marginal cases, which therefore might best be avoided in design selections. An observation that can be made on the basis of the present theoretical work is that in the present tests, if the experimental conditions had been closer to lean blowout, then other parameters, such as the burning-velocity variation in Eq.(63), could have been larger, leading to oscillations being associated with decreasing (rather than increasing) fuel flow rate, if complete blowout could be avoided.

**Single-Injector High-Pressure Combustors**

Since practical gas turbines operate at elevated pressures, efforts were made to study measurements made in experiments like those of the quartz combustor but instead run at high pressures. An extensive program of such measurements has been completed [52-54] on a setup sketched in Figure 5.8. The inside diameter of the cylindrical combustor, 7.8", was quite close to that of the quartz combustor, and the preheated air was supplied at 600°F. Chamber pressures in the tests ranged from 5 to 10 atm and equivalence ratios of the natural gas from 0.59 to 0.77. An adjustable exhaust plug allowed the fundamental longitudinal frequency to be changed, but most results were obtained with this frequency between about 200 and 250Hz, comparable to that of the quartz combustor. The fuel and air entered the combustor coaxially through an annular premixer with swirl vanes and fuel spokes, having inner and outer diameters of 1.5" and 2.5", respectively.
respectively. Because of the exhaust plug and the characteristics of the premixer, a
better approximation that Eq. (45) to the fundamental acoustic field is

\[
\begin{align*}
    p'(x, t) &= \tilde{p} \cos(\omega t) \sin \left( \frac{\pi x}{2L} \right), \\
    u'(x, t) &= \left( -\frac{\tilde{p}}{\rho_c} \right) \sin(\omega t) \cos \left( \frac{\pi x}{2L} \right),
\end{align*}
\]

(93)
corresponding to a pressure node at the chamber entrance and a velocity node at the
chamber exit. This leads to modifications in the formulas for \( \alpha \), for example replacing
\( \cos(\omega t) \) by \( \sin(\omega t) \) in Eq. (41).

![Diagram of a single injector high pressure rig](image)

**Figure 5.8: Single Injector High Pressure Rig [52].**

The primary results of measurements that were reported in the references
were amplitudes and frequencies of pressure oscillations as functions of operating
conditions. Extensive variations of parameters were made, especially in the premixer configuration and fuel-injection pattern. There are, however, a number of irregularities in the results, such as the observation of different amplitudes on different days, oscillations at apparently sub-acoustic frequencies under certain conditions, and differences in effects of equivalence ratios under different conditions, over the range of equivalence ratios tested. Many of these irregularities are likely attributable to nonlinearities that are not addressed in the present analysis. Since no systematic effect of equivalence ratio or pressure could be extracted from the results over the range tested, it is assumed here that the results are representative of an average condition, 7.5 atm and an equivalence ratio of 0.65. The main variable that clearly did affect the oscillation amplitude was the mean velocity in the premixer. In general, amplitudes were large at injection velocities of 40 m/s and below and (except at sub-acoustic frequencies) small at injection velocities of 50 m/s and above. The task of the present analysis therefore is to develop an interpretation for this effect of injection velocity.

Just as for the quartz combustor, it is assumed that high-amplitude oscillations will develop only if the combustor with the flame under nonoscillating conditions is linearly unstable. In this experiment, however independent information on the shape of this flame is not available. It nevertheless seems reasonable to assume a conical flame shape, since swirl-stabilized flames often are conical. This focuses attention on Eqs. (72) and (75), although it also was of interest to investigate predictions for distributed reactions, such as Eq. (64). The results for constant time lags, as in Eq. (41), etc., seem likely to be less relevant
for this experiment. The predictions from Eqs. (64) and (72) did not provide a very good correspondence to the experimental results. The results for Eq. (75), however, are much more promising, as may be inferred from Fig. (13) to be explained below. This figure was obtained employing the values 4.8 cm for $L_{inj} = -x_\inj$, 0.65 for $\phi$, 20-70 m/s for $U_{inj}$, 0.22-0.77 m/s for $U_e$, 10% of $U_e$ for $\bar{u}$, $1.4 \times 10^7$ J/kg for $Q_r$, 2.5 cm for $x_{f1}$, 17.0 cm for $x_{f2}$, 4.5 cm for $r_{f1}$, 10.3 cm for $r_{f2}$ and 3.5 cm for $d$, again with $\xi_\inj$ positive and $x_{inj} = L_{inj}$. The interaction index $n$ was obtained from Eq. (60) by use of Eq. (63), in which the contribution to $n$ from the laminar burning velocity was 3.0, that from the heat release was 0.9, and that from the other terms was negligible. The agreement to now be described is consistent with the prevailing viewpoint that equivalence-ratio fluctuations were responsible for the oscillatory combustion observed in these experiments.

Figure 5.9 shows the amplification rate evaluated from Eq. (75) in a plane of frequency and injection velocity. To aid in visualizing regions where amplification may occur, a plane is passed through the three-dimensional figure at zero amplification rate, and only regions above that plane are highlighted. In general, there are mountain chains of amplification that peak at frequencies which increase with increasing injection velocities. This is due to the decrease in the time lag $\tau_a$ with increasing injection velocity. At low injector velocities, the fundamental longitudinal frequencies of the combustor fall within the first mountain chain. This first mountain chain passes to higher frequencies at an injection velocity of about 50 m/s, which is where the large pressure amplitudes
are observed experimentally to disappear. This calculation therefore provides a potential interpretation of the experimental observation. Explanations based on other previous equations do not work as well. For example, the vortex-shedding result of Eq. (69) gives amplification only for frequencies that range from about 400 Hz at an injection velocity of 20 m/s to about 1400 Hz at an injection velocity of 70 m/s, all much higher than the observed frequencies. Stronger damping mechanisms at these higher frequencies are likely to prevent oscillations from occurring there. Of all of the present results, therefore, Eq. (75) is most attractive for these experiments, as well as for the experiments with the quartz combustor.

Figure 5.9: Growth-rate results obtained from Eq. (75) (at a fixed pressure of 7.5 atm and equivalence ratio of 0.65) for the high-pressure experiments, as a function of injection velocity and frequency
A Twelve-Injector, Atmospheric-Pressure, Annular Combustor

To investigate more complex configurations, measurements were made on an annular combustor having twelve production premixed injectors, equally spaced around the annulus and directed axially downstream. The combustor, which had an effusion-cooled liner, operated at normal atmospheric pressure in a test rig that had a 1 ft space, open to the laboratory, between the combustor exit and the exhaust system that deflected the exhaust gases upward. Although the setup, which has been used to test various injector designs, was equipped with four rakes to collect temperature profiles at four different angles across the open area and a video camera facing forward to view the flame, the main data were obtained from twelve pressure transducers, one mounted on each injector, and from visual observation of the flame, which could be seen by peering upstream at an angle through the open area. The piezoelectric transducers, dynamic data from which were acquired by an Alta-Solutions Spectra-Shield box, were mounted in tees off the spuds of the pilot fuel line, seen schematically in Figure 5.10 and Figure 5.11. The transducers were connected to 50 ft copper coils in efforts to minimize acoustic interference.

The annular combustor was 0.38 m long, 0.26 m in inner radius and 0.34 m in the outer radius. Each injector, of outer diameter 0.1 m and shown schematically in Figure 5.10, had 10 swirl vanes equipped with 8 fuel-injection holes each, an inner radius of 0.04 m and an axial distance of 0.05 m between the fuel-injection point and the injector’s interface with the combustion chamber.
The flow rates were selected to keep the equivalence ratio close to 0.63 where oscillations could be observed. The air flow rate, through a preheater providing air at 283°F, was fixed at 3.07 lbs/sec and the fuel flow was varied between 140 and 199 lbs/hour, with oscillations observed to occur near 194 lbs/hour, the values for which data are addressed here. Pilot flow rates from about 2% to 10% were explored, and oscillations were observed at the lower pilot flow rates, 2% to 4%, as expected. Measurements were made at 4% pilot flow rates, for which representative pressure amplitudes are shown in Figure 5.12. The dominant frequency observed, 250 Hz, is consistent with a first fundamental circumferential mode, calculated from $\frac{c}{2\pi R}$ (where $R$ is the arithmetic mean of the radius of the annulus, and $c = 826$ m/s) to be 247 Hz.

Relative amplitudes and phases of the twelve different pressure signals were obtained from Spectra Shield software in typically ten snapshots recorded at 3 Hz. The phase results, within the accuracy of the measurements, were consistent with an assumption that the combustor experienced a standing circumferential wave; there were very little variations of relative phases between different snapshots for most transducers, and indicated phase differences were small, most within 20° and all within 70°, these differences corresponding to time differences on the order of 1 ms and likely attributable to small differences in acoustic path lengths and time synchronization for different transducers. The relative amplitude data, shown in Figure 5.13, are also consistent with the standing fundamental circumferential wave (shown by a curve in the figure), within the accuracy of the data. In this figure, the angle $\theta = 0$ has been adjusted to coincide with the location
of the torch employed for ignition, the presence of which may anchor the velocity node.

Figure 5.10: A schematic diagram of the type of production injector used in the experiments
Figure 5.11: Pressure Measurements on the Annular Atmospheric Test Cell

(courtesy of Solar Turbines Inc.)
Figure 5.12: Dynamic pressure measurements during oscillation for an annular combustor at atmospheric-pressure conditions

Figure 5.13: Measured relative pressure amplitudes as functions of circumferential angle
For the assumed mode, from Eq.(35), the acoustic field is given by

\[
\begin{align*}
p'(\theta, t) &= \bar{p} \cos (\omega t) \cos (\theta), \\
u'(\theta, t) &= \frac{\bar{p}}{\rho c} \sin (\omega t) \sin (\theta),
\end{align*}
\]

(94)

where \( u' \) is now the component of velocity in the \( \theta \) direction. To estimate amplification, the flame-shape approximations that led to Eq.(76) are adopted. Visual observation suggested that the flame shape may best be approximated by solid cones, but within the accuracy of the present crude approach, differences from the assumed hollow cylindrical shape are not likely to affect predictions substantially. Consideration of possible amplification mechanisms led to the belief that, just as in the previous two types of experiments, mixture-ratio variations seemed likely to contribute the main source. With this in mind, a velocity-sensitive model was addressed for which

\[
q' = n \frac{\bar{q}}{c} \sum_{k=1}^{N} u'(\theta_k, t - \tau) \delta(r_x - r_f) \frac{L(R_o - R_i)}{N r_f}.
\]

(95)

Although \( u' \) here is the acoustic velocity in the circumferential direction, it is assumed that this same velocity is transmitted locally to the axial flow in the injector, thereby generating the equivalence-ratio oscillations. Axial velocity fluctuations at twice this frequency also may be expected, but for the standing wave there also should be a contribution at this fundamental frequency. An efficiency of transmission at the fundamental, however, be introduced, for example by including an additional factor less than unity in \( n \).

Rather than working with an explicit formula such as Eq.(78), a numerical integration of Eq.(37) was performed utilizing the expressions obtained in
Eqs. (94) and (95) with the time-lag expression in Eq. (40), and employing the values 5 cm for $L_{inj} = -x_v$, 0.63 for $\phi$, 22.8 m/s for $U_{inj}$, 8.5 m/s for $U_c$, 10% of $U_c$ for $\overline{u}$, $2.407 \times 10^7$ J/kg for $Q_r$, 1.8 cm for $x_{f1}$, 13.2 cm for $x_{f2}$, 3.8 cm for $r_{f1}$ and 33.5 cm for $r_{f2}$. The interaction index $n$ was obtained from Eq. (60) by use of Eq. (63), in which the contribution to $n$ from the laminar burning velocity was 2.9, that from the heat release was 0.95, and that from the other terms was negligible. In the numerical integration, besides these equivalence-ratio fluctuations, effects of vortex shedding, wall damping and damping due to the perforated wall lining were taken into account, using data given in the appendix. The results for the growth rate, shown in Figure 5.14, indicate a possible instability peaking around the combustion chamber’s fundamental frequency of 250 Hz. The vortex shedding frequency was found to be around 915 Hz and had only a small impact on the overall growth rate, while the liner and wall damping had a larger effect and were mainly responsible for the negative slope seen in the figure at the higher frequencies.

Figure 5.14 therefore is consistent with most of the amplification at the fundamental frequency being due to the equivalence-ratio fluctuations.
Figure 5.14: Growth-rate predictions for the atmospheric-pressure, annular combustor

Other modes in this combustor are at higher frequencies and generally would be predicted to be stable according to Figure 5.14. For example, the frequency of the first standing axial-mode frequency is estimated from \( \frac{c}{2L} \) to be 1094 Hz, which is beyond the range of positive amplification. Since the liner was designed only for cooling, not for acoustic attenuation, a modified liner design may have eliminated the oscillation at the fundamental azimuthal frequency.
A Twelve-Injector, High-Pressure, Annular-Combustor Engine

To investigate the effect of high pressure in a multiple-injector, annular configuration, an actual production engine was tested. The platform chosen was the Solar Turbines Taurus-70 (a 7.5 MW package). The engine test is an extension of the previous atmospheric annular test in that it uses the same set of injectors and a similar liner, but it operates at a higher pressure. The engine has a fourteen-stage axial compressor (instead of the air preheater) and a few components downstream (turbine and exhaust), all of which might have had a contribution to the overall recorded oscillation and thereby introduce added uncertainty in estimates. The experiment, however, does serve to illustrate application of the approach in a practical engine environment.

The instrumentation, similar to that adopted for the annular atmospheric rig, used dynamic pressure sensors mounted as before on the pilot fuel line to monitor oscillations. In this test there were thirteen dynamic pressure sensors, an extra one having been mounted on the torch to give phase information with respect to the torch. Dynamic pressure data were collected using the same instrumentation described previously.

The flow rates tested were adjusted to keep the equivalence ratio between 0.60 and 0.72, where oscillations could be observed. The air flow rate was fixed at 54 lbs/sec, with a compressor outlet pressure between 160 and 240 psi, and the fuel flow was varied between 1800 and 3500 lbs/hour, with the dominant oscillations observed to arise near 3400 lbs/hour. This is consistent with the predictions, indicated earlier, that amplification rates are largest at the highest
heat-release rates. Pilot flow rates from about 2% to 10% were explored, and oscillations were observed at the lower pilot flow rates, 2% to 4%, just as with the atmospheric rig. Measurements were made at 4% pilot flow rates, for which representative pressure amplitudes are shown in Fig. (19), where the dominant frequency, seen to be about 387 Hz, is consistent with a first mixed (axial/circumferential) mode.

This oscillation, at a frequency on the order of 400 Hz, occurring at full load and low pilot percentage, was the highest-intensity oscillations observed under any conditions. To map out the instability characteristics further, measurements were also made at idle, 50% load and 75% load, with variable pilot percentages, and under different conditions there were indications of low-frequency oscillations (rumble at ~37 Hz), of oscillations at a mid-range frequency (200 Hz) and of a low-amplitude high-frequency instability (screech at ~1050 Hz), but all of these were much less intense than the 400 Hz oscillation, which occurred at both 75% and full load. Unlike in the atmospheric rig, there was no indication of a purely circumferential mode, at a frequency on the order of 250 Hz, possibly because of damping influence of the guide vanes at the entrance to the turbine in the engine, which would tend to impede circumferential motion. In the present work, therefore, attention was focused on the first mixed mode, the presence of which was consistent with observed irregular and variable phase relations between signals from the different pressure sensors and with corresponding relative amplitude results. With so many rotating parts, namely compressor, turbine, generator (fixed at 60 Hz), etc., it is difficult to isolate the
combustion-related oscillations. A mixed mode, standing axially but rotating circumferentially, therefore finally was assumed for purposes of comparison with predictions.

![Graph](image-url)

**Figure 5.15:** Dynamic pressure spectrum obtained during oscillation on a Taurus-70 engine test (full load, 4% pilot flow, and primary zone at 2853°F)

In modeling the engine, the boundary conditions for the combustor-premixer assembly were assumed to provide a pressure node at the injector and a velocity node at the combustor exit (taken at the inlet guide vane to the turbine), where the flow is assumed to approach choked conditions. Equation (5) for the first mixed mode then simplifies to

\[
p^\prime(x, \theta, t) = \tilde{p} \cos (\omega t) \sin \left( \frac{\pi x}{2L} \right) \cos (\theta),
\]

\[
u^\prime(x, \theta, t) = \left[ -\frac{\tilde{p}}{\rho c} \right] \sin (\omega t) \cos \left( \frac{\pi x}{2L} \right) \cos (\theta),
\]

(96)
with $u'$ again representing the circumferential component, which is proportional to the axial component. Numerical integration of Eq. (37), utilizing expressions obtained in Eqs.(95) and (96) with the time lag expression in Eq.(40), and employing 0.63 for $\phi$, 89m/s for $U_{inj}$, 2.1m/s for $U_c$, 10% of $U_c$ for $\bar{u}$, $2.407 \times 10^7$ J/kg for $Q_r$, and the same dimensions as those used for the annular atmospheric rig, gives the results shown in Figure 5.16. The interaction index $n$ was obtained from Eq. (60) by use of Eq. (63), in which the contribution to $n$ from the laminar burning velocity was 2.9, that from the heat release was 0.95, and other terms were negligible, just as for the atmospheric rig. In the numerical integration, besides these equivalence-ratio fluctuations, effects of vortex shedding, wall damping and damping due to the perforated wall lining were taken into account, using the data given in the appendix. The results for the growth rate, shown in Figure 5.16, indicate a possible instability around the frequency of the first mixed mode of the combustion chamber, about 400 Hz. The vortex-shedding frequency was found to be much higher (over 1500 Hz) and had a small impact on the overall growth rate. Figure 5.16 therefore is consistent with most of the amplification being due to the equivalence-ratio fluctuations, just as in the other experiments.
Figure 5.16: Predicted growth-rate results for the annular high-pressure engine test

Except for the difference in the acoustic mode, the preceding model for the engine is quite similar to that for the atmospheric rig. There are, however, significantly greater uncertainties in the modeling results for the engine. The amplification rate at 400 Hz, seen in Figure 5.16, is small, comparable with that found in for the atmospheric rig. Moreover, much higher amplification rates are seen to be predicted at higher frequencies, and it is unlikely that the increased damping for these higher acoustic modes can be large enough to offset the large predicted increase in amplification. Even the vortex-shedding mechanism, with a frequency above 1500 Hz, might be thought to result in screech amplitude in excess of the observed oscillation at 387 Hz. One aspect of Figure 5.16 that may be considered favorable is the predicted attenuation at 250 Hz, which makes it
unnecessary to appeal to extraneous factors such as guide vanes for eliminating
the fundamental circumferential mode. This difference from results shown in Fig.
(18) for the atmospheric rig is a consequence of the different mode, including now
an axial component and also a traveling rather than standing circumferential
component. Another criticism of these predictions is that, with a traveling
circumferential component (perhaps in the direction of rotor rotation), it is less
likely that velocity fluctuations at this frequency can be transferred efficiently to
the axial-component fluctuations in the injectors, needed to generate equivalence-
ratio fluctuations; double-frequency oscillations in the axial velocities in the
injectors may be expected to be more pronounced, calling into question Eq. (95).
Equivalence-ratio fluctuations may well be the driver of the instability, but the
mode shape assumed in Eq. (96) may be incorrect, the phase information from the
pressure transducers being inconclusive. There may, for example, be a standing
circumferential component that helps drive the equivalence-ratio oscillations.
Even without this, however, the axial component can generate axial velocity
fluctuations in the injectors, leading again to Eq. (95), given the same types of
assumptions that were employed in its derivation. The main advantage of Eq. (96)
is that its associated natural oscillation frequency is close to the observed
frequency, but there are other possible mode shapes with this frequency that
would modify Fig. (20). These observations underscore the importance of
investigating all possible mode shapes, in general, in applying the approach
developed here during design investigations.
6. CHAPTER 6

CONCLUSIONS

The paper presents a simplified approach to analyzing combustion-driven acoustic oscillations in premixed gas-turbine combustors. The method works by examining the acoustic energy content in a control volume of interest (usually an injector/combustor assembly). It identifies physical mechanisms that contribute to the growth and decay of acoustic energy in the volume, calculates growth/attenuation rates for the described mechanisms and thus predicts whether the combustion system will experience oscillations. The approach, as described, is linear and utilizes linear approximations when nonlinear events are encountered.

Simplified models for equivalence-ratio fluctuations (including turbulent dissipation) and vortex shedding were developed, along with other models. Results from the first of these models (namely, that for equivalence-ratio fluctuations) were shown to compare reasonably well with experimental results obtained from a single-injector quartz combustor operating at atmospheric conditions as well as from a single-injector high-pressure combustors. It was found to be possible to use this same mechanism to rationalize results obtained from experiments on a twelve-injector, annular, atmospheric-pressure rig. Measurements made on an engine with this same combustor configuration were, however, less conclusive, although they could be consistent with the same mechanism. A stability-index chart, based on Eq. (36), for all three experiments performed in connection with the present work is shown in Figure 6.1. The figure illustrates the strong tendency for oscillations to occur in the twelve-injector, atmospheric
rig at frequencies between 120 and 500 Hz and indicates a comparatively marginal instability range for the quartz combustor under the experimental conditions. Higher fuel-flow rates would have increased the strength of and range of predicted instability for the quartz combustor, while modified liner designs may have reduced the potential instability for the atmospheric rig (as well as for the engine).

**Figure 6.1: Predicted stability results for the three performed experiments (1-500 Hz)**

All of the tests of the approach that were reported here involved efforts to explain, after the fact, what was observed experimentally. This would not be possible in using the approach as a design tool. In design, it would be necessary to identify all of the possible acoustic frequencies and acoustic mode shapes in the
combustion chamber, and for each of these to address each of the amplification and damping mechanisms, to determine from Eq.(36) whether oscillations is predicted to occur. This entails appreciable effort and also involves significant uncertainties. The nature of the uncertainties has been illustrated in the four different applications to experiments reported here. Not only do dimensions and operating conditions need to be estimated, but also expected flame shapes need to be hypothesized. As a result, there are likely to be significant ranges of uncertainties in the predictions, and value judgments will need to be made. Similar kinds of uncertainties arise in early applications [30,38] of the Galerkin approach, where the accuracy of the mode description, as well as the chosen model for the heat-release perturbations, affect the predictions to a great extent. While the Galerkin method works by identifying a set of acoustic modes then following their growth or decay by marching in time, the current approach is simpler, in that the mode shapes are approximated in a less complicated fashion, and predictions are made only for a growth rate, which does not involve integrating numerically in time. This makes the calculations simpler and less expensive.

The main advantage of the approach is that, beyond helping to increase the understanding of specific aspects of the types of oscillations that may occur, each individual calculation can be performed much more quickly and less expensively than calculations requiring CFD or other numerically demanding approaches. Since there are also uncertainties in other methods of prediction, the method
proposed could find a useful place within tools used in premixed gas-turbine combustor design.
7. **APPENDIX (A)**

The values used to calculate the damping rate by the perforated-wall liner are as follow:

Chamber properties and liner dimensions:

- The annular combustor was 0.38 m long
- Inner radius of the combustor was 0.26 m
- Outer radius of the combustor was 0.34m
- Mean Temperature of 1273°K calculated from the temperature of the fresh reactants and the adiabatic flame temperature.
- Perforated wall holes were of two types:
  - Radius 0.0013m spaced at 0.0219m apart
  - Radius 0.0020m spaced at 0.0585m apart
- Both sets of holes were 0.01 m from the backing wall.
APPENDIX (B)

Numerical code layout (in Matlab)

Figure 8.1: Matlab code layout
**Pre-Processing**

This will evaluate flow conditions near the flame zone and calculates the sensitivity of laminar flame speed and heat of reaction to equivalence-ratio perturbations to evaluate the interaction index $n$.

**Figure 8.2: Preprocessing steps I**

**Figure 8.3: Preprocessing steps II**

**Figure 8.4: Preprocessing steps III**
Evaluation

Evaluate Integral in Eq. (31) due to Equivalence-ratio fluctuations

Evaluate Integral in Eq. (69) due to Vortex Shedding

Etc....

$S(\omega)$ and $\alpha_{\text{total}}(\omega)$

Figure 8.5: Stability characteristics
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