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Abstract

Several remarkable theoretical and computational properties of reacting shock waves are both documented and analyzed. In particular, for sufficiently small heat release or large reaction rate, we demonstrate that the reacting compressible Navier Stokes equations have dynamically stable weak detonations which occur in bifurcating wave patterns from strong detonation initial data. In the reported calculations, an increase in reaction rate by a factor of 5 is sufficient to create the bifurcation from a spiked nearly Z-N-D detonation to the wave pattern with a precursor weak detonation. The numerical schemes used in the calculations are fractional step methods based on the use of a second order Godunov method in the inviscid hydrodynamic sweep; on sufficiently coarse meshes in inviscid calculations, these fractional step schemes exhibit qualitatively similar but purely numerical bifurcating wave patterns with numerical weak detonations. We explain this computational phenomenon theoretically through a new class of nonphysical discrete travelling waves for the difference scheme which are numerical weak detonations. The use of simplified model equations both to predict and analyze the theoretical and numerical phenomena is emphasized.
Introduction

Through numerical experiments, several peculiar theoretical and practical computational properties regarding the structure and stability of reacting shock waves are both documented and analyzed. The waves which we study are defined by solutions of the compressible Navier Stokes or compressible Euler equations for a mixture composed of chemically reacting species in a single space dimension.

The compressible Navier Stokes equations for a reacting gas are extremely complex, and it is not surprising that simpler qualitative-quantitative model equations for the high Mach number regime have been developed ([5], [7], [11]). These simpler model equations are a coupled 2 X 2 system given by a Burgers equation coupled to a chemical kinetics equation (see section 2 for a detailed description of the model equations). This model system has transparent analogues of the Chapman-Jouget (C-J) theory, the Z-N-D theory, and also the structure of reacting shock profiles with finite diffusion and reaction rates, and these are developed in detail in [7]. One of the objectives of this paper is to use the predictions of this simplified model system both for theoretical purposes and as a diagnostic for numerical modelling of the more complex equations of reacting gas flow in the shock wave regime. The authors advocate the use of this simpler model equation for numerical code development for shock phenomena in reacting gases in much the same fashion as the Burgers equation has provided both a wide class of simple test problems and the analysis of difference schemes for Burgers equation has influenced code development for nonreactive compressible gas flow.

In section 2, we begin by listing the equations of compressible reacting gas flow and describing in detail the simplified model equations
mentioned above; then, we describe the numerical methods used in this paper. We use very natural fractional step schemes with three ingredients per time step: 1) the inviscid hydrodynamics is solved by the Godunov, second order Godunov ([3]), or random choice ([1]) methods; 2) the chemistry equation is advanced by explicit solution of the O. D. E. for mass fraction given the temperature; 3) the diffusion equation is solved via the Crank-Nicholson or backward Euler methods. Such a class of numerical schemes is one of the obvious candidates for use in modelling reacting gases given the current development of methods for solving the compressible Euler equations. Also, with the simplified one-step kinetics schemes which we study, the chemistry equation for the mass fraction is linear given the temperature at each mesh point so that even when the reaction rate is high, this equation can be solved exactly -- thus, no additional errors from solving stiff O. D. E. are introduced.

For the calculations in section 3, the shock layer is fully resolved, typical length scales are on the order of \(10^{-6}\) or \(10^{-5}\) meters, and the diffusion coefficients on such a length scale are roughly order one in magnitude. Our objectives are to document the structure and dynamic stability of reacting shock layers on such length scales where diffusive mechanisms are important. The wave structure is remarkably complex with varying heat release and reaction rate, and to our knowledge no time-dependent computations analyzing this structure have appeared previously. First, we report on detailed numerical experiments with the model equations which corroborate the rather complex behavior (see [7]) of the reacting shock profiles as the heat release varies. We use numerical experiments to predict a bifurcating wave pattern instead of the expected strong detonation for sufficiently small heat release. This bifurcating wave pattern has a precursor stable weak
detonation moving at a faster speed followed by a slower moving purely fluid dynamic shock. The above experiments in the model suggest analogous behavior for the reacting compressible Navier Stokes equations. Through numerical experiments for a detonation with fairly small heat release (modelled on an Ozone decomposition detonation), we document the existence of dynamically stable weak detonations and the existence of bifurcating wave patterns as described above for the model equations. In fact, with all other parameters held fixed for this detonation wave, an increase in the reaction rate by a factor of 5 changes the wave profile from a spiked Z-N-D detonation structure to such a bifurcating wave pattern with a stable precursor weak detonation. We mention here that weak detonation waves are observed experimentally when initiated through external means ([4]) and that a variety of theoretical scenarios for the existence of weak detonations are given in Chapter 3 of [4].

Resolving detonation waves on viscous length scales is not a practical option for a large scale reacting gas computation with many wave interactions such as the problem of transition to detonation. In section 4, we set all diffusion coefficients to be zero and investigate the problem of computing the spiked Z-N-D detonations of the inviscid reacting Euler equations on coarser meshes. This problem has practical interest because the spike in a Z-N-D profile has significantly higher values for the pressure. Any algorithm which is based on using the Chapman-Jouget theory alone (such as [2]) automatically will ignore this local pressure spike in the travelling wave structure no matter how fine a mesh is used. The numerical experiments with the inviscid fractional step schemes with either the Godunov or second order Godunov methods exhibit the following surprising behavior:
A) For very fine meshes, the Z-N-D wave is completely resolved by these numerical methods.

B) For moderately fine meshes (i.e. meshes yielding very high resolution for the second order Godunov method in the nonreactive case) and either of the fractional step methods, a numerical bifurcating wave pattern emerges with a structure qualitatively similar to those documented theoretically in section 3. This numerical wave structure has a discrete weak detonation profile moving at the mesh speed -- one grid point per time step -- with all chemical energy released in this numerical precursor wave followed by a slower moving numerical shock wave.

The property in (1.1)B) is an unexpected and serious defect in the use of fractional step schemes based on (higher order) Godunov methods for inviscid reacting gas calculations in the shock-wave regime. On the other hand, for the simplified model equation the inviscid fractional step scheme for the random choice method yields a correct pressure spike in the Z-N-D profile with as few as three mesh points resolving the reaction zone while the split Godunov scheme has the nonphysical monotone numerical bifurcating wave pattern with as many as twenty mesh points resolving the reaction zone in the same problem (see section 4). However, in this paper, we have not pursued the use of the inviscid fractional step random choice scheme for the reacting compressible Euler equations and plan to do this in the future.

Finally, in section 5, we give a theoretical explanation for the computational phenomena on coarse meshes reported in the previous section for the Godunov methods. We work within the context of the simplified model and derive a new class of nonphysical discrete travelling waves for the difference equation for a simplified variant of the basic fractional step methods which uses the upwind scheme rather than Godunov's method. As predicted by the numerical experiments from section 4, these exact discrete
travelling waves are numerical weak detonations which move at the speed $\bar{s} = \Delta x/\Delta t$, i.e. one grid point/time step and the numerical experiments from section 4 verify the stability of these purely numerical discrete weak detonations on sufficiently coarse meshes. The structure of these nonphysical discrete travelling waves is quite different from that of the well-known discrete entropy violating travelling waves ([6], [8]) which can occur for difference schemes in the nonreactive case. Furthermore, in the context of the simplified model, such discrete travelling waves always exist on a given mesh if either

A) $K\Delta x$ is large enough with $K$ the reaction rate

(1.2) or

B) The heat release $q_0$ is large enough for a fixed mesh.

The explicit conditions for the existence of numerical weak detonations provides a quantitative guideline for the validity of the basic fractional step schemes in coarser mesh calculations.
The Compressible Navier Stokes Equations for a Reacting Mixture

We assume a standard simplified form for the reacting mixture throughout this paper. Thus, there are only two species present, unburnt gas and burnt gas, and we postulate that the unburnt gas is converted to burnt gas by a one-step irreversible chemical reaction. Under the above hypothesis the compressible Navier Stokes equations for the reacting mixture ([12]) are the system of four equations,

\[
\begin{align*}
\dot{\rho} + \rho u_x &= 0 \\
\rho u_t + \rho u_2 + p &= \mu u_{xx} \\
(pE)_t + (puE + up)_x &= \mu \left( \frac{u^2}{2} \right)_x + c_p \lambda T_x \\
(pZ)_t + (puZ)_x &= -pK(T)Z + (DZ)_x
\end{align*}
\]

where \( \rho \) is the density, \( u \) is the fluid velocity, \( E \) is the total specific energy, and \( Z \) is the mass fraction of unburnt gas. The total specific energy, \( E \) has the form,

\[
E = e + q_0 Z + \frac{u^2}{2}
\]

with \( e \) the specific internal energy and \( q_0 \) the amount of heat released by the given chemical reaction. For the assumed ideal gas mixture (with the same \( \gamma \)-gas laws), the pressure and temperature are defined respectively by the formulae \( p = (\gamma - 1)pe \) and \( T = p/\rho R M \) with \( R \), Boltzmann's gas constant, \( M \) the molecular weight, \( c_p \) the specific heat, and \( \gamma \) defined by \( c_p (\gamma - 1) = R \). The factor \( K(T) \) in (2.1) is strongly dependent on temperature and has the form

\[
K(T) = K_0 \phi(T)
\]

with \( K_0 \) the reaction rate. The function \( \phi(T) \) typically has the
Arrhenius form,

\[ \phi(T) = T^\alpha e^{-A/T} \]

or for computational purposes, the approximation for large \( A \) given by ignition temperature kinetics,

\[ \phi(T) = \begin{cases} 
1, & T \geq \tilde{T}_0 \\
0, & T < \tilde{T}_0 
\end{cases} \]

with \( \tilde{T}_0 \) the ignition temperature.

The coefficients \( \mu, \lambda, \) and \( D \) in (4.1) are coefficients of viscosity, heat conduction, and species diffusion respectively. The compressible Euler equations for the reacting mixture are the special case of (2.1) with \( \mu = \lambda = D = 0 \).

The Simplified Model Equations

Obviously, even in a single space variable, the above system is extremely complex so it is not surprising that simpler qualitative-quantitative models for the equations in (4.1) have been developed ([5], [7], [11]). The simplified model equations for the shock wave regime derived through asymptotic limits from the system in (4.1) (see [11]) have the form

\[ u_t + (\frac{1}{2} u^2 - q_0 Z)_x = \beta u_x \]

(2.4)

\[ Z_x = K\phi(u)Z \]

where \( u \) is an asymptotic lumped variable with some features of pressure or temperature, \( Z \) is the mass fraction of burnt gas, \( q_0 > 0 \) is the heat release, \( \beta \geq 0 \) is a lumped diffusion coefficient, \( K \) is the reaction rate, and \( \phi(u) \) has a typical form as described below (2.3). The reader should not be confused by the appearance of \( Z_x \) on the left hand side of (2.4) rather than \( Z_t \). The coordinate \( x \) in (2.4) is not the space coordinate but is determined through
the asymptotics as a scaled space-time coordinate representing distance to the reaction zone; the x-differentiation occurs because $Z$ in (2.4) is convected at the much slower fluid velocity rather than the much faster reacting shock speed (see [11] for the details). With these interpretations the equations in (2.4) become a well-posed problem by prescribing initial data $u_0(x)$ for $u(x, t)$ at time $t = 0$ and prescribing the value of $Z(x, t)$ as $x \to \infty$ (corresponding to finite values ahead of the reaction zone with the rescaling in [11]), i.e. $Z_0(t)$ should be specified with the boundary condition,

\begin{equation}
Z_0(t) = \lim_{x \to \infty} Z(x, t)
\end{equation}

In this paper, we always set $Z_0(t) \equiv 1$ for simplicity. The analogues of the Chapman-Jouget theory, the Z-N-D theory, and the structure of travelling waves with nonzero diffusion and finite reaction rates for the equations in (2.4) have all been discussed in detail in [7] and we refer the reader to that paper when we discuss properties of solutions in the model.

The Numerical Methods

First, we describe the basic fractional step numerical method used in solving the model equation from (2.4). We set $w = (u, Z)$. Given mesh values $w_j^N = (u_j^N, Z_j^N)$, in the first fractional step we determine $u_j^{N+\frac{1}{2}}$ from $u_j^N$ by using a finite difference approximation to the inviscid Burgers equation

$$u_t + (\frac{1}{2} u^2)_x = 0.$$ 

In the computations reported below, we use Godunov's method, a second order Godunov method ([3]), or the random choice method ([1]) as the finite difference approximation. In the next fractional step, we determine $Z_j^{N+1}$ as the solution of the O. D. E.

$$Z_x = k \phi(u) Z$$
with \( u \) given approximately by \( u_j^{N+\frac{1}{2}} \). We march from positive values of \( x \) to negative values of \( x \) and use the boundary conditions from (2.5) with \( Z_0(t) = 1 \) on the right hand side of the large interval where the calculations are carried out. Given the values of \( u_j^{N+\frac{1}{2}} \), the above O. D. E. is linear in \( Z \) and we solve it by the trapezoidal approximations of the integral in the exact solution formula to derive

\[
Z_j^{N+1} = Z_j^N \exp \left( -\frac{Kx}{2} (\phi(u_{j-1}^{N+\frac{1}{2}}) + \phi(u_j^{N+\frac{1}{2}})) \right)
\]

with \( Z_j^N = 1 \) for \( j \) large enough. Finally, in the third sweep of the fractional step method we solve the diffusion equation

\[
u_t - \beta u_x x = q_0 Z_x = q_0 K \phi(u) Z.
\]

The linear diffusion equation on the left-hand side of (2.7) is discretized by using either the backward Euler or Crank-Nicholson methods with initial data \( u_j^{N+\frac{1}{2}} \). The value of \( u_j^{N+1} \) is then determined by solving this inhomogeneous difference equation where the values for \( (u_j^{N+\frac{1}{2}}, Z_j^{N+1}) \) are used in the approximation of the forcing function on the extreme right hand side of (2.7) at time level \((N + 1)\Delta t\). This completes the description of the basic fractional step method for the simplified model equation. Obviously, the only stability condition needed in the method is the C-F-L condition,

\[
\frac{\Delta t}{\Delta x} |u_j^N| < 1
\]

required in the first sweep.

Next we describe the basic fractional step algorithms which we use for the reacting Compressible Navier Stokes equations in (2.1). We use three fractional steps analogous to those in the model system. In the first sweep, the inviscid nonreactive compressible Euler equations are solved, i.e. \( \Delta t \) denotes a finite difference approximation to the equations,
\[ \rho_t + (\rho u)_x = 0 \]
\[ (\rho u)_t + (\rho u^2 + p)_x = 0 \]
\[ (\rho E)_t + (\rho u E + u p)_x = 0 \]
\[ (\rho Z)_t + (\rho u Z)_x = 0 \]

For this difference approximation, we use either the Godunov or a second order Godunov method ([3]) for an ideal γ-gas law with the mass fraction \( Z \) advected as a passive scalar. In the second fractional step all diffusion mechanisms are solved, i.e. \( L^\Delta t_D \) is a finite difference approximation to

\[ \rho_t = 0 \]
\[ u_t = \frac{1}{\rho} (\mu u)_x \]
\[ \frac{(u^2)}{2}_t = \frac{1}{\rho} (\mu (u^2/2)_x)_x \]
\[ T_t = \frac{1}{\rho} (\lambda T)_x \]
\[ Z_t = \frac{1}{\rho} (DZ)_x \]

In this difference approximation, we use the Crank Nicholson scheme implemented in such a way that \( \rho u, \rho u^2/2, \rho T, \) and \( \rho Z \) are conserved (this is why we need to discretize the trivial equation, \( \rho_t = 0 \)). The total energy at the end of this fractional step is recovered from the formula in (2.2) with \( (u^2/2) \) obtained from the kinetic energy diffusion equation. In the final sweep, we solve the chemistry equation, i.e. \( L^\Delta t_C \) denotes the discrete solution operator for

\[ \rho_t = 0 \]
\[ Z_t = -K_0 \phi(T)Z \]

At each grid point, we exactly integrate the linear O. D. E. for \( Z \) using the fixed value of temperature, \( T_{\text{fixed}}^{N+2/3} \) at the grid point determined from the
previous sweeps; thus,

$$Z_j^{N+1} = \exp(-K_0 \phi(T_j^{N+\frac{1}{2}}) \Delta t) Z_j^{N+\frac{1}{2}}$$

This completes the description of the method used to advance the solution from time level \( n \Delta t \) to time level \( (n + 1) \Delta t \). Actually we implemented the approximation from time level \( n \Delta t \) to \( (n + 2) \Delta t \) in the form,

$$L_{total}^{2\Delta t} = L_E^{\Delta t} L_D^{\Delta t} L_C^{\Delta t} L_C^{\Delta t} L_D^{\Delta t} L_E^{\Delta t}$$

so that we have second order accuracy in time for the algorithm. The only stability restriction on the above numerical method is the basic C-F-L condition for the inviscid hydrodynamic sweep, \( L_E^{\Delta t} \).
Section 3 — THE STRUCTURE AND STABILITY OF DETONATION WAVES
WITH FINITE VISCOSITY AND REACTION RATE

Wave Structure for the Simplified Model System

Since we begin by studying the structure and dynamic stability of detonation waves for the model system, we begin with a brief summary of the surprisingly complex structure of the travelling waves for the model system in (2.4) (the quantitative details can be found in [7]). Given a preshock constant state \( w_R = (u_R, 1) \) in chemical equilibrium so that \( \phi(u_R) = 0 \), we study travelling wave solutions of (2.4) with the given preshock state \( w_R \) and a fixed speed \( s \). We seek special solutions of (2.4) with the form,

\[
    w = w\left(\frac{x - st}{\beta}\right)
\]

so that with \( \xi = \frac{x - st}{\beta} \)

\[
    \lim_{\xi \to -\infty} w(\xi) = (u_L, 0)
\]

\[
    \lim_{\xi \to \infty} w(\xi) = (u_R, 1)
\]

(3.1)

where \( u_L \) needs to be determined. With \( \tilde{Z} = q_0Z \) and \( K_0 = \beta K \), substituting the above form of \( w \) into (2.4) leads to the autonomous system of 2 nonlinear O. D. E.'s,

\[
    u' = \frac{1}{2} u^2 - su - \tilde{Z} + \xi
\]

\[
    \tilde{Z}' = K_0 \phi(u) \tilde{Z}
\]

The integration constant \( \xi \) is determined by the formula,

\[
    \xi = -\frac{1}{2} u_R^2 + su_R + q_0
\]

and in general, there are two states \( u_L^*, u_R^* \) with \( u_L^* < u_R^* \) and satisfying
The two states, \((u_L^*, 0)\) and \((u_0^*, 0)\), are the only conceivable limiting values for the second equation in (3.2) and define the end states for the corresponding weak and strong detonation waves propagating with speed \(s\) and determined by the Chapman-Jouget theory (see [7]). When do such travelling waves exist with a finite reaction rate and nonzero diffusion for fixed \(s\)?

According to the results in [7], for a fixed positive value of \(K_0 = SK\) and fixed values \(u_L^*, u_0^*\), as the heat release varies there is a critical heat release, \(q_{CR}\), so that

A) For \(q_0 > q_{CR}\), a strong detonation travelling wave profile with speed \(s\) exists connecting \((u_R, 1)\) to \((u_L^*, 0)\)

(3.3) B) For \(q_0 = q_{CR}\), a weak detonation travelling wave with speed \(s\) exists connecting \((u_R, 1)\) to \((u_L^*, 0)\)

C) For \(q_0 < q_{CR}\), no combustion wave moving with speed \(s\) is possible

A similar behavior occurs if the heat release is fixed and \(K_0\) is varied (see [7]); we make this remark because the reaction rate is the quantity actually varied in the calculations reported below. In fact, an even finer structure for the traveling waves in case A) of (3.3) occurs provided that the parameter \(K_0 = SK\) satisfies either

(3.4) \[ u_L^* - s > K_0 \]

or

(3.5) \[ u_L^* - s < K_0 \]

In the case when the inequalities in (3.4) are satisfied, all of the strong detonation profiles are non-monotone and exhibit a combustion spike. However, when the case in (3.5) occurs, there is a second critical value of \(q_0\),
\( q_{sp}' \) with \( q_{sp} > q_{cR} \) so that

A) For \( q_0 > q_{sp} \), the strong detonation profile always has a non-monotone combustion spike.

\[(3.6)\]

B) For \( q_0 \) with \( q_{cR} < q_0 \leq q_{sp} \), the strong detonation profile is monotone without a combustion spike.

See Figure 1 of [7] for graphs of the typical wave profiles described in (3.3) and (3.6) as the heat release is varied. Given the complex structure of the travelling wave profiles, it is not apparent when these profiles are dynamically stable and also what happens when \( q_0 \) satisfies \( q_0 < q_{cR} \) so that no travelling wave profile moving at speed \( s \) occurs. Next we report on a detailed numerical study using the fractional step scheme described in section 2 which addresses the above issues.

In these experiments, the viscous length scale is completely resolved and we set \( \beta = 1 \). In all of our reported computations, we take as initial data the values defining an inviscid strong detonation wave moving with speed \( s \), i.e.

\[(3.7)\]

\[ u_0(x) = \begin{cases} 
  u_R, & x > 0 \\
  u^*_L, & x \leq 0 
\end{cases} \]

where given \( q_0 \) and \( s \), the equation in (3.2) is satisfied with \( u^*_L > u^*_R \). We use a fixed finite interval with Dirichlet boundary conditions for \( u \) at the ends determined by the respective limits, \( u_R \) and \( u^*_L \). Also, given a wave speed \( s \), we perform a preliminary Galilean transformation \( x' = x - st \) and solve the transformed equations for zero speed waves. Besides the obvious advantage of keeping the waves from leaving the fixed computational region as time evolves, with this transformation we can also exploit the higher resolution of the Godunov scheme for nearly zero wave speeds.
In the initial experiments described below, we fixed $u_L^* = 1$, 
$u_* = .4$, $s = .7$ and varied the heat release $q_0$. We took $K = 1$, 
$\beta = 1$ and used ignition temperature kinetics with the ignition temperature 
at the value, $u = 0$. With these parameters, the value of $q_{CR}$ from (3.3) 
is $q_{CR} = .568$ and that corresponds to $u_R = -.407$. Also, the inequality 
in (3.5) is satisfied for these parameter values and $q_{sp}$ from (3.6) is 
given by $q_{sp} = .949$.

Case I: Spiked Strong Detonation Profile: We set $q_0 = 2.375 > q_{CR}$; 
this $q_0$ corresponds to $u_R = -1.5$. In figure 1A) we present the exact 
spiked solution profile obtained by direct quadrature of the O. D. E. 
below (3.1). In figure 1B) we present the profile that emerged from 
dynamic stability calculations with the fractional step method described 
in section 2 with the initial data from (3.7). We used 560 zones on the 
interval $[-5, 2]$ and this dynamically computed steady profile differs from 
the exact solution by less than 1% in the maximum norm. This calculation 
both validates the method from section 2 and also demonstrates the expected 

Case II: Monotone Strong Detonation Profiles, $q_0 = q_{sp}$: We used $q_0 =$ 
$q_{sp} = .949$ and with the shock tube initial data from (3.7) and only 140 
zones on $[-5, 2]$, the time dependent solution converged very rapidly (after 
only 50 time steps with C.F.L. number of one-half) to the profile in 
Figure 2B) -- this profile is practically identical to the exact steady 
solution in Figure 2A)

(Printer: Place Figure 1 near here.)

(Printer: Place Figure 2 near here.)
Case III: Strong Detonation Profiles for $q_0$ near $q_{CR}$: In the reported experiment, we set $q_0 = .571$, a value slightly larger than $q_{CR}$. The exact steady solution calculated by quadrature of the nonlinear O. D. E. is given in Figure 3A). The profile is completely monotone with a very long characteristic flat segment with a value of $u$ corresponding to $u \approx .4 = u_{L*}$; we also observe that most of the chemical energy is released in this flat segment. Thus, this wave structure is almost that of the weak detonation observed for $q_0 = q_{CR}$. One might suspect that such a wave is dynamically unstable. As a numerical test, we took spiked perturbed initial data for this wave with the form depicted in Figure 3B) and with 560 mesh points on $[-5, 2]$. The numerical solution after 600 time steps is given in Figure 3C; this solution is identical to the profile in Figure 3A) and demonstrates the dynamic stability of this wave.

(Printer: Place Figure 3 near here.)

The profiles with a step shape like those in Figure 3A) are a difficult case for the numerical methods from section 2 on a finite interval due to the extremely long tail of the analytical steady wave in its adjustment in the step from $u_{L*}$ to $u_{L}^*$. In fact, with 560 mesh points and shock tube initial data, a qualitatively different steady numerical profile emerged from the calculation differing by about 15% - 20% in the maximum norm. However, we emphasize here that this second profile is a numerical artifact -- a second steady state solution of the difference equations on a finite interval with a fixed mesh. Under further mesh refinement the shape of this steady solution changed substantially and finally disappeared -- about 880 mesh points on $[-5, 2]$ were needed for a similar test problem with $q_0$ near $q_{CR}$ to have a unique numerical steady state emerge from the dynamic calculations with a wave profile
differing from the analytical profile by 2.5%.

Case IV: Bifurcating Wave Structure for \( q_0 < q_{CR} \): As \( q_0 \downarrow q_{CR} \), the flat step in the profile corresponding to \( u_L^* = .4 \) in Figure 3A) becomes even longer and as in Figure 3A) most of the reactant is consumed at the front of this flat segment. Once \( Z \) is nearly zero as in the back of this wave, \( u \) becomes essentially a solution of the Burgers equation and the second hump in Figure 3A) is an ordinary fluid dynamic shock with speed \( s = \frac{u_L^* + u_L^*}{2} = .7 \).

What happens for \( q_0 < q_{CR} \)? No steady detonation profiles moving with speed \( s \) exist for values of \( q_0 \) with \( q_0 < q_{CR} \). For a fixed \( u_R \), \( q_{CR} \) becomes a smoothly varying function of the wave speed, \( s \); we denote this function by \( q_{CR}(s) \). By continuing the above wave profile for \( q_0 > q_{CR}(s) \) to \( q_0 < q_{CR}(s) \), it is natural to expect that given \( u_R \) there is a wave speed \( s' \) satisfying \( s' > s \) and

\[
(3.8) \quad q_0 = q_{CR}(s')
\]

If we let \( u_L^*(s') \) with \( u_L^*(s') < u_L^*(s) \) denote the value of the weak detonation satisfying (3.2) and (3.8) for the fixed \( u_R \), then the behavior for \( q_0 > q_{CR} \) suggests by continuity that the basic strong detonation shock tube initial data evolves into the following bifurcating wave pattern: An approximately self-similar wave pattern given by the faster moving weak detonation moving with speed \( s' \) from (3.8) and connecting \((u_R, 1)\) to \((u_L^*(s'), 0)\) with all chemical energy released in this wave followed by a slower moving fluid dynamic shock moving with the speed \( \tilde{s} < s \) with \( \tilde{s} = (u_L^*(s') + u_L^*)/2 \).

Next, we describe the results of numerical experiments which confirm the behavior conjectured above. For this experiment, we used \( u_R = -.02 \) and \( q_0 = .214 \) (so that \( q_0 < q_{CR} \)) and retained the values of \( u_L^* = .4 \) and \( u_L^* = 1.0 \) used in the previous calculation; we also increased the
value of $K$ to $K=10$. With shock tube initial data and 400 mesh points on $[-5,2]$ the bifurcating weak detonation pattern emerged from the dynamic calculations depicted in Figure 4 at 160, 320, and 400 time steps and persisted under mesh refinement. This precursor weak detonation has a wave speed $s'$ exceeding $s$ since this speed exceeds zero in Figure 4, while the trailing fluid dynamic shock has a slightly negative wave speed.

(Printer: Figure 4 goes as close to here as possible.)

As a second test of the stability of the weak detonation wave and also as a test of the explanation given above, we kept $u_R$ and the heat release $q_0$ as in the earlier calculation, but we altered the initial data by using the initial value, $u_L = .8$ for $x<0$. This value of $u_L$ satisfies $u_L(s') < u_L < u_L^*$. The calculation with this initial data will confirm the explanation advanced above provided that the same weak detonation as depicted in Figure 4 emerges as a precursor wave followed by a fluid dynamic shock moving at the slower speed $\tilde{s} = (u_L + u_L^*(s'))/2$, The time history of this calculation in Figure 5, displayed at the corresponding number of time steps as in Figure 4, completely confirms our earlier explanation and also the stability of the weak detonation. Thus, within the context of the simplified model, we have demonstrated the existence of stable weak detonations. Similar results for these calculations with $\beta=1$ occurred with any of the three inviscid schemes for Burger's equation in the fractional step method. We also performed similar numerical experiments with a truncated Arrhenius kinetics form, as described below (2.3). Qualitatively similar phenomena, as documented above, always occur but for somewhat different parameter ranges.

(Printer: Figure 5 goes as close to here as possible.)
Wave Structure for the Reacting Compressible Navier-Stokes Equations

The theory of combustion wave profiles for the reacting gas flow equations from (2.1) is considerably less complete than that for the model equations ([12]). Nevertheless, Gardener ([13]) has recently proved the existence of viscous strong (and weak) detonations for varying (and exceptional) values of the heat release and wave speed. One consequence of the results in [13] is a scenario for the wave structure with varying heat release qualitatively similar to that mentioned in (3.3) for the model equations; in fact, his method of proof involves deformation to the traveling waves of the qualitative model from [7]. This fact both provides a partial rigorous justification for the model and also suggests that similar dynamically stable wave structures, as documented earlier in this section for the model, would also occur for the reacting compressible Navier-Stokes equations. In the remainder of this section we describe a series of numerical experiments confirming this conjectured behavior.

We used the fractional step method described in section 2 with the second order Godunov method in the numerical experiments described below. We introduced the rescaled variable $\tilde{Z} = q_0 Z$ rather than $Z$ and the initial data was always taken as the piecewise constant initial data defining a C-J (Chapman-Jouget) detonation; i.e. the initial data for $(p,\rho,u,\tilde{Z})$ had the form

$$(p_0,\rho_0,0,\tilde{q}_0), \quad x > 0$$

$$(p_1,\rho_1,u_1,0), \quad x \leq 0$$

where given the preshock state for $x > 0$, the post-shock state defined for $x \leq 0$ satisfied the Rankine-Hugoniot relations defining a C-J detonation. The numerical calculations were performed on a finite interval with Dirichlet boundary conditions, and to avoid the computational expense of a very long
interval, the solution was allowed to run until the wave came with a fixed number of zones from the right edge of the grid; then the solution was shifted from the right to the left to keep it fixed on the interval with new values for the zones on the right defined by \((p_0, \rho_0, 0, q_0)\) -- our graphical displays retain this computational artifact and focus on the fastest moving wave pattern.

In this section, diffusive length scales are completely resolved computationally, but for emphasis we will work in dimensional units which are typical ones for a viscous reacting shock layer. The detonation waves which we study have fairly small heat release and are modeled on initial data for the preshock state corresponding to 25% ozone and 75% oxygen at roughly room temperature in the ozone decomposition C-J detonation; thus, we use the documented sizes of all constants reported in the deflagration calculations from [9]. We use CGS units and the following parameter values:

\[
\begin{align*}
R &= 8.3143 \times 10^7 \\
\gamma &= 1.4 \\
\lambda &= \mu = D \\
M &= 36 \\
\mu &= 2 \times 10^{-4} \text{ cm}^2/\text{sec} \\
P_{\text{Atm.}} &= 1.0135 \times 10^6 \text{ cm}^2/\text{sec} \\
\rho_{\text{Atm.}} &= 1.29 \times 10^{-3} \text{ g/cm}^2 \\
\end{align*}
\]

For the ambient initial data, we used

\[
\begin{align*}
\rho_0 &= .931 \rho_{\text{Atm.}} \\
p_0 &= .821 p_{\text{Atm.}} \\
e_0 &= \frac{p_0}{(\gamma-1) \rho_0} \\
T_0 &= \frac{M p_0}{R \rho_0} \\
\tilde{Z}_0 &= q_0 = 3e_0
\end{align*}
\]
With the speed of sound \( c_0 \) given by

\[
c_0 = \left( \frac{\gamma p_0}{\rho_0} \right)^{\frac{1}{2}}
\]

the scalings of time, \( t_0 \), and of space, \( R_0 \), were defined by

\[
(3.9) \quad t_0 = \frac{\mu}{\rho_0 c_0}, \quad R_0 = t_0 c_0
\]

This choice of time and space scales corresponds to scaling compatible with the size of the reacting shock layer. Finally, in modeling the chemistry, we sometimes used the Arrhenius factor

\[
(3.10) \quad K(T) = BT^{\frac{5}{2}}e^{-A/kT}
\]

with \( k = \gamma R, \ A = 1.00 \times 10^{12}, \text{ and } B = 6.76 \times 10^{6}; \) this is the value of the dominant forward rate in the ozone decomposition reaction (see [9]). In other calculations we used ignition temperature kinetics with the form

\[
(3.11) \quad K(T) = \begin{cases} 
\frac{K_0}{t_0} & \text{if } T > T_0 \\
0 & \text{if } T < T_0
\end{cases}
\]

For the ignition temperature with the above detonation, we used \( T_0 = 500^\circ K \).

We always used 300 mesh points in all computations on the fixed interval but increased (decreased) the resolution by setting \( \Delta x = \alpha R_0 \) with \( \alpha \) a scaling factor. To avoid repetition, we only report the results of computations with the kinetics scheme in (3.11) because the kinetics structure function in (3.10) gave qualitatively similar behavior.
Case I: A C-J Detonation with a Nearly Z-N-D Spike: We set $K_0 = 1$ and report on the time dependent development of the wave that emerged from the C-J initial data described above with $\Delta x = 0.025 R_0$. The Z-N-D detonation (see section 4) has a pressure peak of 12 atm. The pressure and chemical energy wave profiles of the solution that emerged from the dynamic calculation is given in Figure 6. This solution is numerically steady in a reference frame moving with wave speed and is nearly a Z-N-D detonation since the pressure rises to a value of nearly 12 atm, then drops to the C-J value slightly below 8 atm. The width of this C-J detonation wave is roughly $10^{-4}$ cm. This is compatible with older estimates using explicit integration in the phase plane for the laminar ozone detonation wave thickness ([10]). This calculation is a refinement of one with $\Delta x = 0.05 R_0$ where a profile of identical size and structure emerged.

(Place Figure 6 near here)

Case II: Bifurcating Wave Patterns and Dynamically Stable Weak Detonations:

By increasing the value of the reaction prefactor $K_0$ but keeping the heat release and the initial C-J data fixed, by analogy with the structure documented earlier for the model system, one might anticipate a bifurcating wave pattern with a dynamically stable precursor weak detonation wave once $q_0$ satisfies $q_0 < q_{CR}(K_0)$. In the calculations reported in the time sequence from Figure 7, we have kept all parameters in the calculation from Case 1 fixed except $K_0$. We have increased $K_0$ from $K_0 = 1$ to $K_0 = 5$. Only the pressure and chemical energy plots are displayed in Figure 7. The graphs display successive time plots of the profile but focus increasingly on the precursor hump given by the stable weak detonation wave. The reader can see that all chemical energy is released in this precursor weak detonation wave as anticipated in the model system; furthermore, this wave is supersonic from both the front and back.
The slower moving trailing wave profile is an ordinary fluid dynamic shock. We remark that the same wave profile emerged under the mesh refinement with $\Delta x = 0.015 R_0$. It is somewhat surprising that a change in the reaction prefactor of 5 in the given detonation wave accounts for a transition from a dynamically stable strong detonation to a bifurcating wave pattern with a stable precursor weak detonation.

(Place Figure 7 near here.)
Section 4 — THE BEHAVIOR OF FRACTIONAL STEP METHODS FOR COMPUTING Z-N-D DETONATIONS

The computational meshes used in the calculations from section 3 are several orders of magnitude finer than those that could be used in a typical large scale computing problem. On much larger spatial scales the effects of diffusion are ignored so in this section we report on calculations with the inviscid reacting compressible Euler equations. Since it is an interesting problem to develop numerical methods which can capture the significantly higher pressure peaks which occur in the structure of Z-N-D waves, we assess the performance of the inviscid fractional step methods of section 2 in such a calculation.

Coarse Mesh Calculations for the Reacting Euler Equations

For comparison, we used as initial data the same C-J detonation wave which we used previously in section 3. In the reported calculations we always used 300 mesh points with $\Delta x = \alpha R_0$. We recall that $R_0$ is a characteristic length scale which measured the internal structure of the reaction zone. In fact, by using Figure 6, we see that $30 R_0 = 1.5 \times 10^{-4}$ CM = "approximate width of the nearly Z-N-D detonation" computed in section 3. We used either the Godunov or second order Godunov scheme in the inviscid calculations below with $L_D^{\Delta t} = 1$.

(Place Figure 8 as close to here as possible)

The graphs in Figure 8 display the values of the pressure and chemical energy for the traveling waves that emerged from these calculations with the C-J initial data. The dashed line describes the results of computations using the second order Godunov method while the black line describes the results for the Godunov method. We increased the value of $\alpha$ in the calculations reported
in successive plots and thus, we used increasingly coarse meshes.

For $\Delta x = .1 R_0$, the reaction zone was completely resolved and the expected Z-N-D profile was computed by either method. For $\Delta x = R_0$ so that there are roughly 30 points in the reaction zone, both methods gave a C-J detonation moving at the correct speed but the Z-N-D pressure peak predicted by the Godunov method was only 10 atm., rather than the expected 12 atm. Already at $\Delta x = 10 R_0$, neither numerical method has any pressure peak higher than 8 atm. On this mesh the Godunov scheme already clearly exhibits a numerical bifurcating weak detonation pattern qualitatively similar to the one described in section 3 with all chemical energy released too soon in the precursor numerical weak detonation wave. The second order Godunov method also exhibits an incorrect wave pattern on this mesh and this value of $\alpha$ is at the critical value for numerical wave bifurcation for this numerical method. On a mesh with $\Delta x = 10^2 R_0$, both methods clearly exhibited totally nonphysical bifurcating wave patterns with precursor numerical weak detonations. On even coarser meshes, the same approximately self-similar non-physical discrete wave pattern emerged as indicated by a comparison of the graphs in Figure 8E) with $\Delta x = 10^5 R_0$ and Figure 8D) with $\Delta x = 10^2 R_0$. We recall that the mesh with $\Delta x = 10^5 R_0$ has 300 mesh points in a region only 1.5 meters long. Although we do not report the detailed time history here for these calculations, the numerical weak detonation wave that emerges is always moving at the speed of one mesh point per time step. Qualitatively similar results occurred in our computations with an Arrhenius kinetics structure function. The theory for numerical weak detonations developed in section 5 indicates that this numerical bifurcating wave phenomena should occur on even finer meshes for detonations with larger heat release (our test problem has rather small heat release).
Coarse Mesh Calculations for the Model Equations

A similar computational phenomena occurred for the fractional step schemes for the model system with the Godunov or second order Godunov methods. On the other hand, the inviscid fractional step scheme using the random choice method performed extremely well and a numerical bifurcating wave pattern was never observed on even the coarsest meshes tested. For example, in Figure 9 we compare the exact Z-N-D profile and the numerical wave profile for a calculation with only 25 mesh points on the interval \([-5,2]\) for the random choice fractional step method. The agreement is astonishing given the coarse mesh and almost the complete pressure peak has been captured. In contrast, for the same initial data the fractional step scheme with Godunov's method produced the nonphysical numerical bifurcating wave pattern with 100 mesh points. These experiments suggest that at least in a single space dimension, the fractional step scheme using the random choice method might be capable of coarse mesh resolution of pressure peaks in wave structure for solutions of the reacting compressible Euler equations involving complex chemistry.

(Printer: please place Figure 9 close to here in text.)
Section 5 — DISCRETE WEAK DETONATIONS: NONPHYSICAL BUT STABLE DISCRETE TRAVELING WAVES

The calculations from section 4 on coarser meshes with the Godunov fractional step schemes yield a bifurcating numerical wave pattern with a discrete weak detonation wave as a precursor. These wave patterns qualitatively resemble the analytic bifurcating wave structures documented as stable exact solutions of the reacting Navier Stokes equations in section 3. However, the wave patterns from section 4 are purely a numerical artifact since the numerical solution converged to the expected Z-N-D detonation under further mesh refinement.

Here we provide a theoretical explanation for the numerical results presented in section 4. We work within the context of the simplified model and derive a new class of nonphysical discrete traveling waves for the basic inviscid fractional step scheme introduced in section 2. These exact solutions of the difference equations will be numerical weak detonations moving at the speed, \( \bar{s} = \frac{\Delta x}{\Delta t} \), i.e. one grid spacing per time step, as observed in the calculations from section 4. Of course, we have already demonstrated the stability of such nonphysical discrete weak detonations in the calculations reported in section 4 for sufficiently coarse meshes.

Within the context of the simplified model, in the last section we considered the problem of computing the Z-N-D detonation dynamically as a solution of

\[
\begin{align*}
  u_t + \left( \frac{1}{2} u^2 - q_0 Z \right)_x &= 0 \\
  Z_x &= K\phi(u)Z
\end{align*}
\]

(5.1)

from initial data given by a C-J or strong detonation wave, i.e., \( w = \tau(u, Z) \) has initial data with the form in (3.7) for the fixed wave speed \( s \). We introduce
the Hugoniot function defined by

\[(5.2) \quad H(u, u_R, s) = s(u - u_R) - \left(\frac{1}{2} u^2 - \frac{1}{2} u_R^2\right) .\]

For simplicity we always assume that the initial data from (3.7) satisfies \( u_R > 0 \) so that for this strong or C-J detonation, we have

\[(5.3) \quad u_L^* \geq s > u_R > 0 .\]

This initial data also satisfies the reacting Hugoniot equation

\[(5.4) \quad H(u_L^*, u_R, s) = q_0 .\]

For the inviscid fractional step schemes of the last section, we required the C-F-L stability condition

\[(5.5) \quad \frac{\Delta t}{\Delta x} u_L^* = \alpha < 1 .\]

Given the mesh, we introduce the discrete wave speed \( \bar{s} = \frac{\Delta x}{\Delta t} \). From (5.5) and (5.3) it follows that \( \bar{s} \) satisfies \( \bar{s} > s \) and one easily verifies the following fact:

For any \( \bar{s} > s \), there are always exactly two solutions \( \bar{u}_L^*, \bar{u}_R \) satisfying

\[(5.6) \quad H(\bar{u}_L^*, u_R, \bar{s}) = q_0 ,
H(\bar{u}_L^*, u_R, \bar{s}) = q_0 ,
\bar{u}_L^* > \bar{s} > \bar{u}_L^* ,
\bar{u}_L^* > u_L^* > \bar{u}_L^* > u_R .\]

The wave defined by \( (\bar{u}_L^*, u_R) \) is an inviscid weak detonation wave with speed \( \bar{s} \).
while the wave \((\bar{u}^*, u_R)\) is an inviscid strong detonation wave traveling with the same speed. We observe that

\[
\bar{u}_L^* \frac{\Delta t}{\Delta x} < u_R^* \frac{\Delta t}{\Delta x} < \bar{u}_L^* \frac{\Delta t}{\Delta x} > 1
\]

and the weak detonation always satisfies the C-F-L stability condition from (5.5) on the computational mesh but the strong detonation will always violate this C-F-L condition in (5.5). The numerical computations from section 4 indicate that on sufficiently coarse meshes, the difference equations for the inviscid fractional step schemes based on Godunov's method should have discrete traveling wave solutions, \(w_j^N = (u_j^N, Z_j^N)\), satisfying the equations

\[
(5.7A) \quad w_j^N = w_j^{N-1} \quad \text{for all } N \geq 0 \text{ and } j
\]

with the discrete wave profile \(w_j^0\) having the structure

\[
(5.7B) \quad w_j^0 = (u_j^R, 1) \quad j \geq 1
\]

\[\lim_{j \to -\infty} w_j^0 = (\bar{u}_L^*, 0) \quad .\]

Such solutions of the numerical scheme define the nonphysical discrete weak detonations moving at mesh speed which were observed computationally in the last section. Here we will verify the following result:

**PROPOSITION (Existence of Numerical Weak Detonations):** For a simplified inviscid fractional step scheme (see (5.10) and (5.11) below) based on the upwind scheme rather than Godunov's scheme, explicit nonphysical traveling waves satisfying the structure in (5.7A) and (5.7B) exist under the following conditions on heat release, \(q_0\), reaction rate, \(K\), and mesh spacing, \(\Delta x\):

A) For ignition temperature kinetics with ignition temperature \(\tilde{u}\)
satisfying \( \tilde{u} > u_R \), nonphysical discrete traveling waves with a monotone profile exist provided the two explicit inequalities

\[
(5.8) \quad \tilde{u} < \tilde{u}_L^* \quad \text{and} \quad H(\tilde{u}, u_R, s) < q_0 \left( 1 - e^{-\frac{K\Delta x}{2}} \right)
\]

are satisfied.

B) For a general kinetics structure function \( \phi(u) \) satisfying \( \phi(u_R) = 0 \) and \( \phi(u) > 0 \) for \( u_R < u \), a numerical weak detonation profile exists with the structure in (5.7) provided that there is a solution \( u_0 \) with \( u_R < u_0 < \tilde{u}_L^* \) to the nonlinear algebraic equation

\[
(5.9) \quad H(u_0, u_R, \bar{s}) + q_0 e^{-\frac{K\Delta x}{2} \phi(u_0)} = q_0
\]

Remark 1. It is easy to see that either of the quantitative algebraic conditions in (5.8) or (5.9) is satisfied provided that either \( K\Delta x \) is sufficiently large or the heat release \( q_0 \) increases. In fact, the quantity \( \tilde{K} = K\Delta x \) for these inviscid fractional step methods for reacting gases has an analogous role as the mesh Reynolds number in viscous incompressible flow. The behavior of the numerical methods for \( \tilde{K} \) large for the reacting compressible Euler equations mimics the behavior for high reaction rate \( K_0 \) documented in section 3 for the reacting compressible Navier Stokes equations.

Remark 2. The same construction which we give below in the proof of the proposition will establish the existence of a spiked Z-N-D strong detonation discrete wave profile moving with mesh speed, i.e., a discrete traveling wave satisfying (5.7A) with

\[
\lim_{j \to -\infty} w_j^0 = (\tilde{u}_L^*, 0)
\]

\[
\lim_{j \to 1} w_j^0 = (u_R, 1)
\]
and \( u_j > \bar{u}^* \) for \( j \leq 0 \). Because we have the C-F-L restriction below (5.6), this wave is never realized on the given computational mesh; however, it might occur in similar fractional step schemes based on implicit methods.

First, we describe the variant of the inviscid fractional step schemes from section 2 based on the upwind scheme. Given \( w_j^N = (u_j^N, Z_j^N) \), in the first fraction step, we compute \( Z_j^{N+1} \) via numerical integration of the O.D.E. to obtain the formula

\[
Z_j^{N+1} = Z_j^N e^{-\frac{\phi(u_j^N) + \phi(u_{j-1}^N)}{2K}}
\]

with initial condition \( Z_j^{N+1} = 1 \) for \( j \) large enough and \( \bar{K} \) defined by \( \bar{K} = K\Delta x \).

For waves moving with positive wave speed as guaranteed by (5.3), Godunov's scheme reduces to the upwind scheme. In the second step of the simplified algorithm, we compute \( u_j^{N+1} \) from \( \{u_j^N\}, \{Z_j^{N+1}\} \) by applying the upwind difference approximation to the first equation in (5.1). This results in the formula for \( u_j^{N+1} \) given by

\[
u_j^{N+1} = u_j^N - \frac{\Delta t}{\Delta x} \left( \frac{1}{2}(u_j^N)^2 - \frac{1}{2}(u_{j-1}^N)^2 \right) + q_0 \frac{\Delta t}{\Delta x} (Z_j^{N+1} - Z_{j-1}^{N+1}).
\]

The formulae in (5.10), (5.11) describe how to compute \( \{w_j^{N+1}\} \) from \( \{w_j^N\} \) in this fractional step method. Next we prove the proposition for this scheme.

The equations in (5.7A) will be satisfied provided that we find an initial wave profile \( w_j^0 = (u_j, Z_j) \) satisfying

\[
\text{(5.12)} \quad w_j^1 = w_j^0 \quad \text{for all } j.
\]

By explicitly computing \( w_j^1 \) from the fractional step method in (5.10), (5.11), we see that (5.12) will be satisfied provided that
for j with \(-\infty < j < \infty\). First, we concentrate on the case of ignition temperature kinetics. With \(w_j = (u_R, 1)\) for \(j \geq 1\), the equations in (5.13) are trivially satisfied for \(j \geq 2\). From (5.13A) we see that \(Z_0 = 1\) and if a solution \(u_0 > \bar{u}\) is found, \(u_0\) is the solution of the equation

\[
(5.14) \quad H(u_0, u_R, \bar{s}) = q_0(1 - e^{-\bar{k}/2})
\]

The Hugoniot function, \(H(u, u_R, \bar{s})\) has the three properties

\[
(5.15) \quad H(u_R, u_R, \bar{s}) = 0, \quad H(\bar{u}_L^*, u_R, \bar{s}) = q_0, \quad H(u, u_R, \bar{s}) \text{ is monotone increasing in } u \text{ for } u_R < u < \bar{u}_L^*.
\]

Given the conditions in (5.8) and the above three properties, we see that there is a solution \(u_0\) to the equation in (5.14) satisfying

\[
(5.16) \quad \bar{u} < u_0 < \bar{u}_L^*.
\]

Next, we generate the \(u_j\) for \(j < 0\) recursively from \(u_{j+1}\) by a similar procedure. We anticipate the fact to be verified a posteriori that \(u_j\) for \(j < 0\) also satisfies \(\bar{u} < u_j < \bar{u}_L^*\). We define \(\alpha\) to be the factor \(\alpha = e^{-\bar{k}/2}\); if \(u_j\) for \(j \leq 0\) inductively satisfies \(u_j > \bar{u}\), then from (5.13A), we compute that \(Z_j\) is given by the formula

\[
(5.17) \quad Z_j = \alpha^{-2j-1}, \quad j = -1, -2, -3, -4, \ldots
\]
With the formula in (5.17), the equations in (5.13B) will be satisfied inductively provided that

\[(5.18) \quad H(u_j, u_R, s) = q_0(1 - Z_{j-1}) = q_0(1 - \alpha^{-2j+1}) \equiv q_{j-1} \]

for \( j = -1, -2, -3, \ldots \). Since we have the monotone sequence

\[q_0 > q_{j-1} > q_j, \quad j = -1, -2, -3, \ldots,\]

it follows from (5.15) that there are always solutions \( u_j \) to the equations in (5.18) with the monotone structure

\[\tilde{u} < u_0 < u_j < u_{j-1} < \tilde{u}_L^*\]

for \( j = -1, -2, -3, \ldots \). From the above monotone structure and the equations in (5.18), it is easy to see that the unique limit \( \tilde{u} \) of this sequence as \( j \to -\infty \) satisfies

\[\tilde{u} \in (\tilde{u}, u_L^*],
\]

\[H(\tilde{u}, u_R, s) = q_0.\]

The only solution of these equations is \( \tilde{u} = \tilde{u}_L^* \) and clearly from (5.17), \( Z_j \to 0 \) rapidly as \( j \to -\infty \). This completes the construction of the explicit traveling wave for ignition temperature kinetics. Obviously a similar recursive construction can be applied for the more general kinetics schemes. The only difference is that the right-hand side of (5.14) or (5.18) also depends on \( u_j \). However, the assumption in (5.9) guarantees that \( u_0 \) can be found and the other equations are easily solved inductively -- we omit the details.
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FIGURE CAPTIONS

Figure 1: Spiked strong detonation profile for \( q_0 > q_{CR} \).

Figure 2: The exact steady profile (2A) and the dynamically emerging monotone detonation profile for \( q_0 = q_{SP} \).

Figure 3: The dynamic stability of detonation profiles for \( q_0 = q_{CR} \); the exact steady profile (Figure 3A); the perturbed initial data (Figure 3B); the dynamically emerging profile (Figure 3C).

Figure 4: The dynamically developing bifurcating wave pattern for \( q_0 < q_{CR} \) at 160 (Figure 4A), 320 (Figure 4B), and 400 (Figure 4C) time steps.

Figure 5: Another test of the time-dependent stability of the weak detonation from Figure 4 for \( q_0 < q_{CR} \) at 160, 320, and 400 time steps.

Figure 6: Dynamically emerging C-J detonation wave with nearby Z-N-D spike for \( K_0 = 1 \).

Figure 7: Dynamically emerging precursor weak detonation with \( K_0 = 5 \) but all other parameters and initial data fixed as in Figure 6.

Figure 8: Dynamically emerging numerical wave patterns with the Godunov schemes and meshes \( \Delta x = .1 R_0, \Delta x = R_0, \Delta x = 10 R_0, \Delta x = 10^2 R_0, \Delta x = 10^5 R_0 \). Only the pressure and chemical energy are displayed. The black line represents the Godunov method while the dashed line represents the high order Godunov method.

Figure 9: A coarse mesh calculation for the model system using the random choice fractional step method (Figure 9B) compared with the exact steady profile (Figure 9A).
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