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Abstract
In this study, we present an inverse calculation model to reconstruct time-averaged temperature, species concentration and their root mean square (rms) values from optical synthetic measurements for a homogeneous turbulent gaseous medium. The model is based on line-of-sight spectral transmissivity synthetic measurements, and time-averaged transmissivities and their rms values are successfully related to time-averaged temperatures, species concentrations and their rms values by considering interaction between turbulence and radiation (TRI). The turbulence length scale is also retrieved simultaneously with the turbulent scalars. In order to validate the model, a stochastic approach is used to generate synthetic turbulent fields (fluctuations of temperature and species concentration), and measured spectra are synthesized through calculations from HITEMP 2010 for different spectral bands of CO₂, H₂O and CO.
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Nomenclature

\[ B \] gradient vector
\[ f \] nonlinear function
\[ F \] objective function
\[ g \] nonlinear function
\[ H \] Hessian matrix
\[ L \] length of the gas cell, cm
\[ P \] total pressure, bar
\[ s \] length along path, cm
\[ t \] total time interval, s
\[ t_e \] turbulence integral time scale, s
\[ T \] temperature, K
\[ u \] turbulent scalar
\[ U \] standard deviation for the turbulent scalar
\[ x \] concentration by volume

Greek Symbols
\[ \beta \] percentage of turbulence fluctuation
\[ \eta \] wavenumber, cm\(^{-1}\)
\[ \theta \] turbulence effects from spatial correction
\[ \kappa \] absorption coefficient, cm\(^{-1}\)
\[ \tau \] transmissivity
\[ \chi \] turbulence optical thickness
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1. Introduction

Advanced optical diagnostics and multi-scale simulation tools will play a central role in the development of next-generation clean and efficient combustion systems, as well as in upcoming high-temperature alternative energy applications. High-fidelity experimental diagnostics will be required to validate advanced numerical models, and both are needed to guide the move toward nonpetroleum-derived fuels, high operating temperature and pressure, etc. Combustion diagnostics have reached high levels of refinement, but it remains difficult to make quantitatively accurate nonintrusive measurements of temperature and species concentrations in realistic combustion environments. Measurements of temperature and species concentrations in combustion fields are usually not directly accessible and have to be inferred from experimentally measurable quantities by solving an inverse problem. Griffith et al. [1, 2] were the first to recognize that measurements of the transmissivity or emissivity of rotational spectral lines of a gas can reveal its temperature. Work has been done to extract temperature and species concentration for laminar combustion system [3–12] based on optical measurements of transmission or emission. For a turbulent system, it has long been recognized that the nonlinear interaction between turbulence and radiation (TRI) has profound effects on the heat transfer of turbulent combustion systems [13–17], leading to sharply increased radiative heat loads to the adjacent walls and surroundings. The radiative signal from combustion gases is influenced by nonlinear interaction with turbulence. In the presence of TRI, temperature and concentration must be deduced using knowledge of turbulence structures or employing TRI models.

Experimental investigations by Faeth and Gore [18–31] and probability density function (PDF) based calculations [32–36] have shown that TRI always increases the heat loss from a flame, and this additional heat loss can reach 60% of the total and more, leading to a reduction in the local gas temperature of 200 °C or more. Therefore, the radiative signal hitting a detector is influenced by the nonlinear interaction with turbulence. The TRI effects, although acknowledged and qualitatively understood over the last three decades or so, are extremely difficult to model. Most work in TRI has been devoted to the study of turbulence on total radiative heat transfer emitted by a hot medium. A rather different challenge is accurate modeling of the correlation between local instantaneous radiation intensity along the optical path and local absorption coefficients [37]. Most works have neglect this correlation based on the suggestion and arguments given by Kabashnikov and Myasnikova [38] that, if the mean free path for radiation is much larger than the turbulence length scale, then the local intensity is governed by fluctuations far away, and thus should be only weakly correlated with local absorption coefficient fluctuations. This assumption appears to be valid over most of the gas spectrum for small-scale, lower-sooting flames and is known as the optically thin fluctuation assumption (OTFA), but questionable for very strong spectral lines. Ko et al. [39] developed a spectral remote sensing method to retrieve mean temperature and concentration from spectral turbulent intensities using the CO2 4.3 μm band by applying the OTFA. For their proposed method, it is claimed that the coupled temperature/concentration fluctuation amplitudes and mean values can be successfully inverted from optically measured intensity spectra. However, only retrieved mean temperature/concentration profiles along the path were presented and not much detail was given for the inverse method. Unlike modeling TRI on spectral intensity, TRI on transmissivity can be accurately modeled by assuming the pdf shape of the absorption coefficient. An early study by Foster [40] showed that calculation of the mean transmissivity from a turbulent flame must take turbulent fluctuations into account. Coelho [37] showed that, in the presence of turbulent fluctuations, the turbulent fluctuation of the absorption coefficient increases the transmissivity of the medium if the pdf of the absorption coefficient is Gaussian and his observation is in agreement with the theoretical findings of Foster [40].

In the present study, by assuming the pdf shape of temperature and species concentration fluctuations, time-averaged transmissivity and its rms spectrum are successfully related to the time-averaged and rms values of temperature and species concentration; this is the so-called forward calculation. Once these relationships are established, time-averaged and rms values of temperature and species concentration and turbulence scales can be retrieved from time-averaged transmissivity and its rms spectrum; this is the so-called inverse calculation.
The absorption coefficients, which are required to calculate transmissivity and its rms spectrum, are calculated from HITRAN 2010, the high-temperature molecular spectroscopic database [41]. The database was extensively tested against measured FTIR spectra of CO2 [42, 44] and H2O [45, 46]. Good agreement between measured and calculated spectra was found. For the present work, synthetic turbulent fields for temperature and species concentration fluctuations are generated by a stochastic approach. Instantaneous transmissivity spectra are generated along a line-of-sight for different spectral bands of CO2, H2O and CO. Synthetic time-averaged transmissivities and their rms spectra are calculated by conducting a stochastic analysis on these instantaneous transmissivity spectra and are used as input data to retrieve time-averaged and rms values of temperature, species concentration and turbulence length scale.

2. Instantaneous turbulence fields

A stochastic approach developed by Kritzstein and Soufiani [47] is adopted here, in which instantaneous temperature and species concentration fields are generated by Fourier transforming an assumed space-time correlation function. Without specifying the entire geometry of the system, turbulent scalar fields are created along a line-of-sight over a gas column of length \( L \) and for the time interval \( 0 \leq t \leq t_0 \). The scalar fields are assumed to be stationary, homogeneous stochastic process, with a Gaussian probability density function. They are determined from these assumptions and the following properties:

\[
\langle u'(s, t) \rangle = 0 \tag{1}
\]

\[
\langle u(s, t) u(s + r, t + \tau) \rangle = U^2 C(r, \tau) \tag{2}
\]

where a prime denotes a fluctuation about the local mean value and angle brackets denote time-averaged quantities. The generated scalar field \( u(s, t) \) is assumed to have a zero mean, a standard deviation \( U = 1 \) and to statistically satisfy a space-time correlation function:

\[
C(r, \tau) = C_s(r) C_t(\tau) \tag{3}
\]

where \( C_s(r) = e^{-r/\Lambda} \) is the two-point/one-time correlation function and \( C_t(\tau) = e^{-\tau/\tau_t} \) is the one-point/two-time correlation function, and \( \Lambda \) and \( \tau_t \) are the turbulence integral length scale and time scale, respectively. Kritzstein and Soufiani [47] studied the TRI effect for different forms of spatial correlation function and concluded that the contribution of turbulence on radiation is not very sensitive to the shape of the spatial correlation function. Therefore, in this study we only use exponential decay functions for both spatial and temporal correlation functions. Temperature and species concentration fields are generated by

\[
T(s, t) = T_0 \left[ 1 + \beta_T u'_T(s, t) \right] \tag{4a}
\]

\[
x(s, t) = x_0 \left[ 1 + \beta_x u'_x(s, t) \right] \tag{4b}
\]

where \( \beta_T \) and \( \beta_x \) represent the percentage of temperature and species concentration fluctuations around mean temperature and concentration \( T_0 \) and \( x_0 \), respectively. \( u'_T(s, t) \) and \( u'_x(s, t) \) are turbulent fluctuations used to generate temperature and species concentration fields satisfying properties as in Eqs. (1) and (2). The reader is referred to [47, 48] for more details on the approach of numerically generating the turbulent scalar fields.

Once temperature and species concentration fields along a line-of-sight are obtained, instantaneous spectral transmissivities \( \tau_q(t) \) can be calculated as

\[
\tau_q(t) = e^{-\int_0^t \kappa_q(T, x) \, dt} \tag{5}
\]

where \( \kappa_q(T, x) \) is the spectral absorption coefficient calculated from the HITRAN 2010 line-by-line (LBL) database. Since transmissivity spectra can only be measured at a finite resolution by a spectrometer, the LBL spectral transmissivities of Eq. (5) have to be convolved with an pixel response function (PRF) to mimic the resolution of a spectrometer. After the transmissivity spectra are convolved with the PRF \( \Gamma(\eta) \), they become,

\[
\tau_{\eta}(t) = \int_0^\infty \tau_q(t) \Gamma(\eta - \eta_1) \, d\eta_1 \tag{6}
\]
The PRF $\Gamma(\eta)$ we used here is

$$\Gamma(\eta) = \frac{0.666}{\text{Res}} \text{sinc}^2\left(\frac{0.666\pi}{\text{Res}} \eta\right)$$

(7)

where $\text{Res}$ is the nominal resolution of the PRF. In the present study, LBL spectral transmissivity are convolved with an PRF with nominal resolution of 4 cm$^{-1}$ to create instantaneous medium-resolution transmissivity spectra based on the generated turbulent scalars field.

Instantaneous scalar fields were created with an integral length scale of $\Lambda$ for a gas medium of length $L$ and with an integral time scale of $t_e$ for a total time interval of $t$. Time-averaged transmissivity $\langle \tau_c(\eta) \rangle$ and its variance $\langle \tau_c^2(\eta) \rangle$ can be obtained by conducting a stochastic analysis over the instantaneous transmissivity of Eq. (6). These values are used as input data to retrieve time-averaged temperature $\langle T \rangle$, concentration $\langle x \rangle$ and their variances $\langle T^2 \rangle$, $\langle x^2 \rangle$ and $\langle Tx \rangle$. The retrieved statistical data will be compared with the ones directly calculated from the created turbulent scalar fields. Assuming that the mean temperature $T_0$ of the gas medium is 1500 K and mean species concentration $x_0$ is 0.1, instantaneous turbulence fields were generated. Temperature and species concentration have 10% fluctuations around the mean values. These values were chosen to represent physical conditions, which are typical of the far-field self-preserving region of a turbulent reacting jet, downstream of the location where combustion has taken place [51]. Temperature and species concentration fields are created for 100 spatial points along the gas column of 1 m and for 1000 time realizations in 1 s. The integral length and time scales are 0.1 m ($\Lambda=0.1$ L) and 0.1ms, respectively, which makes a spatially correlated and temporally independent turbulence field. Figure [1] shows representative spatial temperature fluctuations at an arbitrary time and temporal temperature fluctuations at an arbitrary location for the created turbulent temperature field. Figure [2] shows typical correlation functions computed from the stochastic scalars fields as described above, averaged over 1000 time realizations for all the spatial points (error bars represent standard deviation of computed correlation functions for all the spatial locations), which is compared with the theoretical spatial correlation function $C_s(r) = e^{-r/\Lambda}$. 

---

Figure 1: Demonstration of (a): spatial temperature fluctuations at an arbitrary time and (b) temporal temperature fluctuations at an arbitrary location
3. Forward calculation

In order to retrieve mean scalars and their rms values from optically measured transmissivity and its rms spectra, it is important to have an accurate forward calculation model that can relate the mean and rms transmissivities to the mean and rms values of temperature and concentration. It is assumed that the time-averaged transmissivity and its variance can be measured in a finite resolution. Also, it is assumed transmissivities vary temporally and the fluctuation has zero mean. The forward calculation model is using time-averaged temperature \( \langle T \rangle \), concentration \( \langle x \rangle \) and their variances \( \langle T'^2 \rangle \), \( \langle x'^2 \rangle \) and \( \langle T'x' \rangle \) to predict the measured time-averaged transmissivity \( \langle \tau_c(\eta) \rangle \) and its variance \( \langle \tau'_c(\eta)^2 \rangle \), which involves several levels of calculation.

3.1. From temperature and concentration to LBL absorption coefficient

It is known that absorption coefficient \( \kappa_\eta \) tends to be relatively linear in \( T \) and \( x \), and it is reasonable to assume that

\[
\kappa_\eta(T, x) \approx \kappa_\eta(\langle T \rangle, \langle x \rangle) + \frac{\partial \kappa_\eta(\langle T \rangle, \langle x \rangle)}{\partial T} T' + \frac{\partial \kappa_\eta(\langle T \rangle, \langle x \rangle)}{\partial x} x'
\]

(8)

where temperature and concentration fluctuations \( T' \) and \( x' \) are assumed to be Gaussian random variables with zero mean. Taking the average of Eq. (8) leads to

\[
\langle \kappa_\eta \rangle \approx \kappa_\eta(\langle T \rangle, \langle x \rangle)
\]

(9)

This basically means the time-averaged absorption coefficient can be calculated from time-averaged temperature and species concentration. The variance of the absorption coefficient is defined as the mean-square fluctuation of the absorption coefficient. Combining Eqs. (8) and (9), the variance of \( \kappa_\eta \) can be deduced as

\[
\langle \kappa_\eta'^2 \rangle = \langle (\kappa_\eta - \langle \kappa_\eta \rangle)^2 \rangle \approx \left( \left[ \frac{\partial \kappa_\eta(\langle T \rangle, \langle x \rangle)}{\partial T} T' \right]^2 + \left[ \frac{\partial \kappa_\eta(\langle T \rangle, \langle x \rangle)}{\partial x} x' \right]^2 \right) + \frac{\partial \kappa_\eta(\langle T \rangle, \langle x \rangle)}{\partial T} \frac{\partial \kappa_\eta(\langle T \rangle, \langle x \rangle)}{\partial x} \langle T'x' \rangle
\]

(10)
Where \( \langle \kappa'^2 \rangle \), \( \langle T'^2 \rangle \) and \( \langle \chi'^2 \rangle \) are variance of absorption coefficient \( \kappa \), temperature \( T \) and species concentration \( x \), respectively; \( \langle T'x' \rangle \) is the covariance of temperature and species concentration.

3.2. From LBL absorption coefficient to LBL transmissivity

Because of the approximately linear relation between absorption coefficient, temperature and species concentration, the absorption coefficients also vary temporally with a Gaussian distribution, which have mean and variance of \( \langle \kappa \rangle \) and \( \langle \kappa'^2 \rangle \), respectively. It is known that

\[
\tau_\eta = e^{-\frac{L}{\kappa}} \int_{0}^{L} \kappa(s) ds = e^{-\frac{L}{\kappa}} \left[ \langle \kappa \rangle + \kappa' \langle \kappa(s) \rangle \right] ds = e^{-\langle \kappa \rangle L} e^{-\frac{L}{\kappa} \kappa' \langle \kappa(s) \rangle ds}
\]

Averaging over Eq. (11) yields

\[
\langle \tau_\eta \rangle = e^{-\langle \kappa \rangle L} \left( e^{-\frac{L}{\kappa} \kappa' \langle \kappa(s) \rangle ds} \right)
\]

and the variance of the transmissivity can be written as

\[
\langle \tau^2_\eta \rangle = \left( \langle \tau_\eta \rangle - \langle \tau_\eta \rangle \right)^2 = \left[ e^{-\langle \kappa \rangle L} \right]^2 \left( e^{-2\frac{L}{\kappa} \kappa' \langle \kappa(s) \rangle ds} - e^{-\frac{L}{\kappa} \kappa' \langle \kappa(s) \rangle ds} \right)^2
\]

Here we define \( \chi_\eta = \int_{0}^{L} \kappa'_\eta(s) ds \) as the turbulence optical thickness, which is a normally distributed random variable with mean \( \langle \chi_\eta \rangle \) and variance \( \langle \chi'^2_\eta \rangle \). By definition, the positive random variable \( e^{-\chi_\eta} \) is log-normally distributed with mean and variance of \( \langle e^{\chi_\eta} \rangle \) and \( \text{var}(e^{\chi_\eta}) \)

\[
\langle e^{-\chi_\eta} \rangle = e^{-\langle \kappa \rangle + \frac{1}{2} \langle \kappa'^2 \rangle}
\]

\[
\text{var}(e^{-\chi_\eta}) = (e^{-\langle \kappa \rangle})^2 (e^{\langle \kappa'^2 \rangle} - 1)
\]

In order to evaluate Eqs. (12) and (13), the mean and variance for the turbulence optical thickness \( \chi_\eta \) need to be evaluated first. The mean is

\[
\langle \chi_\eta \rangle = \langle \int_{0}^{L} \kappa'_\eta(s) ds \rangle = \int_{0}^{L} \langle \kappa'_\eta(s) \rangle ds = 0
\]

and its variance is

\[
\langle \chi'^2_\eta \rangle = \left[ \int_{0}^{L} \kappa'_\eta(s) ds \right]^2 = \int_{0}^{L} \int_{0}^{L} \langle \kappa'_\eta(s_1) \kappa'_\eta(s_2) \rangle ds_1 ds_2
\]

where \( \langle \kappa'_\eta(s_1) \kappa'_\eta(s_2) \rangle \) is the covariance of absorption coefficients at two different spatial locations \( s_1 \) and \( s_2 \), and according to Eqs. (10) and (11),

\[
\langle \kappa'_\eta(s_1) \kappa'_\eta(s_2) \rangle = \left[ \langle \kappa_\eta(s_1) \rangle - \langle \kappa_\eta(s_1) \rangle \right] \left[ \langle \kappa_\eta(s_2) \rangle - \langle \kappa_\eta(s_2) \rangle \right]
\]

\[
= \left( \frac{\partial \langle \kappa_\eta \rangle}{\partial T} \right)^2 \langle T'(s_1)T'(s_2) \rangle + \left( \frac{\partial \langle \kappa_\eta \rangle}{\partial x} \right)^2 \langle x'(s_1)x'(s_2) \rangle + \frac{\partial \langle \kappa_\eta \rangle}{\partial T} \frac{\partial \langle \kappa_\eta \rangle}{\partial x} \langle T'(s_1)x'(s_2) \rangle + \frac{\partial \langle \kappa_\eta \rangle}{\partial x} \frac{\partial \langle \kappa_\eta \rangle}{\partial T} \langle x'(s_1)T'(s_2) \rangle
\]

(18)
For homogeneous turbulence, $\langle x'(s_1)T'(s_2) \rangle = \langle x'(s_2)T'(s_1) \rangle$, so Eq. (18) becomes,

$$\langle \kappa'_\eta(s_1)\kappa'_\eta(s_2) \rangle = \left( \frac{\partial \langle \kappa_\eta \rangle}{\partial T} \right)^2 \langle T'(s_1)T'(s_2) \rangle + \left( \frac{\partial \langle \kappa_\eta \rangle}{\partial x} \right)^2 \langle x'(s_1)x'(s_2) \rangle + 2 \frac{\partial \langle \kappa_\eta \rangle}{\partial T} \frac{\partial \langle \kappa_\eta \rangle}{\partial x} \langle T'(s_1)x'(s_2) \rangle$$  (19)

If the turbulent fields have a spatial correlation function $C_s(r)$, where $r$ is the distance between two arbitrary spatial locations, Eq. (19) can be rewritten as

$$\langle \kappa'_\eta(s_1)\kappa'_\eta(s_2) \rangle = \left( \frac{\partial \langle \kappa_\eta \rangle}{\partial T} \right)^2 C_s(|s_1 - s_2|) \langle T'^2 \rangle + \left( \frac{\partial \langle \kappa_\eta \rangle}{\partial x} \right)^2 C_s(|s_1 - s_2|) \langle x'^2 \rangle$$

$$+ 2 \frac{\partial \langle \kappa_\eta \rangle}{\partial T} \frac{\partial \langle \kappa_\eta \rangle}{\partial x} C_s(|s_1 - s_2|) \langle T' x' \rangle$$  (20)

let

$$\theta^2 = \frac{1}{L^2} \int_0^L \int_0^L C_s(|s_1 - s_2|) ds_1 ds_2$$  (21)

then Eq. (17) becomes,

$$\langle x'^2 \rangle = \langle \kappa'^2_\eta \rangle \theta^2 L^2$$  (22)

Up to here, we have calculated the mean and variance of the turbulence optical thickness $\chi_\eta$. Applying Eqs. (14) and (15) to Eqs. (12) and (13) yields the mean value for the LBL transmissivity

$$\langle \tau_\eta \rangle = e^{-\langle \kappa_\eta \rangle} e^{\frac{1}{2} \langle \kappa'^2_\eta \rangle L^2 \theta^2}$$  (23)

and variance for LBL transmissivity

$$\langle \tau'^2_\eta \rangle = \langle \tau_\eta \rangle^2 \left[ e^{\langle \kappa'^2_\eta \rangle L^2 \theta^2} - 1 \right]$$  (24)

### 3.3. Convolution

In the forward calculation, the calculated LBL spectral transmissivity has to be convolved with a pixel response function (PRF) to mimic the resolution of a spectrometer. After transmissivity spectra are convolved with the PRF $\Gamma(\eta)$, they become,

$$\tau_{\text{pr}} = \int_0^\infty \tau_\eta \Gamma(\eta - \eta_1) d\eta_1$$  (25)

After convolution, the time-averaged transmissivity can be rewritten as,

$$\langle \tau_\eta(\eta) \rangle = \left( \int_0^\infty \tau_\eta \Gamma(\eta - \eta_1) d\eta_1 \right)$$

$$= \int_0^\infty \langle \tau_\eta \rangle \Gamma(\eta - \eta_1) d\eta_1$$  (26)

This implies that the convoluted time-averaged lower-resolution transmissivity equals the convolution of the time-averaged LBL transmissivity.

The variance of the convoluted transmissivity is
\[
\langle \tau'^2 \rangle = \left( \int_0^\infty \tau_\eta \Gamma(\eta - \eta_1) \, d\eta_1 - \int_0^\infty \langle \tau_\eta \rangle \Gamma(\eta - \eta_1) \, d\eta_1 \right)^2 \\
= \left( \int_0^\infty \tau' \Gamma(\eta - \eta_1) \, d\eta_1 \right)^2 \\
= \int_0^\infty \int_0^\infty \langle \tau'_\eta \tau'_\eta \rangle \Gamma(\eta - \eta_1) \Gamma(\eta - \eta_2) \, d\eta_1 \, d\eta_2
\]

(27)

where \( \langle \tau'_\eta \tau'_\eta \rangle \) is the covariance of transmissivity \( \tau_\eta \) at two arbitrary wavenumber locations \( \eta_1 \) and \( \eta_2 \), where the transmissivity fluctuation is

\[
\tau'_\eta = e^{-(\eta_1 L)} e^{-\int_0^L \kappa' \, ds} - e^{-(\eta_2 L)} e^{-\int_0^L \kappa' \, ds}
\]

(28)

then \( \tau'_\eta \tau'_\eta \) can be expressed as

\[
\tau'_\eta \tau'_\eta = e^{-((\eta_1 L) + (\eta_2 L))} \left( e^{-\int_0^L \kappa' \, ds} - e^{-\int_0^L \kappa' \, ds} \right) \left( e^{-\int_0^L \kappa' \, ds} - e^{-\int_0^L \kappa' \, ds} \right)
\]

(29)

Taking the average of Eq. (29) yields the covariance of \( \tau'_\eta \) and \( \tau'_\eta \),

\[
\langle \tau'_\eta \tau'_\eta \rangle = e^{-((\eta_1 L) + (\eta_2 L))} \left( e^{-\int_0^L \kappa' \, ds} - e^{-\int_0^L \kappa' \, ds} \right) \left( e^{-\int_0^L \kappa' \, ds} - e^{-\int_0^L \kappa' \, ds} \right)
\]

(30)

and it is known that

\[
\int_0^L (\kappa'_\eta + \kappa'_\eta) \, ds = 0
\]

(31)

and

\[
\int_0^L (\kappa'_\eta + \kappa'_\eta) \, ds = 0
\]

(32)

where \( \langle \kappa'_\eta \kappa'_\eta \rangle = \int_0^L \int_0^L \langle \kappa'_\eta(s_1) \kappa'_\eta(s_2) \rangle \, ds_1 \, ds_2 \) is the covariance of turbulent optical thickness at two arbitrary wavenumber locations \( \eta_1 \) and \( \eta_2 \) and \( \langle \kappa'_\eta(s_1) \kappa'_\eta(s_2) \rangle \) is the covariance of absorption coefficients at two arbitrary wavenumber locations \( \eta_1 \) and \( \eta_2 \) as well as at two arbitrary spatial locations \( s_1 \) and \( s_2 \), which can be calculated from

\[
\langle \kappa'_\eta(s_1) \kappa'_\eta(s_2) \rangle = \frac{\partial \langle \kappa_\eta \rangle}{\partial T} \frac{\partial \langle \kappa_\eta \rangle}{\partial T} \langle T'(s_1)T'(s_2) \rangle + \frac{\partial \langle \kappa_\eta \rangle}{\partial x} \frac{\partial \langle \kappa_\eta \rangle}{\partial x} \langle x'(s_1)x'(s_2) \rangle

+ \frac{\partial \langle \kappa_\eta \rangle}{\partial T} \frac{\partial \langle \kappa_\eta \rangle}{\partial x} \langle T'(s_1)x'(s_2) \rangle

\]

(33)

For turbulent fields with a spatial correlation function \( C_s(r) \), the covariance of turbulent optical thickness
\( \langle \chi_n, \chi_{n'} \rangle \) can be calculated as

\[
\langle \chi_n, \chi_{n'} \rangle = \int_0^L \int_0^L \langle \chi_n(s_1), \chi_n(s_2) \rangle ds_1 ds_2
= \frac{\partial \langle \chi_n \rangle}{\partial T} \frac{\partial \langle \chi_n \rangle}{\partial T} (T^2) \int_0^L \int_0^L C_s(s_1 - s_2) ds_1 ds_2 + \frac{\partial \langle \chi_n \rangle}{\partial x} \frac{\partial \langle \chi_n \rangle}{\partial x} (x^2) \int_0^L \int_0^L C_s(s_1 - s_2) ds_1 ds_2
+ \left( \frac{\partial \langle \chi_n \rangle}{\partial x} + \frac{\partial \langle \chi_n \rangle}{\partial T} \right) (T'x') \int_0^L \int_0^L C_s(s_1 - s_2) ds_1 ds_2
= 2L^2 \left[ \frac{\partial \langle \chi_n \rangle}{\partial T} \frac{\partial \langle \chi_n \rangle}{\partial T} (T^2) + \frac{\partial \langle \chi_n \rangle}{\partial x} \frac{\partial \langle \chi_n \rangle}{\partial x} (x^2) + \frac{\partial \langle \chi_n \rangle}{\partial T} \frac{\partial \langle \chi_n \rangle}{\partial x} \right] (T'x') \right) (34)
\]

So Eq. (30) reduces to

\[
\langle \tau_{\eta n}, \tau_{\eta n'} \rangle = e^{-[(\langle \chi_n \rangle, \chi_n) + (\langle \chi_{n'} \rangle, \chi_{n'})]} \left( e^{(\langle \chi_n \rangle, \chi_n)} - 1 \right)
= \langle \tau_{\eta n} \rangle \langle \tau_{\eta n'} \rangle \left( e^{(\langle \chi_n \rangle, \chi_n)} - 1 \right)
\approx \langle \tau_{\eta n} \rangle \langle \tau_{\eta n'} \rangle \langle \chi_n, \chi_{n'} \rangle
\]

and Eq. (27) becomes

\[
\langle \tau_{\eta n}^2 \rangle = \int_0^\infty \int_0^\infty \left( \langle \tau_{\eta n} \rangle \langle \tau_{\eta n'} \rangle \langle \chi_n, \chi_{n'} \rangle \rangle \right) \Gamma(\eta - \eta_1) \Gamma(\eta - \eta_2) d\eta_1 d\eta_2
\]

(36)

4. Inverse calculation

The present study is limited to homogeneous turbulent fields of a N₂+CO₂, N₂+H₂O or N₂+CO mixtures and, therefore, the parameters that need to be determined are the time-averaged temperature \( \langle T \rangle \) and concentration \( \langle x \rangle \), the variance of temperature \( \langle T^2 \rangle \) and concentration \( \langle x^2 \rangle \), and the covariance of temperature and concentration \( \langle T'x' \rangle \). Usually, the turbulence length scale \( \Lambda \) is an unknown parameter, so it also need to be determined.

Assuming time-averaged transmissivity and its variance can be optically measured at a relatively low resolution, generally the equations we need to solve to obtain all the parameters are

\[
\langle \tau_{\eta n} \rangle = f_\eta \left( \langle T \rangle, \langle x \rangle, \langle T^2 \rangle, \langle x^2 \rangle, \langle T'x' \rangle, \Lambda \right)
\]

(37)
or

\[
\langle \tau_{\eta n}^2 \rangle = g_\eta \left( \langle T \rangle, \langle x \rangle, \langle T^2 \rangle, \langle x^2 \rangle, \langle T'x' \rangle, \Lambda \right)
\]

(38)

where the nonlinear functions \( f_\eta \) and \( g_\eta \) can be determined with Eqs. (26) and (27), respectively. In principle, either of Eqs. (37) and (38) can be used to solve all the parameters if one measures the time-averaged transmissivity or the variance of transmissivity with a certain spectral resolution, obtaining enough discrete values at different wavenumbers. However, these two equations show different sensitivity to different parameters, as indicated in Eqs. (23) and (24). In Eq. (23), the term \( e^{\frac{1}{2}(\chi_n^2)L^2q^2} \) gives the effect of turbulent fluctuations on transmissivity of the gaseous medium. It is easy to demonstrate this term is larger than unity, which means turbulent fluctuations increase transmissivity. But if the optical thickness of the gas medium based on the turbulent integral length scale \( \chi_n \Lambda \) is small, this term is always close to unity, i.e., time-averaged transmissivity is not sensitive to the intensity of turbulence fluctuations. By contrast, as shown in Eq. (24), turbulent fluctuations always have significant effects on the fluctuation of transmissivities. Deducing \( \langle T \rangle, \langle x \rangle, \langle T^2 \rangle, \langle x^2 \rangle, \langle T'x' \rangle \)
\begin{align}
F_1(\vec{a}_1) &= \sum_{i=1}^{l} (\langle \tau_{ic} \rangle - f_i)^2 \\
F_2(\vec{a}_2) &= \sum_{i=1}^{l} (\langle r_{ic}^2 \rangle - g_i)^2
\end{align}

where \( i \) denotes discrete wavenumber. The variance of temperature \((T^2)\) and concentration \(\langle x^2 \rangle\), the covariance of temperature and concentration \((T'x')\) and the turbulence length scale \(\Lambda\) are solved by minimizing an objective function \(F_2\), which represents the difference between the predicted and measured variance of transmissivity, i.e.,

\begin{align}
F_2(\vec{a}_2) &= \sum_{i=1}^{l} (\langle r_{ic}^2 \rangle - g_i)^2
\end{align}

Here we separate all unknown parameters into two parameter vectors, where \( \vec{a}_1 = (\langle T \rangle, \langle x \rangle)^T \) is solved from Eq. (39) and \( \vec{a}_2 = (\langle T^2 \rangle, \langle x^2 \rangle, \langle T'x' \rangle, \Lambda)^T \) is solved from Eq. (40). The goal of inverse calculations is to minimize these two functions by properly guessing the parameter vectors until the best matches between the measured spectra and predicted spectra data are achieved. In our previous study \([11, 12]\), the Levenberg-Marquardt optimization method was applied to retrieve temperatures and species concentrations for laminar gaseous media. We found the Levenberg-Marquardt optimization method to be relatively reliable, more accurate and requiring less computational effort than several other methods tested. Therefore, the Levenberg-Marquardt is also employed in the present study. In this method, the parameter vector \( \vec{a} \) is gradually increased by a small value \( \delta \vec{a} \).

\begin{align}
\vec{a}_{\text{new}} &= \vec{a}_{\text{old}} + \delta \vec{a} \\
\delta \vec{a} &= -H^{-1}B
\end{align}

and the vector \( B = \nabla F(\vec{a}) \) is the gradient vector of the objective function \( F \) with respect to \( \vec{a} \), and \( H' \) is a matrix with elements

\begin{align}
h'_{ij} &= \begin{cases} 
(1 + \lambda)h_{ij} & i = j \\
h_{ij} & i \neq j \end{cases}
\end{align}

where the \( h_{ij} \) are the elements of the Hessian matrix \( H = \nabla^2 F(\vec{a}) \).

The nonnegative scaling factor, \( \lambda \), is adjusted at each iteration. If reduction of the objective function is rapid, a smaller value can be used, whereas if an iteration gives insufficient reduction, \( \lambda \) can be increased. If \( \delta \vec{a} \) gets sufficiently small, the iteration will stop and the parameter vector \( \vec{a} \) will be obtained. The Levenberg-Marquardt method increases the value of each diagonal term of the ill-conditioned Hessian matrix \( H \) (regularization), to mitigate the ill-posedness of the problem. Details for the computational algorithm using the Levenberg-Marquardt method can be found in \([11, 12, 50]\). The procedure for retrieving all the parameters is summarized as follows

1. Assume starting points for \( \vec{a}_1 \) and \( \vec{a}_2 \).
2. Fix \( \vec{a}_2 \) and apply the Levenberg-Marquardt method to Eq. (39) to update \( \vec{a}_1 \).
3. With the updated \( \vec{a}_1 \), apply the Levenberg-Marquardt method again to Eq. (40) to update \( \vec{a}_2 \).
4. With the updated \( \vec{a}_2 \), go back to 2 and update \( \vec{a}_1 \) again.
5. Stop iteration when the changes of \( \vec{a}_1 \) and \( \vec{a}_2 \) become sufficiently small

\section{Results and discussion}

Instantaneous transmissivities \( \tau_{\text{ic}} \) are calculated from Eq. (3) for the instantaneous temperature and species concentration fields for CO\(_2\), H\(_2\)O and CO. Stochastic analysis was conducted to calculate the time-averaged...
transmissivity and their rms spectra, which are denoted as “actual” spectra and were used to retrieve temperature \( \langle T \rangle \), concentration \( \langle x \rangle \) and their variance \( \langle T^2 \rangle \), \( \langle x^2 \rangle \) and \( \langle T'x' \rangle \) for the three species from the inverse calculation model. On the other hand, these mean and rms values can also be directly calculated from the turbulence fields by conducting a stochastic analysis and the results are shown in Table I denoted as “actual values”, which are used as the benchmark for the retrieved values from inverse calculations.

The “actual” time-averaged transmissivity and their rms spectra for CO\(_2\), H\(_2\)O and CO were used to retrieval temperature, concentration, their rms values and turbulent length scale. The performance of different spectral bands for inverse calculation was investigated, and the retrieved results are shown in Table I. Actual transmissivity and their rms spectra are compared with the spectra calculated with the retrieved parameter values in Table I from Eqs. (26) and (27) and also compared with the spectra calculated from forward calculations with the actual parameter values in Table I from Eqs. (26) and (27). All comparisons are shown in Figs. 3, 4 and 5.

Table 1: Inverse calculation results for retrieving temperatures, species concentrations, their rms values and turbulent length scales from time-averaged transmissivity spectra and their rms spectra

<table>
<thead>
<tr>
<th>retrieved parameters</th>
<th>( \langle T \rangle ) (K)</th>
<th>( \langle x \rangle ) (K)</th>
<th>( \sqrt{\langle T^2 \rangle} ) (K)</th>
<th>( \sqrt{\langle x^2 \rangle} )</th>
<th>( \langle T'x' \rangle ) (K)</th>
<th>( \Lambda/L )</th>
</tr>
</thead>
<tbody>
<tr>
<td>actual values</td>
<td>1495</td>
<td>0.0997</td>
<td>150.8</td>
<td>0.0101</td>
<td>1.23</td>
<td>0.100</td>
</tr>
<tr>
<td>CO(_2) 4.3 (\mu)m</td>
<td>retrieved</td>
<td>1524</td>
<td>0.1017</td>
<td>145.2</td>
<td>0.0125</td>
<td>1.24</td>
</tr>
<tr>
<td>(1900 to 2500 (\text{cm}^{-1}))</td>
<td>error(%)</td>
<td>1.95</td>
<td>2.04</td>
<td>-3.73</td>
<td>24.21</td>
<td>0.89</td>
</tr>
<tr>
<td>CO(_2) 2.7 (\mu)m</td>
<td>retrieved</td>
<td>1498</td>
<td>0.0995</td>
<td>149.5</td>
<td>0.0101</td>
<td>1.23</td>
</tr>
<tr>
<td>(3300 to 3800 (\text{cm}^{-1}))</td>
<td>error(%)</td>
<td>0.21</td>
<td>-0.19</td>
<td>-0.91</td>
<td>0.64</td>
<td>-0.12</td>
</tr>
<tr>
<td>H(_2)O 2.7 (\mu)m</td>
<td>retrieved</td>
<td>1490</td>
<td>0.0994</td>
<td>151.0</td>
<td>0.0098</td>
<td>1.23</td>
</tr>
<tr>
<td>(3200 to 4200 (\text{cm}^{-1}))</td>
<td>error(%)</td>
<td>-0.34</td>
<td>-0.26</td>
<td>0.13</td>
<td>-3.04</td>
<td>-0.12</td>
</tr>
<tr>
<td>H(_2)O 1.8 (\mu)m</td>
<td>retrieved</td>
<td>1491</td>
<td>0.0994</td>
<td>149.6</td>
<td>0.0101</td>
<td>1.24</td>
</tr>
<tr>
<td>(4800 to 5800 (\text{cm}^{-1}))</td>
<td>error(%)</td>
<td>-0.25</td>
<td>-0.24</td>
<td>-0.79</td>
<td>0.04</td>
<td>0.74</td>
</tr>
<tr>
<td>CO 4.7 (\mu)m</td>
<td>retrieved</td>
<td>1496</td>
<td>0.1006</td>
<td>149.5</td>
<td>0.01</td>
<td>1.22</td>
</tr>
<tr>
<td>(1800 to 3900 (\text{cm}^{-1}))</td>
<td>error(%)</td>
<td>0.03</td>
<td>0.95</td>
<td>-0.87</td>
<td>-0.25</td>
<td>-0.79</td>
</tr>
<tr>
<td>CO 2.3 (\mu)m</td>
<td>retrieved</td>
<td>1497</td>
<td>0.1</td>
<td>149.8</td>
<td>0.0095</td>
<td>1.22</td>
</tr>
<tr>
<td>(3900 to 4400 (\text{cm}^{-1}))</td>
<td>error(%)</td>
<td>0.15</td>
<td>0.36</td>
<td>-0.69</td>
<td>-5.43</td>
<td>-0.86</td>
</tr>
</tbody>
</table>

Two CO\(_2\) spectral bands at 4.3 and 2.7 \(\mu\)m were tested. The retrieved parameters are shown in Table I. Large errors occur when retrieving rms values for CO\(_2\) concentration from the 4.3 \(\mu\)m band and the retrieved turbulent length scale also has a relatively large discrepancy from the actual value. For the CO\(_2\) 2.7 \(\mu\)m band all retrieved results are very accurate: differences from actual parameter values are less than 1%. Figure 3 shows the comparison of retrieved transmissivity and their rms spectra with the “actual” spectra and forward spectra for the CO\(_2\) 4.3 and 2.7 \(\mu\)m bands. It appears that the forward calculated transmissivity and the rms spectra are overestimated at lower wavenumbers for the CO\(_2\) 4.3 \(\mu\)m band compared with the “actual” spectra. In the forward calculation model, we invoke the assumption that the spectral absorption coefficient is only a linear function over the temperature range of \( \langle T \rangle \pm T'_{\text{max}} \), and species concentration range of \( \langle x \rangle \pm x'_{\text{max}} \), as given by Eq. (8). The linear assumption for absorption coefficients with concentration is valid due to weak self-broadening effects of CO\(_2\). However, for the CO\(_2\) 4.3 \(\mu\)m band, the spectral absorption coefficient may be slightly nonlinear over the temperature range 1500±150 K. Comparing to the CO\(_2\) 2.7 \(\mu\)m band, the CO\(_2\) 4.3 \(\mu\)m band is so strong that slightly nonlinearity may cause large discrepancies for larger optical thickness \( \langle k_\sigma \rangle L \). This is easy to demonstrate from Eqs. (23) and (24).

Two H\(_2\)O spectral bands at 2.7 \(\mu\)m and 1.8 \(\mu\)m and two CO spectral bands at 4.7 \(\mu\)m and 1.8 \(\mu\)m were also tested using transmissivity data synthesized from the turbulence fields. Table I shows the inverse results and Figs. 4 and 5 show the comparison of retrieved transmissivity and their rms spectra with the “actual” spectra and spectra calculated from forward calculation model. For these H\(_2\)O and CO transmissivity spectral bands, retrieved and forward spectra perfectly overlap with the “actual” spectra. Although “actual” and forward rms spectra show discrepancies with the “actual” rms spectra at smaller rms values, the spectral peaks and most part of the “actual” rms spectra bands are well captured by the retrieved and forward rms spectra. This shows
that the forward calculations for predicting lower-resolution time-averaged transmissivities and their rms values are accurate enough and the resulting inverse radiation model provides a reliable tool for retrieving mean temperature, concentration, their rms values and turbulent length scale from synthetic turbulent transmissivity measurements.

All the previous test cases are for perfectly correlated temperature and species concentration fields, i.e., $u_T = u_x$ as in Eqs. (4a) and (4b). Although experiments show there are strong correlations between temperature and species concentration for flame [52], for our proposed method, there is no pre-assumption for the correlation between temperature and species concentration. Time-averaged temperature and species concentration are retrieved simultaneously and independently. Table 2 shows the results for non-correlated temperature and species concentration fields (other conditions remain the same). Except large errors occur when retrieving rms values for species concentration from the strong CO$_2$ 4.3 $\mu$m band in this case, acceptable results are obtained from the CO$_2$ 2.7 $\mu$m band as well as from other bands of the other two species.

Although “actual” spectra can be well captured by “forward” spectra. There are three sources for the small discrepancies between the “actual” and the “forward” spectra:

1. Statistical uncertainty
   “Actual” transmissivity and its variance were obtained by conducting stochastic calculations using the instantaneous transmissivity. Due to the finite number of time realizations of turbulent scalars, there are statistical uncertainties associated with them.

2. Linear assumption for absorption coefficient with temperature and concentration
   The absorption coefficient was linearized locally with temperature and gas concentration. This is not a very good approximation for a spectral interval where the absorption coefficient is very large, for example, the CO$_2$ 4.3 $\mu$m band.

3. Optically thin approximation
   To calculate the variance of transmissivity, there is an approximation for Eq. (35). This approximation
is only valid if the covariance of turbulent optical thickness is small. For an optically thick spectral interval, the covariance of turbulent optical thickness can be very large. However, according to Eq. (35), at optically thick parts of the spectrum, transmissivities approach zero and make this part of the rms spectrum approach zero as well, making this part of the spectrum less important.
6. Conclusions

An inverse radiation model was developed to reconstruct time-averaged temperature, species concentration, their rms values and turbulence length scale from time-averaged transmissivity and its rms spectra for homogeneous gas media. Synthetic turbulence fields were created for temperatures and species concentrations and synthetic turbulent transmissivity spectra were created for CO$_2$, H$_2$O and CO based on the created turbulence fields. Statistical parameters from the turbulence fields and time-averaged transmissivity and rms transmissivity spectra calculated from instantaneous turbulent transmissivity spectra were used to validate the inverse radiation model. Results show that, by considering interaction between turbulence and radiation, time-averaged temperature, concentration, their rms values and turbulent length scale can be accurately retrieved from synthetic turbulent transmissivity measurements.
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