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Abstract

Electrical Detection of Spin-Dependent Transport in Silicon

by

Cheuk Chi Lo

Doctor of Philosophy in Engineering – Electrical Engineering and Computer Sciences
University of California, Berkeley
Professor Jeffrey Bokor, Chair

Information, be it classical or quantum mechanical, requires representation in physical reality for processing and storage. Conventional classical computation utilizes the charge degree of freedom of carriers in semiconductors for encoding information; however, fundamental physical limitations will be reached within the next two decades preventing further improvements in computational capacity with charged-based devices. In recent years, the utilization of the spin states of charged carriers has shown remarkable promise for both enhancing the functionalities of classical computation devices and achieving quantum information processing. In this work, I explore this spin degree of freedom in donor-doped silicon metal-oxide-semiconductor (MOS) devices, which are promising architectures for the implementation of spin-based qubits in silicon for quantum information processing. The spin-dependent transport phenomena in such systems are studied systematically by electrically detected magnetic resonance (EDMR) techniques at X-band (≈ 9.5 GHz) and W-band (≈ 95 GHz), with corresponding Zeeman fields of 0.35 T and 3.5 T, respectively. It is found that direct spin-dependent scattering amongst conduction electrons and neutral donors gives rise to a much weaker contribution to spin-dependent transport than previously reported. Instead, the dominant spin-dependent processes in these systems are due to the polarization-dependent conduction electron mobility and subsequent polarization transfer from donor electrons. The technique of EDMR also allows us to perform in situ electron polarization detection, which is used to demonstrate spin drift and spin diffusion effects in silicon MOSFET devices. Towards the realization of donor spin-state readout, few-donor doped finFETs are also developed and the transport spectroscopy of such devices explored. These measurements provide invaluable insight into these interesting quantum devices and pave the way for the realization of spin-based computation.
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Chapter 1

Introduction

Modern computational technology is based on the charge degree of freedom of carriers to convey information, while another intrinsic property of carriers — their spin degree of freedom — has been largely neglected. The steady advances in computational capacities of charge-based devices over the last few decades have been made possible by our ability to shrink electronic components smaller and smaller to enhance their operational speed. However, as devices are scaled down to the nano-scale, fundamental physical limitations will hinder further improvements in device performances within two decades [1]. Therefore, alternative physical resources need to be explored for the sustained improvements in computational capacities. The intrinsic spin degree of freedom of charged carriers is one such physical resource that can be exploited. The utilization of this extra spin degree of freedom for improving the performance of classical computational tasks forms the basis of the burgeoning field of spintronics [2]. One can also exploit the inherently quantum mechanical nature of spin to construct quantum computers for quantum information processing and efficient quantum mechanical simulations [3].

1.1 Spintronics

The field of spintronics explores the utilization of the spin degree of freedom of charged carriers to perform classical computational tasks. The spin of a charged carrier (e.g. electron) can be thought of as a small magnetic moment that can point upwards (spin up) or downwards (spin down), in analogy to the needle of a compass. One simple illustration of constructing a spin-based classical computer involves the utilization of individual electronic spin states to represent the binary logic levels for information processing [1]. However, such a scheme seems technologically prohibitive to realize due to the small magnetic moment of individual spin states. More realistic spin-based schemes involve information represented by ensembles of spins, such as the magnetization of single-domain nano-magnets [4] and spin currents — in analogy to charged currents — for information processing [6]. Early spintronic devices
include metallic ferromagnetic systems such as spin-valves and magnetic tunnel junctions. These technologies have contributed immensely to the improvement of magnetic storage medium [2]. A broader goal is to achieve spin-based logic devices that would complement or even replace CMOS technology. Complementary technologies would combine spin-enabled functionalities with more traditional semiconductor devices, for instance the incorporation of ferromagnetic contacts to silicon MOSFET to implement efficient field-programmable logic devices. A famous example of a proposed replacement technology to CMOS is the Datta-Das spin transistor [7]; however, its implementation has been elusive and its competitiveness as a logic device is still under debate [8 9]. Nevertheless, many other schemes exploring the spin degree of freedom in semiconductors have been pursued in recent years [10].

The behavior of the spin degree of freedom of charged carriers in a given material system has to be well understood in order to realize these novel computational devices. The biggest challenge in studying spin effects in semiconductors is the difficulty in injecting non-equilibrium spin populations into semiconductors using ferromagnetic contacts. This effect is called the conductivity mismatch problem [11], and has been circumvented by the utilization of tunnel barriers at the ferromagnet injector-semiconductor interface [12, 13]. A second challenge, more specific to studying spin effects in silicon, is the difficulty in detecting spin polarization in the material. Optical techniques are often used for the detection of spin population of charged carriers in semiconductors. However, the optically inactive silicon substrates render this technique difficult to apply. This thesis contributes to the study of carrier spin effects in silicon by exploiting the technique of electrically detected magnetic resonance to detect polarization changes in silicon devices without the elaborate detector technology.

1.2 Quantum computation

Our ability to manipulate information and perform computational tasks depends on how the information is represented. In a classical computer, information is stored in binary logic bits of 1’s and 0’s. However, information can also be represented by quantum mechanical states as well. The simplest example is a quantum mechanical two-level system, represented by the state $\psi = \alpha |1\rangle + \beta |0\rangle$. In this case, this basic unit for information processing is referred to as a quantum mechanical bit, or qubit. Information processing with quantum mechanical qubits allows additional resources, namely the quantum mechanical effects of superposition (the state can simultaneously be in a $|1\rangle$ state and a $|0\rangle$ state) and entanglement (different quantum mechanical states interact and evolve simultaneously), to be exploited when designing algorithms for solving computational tasks [14 15]. In 1982, Richard Feynmann proposed the use of quantum mechanical systems to perform quantum mechanical simulations, a task which is inherently difficult to perform on a classical computer [16]. In 1994, Peter Shor published an algorithm — now known as Shor’s algorithm — which shows that finding the prime factors of integers can be efficiently solved using a quantum computer [17].
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The factoring problem has no efficient classical solution and is at the heart of modern day encryption techniques such as the Rivest-Shamir-Adleman (RSA) algorithm. The discovery of Shor’s algorithm has propelled the entire field of quantum computation as it has become clear that a quantum information processor can be used to perform certain tasks much more efficiently than its classical counterparts.

Given the potential benefits of a quantum computer, what does it actually take to construct one? David DiVincenzo summarized the requirements for the physical realization of a quantum computer as follows \[18]\:

C-1. A scalable physical system with well characterized qubits

C-2. The ability to initialize the state of the qubits to a simple fiducial state

C-3. Long relevant decoherence times, much longer than the gate operation time

C-4. A universal set of quantum gates

C-5. A qubit-specific measurement capability

Two additional criterion were added for quantum communication, which is essential for building a large scale quantum computer:

C-6. The ability to interconvert stationary and flying qubits

C-7. The ability to faithfully transmit flying qubits between specific locations

Loss and DiVincenzo \[3\] and Kane \[19\] proposed two different types of spin qubits in the solid-state in 1998. Both proposals received tremendous attention due to the promises of scalabilities with solid-state implementations of quantum computers. While Loss and DiVincenzo proposed the utilization of confined electron spins for quantum information processing, Kane proposed using the nuclear spin states of shallow donors in silicon (electron spins still play an important role in this quantum computer as we will discuss in the next section). The realization of the Kane quantum computer is the underlying motivation for this work. In the next section, we will illustrate DiVincenzo’s criterion using the original Kane architecture as an example.

1.2.1 The Kane quantum computer

Kane proposed the use of shallow donors in silicon for achieving spin-qubits in the solid state \[19\]. Silicon is an attractive host material for spin-based quantum computation due to the long spin relaxation and spin coherence times (we will define these terms more rigorously in Chapter \[2\]). In addition, the spectacular success of the modern silicon microelectronics
Figure 1.1: Schematics of the Kane quantum computer. (a) Array of donor qubits placed under surface gates. Green regions represent the donor electron wave functions. The globally applied static $B$ and oscillating $B_1$ magnetic fields are also shown. (b) When the $A$-gates are set to above the flat-band voltage $V_{FB}$, the hyperfine couplings of the donor electrons are shifted, allowing qubit-selectivity for spin manipulation. (c) Inter-qubit $J$-gates allow adjacent donor electrons to interact by drawing the electronic wave functions to overlap with each other.
industry promises an easier path towards large-scale fabrication and integration of silicon-based quantum devices.

The essence of the Kane quantum computer is illustrated in Fig. 1.1(a). The proposed computer consists of ordered arrays of shallow donors (e.g. $^{31}$P) approximately 10 nm apart embedded in a silicon, placed close to the Si-SiO$_2$ interface and under nano-scale gate electrodes. At low temperature the donors are neutral with one electron residing at each donor site. The spin states of the donor nuclei form the qubit states for the quantum computer (DiVincenzo’s first criteria, see C-1 in the previous section). The donor electron and nuclear spins are initialized with the application of a large dc magnetic field $B$ (C-2). The shallow donor nuclear spin states in silicon are known to have extremely long spin relaxation times (seconds to hours) at cryogenic temperatures, and can be further prolonged with the use of isotopically enriched silicon-28 material (C-3).

Single qubit operations are carried out by applying an ac magnetic field $B_1$ to achieve nuclear spin resonance. As the ac field is applied globally, individual qubits can be tuned in and out of the resonance field by changing the hyperfine coupling between the donor electron and nuclear spins. The shift in hyperfine coupling is accomplished by applying appropriate voltages to the $A$-gates located directly above the dopants, which in turn perturbs the electron wave function as shown in Fig. 1.1(b). Multi-qubit interaction between adjacent nuclear spins is performed by electron-mediated exchange interaction. The strength of this interaction is determined by the overlap between neighboring electron wave functions, which can be controlled by the inter-qubit $J$-gates as shown in Fig. 1.1(c). The availability of both single and multi-qubit control forms the basis of a universal set of quantum gates (C-4).

In order to read out the spin-states of selected qubit sites, a spin-dependent charge transfer process between two adjacent neutral donors is proposed. The charge transfer process is then monitored by a sensitive charge detector nearby (C-5). This readout problem will be discussed in more detail in the next chapter. The issues of quantum communication were not specifically addressed in the original proposal; however, subsequent modifications of the original scheme have proposed the use of shuttling electrons to perform long range communication beyond nearest neighbor interaction (C-6 and C-7) 20.

1.2.2 Recent progress in silicon-based quantum computation research

It is evident from the discussion above that the realization of the Kane quantum computer is a formidable task, requiring both innovative advances in nano-fabrication technologies and enhanced understanding of the physics behind the control, interaction and limitations of donors in silicon. In this section we will summarize some of the key advances which have been made towards the realization of such a computer since the original proposal.
Donor placement in silicon  Ion implantation has long been the method of choice for dopant placement in the semiconductor industry. There are two major challenges for the creation of donor arrays with ion implantation. First, a method needs to be implemented to verify the occurrences of single-ion implantation events. A few approaches have been developed to address this issue, including the detection of secondary electrons from highly charged ions, charge collection from photodiode-like detectors and the direct measurement of changes to electrical transport characteristics in nano-scale devices. The second challenge is the placement of single ions at desired locations with near-atomic precision. Groups have demonstrated the use of nano-meter scale apertures with photoresist, or implantation windows close to the tips of scanning probes for dynamic ion placements. With such techniques, single-ion implants of approximately 5 nm precision have been demonstrated. An alternative approach for donor placement with near-atomic precision on the surface of silicon has also been developed using hydrogen lithography with scanning probe microscopy. The creation of nano-scale device structures with $^{31}$P donors has been achieved using this technique, paving the way towards the creation of large-scale donor arrays. However, the ability to place different donor species with this technique remains unclear.

Single-spin addressability  The tuning of the dopant spin resonance conditions with A-gates requires a measurable Stark shift controlled by the gate-induced electric field. Such tuning with electric fields was first demonstrated by Bradbury et al using an in-plane capacitor geometry on a large ensemble of donors. However, the demonstrated Stark effect was much smaller than originally anticipated from effective mass theory calculations. More recently, measurements of donor-mediated transport in nano-scale devices under large electric fields have shown Stark effects that agree well with more sophisticated tight-binding calculations. An alternative strategy for adjusting the hyperfine interaction of donors is by inducing strain into the device. The electrostatic tuning of the strain in donor doped silicon and its subsequent Stark shift have been recently reported.

Multi-gate operation  The six-fold degenerate conduction band minima of silicon causes interferences in the donor electron wave functions, and this results in oscillatory behavior in the exchange coupling strength with donor-donor position. To avoid the oscillatory behavior of exchange coupling, the evolution under magnetic dipolar interaction has been proposed to be used to achieve qubit-qubit interaction instead of relying on exchange interaction. Another proposal is to use the Hilbert space of electron-nuclear spin pairs instead of donor nuclear spins alone. Electron shuttling is proposed to guide donor electrons to other donor sites to enable multi-qubit interaction. Coherent transfer by adiabatic passage has been proposed to achieve electron shuttling. However, experimental demonstration of such schemes remains elusive.
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Spin-state readout  In the original Kane proposal, a spin-dependent charge transfer process from adjacent neutral donors was proposed to achieve single donor spin-state readout. However, subsequent calculations have shown that this process is unlikely to succeed due to the weak binding energy of the doubly-occupied donor state \[54\]. A variety of different spin-to-charge conversion mechanisms have since been proposed \[55, 56, 57, 58, 59, 60\]. Indeed, the utilization of a silicon MOS device to perform donor spin-state readout is one of the major motivations for this work. We will address these different spin-state readout schemes in more detail in Chapter 2.

Silicon quantum dots  In addition to shallow donors, confined electrons in artificial quantum dots can also be used for spin-based quantum information processing \[3\]. Quantum dot formation can be achieved by electrostatic confinement induced by gate electrodes on the surface of the substrate. While great progress has been made in creating electrostatically defined quantum dots in III-V semiconductors such as GaAs systems \[61, 62, 63\], experiments in silicon has lagged due to the difficulty in achieving few-electron quantum dots as the effective mass is much larger in silicon. Early efforts for achieving electrostatically defined quantum dots in silicon have focused on silicon-germanium (SiGe) modulation-doped heterostructures \[64, 65, 66\]. These heterostructures offer much lower interface defect densities compared to the Si-SiO$_2$ interface. Rapid progress has been made in the past few years in which few-electron quantum dots in SiGe have been created successfully, and the spin-relaxation times measured \[67, 68\]. More recently, several groups have begun investigating silicon Si-SiO$_2$ MOS quantum dots \[69, 70, 71\], and high quality devices have been achieved with improved material processing and fabrication methods.

Electron or nuclear spin?  In Kane’s original proposal, the nuclear spins of shallow donors form the basis of the qubits. However, it was also recognized that the electron spin is much easier to address. Since the nuclear spins have much longer spin relaxation times than electron spins \[72\], electrons are better suited for communication and readout, while the nuclear spins can serve as quantum memory storage. The coherent transfer of quantum information between the electron and nuclear spin states of donors has recently been demonstrated in ensembles of neutral donors \[73\]. Much progress has been made towards the measurement and understanding of the spin relaxation times of donor electrons and electrostatically confined electrons in silicon. Some of these results are summarized in Fig. 1.2 \[72, 24, 74, 60, 59, 73, 76, 69, 77, 68\]. The goal of this work is to address the donor nuclear spin-state readout problem using electron spin resonance techniques, as we will explore in detail in subsequent chapters. However, we should note that quantum information processing can still be carried out with the electron spin, as an electron-nuclear spin-swap can be used to convert the electron spin-state to the nuclear spin-state for readout \[73\].
Figure 1.2: Spin relaxation times in silicon reported in literature for both donor electrons and naturally or electrostatically confined conduction electrons, such as in quantum dots (QD).
1.3 Overview of thesis

Addressing the donor spin-state readout problem is a main motivator for this work. The spin-to-charge conversion mechanism, i.e. the spin-dependent transport mechanism in silicon, must be well understood in order to harness it for quantum readout. This thesis contributes to the understanding of spin-dependent transport in silicon MOSFETs and the donor-conduction electron interaction in such systems. It encompasses device fabrication of specially designed donor-doped MOSFETs and also other silicon-based devices useful for gaining insights towards donor based qubits in silicon. Much effort is also devoted towards the development of the experimental capabilities required for probing spin-dependent transport in these devices.

Chapter 2 provides the theoretical background on various aspects of the work reported in later chapters. The spin angular momentum of electrons, theoretical description of spin resonance and the spin Hamiltonian are introduced. Various spin-dependent transport mechanisms are reviewed, and the basic physics of MOSFETs operating in the quantum limit is also discussed.

Chapter 3 covers the experimental techniques used in this work. Electron paramagnetic resonance (EPR) is first introduced. The technique used to study spin-dependent transport in microscopic devices — electrically detected magnetic resonance (EDMR) — in both low field (X-band) and high field (W-band) are both described in this chapter. The setup for transport spectroscopy of nanoscopic devices is also discussed.

Chapter 4 examines the spin-dependent transport mechanism in silicon MOSFETs. It is found that the conventional spin-dependent scattering picture is insufficient in explaining our observations; and instead, a polarization-dependent resistivity model seems to be more valid.

With the spin-dependent transport mechanism better understood, more systematic study of the spin-dependent transport of various types of MOSFETs is detailed in Chapter 5 and the spin relaxation and spin coherence times of conduction and donor electrons are extracted. Chapter 6 then examines the effects of spatial inhomogeneity in carrier polarization and its effects on spin-dependent transport measured in MOSFETs with EDMR.

Chapter 7 discusses the designs and fabrications of single-ion implantation compatible nano-scale MOS device architectures: the 2SSOI-finFETs and triple-gate TG-finFETs. The EDMR results and transport spectroscopy of these devices are also examined.

Finally, Chapter 8 concludes by summarizing the main results obtained in this work and discusses potential future experiments towards the realization of donor spin-state readout MOS devices.
Chapter 2

Theoretical Background

In this chapter, we will review the theoretical foundations behind our experiments. We begin with a description of spin resonance with the phenomenological Bloch equations. The energy levels of the spin states and allowed transitions are then described by the introduction of the spin Hamiltonian. We then examine the known spin-dependent transport mechanisms in silicon. The theoretical description of silicon MOSFETs operating at low temperature is then discussed.

2.1 Electron spin in solid-state

There are three different approaches to formulate a mathematical description of spins. The first, the Bloch equations, relies on a phenomenological description of the spin system in terms of the (bulk) magnetization of the system [78]. This framework provides an intuitive picture to visualize the evolution of the spin system; as such, spin manipulation is also conveniently introduced in this formalism. The second, the spin Hamiltonian, concerns more specifically the energy levels of the spin system, which is essential for understanding the excitation spectra in spin resonance experiments. The last approach uses density matrices to describe the quantum mechanical state of the ensemble of spins, and is useful for understanding the relaxation mechanisms in the spin systems. We will review the first two frameworks in this chapter as they will be sufficient for understanding the bulk of the results obtained in this thesis. The reader is referred to Schweiger and Jeschke [79] and Slitchen [80] for a complete treatment with the density matrix approach.

2.1.1 Bloch equations and spin resonance

We begin with a description of the relationship between the electron spin and magnetic moment. Once this relationship is established, the equation of motion for the magnetic moment can be described in the semi-classical framework of the Bloch equations, which
forms for basis for the understanding of basic electron paramagnetic resonance (EPR).

The magnetic moment associated with an electron with angular momentum $\mathbf{S}$ — the intrinsic spin angular momentum — is given by

$$\mu = -g \frac{q \hbar}{2m_0} \mathbf{S} = -g \mu_B \mathbf{S}$$  \hspace{1cm} (2.1)

where $q = 1.6 \times 10^{-19}$ C is the electron charge, $m_0 = 9.1 \times 10^{-31}$ kg the electron mass, $\hbar = 1.0546 \times 10^{-34}$ J-s the reduced Plank constant and $\mu_B = 9.27 \times 10^{-24}$ J/T the Bohr magneton. The Landé $g$-factor is a purely quantum mechanical effect, and has a value of $g \approx 2$ ($g = -1$ in the classical picture). We will describe this $g$-factor in more detail later in the next section. In a sample with many spins, i.e. paramagnetic electrons, the net magnetization of the sample is given by the summation of individual magnetic moments:

$$\mathbf{M}_0 = \sum_i \mu_i$$  \hspace{1cm} (2.2)

When a magnetic field $\mathbf{B} = (0, 0, B_0)$ is applied\(^2\) the time-evolution of the magnetization is given by the classical equation of motion:

$$\frac{\partial \mathbf{M}}{\partial t} = \gamma \mathbf{M} \times \mathbf{B} = (-\omega_0 M_y, -\omega_0 M_x, 0)$$  \hspace{1cm} (2.3)

where $\gamma = \frac{\mu_B B_0}{\hbar}$ is known as the gyroscopic factor and $\omega_0 = \gamma B_0$ the Larmor frequency, which is the frequency at which the magnetization vector precesses about the $\hat{z}$ axis. Felix Bloch introduced a phenomenological set of equations for describing the time evolution of magnetization in the presence of the quantum mechanical effects of spin relaxation. The Bloch equations read:

$$\frac{\partial \mathbf{M}}{\partial t} = (-\omega_0 M_y, -\omega_0 M_x, 0) + \left( \frac{M_x}{T_2}, \frac{M_y}{T_2}, \frac{M_0 - M_z}{T_1} \right)$$  \hspace{1cm} (2.4)

where $M_0$ is the thermal equilibrium magnetization of the sample. $T_1$ describes the characteristic timescale in which the magnetization along the principle axis relaxes, and is called the longitudinal spin-lattice relaxation time. This process involves energy exchange from the spin system to the lattice. $T_2$ describes the timescale in which the transverse magnetization changes, and is called the transverse spin relaxation time. This relaxation process does not involve energy transfer from the spin system to the lattice. Although the Bloch equations are developed for the classical observable of magnetization, it can be shown to be formally exact to the treatment of quantum mechanical two-level systems using density operators to describe the spin ensemble\(^3\).

---

1 Here we assume the orbital angular momentum $\mathbf{L}$ to be zero, an assumption valid for ground-state donor electrons and conduction electrons in silicon.

2 We will refer to the magnetic induction $B$ as the magnetic field in this thesis, a practice which is common in modern EPR literature.
Spin resonance occurs when an oscillating magnetic field is introduced to the system. In the following we assume the magnetic field $\mathbf{B}$ is static and the oscillating field $\mathbf{B}_1$ is circularly polarized in the $x$-$y$ plane with angular frequency $\omega_{ac}$.

$$\mathbf{B}_1(t) = B_1 (\cos(\omega_{ac}t), \sin(\omega_{ac}t), 0) \tag{2.5}$$

To understand the effect of the oscillation field, it is convenient to introduce the rotating coordinate system, where the observer rotates about the $\hat{z}$ axis at angular frequency $\omega_{ac}$. In this rotating frame, the $x$-component of $\mathbf{B}_1(t)$ becomes stationary with amplitude $B_1$. The Bloch equations in the rotating frame then read:

$$\frac{\partial \mathbf{M}^R}{\partial t} = \left( -\Omega M_y + \frac{M_x}{T_2}, -\Omega M_x - \omega_1 M_z + \frac{M_y}{T_2}, \omega_1 M_y + \frac{M_0 - M_z}{T_1} \right) \tag{2.6}$$

where $\Omega = \omega_0 - \omega_{ac}$ and $\omega_1 = \gamma B_1$ is the Rabi frequency describing the precession of the magnetization about the oscillating field component in the rotating frame. The components of magnetization can be solved easily in the rotating frame:

$$M_x^R = \frac{\omega_1(\omega_0 - \omega_{ac})T_2^2}{1 + (\omega_0 - \omega_{ac})^2T_2^2 + \omega_1^2T_1T_2} M_0 \tag{2.7}$$

$$M_y^R = \frac{-\omega_1T_2}{1 + (\omega_0 - \omega_{ac})^2T_2^2 + \omega_1^2T_1T_2} M_0$$

$$M_z^R = \frac{1 + (\omega_0 - \omega_{ac})T_2^2}{1 + (\omega_0 - \omega_{ac})^2T_2^2 + \omega_1^2T_1T_2} M_0$$

and they are related to the complex susceptibility:

$$\chi = \chi' + i\chi'' = \frac{M_x^R}{B_1} - i\frac{M_y^R}{B_1} \tag{2.8}$$

where the in-phase component $\chi'$ corresponds to dispersion, and the out-of-phase component $\chi''$ corresponds to absorption. This is related to the power absorbed by the sample $P$ \cite{78}:

$$P = \frac{\partial}{\partial t} (\mathbf{M} \cdot \mathbf{B}) = \omega_{ac}\chi'' B_1^2 \tag{2.9}$$

Thus, the power absorbed by the sample can be computed once the imaginary (absorption) component of the susceptibility is known. In the limiting case of weak oscillating fields, $\omega_1 T_1 T_2 \ll 1$:

\[\text{The assumption of circularly polarized oscillating fields is merely for mathematical simplicity. The commonly used linearly polarized oscillating fields in experiments can be thought of as two circularly polarized fields with the angular components rotating in opposite directions.}\]
\[ \chi'' = \frac{\gamma T_2}{1 + (\omega_0 - \omega_{ac})^2 T_2^2} M_0 \] (2.10)

and in the opposite limit of strong saturation, \( \omega_1^2 T_1 T_2 >> 1 \):

\[ \chi'' = \frac{1}{1 + (\omega_0 - \omega_{ac})^2 \left( \frac{T_2}{\sqrt{1 + \omega_1^2 T_1 T_2}} \right)^2} \] (2.11)

The absorbed power strongly peaks when \( \omega_{ac} = \omega_0 \), and this is the resonance condition in EPR. The absorption linewidths of the EPR signals are related to the transverse relaxation time \( T_2 \). However, if the sample is strongly inhomogeneous, the absorption lines will be artificially broadened by a distribution, usually Gaussian in nature. If this is the case, the measured linewidth does not represent the transverse relaxation time and we denote the measured linewidth as \( T_2^* \). It is related to the transverse relaxation time by the phase memory time \( T_m \) of a single spin by:

\[ \frac{1}{T_2} = \frac{1}{T_2^*} + \frac{1}{T_m}. \] (2.12)

On the other hand, if the sample is homogeneous and the linewidth is limited by the intrinsic \( T_2 \), the spectral absorption line has a Lorentzian lineshape.

In EPR, it is the power absorbed by the sample that is monitored in the experiment (Chapter 3). We have seen that the power absorbed is sensitive to the transverse components of magnetization only (Eqs 2.8 and 2.9). An important difference between conventional EPR and electrically detected EPR (also known as electrically detected magnetic resonance — EDMR) is that in the latter case, it is changes to the longitudinal component \( M_z \) that are measured instead. This will be addressed briefly in the following sections, and discussed more thoroughly in Chapters 4 and 5 for the case of EDMR of MOSFETs.

### 2.1.2 Spin Hamiltonian

The Hamiltonian for describing the spin of electrons (the spin Hamiltonian) is given by [78, 81, 79]:

\[ \mathcal{H}_S = \mathcal{H}_{Z\mathbf{E}} + \mathcal{H}_{HF} + \mathcal{H}_{SS} + \mathcal{H}_{SO} \] (2.13)

where the terms on the right hand side correspond to the Zeeman, hyperfine, spin-spin interaction, and spin-orbit interaction contributions, respectively.

The Zeeman term describes the interaction of spin with a magnetic field, and is given by:

\[ \mathcal{H}_{Z\mathbf{E}} = \left( \frac{\mu_B}{\hbar} \right) \mathbf{S} \cdot \mathbf{g} \cdot \mathbf{B} \] (2.14)
where $\mathbf{S}$ is the spin angular momentum operator for electrons in units of $\hbar$, and $\mathbf{B}$ the applied magnetic field. The Landé $g$-tensor, $\mathbf{g}$, is a consequence of spin-orbit coupling and can be accurately calculated for a given bandstructure. It is generally anisotropic in crystals, and hence a tensor. Since silicon has very weak spin-orbit coupling, the $g$-factor of electrons in silicon generally has $g \approx 2$. Both the value of $g$ and its anisotropy for conduction electrons in silicon MOSFETs will be discussed in Chapter 5.

The hyperfine interaction results from the interaction between the electronic spin and a nearby nuclear spin $\mathbf{I}$. If only one such nuclear spin is present, such as the case of singly occupied neutral donors, it is given by:

$$\mathcal{H}_{\text{HF}} = \mathbf{S} \cdot \mathbf{A} \cdot \mathbf{I} \quad (2.15)$$

where $\mathbf{A}$ is the hyperfine interaction tensor, and $\mathbf{I}$ the nuclear spin. For shallow donors in silicon, $\mathbf{A}$ is mostly isotropic due to the symmetry of the donor electron wave function, and this contribution is proportional to the wave function at the nuclear site: $A = \frac{2}{3} \frac{\mu_0}{\hbar} g_B g_n \mu_n |\psi(r_I)|^2$, where $\mu_0$ is the vacuum permeability, $g_n$ and $\mu_n$ the nuclear $g$-factor and the nuclear magneton, respectively [50, 72]. This contribution is also known as the Fermi contact hyperfine interaction. It is the tunability of $\mathbf{A}$ via $\psi$ that forms the basis of the hyperfine $A$-gate of the Kane quantum computer [19]. Different donor species have different hyperfine coupling strengths due to changes in the electronic wave function. This will be discussed in more detail when we examine the EPR spectra in Chapter 4.

The spin-spin interaction results from the influence of nearby (electron) spins. There are two types of spin-spin interactions that are of particular importance to donor qubits: the dipole-dipole coupling and exchange interaction. For two electrons 1 and 2, the dipolar term can be expressed as:

$$\mathcal{H}_{\text{SS},D} = \mathbf{S}_1 \cdot \mathbf{D} \cdot \mathbf{S}_2 \quad (2.16)$$

$$= \frac{1}{r_{12}^3} \frac{\mu_0}{4\pi \hbar} g^2 \mu_B^2 \left[ \mathbf{S}_1 \mathbf{S}_2 - \frac{3}{r_{12}^2} \mathbf{S}_1 \mathbf{r}_{12} \mathbf{S}_2 \mathbf{r}_{12} \right] \quad (2.17)$$

where $\mathbf{r}_{12}$ is the spatial separation of the two electrons with distance $r_{12}$. The exchange interaction is given by:

$$\mathcal{H}_{\text{SS},J} = \mathbf{S}_1 \cdot \mathbf{J} \cdot \mathbf{S}_2 \quad (2.18)$$

where $\mathbf{J}$ is the exchange integral given by the overlap of the spatial wave functions. While spin-spin interactions are dominant sources of decoherence, they can be exploited for multi-qubit interaction as originally proposed by Kane ($J$-coupling) [19] and de Sousa, Delgado and Sarma ($D$-coupling) [82].

Lastly, the spin-orbit coupling is given by:

$$\mathcal{H}_{\text{SO}} = \lambda \mathbf{L} \cdot \mathbf{S} \quad (2.19)$$
where $\lambda$ characterizes the strength of this interaction. There are two forms of contributions to this term \([33]\): (i) the Dresselhaus spin-orbit coupling (also called bulk-induced anisotropy), resulting from anisotropy in the crystal lattice \([34]\) and (ii) Rashba spin-orbit coupling (also called surface-induced anisotropy), resulting from spatial inhomogeneities of the potential landscape \([35]\). The Dresselhaus term does not contribute in silicon, as silicon has inversion symmetry in the crystal lattice. On the other hand, the Rashba term might be important for conduction electrons at the Si-SiO$_2$ interface in a MOSFET, due to the large electric fields present.

For shallow donors in silicon, the most important contributions are the Zeeman and hyperfine interactions. For the $S = 1/2$ electron and $I = 1/2$ donor nucleus with isotropic interactions and under an applied magnetic field of $\mathbf{B} = B\hat{z}$, the first-order spin Hamiltonian is given by:

$$
\mathcal{H}_d = \mathcal{H}_{Ze} + \mathcal{H}_{HF}
= \frac{g\mu_B}{2} B \sigma_S + \frac{A}{4} \sigma_S \cdot \sigma_I
$$

where the Zeeman interaction of the nucleus is omitted as it is three orders of magnitude smaller than the electron Zeeman term. We have also expressed the spin operators in terms of the Pauli matrices:

$$
\sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}
$$

as $\mathbf{S} = \frac{\hbar}{2} \sigma_S$ and $\mathbf{I} = \frac{\hbar}{2} \sigma_I$. This Hamiltonian can be expressed in terms of the basis set $|m_s\rangle \otimes |m_I\rangle = |m_Sm_I\rangle$. Using $\uparrow$ and $\downarrow$ to represent the $m_S = +\frac{1}{2}$ and $-\frac{1}{2}$ states, respectively, the eigenequation becomes:

$$
\begin{bmatrix}
\frac{g\mu_B}{2} B + \frac{1}{4} A & 0 & 0 & 0 \\
0 & \frac{g\mu_B}{2} B - \frac{1}{4} A & \frac{1}{4} A & 0 \\
0 & \frac{1}{4} A & -\frac{g\mu_B}{2} B - \frac{1}{4} A & 0 \\
0 & 0 & 0 & -\frac{g\mu_B}{2} B + \frac{1}{4} A
\end{bmatrix}
\begin{bmatrix}
|\uparrow\uparrow\rangle \\
|\uparrow\downarrow\rangle \\
|\downarrow\uparrow\rangle \\
|\downarrow\downarrow\rangle
\end{bmatrix}
= E
\begin{bmatrix}
|\uparrow\uparrow\rangle \\
|\uparrow\downarrow\rangle \\
|\downarrow\uparrow\rangle \\
|\downarrow\downarrow\rangle
\end{bmatrix}
$$

The eigenenergies of the system are found to be:

$$
E = \begin{cases}
\frac{g\mu_B}{2} B + \frac{1}{4} A \\ -\frac{1}{4} A + \sqrt{1 + \left(\frac{g\mu_B B}{A}\right)^2} \\ -\frac{1}{4} A - \sqrt{1 + \left(\frac{g\mu_B B}{A}\right)^2} \\ -\frac{g\mu_B}{2} B + \frac{1}{4} A
\end{cases}
$$
Fig. 2.1 shows the eigenenergies of the system as a function of magnetic field. Under the high field approximation \((g\mu_B B >> A)\), the eigenstates are well described by the basis states.

The allowed transitions under ac field excitation can be calculated by the inclusion of the time-varying field to the Zeeman interaction term \[7S \, 80]:

\[
\mathcal{H}_{ZE} = \left( \frac{\mu_B}{\hbar} \right) g \mathbf{S} \cdot \mathbf{B}_0 + \left( \frac{\mu_B}{\hbar} \right) g \mathbf{S} \cdot \mathbf{B}_1(t) \tag{2.24}
\]

where the transitions due to the second term can be computed using time-dependent perturbation theory. The transition rate per unit time from the unperturbed eigenstates due to the ac field is given by:

\[
\Gamma_{m_S m'_S} = \frac{1}{t} \omega_1^2 |\langle m'_S | S_x | m_S \rangle|^2 \delta(E_{m'_S} - E_{m_S} - \hbar\omega_{ac}) \tag{2.25}
\]

where \(E_{m'_S} - E_{m_S}\) is the energy separation of the Zeeman-split levels. Since \(S_x = \frac{1}{2}(S_+ + S_-)\),
the allowed EPR transitions are given by $\Delta m_S = \pm 1$ and $\Delta m_I = 0$. These transitions are shown as dashed lines in Fig. 2.1.

### 2.2 Spin-dependent transport in silicon

The study of the spin-dependence of charged carrier transport (i.e. spin-dependent transport) in silicon was first demonstrated by Maxwell and Honig [56]. They observed a spin-dependent photoconductivity in silicon at low temperatures and high magnetic fields\(^4\). These early measurements relied on studying the sample resistivity as the external magnetic field was varied. A leap from these early studies in gaining insights into the spin-dependent transport mechanisms came when the resistivity measurements were combined with the powerful spectroscopic technique of electron paramagnetic resonance (EPR), where spin transitions can be induced by microwave fields. Such electrical detection of electron spin resonance in silicon was first demonstrated by Lepine in 1972 [89], laying the foundations for the field of electrically detected magnetic resonance (EDMR). Since then, spin-dependent transport in numerous silicon systems and devices have been studied, including photoconductivity of crystalline silicon [90, 91, 92, 56, 75], irradiated silicon [93], amorphous silicon [94, 95], $p$-$n$ junctions [96, 97, 98] and field-effect transistors [99, 100, 101, 102, 103].

Most EDMR measurements in silicon focus on the spin-dependent transport mechanism of spin-dependent recombination (SDR), where paramagnetic defects mediate the electron-hole pair recombination process. Therefore, the term EDMR is almost synonymous with SDR in the literature. However, all charge transport processes — scattering, tunneling, trapping and recombination — have some spin dependencies associated with them. Before we discuss these spin-dependent mechanisms in more detail, we will first review two general frameworks that are used to understand and interpret spin-dependent transport phenomena measured by EDMR.

#### 2.2.1 Polarization models

The first type of spin-dependent transport models are called polarization models as they predict that the change in sample resistivity upon spin resonance is proportional to the polarization of the carriers (i.e. the fractional difference in the spin up and spin down populations):

$$p = \frac{n_\uparrow - n_\downarrow}{n_\uparrow + n_\downarrow} \tag{2.26}$$

In Lepine’s original paper on spin-dependent recombination in silicon, he used such a model to explain his EDMR measurements [89]: under the applied magnetic field $B$, param-

\(^4\)The change in photoconductivity was originally attributed to neutral impurity scattering [57]. It was later found to be due to spin-dependent trapping of doubly occupied donor states instead [88].
agagnetic defects (which act as recombination centers) and photo-induced carriers will achieve thermal equilibrium polarizations \( p_{d0} \) and \( p_{c0} \), respectively, resulting in a steady-state photocurrent. Assuming that carriers can only be captured by the recombination centers if the carrier-defect is in a singlet spin state, upon the resonance condition for either spin species, the thermal equilibrium polarization will be destroyed, i.e. \( p \to 0 \). Hence, the singlet content of the system increases, resulting in enhanced recombination and thus a lower steady-state photocurrent. In such a model, the fractional change in photoconductivity of the sample upon full saturation at resonance is given by:

\[
\frac{\Delta \sigma}{\sigma} \approx p_{d0}p_{c0}
\]  

(2.27)

With the experimental conditions used by Lepine (room temperature and \( B = 0.3 \) T), \( p_0 \approx g\mu_B B/k_B T \approx 10^{-3} \), and the expected change in photocurrent is thus \( \approx 10^{-6} \). However, subsequent studies found SDR-EDMR signal amplitudes in the order of \( \Delta \sigma/\sigma \approx 10^{-2} - 10^{-4} \), and it became clear that polarization models cannot explain the experimental observations in SDR-EDMR experiments. However, the polarization framework provides a good picture for understanding spin-dependent scattering (SDS) and spin-dependent tunneling (SDT) processes, as we will examine later in this chapter.

### 2.2.2 Spin-pair models

Kaplan, Solomon and Mott (KSM) proposed an alternative model to explain the SDR-EDMR signal amplitudes in 1978 [104]. The KSM model introduced the concept of local pairs such as donor-defect or donor-acceptor pairs. It is assumed that electron and holes are first captured by the defect pairs (e.g. electrons by donors and holes by acceptors), the pairs have to be in close proximity of each other allowing a weak exchange interaction and hence finite recombination. As before, singlet pairs are assumed to recombine much faster than triplet pairs. In this model the global carrier polarizations do not affect the recombination rates directly, as only the singlet and triplet populations of the local pairs do. Under thermal equilibrium conditions the singlet pairs are depleted as they recombine quickly after formation. Hence the triplet population is much higher than anticipated from simple thermal equilibrium polarization considerations. Upon resonance, triplet pairs can be converted to singlet pairs, and hence the steady-state current will decrease, as in Lepine’s model. In the KSM picture, \( \Delta \sigma/\sigma \approx 10^{-2} - 10^{-4} \) is easily obtainable and no magnetic field dependence has been found, in agreement with this model [96]. The KSM model has become central to the interpretation of SDR-EDMR experiments, especially in \( ^{31}\text{P}-P_h \) center recombination studies.
2.3 Spin-dependent transport mechanisms

As mentioned in the previous section, virtually all charge transport processes have associated spin dependences. We will briefly discuss these mechanisms in this section, keeping in mind that any one of them can potentially be used as a spin-readout mechanism if suitably implemented. As such, our discussion will focus on processes that pertain to shallow donors in particular. Some of these processes are shown schematically in Fig. 2.2.

![Diagram of spin-dependent transport mechanisms](image.png)

**Figure 2.2:** Spin-dependent transport mechanisms involving shallow donors in silicon.
2.3.1 Spin-dependent trapping

Spin-dependent charge trapping (Fig. 2.2(a)) was in fact one of the first spin-dependent transport phenomena studied in donor-doped silicon \cite{86,87,88}. The essential element is the presence of paramagnetic trap centers, for instance shallow donors at low temperature. Shallow donors at low temperature have two charged states: the neutral $D^0$ state with one bound electron and the doubly occupied $D^-$ state. The $D^0$ ground state has a binding energy of $E_b \approx 50\text{meV}$ in silicon, while the $D^-$ state only has a binding energy of $E_b \approx 1\text{-}2\text{meV}$. This shallow $D^-$ state only exists when the two bounded electrons are in a singlet configuration, while no bound triplet states exist (unless the magnetic field is very large). At sufficiently low temperatures, a $D^0$ state can capture a nearby conduction electron if the latter forms a singlet with the donor-bound electron. If the conduction electrons are completely polarized, e.g. under strong magnetic fields, this trapping mechanism by the $D^0$ state can be exploited for determining the original donor electron spin-state \cite{60}. The formation of the $D^-$ state can then be detected electrically due to increased Coulombic scattering centers in the system.

2.3.2 Spin-dependent tunneling

Spin-dependent tunneling (Fig. 2.2(b)) occurs under similar principles as spin-dependent trapping, but the electrons tunnel to localized paramagnetic states spin-dependently. The spin dependence of the tunneling probability is a result of spin Coulomb blockade. This was the central idea behind Kane’s original spin-state readout proposal \cite{19}, where a spin-dependent tunneling process between a control donor $D^0$ state can be used to read out a nearby target qubit $D^0$ state, again relying on the formation of $D^-$ state at the control site. This $D^-$ state can then be detected by a nearby charge-sensitive single electron transistor. Similar donor spin-state readout schemes involve the spin-dependent tunneling from donors to adjacent quantum dots \cite{59}, or in principle paramagnetic trap states \cite{105}. Spin-dependent tunneling has been very successfully used to perform spin-state readout in double quantum dot structures \cite{61,106,63,59}.

2.3.3 Spin-dependent recombination

Spin-dependent recombination (Fig. 2.2(c)-(d)) occurs when both electron and holes are present in the system, either photoexcited or in a $p$-$n$ junction. The recombination between electrons and holes pairs are greatly enhanced in the presence of mid-gap trap states, as shown by the Shockley-Read-Hall recombination theory \cite{107}. If these states are paramagnetic, then a spin-dependence will result as the capture rate is spin-dependent as in spin-dependent trapping \cite{108}. The SDR process is easily detectable in changes in the photoconductivity of the sample or the bias current of the $p$-$n$ junction, as the number of charged carriers collected by the contacts changes upon the resonance condition in an EDMR experiment \cite{96,90,91,92,97,98}. For shallow donors, great progress has been made towards
detecting the donor spin-state when defect centers such as $P_b$ centers are nearby \cite{56, 75, 109}. In this case, the photoexcited electrons are first captured by the donor to form a $D^0$ state. The $D^0$ electron-hole recombination is enhanced if the electron can first travel to a mid-gap defect state, such as the paramagnetic $P_b$ states. Again, the paramagnetic defect states will only accept donor electrons if they form a singlet pair. If this is the case, the recombination rate in the sample will be greatly enhanced. The KSM model is found to provide an exceptionally accurate description of the SDR processes.

2.3.4 Spin-dependent scattering

The above spin-dependent transport processes all rely on the spin-dependence of localized charge transfer. However, scattering events with paramagnetic centers by mobile carriers also have a spin-dependence, as the scattering rates $\Gamma$ depend on their relative spin states (Fig. 2.2(e)) \cite{99, 110}. This can be understood intuitively if we consider the two-electron real-space wave function for the scattering pair:

$$\Psi_{s/t}(r_1, r_2) = \frac{1}{\sqrt{2}} \left[ \psi_a(r_1) \psi_b(r_2) \pm \psi_a(r_2) \psi_b(r_1) \right] \chi_{s/t}$$

(2.28)

where the upper sign is for the singlet spin state $\chi_s$ and the lower sign for the triplet spin state $\chi_t$. $\psi_{a/b}$ are the individual real-space wave functions of the scattering pair, and $r_1, r_2$ the coordinates of the two electrons. The matrix element for the interaction between the two electrons depends strongly on the spatial overlap of the two-body wave function. For the case of $\Psi_s$, the real-space overlap is larger than $\Psi_t$ from symmetry considerations of Eq. 2.28 hence one would expect the singlet scattering cross section to be greater than the triplet scattering cross section, i.e. $\Sigma_s > \Sigma_t$. Therefore, if the singlet versus triplet content in the system is altered, a change in sample resistivity will result. A detailed calculation of the scattering cross sections between 2DEG electrons and neutral donors in a MOSFET can be found in Ref. 110.

Now we will show that the probability of singlet versus triplet scattering for the system can be expressed in terms of the spin density polarizations in the system, i.e. the mechanism is described by the polarization model. We will assume the paramagnetic scattering pair involved are neutral donors. The probabilities of conduction electrons of given spin states ($\uparrow$ or $\downarrow$) to undergo singlet or triplet scattering events with donors are:

$$P_s^{\uparrow/\downarrow} = \frac{1 \pm p_d}{4}$$

(2.29)

$$P_t^{\uparrow/\downarrow} = \frac{3 \pm p_d}{4}$$

(2.30)

where the upper sign is for spin up conduction electrons, and the lower sign for spin down conduction electrons. The conductivity of the sample can be decomposed into contributions from the spin up and spin down electrons, with momentum scattering times $\tau_{f1/1}$:
\[ \sigma = \sigma^\uparrow + \sigma^\downarrow = \frac{q^2}{m} \left( \tau_f n_{c\uparrow} + \tau_f n_{c\downarrow} \right) \]

\[ \quad = \frac{q^2}{m} \left[ (P_s^\dagger \tau_s + P_t^\dagger \tau_t)n_{c\uparrow} + (P_s^\dagger \tau_s + P_t^\dagger \tau_t)n_{c\downarrow} \right] \]

\[ \quad = \frac{q^2}{m} \left( \tau_s + 3\tau_t \right) \left[ 1 + \left( \frac{\tau_t - \tau_s}{\tau_s + 3\tau_t} \right) p_c p_d \right] n_c \]

therefore \( \Delta \sigma \propto p_c p_d \), and has the form of Lepine’s original polarization model. The scattering times \( \tau_s \) and \( \tau_t \) contain contributions from other scattering mechanisms as well, which are not necessarily spin-dependent. When this is the case, the conductivity change upon resonance will be less than that predicted by the above expression. While we use the scattering off neutral donors as an example, this process can occur for other paramagnetic species as well, such as \( P_b \) defects, or even electron-electron scattering within the 2DEG itself [III]. Since the electron polarizations are proportional to the magnitude of the magnetic fields, enhanced signals are expected at higher magnetic fields.

## 2.4 Silicon MOS systems at cryogenic temperatures

Since most of the work described in this thesis are measured with silicon MOSFETs, we will review some of the relevant physics related to these devices at cryogenic temperatures. The reader is referred to Ref. [112] for a comprehensive review. Applying a gate voltage \( V_g \) above the flat-band voltage \( V_{FB} \) to the gate electrode of the MOS device results in the lowering of the silicon surface potential at the Si-SiO\(_2\) interface. This creates a confinement potential for electrons in the direction normal to the surface (the \( \hat{z} \) direction) as shown in Fig. 2.3 and electrons accumulate close to the interface. The populations of the (\( \hat{z} \)-) quantized energy levels depend on the position of the Fermi level \( \epsilon_f \) and the Fermi-Dirac distribution. At room temperature, a large number of states have non-vanishing occupancy probabilities due to the relatively large thermal energy \( k_B T \) compared with the energy level splittings. At cryogenic temperatures when \( k_B T \) is much smaller than the energy splitting of the first excited state \( \epsilon_1 \) and ground state \( \epsilon_0 \), only the \( \epsilon_0 \) state will be occupied for low carrier concentrations (compared to the density-of-states). This situation is sometimes referred to as the quantum limit for the MOS system. The lowest-subband electron envelope wave function is well approximated by a variational wavefunction of the form [113]:

\[ \psi_0 = \sqrt{\frac{1}{2}} \left( \frac{3}{z_0} \right)^3 z e^{-\frac{3}{2} \frac{z}{z_0}} \]

where \( z_0 \) is the variational parameter which describes the average depth of the wave function, and \( z \) is the position into the substrate along the \( \hat{z} \) direction. \( z_0 \) is found by minimizing
the energy of electrons with respect to the kinetic energy, the potential energies due to interaction with other accumulated electrons and with depletion charges in the substrate, the image potential (due to the presence of the Si-SiO$_2$ interface) and exchange interaction. When substrate depletion charges, image potential and exchange interaction are ignored, an analytical expression for $z_0$ can be obtained $^{[114]}$:

$$z_0 = \left( \frac{9\epsilon_S \hbar^2}{4m^*q^2n_c} \right)^{\frac{1}{2}}$$

(2.33)

where $\epsilon_S = 11.9 \epsilon_0$ is the dielectric constant of silicon, $n_c$ the electron density, and $m^*$ the effective mass. This is a reasonable approximation for the devices we will study in the following chapters as the devices are accumulation-mode devices (no depletion charge), and we generally operate them with relatively low carrier concentrations. The wave function probability amplitudes and average positions for two different electron densities are shown in Fig. 2.4. It is clear that the charge centroid moves towards the Si-SiO$_2$ interface for higher carrier densities as expected.

A more detailed description of the energy levels of the MOS system needs to take the
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Figure 2.4: 2DEG electron envelope wave functions for two different electron densities: \( n_c = 5 \times 10^{10} / \text{cm}^2 \) (blue) and \( n_c = 5 \times 10^{11} / \text{cm}^2 \) (red), in a MOS device. The average positions of the charge distributions are indicated by the dashed lines.

...silicon band structure into account [115]. The six-fold degenerate conduction bands valleys are split for a gate-induced 2DEG system at the silicon (001) surface [112]. Electrons in the \( \pm z \)-valleys along the principal axis have energy levels determined by the longitudinal effective mass \( m_l = 0.916 m_0 \). States corresponding to the four in-plane \( \pm x - \) and \( y \)-valleys have their energy levels determined by the transverse effective masses \( m_t = 0.19 m_0 \). It is usually the difference in energy between these two set of valleys that correspond to \( \epsilon_1 \) and \( \epsilon_0 \) states, with the \( \epsilon_0 \) state corresponding to the \( \pm z \)-valley states. An additional complication is called valley splitting [112]. The valley splitting \( \Delta_v \) corresponds to the energy difference between the principal \( \pm z \)-valley states. This splitting aries from the abrupt Si-SiO\(_2\) interface, which admixes these two valley states and creates the splitting. \( \Delta_v \) can range from \( \approx 10^{-5} - 10^{-3} \text{eV} \), and is known to be very sensitive to the quality of the oxide interface. In our discussion of the results in the remainder of the thesis, we will assume no valley splitting is present.

With the assumption of \( \epsilon_1 - \epsilon_0 \gg kT \gg \Delta_v \), the conduction electrons behave as a two dimensional electron gas (2DEG). Two dimensional systems have a constant density of states given by:

\[
\rho_{2DEG} = n_v n_s \left( \frac{\pi}{2h^2 m^*} \right)
\]  
(2.34)
Figure 2.5: Schematics of electron distributions for ideal 2DEGs. (a) The constant density of states and Fermi distribution in thermal equilibrium for a 2DEG. (b) Lifting of the subband spin degeneracy by applying a magnetic field. (c) Non-thermal equilibrium distribution of electrons when the 2DEG is under spin excitation. Under full spin saturation, the difference in up and down Fermi energies is equal to the Zeeman splitting. The total electron concentration \( n_c = n_\uparrow + n_\downarrow \) is constant in all three cases.

where \( n_v \) and \( n_s \) are the valley and spin degeneracies, respectively. Since we assume the valley splitting to be insignificant, we use \( n_v = 2 \) for the \( \langle 001 \rangle \) surface \[112]. In the absence of a magnetic field, each valley is spin-degenerate and \( n_s = 2 \). The energy distribution of electrons obeys the Fermi-Dirac distribution, and this is illustrated in Fig. 2.5(a) under thermal equilibrium conditions. The spin-degenerate levels split under the application of a magnetic field due to the Zeeman interaction: then \( n_s = 1 \) and this situation is shown in Fig. 2.5(b). The spin-resolved density of states of the silicon (001) 2DEG is then equal to:

\[
\rho_{2DEG} \approx 1.6 \times 10^{13}/\text{cm}^3/\text{meV},
\]

When the electrons are subject to spin excitation or spin injection, the Fermi energies of the spin up and down electrons split as shown in Fig. 2.5(c). When the spin excitation is fully saturated, the splitting of Fermi levels will correspond to the Zeeman energy.

If the applied magnetic field is perpendicular to the plane of the 2DEG, additional complications due to Subnikov-de Hass (SdH) oscillations at low fields and Quantum Hall Effect (QHE) at high magnetic fields complicate the transport characteristics of the MOSFET \[112, 115\]. These effects originate from the quantization of the in-plane orbital motion of the conduction electrons into Landau levels. In this work, we restrict all measurements to an in-plane configuration, so that only the electron polarizations and not their orbital motions...
are affected.

The main contributions to the 2DEG electron scattering rate $\tau_f^{-1}$ at cryogenic temperatures can be conveniently expressed in terms of Matthiessen’s rule [116]:

$$\frac{1}{\tau_f} = \frac{1}{\tau_{SR}} + \frac{1}{\tau_{DF}} + \frac{1}{\tau_{ND}} + \frac{1}{\tau_{ee}}$$  (2.36)

Where the terms on the right hand side are surface roughness, defects, neutral donors, and electron-electron scattering. At first it might seem surprising that 2DEG electron-electron scattering can affect the 2DEG transport as momentum is conserved. However, an alteration of the momentum distribution due to electron-electron scattering can indirectly affect other inelastic scattering mechanisms as well, resulting in a change in sample conductivity. The dominant scattering mechanism at room temperature — phonon scattering — is negligible for $T < 20$ K.

The expression for the conductivity of a 2DEG is the same as the one obtained from the Drude model with the scattering time computed at the Fermi energy $\tau_f = \tau(\epsilon = \epsilon_f)$ [117]:

$$\sigma = \frac{q^2 \tau_f}{m^* n_c}$$  (2.37)

We note that while only electrons close to the Fermi surface can scatter, the total carrier concentration $n_c$ also appears in the expression. We can express this in a more intuitive way by taking the constant density-of-states into account [118]: $n_c = \rho_{2D} \epsilon_f = \rho_{2D}(\frac{1}{2}m^* v_f^2)$, and the 2DEG conductivity becomes:

$$\sigma = \frac{q^2 \tau_f}{2} v_f^2 \rho_{2DEG}.$$  (2.38)

Now we see that a higher carrier concentration contributes to a higher Fermi velocity and hence higher conductivity. The fact that the total carrier concentration $n_c$ appears in the conductivity justifies the use of spin density polarizations in the polarization models of spin-dependent transport for the 2DEG system.
Chapter 3

Experimental Techniques

The main experimental techniques used will be described in this chapter. First, we review the experimental apparatus needed for performing conventional electron paramagnetic resonance (EPR) experiments. We will then describe the modification of standard EPR for measuring spin-dependent transport in microscopic devices: the technique of electrically detected magnet resonance (EDMR). Such measurements were performed at X-band ($\approx 10$ GHz) and W-band ($\approx 100$ GHz). We will also discuss an effective way to suppress microwave rectification effects in EDMR by the implementation of a capacitive shunt. Lastly, the experimental setup for measuring transport spectroscopy of nano-scale devices at cryogenic temperatures will be described.

3.1 Electron Paramagnetic Resonance (EPR)

The spin degree of freedom of electrons can be accessed with EPR measurements. The theoretical basis of such measurements was covered in Chapter 2 and here we will sketch out the experimental apparatus needed to perform such experiments [81]. For a given magnetic (Zeeman) field $B_0$, the spin resonance condition is given by (neglecting hyperfine coupling and higher order terms):

$$hv = g\mu_B B_0$$  \hspace{1cm} (3.1)

For electrons with Landé $g$-factors of $g \approx 2$ and $B_0$ within 1-6 T, the photon frequency $\nu$ lies within the microwave frequency range. Hence, the oscillatory magnetic field component in spin resonance experiments is generally referred to as a microwave field $B_1$, and we will refer to its frequency as $\nu = f_{\mu w}$ for clarity. The basic elements for conventional continuous wave EPR (cw-EPR) spectroscopy is shown in Fig. 3.1 [119]. The sample is placed in a single-mode resonant microwave cavity, which in turn is located between the Helmholtz coils of an electromagnet. The microwave bridge sends the microwave down to the cavity, and the reflected microwave is detected by a Schottky diode. The signal is then fed into the
signal channel of the spectrometer for amplification and processing. The use of single-mode microwave cavities enhance $B_1$ by the loaded resonator Q-factors. For low temperature measurements, the microwave cavity and the sample are connected to a helium flow cryostat for cooling.

In cw-EPR measurements, the microwave power and frequency are fixed in each measurement. The microwave intensity reflected from the microwave cavity is monitored as the magnetic field is stepped, controlled by a field controller. The sample absorbs microwave when the condition given by Eq. 3.1 is satisfied, and this results in a resonance signal on the spectrometer. In order to improve the signal-to-noise ratio, a modulation technique is used during measurements. The magnetic field $B$ is superimposed with a small ac magnetic field $B_{mod}$, typically with modulation frequencies $f_{mod}$ in the 10-100 kHz range. The signal channel then only detects signals at $f_{mod}$. By carefully selecting the amplitude of $B_{mod}$ to be smaller than the linewidths of the resonance lines, the resultant spectra are the first derivative absorption spectra with respect to magnetic field.

Commercial EPR systems are classified into different frequency bands, and each frequency requires different resonators. X-band systems operate at $\approx 10$ GHz and have Zeeman fields of $\approx 0.35$ T for $g = 2$ electrons. The corresponding resonant microwave cavities are about 3 cm long, and have transverse dimensions of the order of $\approx 3$-5 mm, depending on the specific resonator type used. On the other hand, W-band systems operate at $\approx 100$ GHz and have Zeeman fields of $\approx 3.5$ T for $g = 2$ electrons. The smaller wavelength implies smaller

Figure 3.1: Schematics of the cw-EPR setup. The two solid black blocks on the lower left represent the electromagnets for generating the Zeeman field.
Figure 3.2: EPR spectra of Si:P measured in (a) X-band (9.44 GHz) and (b) W-band (94 GHz) at $T = 15$ K. The two sharp resonance signals separated by 4.2 mT are the hyperfine-split $^{31}$P donor signals. The signals around the center are due to clusters of $^{31}$P donors and paramagnetic defects at the silicon surface.

microwave resonators, as will be discussed in the following section. Our measurements were carried out in these two frequency bands. The EPR spectra for phosphorus-doped silicon (Si:P) measured in X- and W-bands are shown in Fig. 3.2, showing the large hyperfine-split resonance peaks and defects at the surface of the silicon crystal. A more detailed discussion of the resonance peaks will be discussed in Chapters 4 and 5.

Three different EPR systems were used in this work:

1. **Berkeley Innovative Electron Resonance Laboratory (BIERLab), LBNL**
   - Bruker ESP300E (X-band) with rectangular TE$_{102}$ resonator.

2. **Lyon Lab, Princeton University**
   - Bruker ElexSys E580l with MD5 cylindrical TE$_{011}$ resonator (X-band).

3. **Centre for Advanced Electron Resonance (CAESR), University of Oxford**
   - Bruker ElexSys E680 ERP spectrometer (X- and W-band) with MD5 cylindrical TE$_{011}$ resonator for X-band, and EN 600-1021H TE$_{011}$ pulsed ENDOR resonator for W-band.

These three systems are shown in Fig. 3.3. The initial X-band measurements were carried out at Princeton, while the data presented in the bulk of this thesis were obtained at LBNL. All W-band measurements were obtained at Oxford.

While EPR techniques are well-established and relatively easy to perform, there are severe limitations to the detection sensitivity due to the small Zeeman energy associated
with individual electronic spin states. For paramagnetic systems with $g \approx 2$ approximately $10^{10}$ spins are needed for Zeeman fields of $\approx 0.35$ T (X-band) even with the best detection diodes available. The detection sensitivity is improved at W-band due to the larger Zeeman field; however, a large ensemble of approximately $10^9$ spins is still required.

Before proceeding to the next section, it is helpful to remind ourselves of the relevant energy scales involved in the X- and W-band experiments; this is shown in Fig. 3.4.
Figure 3.4: Equivalent energy ($E$) of relevant physical parameters for the experiments described in this thesis: temperature ($T = E/k_B$), wavelength ($\lambda(\mu m) = E(eV)/1.24$), frequency ($\nu = E/h$) and Zeeman field ($B = E/g\mu_B$, with $g = 2$). Conditions for X-band ($\approx 10$ GHz) and W-band ($\approx 100$ GHz) experiments performed in this work are shown in red. Energies relevant to shallow donors in silicon, with binding energies $E \approx 40$ meV and hyperfine interaction $E \approx 400$ neV are shown in blue.
3.2 Electrically detected magnetic resonance (EDMR) with resonant microwave cavities

Electrically detected magnetic resonance (EDMR) is a modification of conventional EPR for enhanced detection sensitivity. It is also a versatile technique for studying the spin-dependent transport properties of electronic devices, as discussed in Chapter 2. Understanding these properties, such as the spin-to-charge conversion mechanisms and Landé g-factor, allows the elucidation of the microscopic environments seen by charged carriers and accessing the spin dynamics useful for spin-based quantum information processing. The fundamental operational principle of EDMR is that instead of monitoring the microwave absorbed by the sample on resonance as in conventional EPR, the change in the electrical transport characteristics of the device is measured. Since we are no longer limited by the small Zeeman energy and detection diode sensitivity, EDMR can achieve orders of magnitude higher sensitivity than conventional EPR, enabling the investigation of the spin dynamics in microscopic devices.

3.2.1 cw-EDMR experimental setup

The cw-EDMR experiments are performed under similar conditions as EPR, with the microwave power held constant and Zeeman field scanned. The sample is loaded into a microwave cavity and electrically connected by co-axial cables to the bias and detection circuitries to avoid cross-talks between the signal-carrying wires. Both constant voltage and constant current schemes can be used for biasing the device during the EDMR experiments. However, it was found that the constant current measurements provided slightly better signal-to-noise ratio in our setup, and is therefore used for most of the experiments.

A schematic of the basic EDMR setup used for the measurements at BIERLab is shown in Fig. 3.3. For the constant current bias scheme, the current source is built with resistor networks powered by 9 V batteries. Voltage sources for biasing the gate electrodes are also built with similar resistor networks and 9V battery sources. Care is taken to ensure proper shielding of the bias networks to minimize noise in the detection circuitry. The voltage drop across the device is then amplified by a low noise differential amplifier (FEMTO DLPVA-100FD). The amplified signal is then fed through a band pass filter (we use the pre-amplifier stage of a Princeton Applied Research 5210 dual-channel lock-in amplifier), set to the modulation frequency to reduce extraneous noise. A final low noise amplifier (FEMTO DLPVA-100FS) is used for impedance matching the output from the band-pass filter and the spectrometers signal channel input. The EDMR setups at Princeton and Oxford were similar, although different amplifiers were used at times.

\footnote{The author is deeply indebted to Professor Steve Lyon and his group at Princeton University, in particular Dr. Alexei Tyryshkin’s patient training and guidance, for the experimental techniques described in this section.}
Figure 3.5: Schematics of the cw-EDMR setup. The sample (illustrated as MOS-FET) is under DC bias with constant current. The differential source-drain voltage is first amplified by a low-noise amplifier (VA1), then band-pass filtered at the modulation frequency (BP), and a third amplifier (VA2) is used for impedance matching the signal to the EPR spectrometer’s signal channel for demodulation.

The modulation frequency $f_{\text{mod}}$ used in EDMR experiments are typically in the low kHz range. These relatively low frequencies are used to ensure that the measured signals are not attenuated by the parasitic $RC$ delay in the measurement set-up, where the wire capacitance is approximately 500 pF.

### 3.2.2 X- and W-band microwave resonators and EDMR chip layout

Since EDMR measurements are performed with resonant microwave cavities, the metallic content present in the cavity needs to be minimized to avoid excessive degradation of the cavity $Q$-factor. Therefore, EDMR devices are designed to have elongated layouts with large-area contact pads located far away from the microwave cavity. Electrical contacts are established from the active area to the large contact pads by patterned thin-film metallic electrodes, with thicknesses less than the microwave skin depths. Figs. 3.6(a)-(b) illustrate the placement of the EDMR devices in rectangular (BIERLab) and cylindrical (Princeton and Oxford) X-band resonators. These X-band microwave resonators have lengths of $\approx 3\text{ cm}$ and allow maximum sample widths of $\approx 5\text{ mm}$. The center of the cavity is where the magnetic component of the microwave field $B_1$ is the largest (and the electric field $E_1$ smallest), and hence the ideal position for the devices to be positioned at. Therefore, X-band EDMR chips are designed to have a width of 2 mm and length 25 mm, with the device located 1 mm away from one edge of the chip, as shown in Figs. 3.7(a) and (b). The loaded $Q$-factors of the resonators at 5 K are approximately 1000 for the rectangular resonator, and 6000 for the
Figure 3.6: Placement of EDMR chips into X-band (a) rectangular $\text{TE}_{102}$, (b) cylindrical $\text{TE}_{011}$, and (c) W-band cylindrical $\text{TE}_{011}$ microwave resonators. The electric $E_1$ and magnetic $B_1$ components of the microwave fields are also illustrated.

Figure 3.7: EDMR chip dimensions and layouts for (a) X- and (b) W-band microwave cavities. The bonding pads on the right hand side of the chips are either wirebonded or put into direct contact with printed circuit boards for electrical connection to the bias network.
cylindrical resonators.

W-band measurements\(^2\) were carried out with a cylindrical TE\(_{011}\) dielectric microwave resonator. This resonator has length \(\approx 1\) mm and diameter 0.8 mm. The EDMR chip placement in this small cavity is schematically illustrated in Fig. 3.6(c). The W-band EDMR chips are diced to widths of 0.5 – 0.7 mm and 15 mm in length, with the device again located 1 mm away from one edge of the chip, shown schematically in Fig. 3.7(b). In order to fit the small chips into the W-band microwave cavity, the chips are back-etched to reduce the substrate thickness to \(\approx 300\) \(\mu\)m. The loaded \(Q\)-factor of the W-band resonators with our devices at 5 K is typically around 600. More information regarding W-band EDMR sample preparation can be found in Appendix[C].

### 3.2.3 EDMR signal intensity

In order to compare the EDMR signals of different devices and bias conditions, an appropriate figure-of-merit needs to be defined. The natural choice would be the fractional change in sample resistivity on- and off-resonance:

\[
\text{EDMR signal intensity } \equiv \frac{\rho - \rho_0}{\rho_0} = \frac{\Delta \rho}{\rho_0} \tag{3.2}
\]

where \(\rho_0\) is the thermal equilibrium resistivity (off-resonance). When the sample is biased under constant current with a corresponding off-resonance voltage drop \(V_0\) across the device, then \(\Delta V/V_0 \approx \Delta \rho/\rho_0\). Since magnetic field modulation is used, the recorded (raw) EDMR signal is actually:

\[
\text{Raw EDMR signal } \propto \frac{\partial}{\partial B} \left( \frac{\Delta \rho}{\rho_0} \right) B_{\text{mod}} \tag{3.3}
\]

with \(B_{\text{mod}}\) being the modulation amplitude. The modulation amplitude is chosen to be smaller than the linewidth of the resonance signals for this definition of the EDMR signal to be meaningful. The recorded EDMR signal is integrated with respect to \(B\) to obtain the EDMR signal intensity \(\Delta \rho/\rho_0\), analogous to total absorption in conventional EPR:

\[
\frac{\Delta \rho}{\rho_0} = \int \frac{\partial}{\partial B} \left( \frac{\Delta \rho}{\rho_0} \right) dB \tag{3.4}
\]

When measuring MOSFET samples, the drain current (and hence drain voltage) is usually kept sufficiently low to ensure (i) the device is operating in the triode regime for a uniform 2DEG density, and (ii) no significant Joule heating of carriers will result. On the other hand, a larger bias voltage is desired as the detected signal amplitude is directly proportional to it. We typically use an electric field of 1.2 – 2.5 V/cm, which is a compromise taking the above considerations into account.

\(^2\)The W-band EDMR technique was developed in close collaboration with Volker Lang of the Quantum Spin Dynamics Group at the University of Oxford.
3.2.4 Microwave rectification effects

One problem often encountered with EDMR measurements are microwave-induced rectification effects, which can both adversely affect the bias conditions of the device and generate excessive noise in the EDMR measurements. These microwave-induced rectification effects are due to non-linear current-voltage $I-V$ characteristics of the devices. We will show that such rectification effects can be effectively suppressed by the incorporation of capacitive shunts to the devices, and results in over ten times improvement in signal-to-noise ratio in EDMR measurements.

![Figure 3.8](image)

Figure 3.8: (a) Circuit diagram representation of the high frequency voltage fluctuations induced on the MOSFET, where the non-ideal metal-silicon contacts are represented by diodes. A shunt capacitor $C_{shunt}$ across the device can suppress the high frequency voltage fluctuations and subsequent rectification effects. (b) Schematic of the implementation of the shunt capacitor with the MOSFETs. 1 $\mu$m thick silicon dioxide ($\text{SiO}_2$) and 100 nm aluminium layers were used to cover the device and metallic lines and contacts.

As described in the previous section, the active region of the device is placed in the microwave resonator where the magnetic component $B_1$ of the microwave field is at a maximum and electric component $E_1$ at a minimum (Fig. 3.6). However, voltage fluctuations can be inadvertently induced on the sample and the metallic wires inside the resonator. In the case of a MOSFET, these microwave-induced voltage fluctuations $v_{i,\mu w}$ ($i = \{s \text{ (source)}, d \text{ (drain)}, g \text{ (gate)}\}$) will be superimposed to the external bias $V_i$ of the device, as shown in Fig. 3.8(a). $v_{i,\mu w}$ can arise from magnetic induction of the current-loop consisting of the device and the biasing circuitry from the oscillatory $B_1$ field [123, 124], or the absorption of the $E_1$ field by the metallic electrodes in the resonant microwave cavity. The latter effect can be substantially larger than one might expect when considering the elec-
Figure 3.9: (a) Measured $I$-$V$ characteristics of a MOSFET in the TE$_{102}$ microwave resonator with the microwave off (solid, red traces) and set to the maximum of 200 mW (dashed, blue traces) without the capacitive shunt. (b) Measured $I$-$V$ characteristics of an identical MOSFET but with the shunt capacitor added, with identical bias conditions to (a). The gate voltage $V_g$ is adjusted from 350 mV to 750 mV, in increments of 50 mV for both plots. All measurements were performed at $T = 4.8\ K$.

The electric field distribution in an ideal cavity, as the tangential fields on the surface of a dielectric sample (e.g., the silicon chip) can be enhanced substantially when loaded into a microwave resonator [125]. In addition, the long metallic lines can also form a microstrip-like resonator and enhance the local field strengths at the device [102]. If the sample has perfectly linear (ohmic) current-voltage $I$-$V$ characteristics, these high frequency voltage fluctuations will be canceled out in subsequent time averaged measurements. On the other hand, if the sample exhibits non-linear $I$-$V$ characteristics, the voltage fluctuations will be rectified and result in offsets in time-averaged measurements. In the case of MOSFETs, in addition to the inherent non-linearity in the $I$-$V$ behavior, non ideal metal-semiconductor contacts (especially at cryogenic temperatures) will also contribute to the overall non-linear behavior. However, if a large capacitive shunt can be implemented close to the active region of the device as shown in Fig. 3.8 (b), the high frequency voltage fluctuations and hence the rectification effects should be suppressed.

To implement devices with shunt capacitors, $1\mu$m thick SiO$_2$ and $100\text{nm}$ thick aluminum were deposited over the metal lines and covering the MOSFETs themselves, as shown in Fig. 3.8 (b). The data presented here are from devices with channel lengths of $80\ \mu$m and widths $5\mu$m, and measured at $\theta = 90^\circ$, where $\theta$ is the angle between the normal of the silicon
chip and the applied magnetic field $B$. Fig. 3.9(a) shows the $I$-$V$ characteristics of a MOSFET without the shunt capacitor. The $I$-$V$ traces were first recorded with the microwave turned off and then recorded again with the microwave power set to the maximum of 200 mW. Under maximum microwave power, significant microwave-induced rectification is observed as evident by the large offset currents. The same $I$-$V$ measurement was performed on an identical device but with a capacitive shunt, and the results are shown in Fig. 3.9(b). The $I$-$V$ characteristics of the shunted device look essentially identical regardless of the microwave power applied, proving the effectiveness of the shunt capacitor. We have checked that the inclusion of the thin shunt layer has no effect on the cavity $Q$-factor ($\approx 1300$), ensuring that the same microwave power is delivered to the device.

The use of the shunt capacitor is only beneficial for EDMR experiments if the additional metallic layer does not block the microwave coupled to the active area of the device. In Fig. 3.10 we show the measured EDMR signal from the shunted and unshunted devices under identical data acquisition and measurement conditions. The resonance signals observed originate from the conduction electrons in the channel of the MOSFETs, and details of the EDMR mechanisms in MOSFETs are discussed in Chapter 4. The shunted device exhibits
a 15 times enhancement in signal-to-noise ratio over the unshunted device, and proves that
the the microwave $B_1$ field is still effectively coupled into the device.

We have also measured the rectification effects with $\theta = 0^\circ$, where the normal of the silicon chip is aligned with the applied magnetic field. A more pronounced microwave rectification behavior with $\approx 10\%$ increase in offset currents was observed for the unshunted device in this configuration. However, for the shunted device, the $I$-$V$ and EDMR characteristics remain similar to the $\theta = 90^\circ$ case. The shunts were also tested in the W-band setup, and they exhibit similar effectiveness in suppressing rectification and EDMR noise [126].

While we demonstrated the suppression of the microwave rectification effects with a MOSFET, the use of the shunt capacitor is generally applicable to other EDMR measurements if the device exhibit non-linear $I$-$V$ characteristics. One of the most common EDMR experiments involves spin-dependent recombination of photo-excited carriers, and in this case having a metallic shunt layer over the device will obstruct the illumination needed for photo-carrier generation. We have tested MOSFET EDMR samples with the metallic shunt layer covering the metal lines only and terminating $\approx 10 \mu$m away from the active region of the MOSFET, and have found this design to be equally effective in suppressing microwave-induced rectification in X-band systems. All EDMR measurements presented in the rest of this thesis are from devices with the microwave shunt implemented.

### 3.3 Transport spectroscopy

The EDMR measurements of micron-scale MOSFETs (Chapters[15]) were performed with the devices biased above threshold in the drift-diffusion regime. However, quantum transport phenomena such as Coulomb blockade, resonant tunneling and quantized conductance can occur for nanoscopic devices with few donors in the active channel when biased in the subthreshold regime. A sensitive transport measurement scheme must thus be setup to properly characterize these devices and understand the microscopic environment and conduction pathways. Such measurements are called transport spectroscopy measurements due to the occurrence of resonance features in the transport measurements. In the transport spectroscopy experiment of MOSFETs, the gate and drain voltages are carefully scanned and the small-signal conductance $g_d = \frac{\partial I_d}{\partial V_d}$ through the device measured. The conductance is usually measured with a lock-in technique to improve signal-to-noise ratio. Since the co-axial cables used for such measurements typically have capacitances of $C_{wire} \approx 200\, \text{pF/m}$ (RG-174 co-axial cable or Lakeshore CC-SS low thermal conductivity co-axial cables), the lock-in measurements are performed at a low frequency $f_{mod} \lesssim 100\, \text{Hz}$ as the resistances associated with the devices are typically in the $\text{M}\Omega$ range or higher.

The basic setup for our transport spectroscopy measurements is shown in Fig[3.11]. The voltage sources were taken from the auxiliary outputs of a Stanford Research 830 lock-in amplifier. The modulation signal reference is added to the dc bias to the drain terminal of the device with a voltage adder (battery powered with National Semiconductor LM741 oper-
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Figure 3.11: Experimental setup for transport spectroscopy measurements. The device illustrated is a triple-gate finFET, which will be described in more detail in Chapter 7.

The source terminal of the device is connected to the current preamplifier of the lock-in amplifier. The measured current through the device is then demodulated to give the conductance of the device. Since the auxiliary outputs typically have offset voltages of a few mV, which becomes particularly problematic for sensitive measurements for the drain biases, a 100:1 voltage divider is inserted in series to the drain terminal. The voltage divider also helps to reduce the ac excitation amplitude to < 100 μV, which is needed for resolving fine resonance features and to avoid heating of the carriers.

The devices were mounted on 24-pin ceramic chip carriers with an adhesive that provided good stability with thermal cycles (Dow Chemical Cyclotene electronics resin), and at the same time can be easily removed in a solvent. Aluminium wirebonds were used for connecting the device to the pads of the chip carriers. 4.2 K measurements were performed with a home-built dip-stick. The chip carriers were mounted on the dip-stick and submerged in liquid helium with standard liquid helium dewars. Lower temperature measurements were performed with a Janis Research Helium-3 cryostat at ALS beamline 1.4, LBNL. This cryostat was originally designed for infra-red measurements at the beamline. The optical access windows were closed for the transport measurements in order to lower the operational base temperature and increase hold time. This cryostat is shown in Fig. 3.12.

Helium-3 cryostats operate on the principle of thermal cooling induced by evaporation.
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Figure 3.12: The Helium-3 cryostat used for transport spectroscopy measurements at beamline 1.4, ALS (LBNL). (a) The cryostat after refilling the liquid nitrogen reservoir. The cold sample insert is located inside the rectangular compartment near the bottom of the picture. (b) Sample insert with thermal shields removed.

of condensed $^3$He. The sample stage (cold stage) is thermally anchored to the He-3 pot, a compartment where condensed $^3$He resides. The He-3 pot is in turn connected to a charcoal pump, where gaseous $^3$He can be absorbed into the charcoal. The He-3 pot and the charcoal pump forms the closed system of the $^3$He insert. The charcoal pump is in thermal contact to a small reservoir of $^4$He (the 1K pot) on top, and the $^3$He in the closed system remains in a gas phase when warm. When liquid $^4$He is filled into the 1K pot, reducing the vapor pressure by pumping on the 1K pot can super cool the $^4$He from 4.2K (atmospheric pressure) to $\approx 1.3$K. This lower temperature in turn condenses the gaseous $^3$He in the charcoal pump, and liquid $^3$He accumulates in the He-3 pot ($T = 3.2$K at atmospheric pressure). The condensed liquid $^3$He can then be pumped by means of heating the charcoal pump to $4 - 40$K, which brings the $^3$He liquid to its base temperature of about 300 mK. The cold stage is then cooled to the base temperature through the thermal anchors. The He-3 pot and cold stage will warm up when all the liquid $^3$He has evaporated into the charcoal pump, and then the charcoal pump
needs to be turned off and the cooling cycle is repeated.

To ensure the sample reaches the base temperature, care must be taken when thermally anchoring the sample to the cold stage, and the stage must be very well thermally isolated otherwise. Phosphor bronze wires with low thermal conductivity are used to electrically connect the sample to room-temperature electronics. The phosphor bronze wires are thermally anchored to the liquid helium reservoirs to reduce heat transfer from room temperature to the cold stage. Typical hold-time at base temperature is about 8 hours for this system. The cool-down cycle from room temperature to condensing the $^3$He in the He-3 pot takes three to four days, with constant adjustment to the 1K pot needle valve to avoid mechanical freeze up. The outer liquid nitrogen and helium shields for thermal isolation also need to be refilled daily while operating, and it typically consumes about $\approx 50 \text{ L}$ of liquid helium a day. As opposed to top-loaded cryostats, the Helium-3 system used in this work requires warming up of the entire cryostat before the sample can be removed and replaced. Hence, only selected samples showing promising transport characteristics when screened with the liquid helium dip-stick are measured in the Helium-3 system.
Chapter 4

Spin-dependent Transport in Silicon MOSFETs

In principle, the interaction between conduction electrons and embedded donor atoms in the channel of a silicon MOSFET can be exploited for constructing a donor spin-state readout device, thus fulfilling one of the DiVincenzo criterion towards a donor-based quantum computer architecture \[57\]. In this chapter, we will investigate the nature of this interaction in detail. The central question we would like to address is: what causes the change in the MOSFET resistivity when the donor electron spins are flipped? We address this question by examining such interactions in micron-scale donor-doped MOSFETs using EDMR\[1\]. These MOSFETs were specifically designed to have a low donor concentration in the channel which enables clear identification of the 2DEG and donor contributions to the resonance signals. Zeeman field scaling of the EDMR signals provides additional clues to the underlying spin-dependent transport mechanism. We discuss our results in terms of bolometric heating, spin-dependent scattering, and a polarization transfer from the donor to the 2DEG spin systems.

4.1 Silicon MOSFETs for EDMR

The silicon MOSFETs used for spin-dependent transport studies require some special consideration. While issues such as microwave rectification effects in resonant microwave cavities and EDMR-compatible chip layouts were discussed in Chapter \[3\], we will discuss additional device design constraints in this section. We will also outline the device fabrication process flow and typical current-voltage (I-V) characteristics of these MOSFETs operating at cryogenic temperatures.

\[1\] The potential and strategies for miniaturization of similar MOSFETs to the single dopant regime will be addressed in Chapter \[7\].
4.1.1 Sample design considerations

Channel dopants Heavy p-type substrates, such as those used for building conventional NMOS devices are not desirable for our measurements as the high acceptor concentration may ionize the donors residing in the channels of the MOSFETs. On the other hand, while bulk-doped n-type substrates provide neutral donors in the channel, the excessive background dopants also create dubious signals in resonant microwave cavity based EDMR measurements (see Appendix A (aFET1)). Instead, low dosage donor implantations ($\approx 2 \times 10^{11}/\text{cm}^2$) were used for donor placement into the MOSFET channels. The effect of donor distribution on the EDMR signals will be discussed in Chapter 5.

Substrates One of most the attractive aspects of using silicon as a host material for spin-based computation schemes is the availability of nuclear spin-free substrates via isotope purification. It is well known that donors in isotopically purified $^{28}\text{Si}$ substrates have much longer spin coherence times than their natural silicon counterparts from bulk-based EPR measurements. However, it is not clear whether these advantages remain for donors interacting with a 2DEG in MOSFETs, as decoherence originating from this interaction or other near-surface noise sources play a much larger role. Therefore, both types of substrates were used in this work: natural silicon and 99.95% isotopically purified $^{28}\text{Si}$.

The natural Si wafers (FZ-Si) used were grown by the float zone technique and typically had room temperature resistivities exceeding $10,000 \, \Omega \, \text{cm}$, corresponding to residual impurities less than $10^{13} \, \text{cm}^{-3}$. Both n-type and p-type substrates were used in this work, but due to the low background concentration, these substrates are essentially considered to be intrinsic.

The $^{28}\text{Si}$ substrates (28-Si) consisted of $\approx 1\mu\text{m}$ thick $^{28}\text{Si}$ grown epitaxially on top of high resistivity natural silicon handle wafers. While the handle wafers were nominally undoped, the epitaxially $^{28}\text{Si}$ layers were background doped with $3 \times 10^{16} \, \text{cm}^{-3}$ of $^{31}\text{P}$ donors. High thermal budget steps in the fabrication process caused the $^{31}\text{P}$ donors to redistribute close to the surface. Since conduction electrons only flow within $\approx 10 \, \text{nm}$ from the Si-SiO$_2$ interface of the MOSFETs, the natural silicon handle wafer does not affect the behavior of the device.

$n+$ doping The source-drain regions of a MOSFET are formed by degenerately doping the silicon above the metal-insulator transition. A high doping concentration is critical for the formation of reliable and low resistivity ohmic contacts to the metal layers. We found that a drive-in diffusion process using phosphosilicate glass (PSG) provided reliable ohmic contacts for the cryogenic measurements. The peak $^{31}\text{P}$ concentration from this process was about $5 \times 10^{19}/\text{cm}^3$ at the silicon surface as determined by secondary ion mass spectroscopy.
4.1.2 Device fabrication

An outline of the process flow used for fabricating the micron-scale silicon MOSFETs is described in this section. A detailed step-by-step process flow can be found in Appendix B (aFET6).

1. Field oxide growth and active area definition
   The field oxide was first grown on 4” wafers with a wet oxidation process. The active regions (MOSFET channel and source-drain regions) were subsequently defined by optical lithography and patterned by wet etch in diluted HF solution.

2. Donor implantation and gate stack
   5 nm screening oxide was grown over the exposed active regions. The wafers then received a shallow donor implantation (either $^{75}\text{As}$ or $^{121}\text{Sb}$) to dope the channel regions. The screening oxide was then removed by a dilute HF etch, and dry oxidation was carried out to grow the 20 nm thick gate oxide. 300 nm in situ phosphorus doped polycrystalline silicon was then deposited and patterned to form the gate electrode.

3. Source-drain dopant diffusion
   Another HF dip was used to remove the oxide over the source-drain regions. PSG was then deposited over the wafers. A high temperature anneal step was then carried out to drive-in the phosphorous from the PSG layer into the silicon substrates to form the heavily doped $n+$ regions.

4. Metallization and shunt layers
   After opening of contact windows through the PSG layer, aluminum was sputter deposited and subsequently patterned. Forming gas anneal was then carried out to form ohmic contacts to the $n+$ source-drain regions and passivate dangling bonds at the Si-SiO$_2$ interface. Silicon dioxide was then deposited by plasma-enhanced chemical vapor deposition, then followed by the sputter deposition of aluminum to form the capacitive shunt. The wafers were then diced into elongated chips for EDMR measurements as described in Chapter 3.

4.1.3 Device $I$-$V$ characteristics

The completed devices were first tested at room temperature on a probe station for screening. Significant source-to-drain leakage through the substrate is usually found at room temperature due to the lack of junction isolation. However, once the devices were cooled below the freeze-out temperature, the leakage was eliminated. Figs. 4.1 and 4.2 show representative $I$-$V$ characteristics of these donor-doped MOSFETs operating at $T = 4.6\,\text{K}$. This device was channel implanted with $^{121}\text{Sb}$ at 60 keV and at a dose of $2 \times 10^{11}\text{cm}^{-2}$ (FZ-Si,$^{121}\text{Sb}$).

The devices typically have threshold voltages of $V_t = 0.25 - 0.30\,\text{V}$ at $T = 4 - 5\,\text{K}$, and the field-effect mobility $\mu$ varies from 5,000 cm$^2$/V-s to 20,000 cm$^2$/V-s, depending on the
Figure 4.1: \( I-V \) characteristics for a MOSFET with \( l = 160 \, \mu \text{m} \) and \( w = 10 \, \mu \text{m} \) measured at \( T = 4.6 \, \text{K} \). \( V_g = 500 \, \text{mV} \) to \( 200 \, \text{mV} \) from top to bottom, in \(-50 \, \text{mV}\) steps.

Figure 4.2: Gate transfer characteristics of a MOSFET with \( l = 160 \, \mu \text{m} \) and \( w = 10 \, \mu \text{m} \) with \( V_d = 10 \, \text{mV} \) and measured at \( T = 4.6 \, \text{K} \). The extracted threshold voltage is \( V_t = 0.26 \, \text{V} \).
donor concentrations under the channel. All EDMR measurements were carried out with an in-plane magnetic field ($\theta = 90^\circ$, $\hat{n} \perp B$), and no change in device $I$-$V$ characteristics were found up to $\approx 3.5$ T, where the W-band EDMR experiments were made.

### 4.2 EDMR of donor-doped MOSFETs at X- and W-band

We performed EDMR experiments with the MOSFETs as described in Chapter 3 to study the spin-dependent transport process in such devices. We will first examine the EDMR spectra obtained at X-band in detail in order to understand the spectroscopic features and power saturation. These X-band data are then compared to the higher magnetic field measurements performed at W-band, which gives us clues regarding the mechanism behind such spin-dependent transport phenomena observed in silicon MOSFETs.

#### 4.2.1 EDMR spectra

Fig. 4.3 shows the X-band EDMR spectra of three different MOSFETs, each doped with a different shallow donor species in the channel. The raw signals are normalized for easy comparison of the spectroscopic features. The top (green) trace in Fig. 4.3 is from a device built on 28-Si substrate, with neutral $^{31}$P donors coming from the background doped epitaxial layer (28-Si:$^{31}$P). The middle (red) trace is from a device built on FZ-Si that received a channel implantation of $^{75}$As donors at an energy of 50 keV with a dose of $2 \times 10^{11}$/cm$^2$ (FZ-Si:$^{75}$As). The bottom (blue) trace is from a device also built on FZ-Si but received a channel implantation of $^{121}$Sb donors at an energy of 60 keV with a dose of $2 \times 10^{11}$/cm$^2$ (FZ-Si:$^{121}$Sb).

In all three traces, the large center line has a $g$-factor of $g_{2DEG} = 1.9999$ and is assigned to the 2DEG, in agreement to EPR measurements of large-area MOSFETs [24, 76]. The satellite peaks on both sides around the 2DEG signal corresponds to neutral donor electron resonances. These donor peaks have a center-of-gravity $g$-factor of $g_d = 1.9987$ [72]. The number of peaks are determined by the nuclear spin of the donor species, and their spacing is determined by the hyperfine coupling strength between the donor electron and the donor nucleus. Table 4.1 lists the nuclear spins and isotropic contact hyperfine coupling strengths for the common donors in silicon [72].

The spectra shown in Fig. 4.3 clearly demonstrate that EDMR of silicon MOSFETs is a sensitive technique for detecting and identifying dopant species in microscopic devices. In earlier generations of devices where the oxide quality was poor, the EDMR measurements also revealed the presence of paramagnetic defects such as $P_b$ centers (Appendix A.aFET2)). These defect signals were not observed in the devices upon which our discussions in the next sections are based.
Figure 4.3: X-band EDMR spectra with different channel implants: $^{31}\text{P}$, $^{75}\text{As}$, and $^{121}\text{Sb}$. All devices have dimensions $l = 160 \mu\text{m}$ and $w = 10 \mu\text{m}$. The measurements were performed at $T = 5 \text{K}$ with $f_{\mu w} = 9.44 \text{ GHz}$ and $P_{\mu w} = 200 \text{ mW}$.

<table>
<thead>
<tr>
<th>Donor</th>
<th>$I$</th>
<th>$A$ (mT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{31}\text{P}$</td>
<td>$1/2$</td>
<td>$4.2$</td>
</tr>
<tr>
<td>$^{75}\text{As}$</td>
<td>$3/2$</td>
<td>$7.1$</td>
</tr>
<tr>
<td>$^{121}\text{Sb}$</td>
<td>$5/2$</td>
<td>$6.7$</td>
</tr>
<tr>
<td>$^{123}\text{Sb}$</td>
<td>$7/2$</td>
<td>$3.6$</td>
</tr>
</tbody>
</table>

Table 4.1: Nuclear spin $I$ and hyperfine coupling constants $A$ of shallow donors in silicon.

### 4.2.2 Saturation of spin transition

In an EDMR experiment, spin transitions are induced when the resonance condition for the particular electron species is met. As described in Chapter 3, the metric we use to evaluate the strength of a given resonance signals is:

$$\text{EDMR signal intensity} \equiv \frac{\Delta \rho}{\rho_0} = \int \frac{\partial}{\partial B} \left( \frac{\Delta \rho}{\rho_0} \right) dB$$  \hspace{1cm} (4.1)
where $\rho_0$ is the off-resonance sample resistivity, and $\Delta \rho = \rho(p) - \rho_0(p_0)$: the change in sample resistivity when the polarization is perturbed from its equilibrium value $p_0$ to $p$ on resonance. The magnitude of $\Delta \rho$ depends on the level of saturation of the spin transition. The expected polarization due to resonance absorption can be deduced from the Bloch equations (Chapter 2) as $p \propto M_z$:

$$
p = \frac{n_\uparrow - n_\downarrow}{n_\uparrow + n_\downarrow} = p_0 \left[ \frac{1 + \gamma^2 T_2^2 (B_0 - B)^2}{1 + \gamma^2 T_2^2 (B_0 - B)^2 + \gamma B_1^2 T_1 T_2} \right] \left[ \frac{1 + \gamma^2 T_2^2 (B_0 - B)^2}{1 + \gamma^2 T_2^2 (B_0 - B)^2 + \alpha P_{\mu w} \gamma^2 T_1 T_2} \right]
$$

where the microwave power is $P_{\mu w} = \alpha B_1^2$ and $\alpha$ is a proportionality constant. A meaningful comparison of different EDMR signal intensities can only be made if the polarizations are equal. This is most easily achieved by ensuring the measurements are performed in full saturation, i.e. $\alpha P_{\mu w} \gg \gamma^2 T_1 T_2$ and $p \rightarrow 0$. When the microwave power is low, the induced spin-flip rate is small compared with the natural relaxation rates, and hence only a small perturbation to the electron polarization is expected. When the microwave power is sufficiently high such that induced spin state transitions occur at a much faster rate then
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Figure 4.4: X-band power dependence of the 2DEG (solid circles) and $^{31}$P (open triangles) EDMR signal intensities from a 28-Si:$^{31}$P device with $l = 160 \mu m$ and $w = 10 \mu m$ at $T = 4.6 K$. $V_g = 275$ (blue), 375(red) and 475(green)mV. $V_d = 20mV$ for all measurements.
the natural relaxation rates, the spin up and spin down populations will become equal and saturation will be reached.

Fig. 4.4 shows the microwave power dependence of the EDMR signal intensity for a 28-Si:P device, under three different gate bias conditions. The maximum microwave power available in this system is 200 mW (Bruker ESP300E with rectangular microwave cavity and loaded Q-factor of \( \approx 1300 \)). In all cases, the resonance signals are nearly completely saturated at the highest available microwave power. The lines represent best-fits to the data assuming a polarization transfer model with \( \Delta \rho \propto p_c^2 \), as will be discussed in more detail later. In summary, comparison of EDMR signal intensities are only made when the spin transitions are fully saturated \((p \to 0)\) and the EDMR signal intensities maximized.

### 4.2.3 Calibrated X-band EDMR spectrum

![X-band EDMR spectrum](image)

Figure 4.5: EDMR spectra obtained in X-band with \( f_{\mu w} = 9.7 \) GHz and \( T = 5 \) K. The 2DEG, phosphorus (P) and arsenic (As) resonances are indicated along the trace. Sections of the EDMR spectrum containing the \( ^{75}\)As signals are magnified by 10\( \times \) and offset for clarity. \( V_g = 0.3 \) V and \( V_d = 40 \) mV.

Keeping the basic interpretation of the EDMR measurements discussed in the previous sections in mind, we can now examine the spectra in greater detail. Fig. 4.5 shows the EDMR spectrum of a device built on a 28-Si substrate, again background doped with \(^{31}\)P but in addition received a channel implant of \(^{75}\)As (28-Si:P+\(^{75}\)As). The device actually has a triple-gate geometry, which we will discuss in detail in Chapter 6. For these measurements, all three gates are biased together and the device can be considered as a simple three-terminal MOSFET. The spectra clearly shows the large 2DEG signal at the center, the two \(^{31}\)P donor signals separated by 4.2 mT centered around the 2DEG signal, and the four hyperfine-split \(^{75}\)As peaks further out. The relative ratio between the \(^{31}\)P and \(^{75}\)As signal intensities is consistent with the number of hyperfine-split resonance lines and the total number of dopants.
under the channel, as confirmed by secondary ion mass spectroscopy (SIMS). More details of dopant distribution in the channel will be discussed in Chapter 5.

We should pay attention to two additional details. First, the 2DEG signal intensity is considerably larger than the donor signal intensities, even when combined. Second, the resistivity decreases on resonance, i.e. \( \Delta \rho < 0 \). These observations will be important in understanding the underlying spin-dependent transport mechanism and will be addressed in the next few sections. However, we will first examine the effect on the EDMR signals with Zeeman field scaling to W-band.

### 4.2.4 Calibrated W-band EDMR spectrum

![Graph showing EDMR spectra with magnetic field (T) on the x-axis and magnetic field derivative on the y-axis.](image)

Figure 4.6: EDMR spectra obtained in W-band with \( f_{\mu w} = 94 \text{ GHz} \) and \( T = 5 \text{ K} \). The 2DEG, phosphorus (P) and arsenic (As) resonances are indicated along the trace. Sections of the EDMR spectra are magnified by 10× and offset for clarity. \( V_g = 0.3 \text{ V} \) and \( V_d = 40 \text{ mV} \).

The donor EDMR signal intensities observed in X-band were typically in the order of \( \Delta \rho / \rho_0 \sim 10^{-6} - 10^{-5} \). An increase in these signal intensities are highly desired in terms of the practicality of constructing a spin-state readout device using such a measurement scheme. One approach to enhance the resonance signals is to increase the Zeeman field: as the magnetic field is increased, so will the polarization of electrons in the system. Hence, a larger contrast on and off the resonance condition is expected. We note that this argument holds true only for mechanisms where the polarization models are valid. If spin-pair based mechanisms are the dominating spin-dependent transport processes, the resonance signals should have no magnetic field dependence to first order.

\[ \text{This was done by checking the phase of the lock-in signal carefully by Alexei Tyryshkin with the setup at Princeton University.} \]
Figure 4.7: Microwave power dependence of the 2DEG (green circles) and $^{31}$P (blue triangles) EDMR signal intensities measured in X- and W-band. $^{75}$As signals have similar power dependences and are not shown. $V_g = 0.3$ V in all measurements.

Fig. 4.6 shows a representative EDMR spectrum measured in W-band ($f_{\mu w} = 94$ GHz, $B \approx 3.4$ T) with the same device whose X-band EDMR spectrum was discussed in the previous section (Fig. 4.5). The measurements were made under identical bias conditions. The same three groups of resonance lines are seen in the W-band spectrum centered now at the high field of 3.358 T. The field position of the 2DEG relative to the phosphorus center-of-gravity amounts to

$$\Delta B = \frac{hf_{\mu w}}{\mu_B} \left( \frac{1}{g_{2DEG}} - \frac{1}{g_P} \right) = -2.1 \text{ mT}$$

(4.3) hence the 2DEG coincides with the low-field $^{31}$P line. This results in the two large resonance lines with different amplitudes around the center, while the four smaller hyperfine-split $^{75}$As lines have equal amplitude. The sign of the EDMR signal can be checked directly with an accurate voltmeter on and off resonance with the large 2DEG signal intensity in W-band. The dc measurement confirms that that the sign of the EDMR signal is negative (i.e. $\Delta \rho < 0$), in agreement with phase shift measurements carried out at X-band. With the spin transitions being saturated, as shown in Fig. 4.7, the signal intensities increase from X- to W-band by $\approx 100$ and $\approx 20$ for the 2DEG and donors, respectively.
4.3 The spin-dependent transport mechanism in MOSFETs

The dominant spin-dependent transport mechanism in donor-doped silicon MOSFETs is discussed in this section. Due to the lack of photocarriers and the fact the MOSFETs are operated in the drift-diffusion regime, spin-dependent recombination and spin-dependent tunneling are not expected to contribute at all (Chapter 2). Instead, we will focus on (i) bolometric heating, (ii) spin-dependent scattering, and (iii) polarization transfer from the donor to the 2DEG spin system. We begin our discussion with a brief review of the underlying physics of these three mechanisms.

![Figure 4.8](image.png)

Figure 4.8: Three possible EDMR mechanisms affecting the 2DEG current $I$ (blue arrow) and the expected change in resistivity $\Delta \rho$ associated with each mechanism: (a) bolometric heating, (b) spin-dependent scattering and (c) polarization transfer. The grey arrows represent energy transfer between the systems, while the dashed line in (b) represents elastic scattering.

Bolometric heating of the 2DEG (Fig. 4.8(a)) can occur when the 2DEG orbital electron temperature $T_e$ rises as a result of an increase of the 2DEG spin temperature (i.e. a decrease in the 2DEG spin density polarization $p_c$) via spin-orbit interaction [128]. The energy transfer from the 2DEG spins to the lattice occurs through conduction electron spin relaxation processes $T_{1c}$ and from donor spins through flip-flop $T_X$ process via exchange scattering with the 2DEG. This effect is expected to be enhanced at higher magnetic fields as the absorbed Zeeman energy on resonance is increased.

Spin-dependent scattering arises from a difference in the scattering cross sections $\Sigma_s$ and $\Sigma_t$ when the 2DEG and donor electrons form singlet ($s$) and triplet ($t$) pairs, respectively (Fig. 4.8(b)). The number of singlet pairs is increased when either the donor or 2DEG spins are resonantly excited. This leads to a change in sample resistivity of $\Delta \rho/\rho_0 \propto p_c p_d$ under full
power saturation, where \( \rho_0 \) is the resistivity in thermal equilibrium, and \( p_d \) the spin density polarization for the donor electrons. For an ideal 2DEG, \( p_e \propto g \mu_B B \), where \( g \) is the Landé \( g \)-factor, \( \mu_B \) the Bohr magneton and \( B \) the magnetic field. For donors, \( p_d = \tanh(g \mu_B B / k_B T) \), with \( k_B \) the Boltzmann constant and \( T \) the temperature. This implies that the 2DEG and donor resonance signals should have the same magnetic field dependence, as the product of the polarizations is measured under this mechanism.

The third mechanism we consider results from the polarization dependence of the 2DEG resistivity \([129][130][131]\), as was found to be the case for EDMR of high mobility silicon 2DEGs \([111][132]\). Donor electrons can contribute to a resonant change in 2DEG resistivity as the donor polarization is transferred to the 2DEG spin system via exchange scattering (Fig. 4.8(c)). The observation of this effect is only possible if spin-orbit coupling is weak and \( T_e \) is not perturbed excessively, as the bolometric response will dominate otherwise. These three mechanisms form the basis for the detailed discussion of our results below.

### 4.3.1 Bolometric detection

In order to assess the possible contribution of bolometric heating of the 2DEG to the EDMR signal, we measured the device resistivity over the temperature range \( T = 5 – 12 \)K as shown in Fig. 4.9. At these temperatures, acoustic phonon scattering does not contribute to the overall carrier mobility significantly. Hence any temperature dependence of the resistivity is a result of changes in \( T_e \) only and independent of the lattice temperature \( T_l \). We observe that carrier transport can be separated into two regimes: (i) \( \partial \rho_0 / \partial T < 0 \) for \( V_g < 0.3 \)V, the activated transport regime, and (ii) \( \partial \rho_0 / \partial T > 0 \) for \( V_g > 0.3 \)V, the metallic regime. For bolometric heating one would expect the sign of \( \Delta \rho \) to follow the sign of \( \partial \rho_0 / \partial T \). The sign of the EDMR signal should thus change at around \( V_g = 0.3 \)V. Our EDMR experiments do not reveal any change in sign, and it disagrees with the temperature gradient for \( V_g \geq 0.3 \)V. We thus conclude that bolometric heating does not contribute to the EDMR signal significantly.

### 4.3.2 Spin-dependent scattering

Previous EDMR measurements of similar donor-doped FETs at X-band have been attributed to spin-dependent neutral donor scattering \([99][121]\). De Sousa et al. \([110]\) recently calculated the scattering cross sections for such systems and concluded that \( \Sigma_s > \Sigma_t \) (i.e. \( \Delta \rho / \rho_0 > 0 \)), which contradicts Ghosh and Silsbee’s as well as our results. We note, however, that a refined calculation taking the full anisotropy of the silicon band structure into account might lead to cases where \( \Sigma_s < \Sigma_t \) \([133]\). The neutral donor scattering model also predicts the 2DEG signal intensity to be equal to the sum of the hyperfine-split donor signal intensities, while our results show that the 2DEG signal intensity is much greater than the sum in both low- and high-field measurements. This can only be the case if spin-dependent scattering with other paramagnetic centers, such as \( P_b \) centers \([134]\), also contribute to the 2DEG signal. Such resonance signals were, however, not observed in our experiments. Finally, from the
increase in thermal equilibrium polarizations we expect the spin-dependent scattering signal to be enhanced by a factor of 80 at $T = 5$ K from X- to W-band. Over the gate bias range examined, with corresponding 2DEG densities of $5 \times 10^{10} - 1.5 \times 10^{11}$/cm$^2$, we have found that the 2DEG enhancement is stronger than expected, while the donor enhancement is substantially smaller. Due to these inconsistencies it is difficult to explain our results by this mechanism alone.

### 4.3.3 2DEG polarization-dependent resistivity and polarization transfer from donors

We now examine a third EDMR mechanism, which originates from the polarization-dependent resistivity of the 2DEG [111] [132] [135] [136]. We assume the 2DEG resistivity to be approximated by [111]

$$\rho = \rho_1 + \rho_2 p_c^2$$

where $\rho_1$ and $\rho_2$ are the polarization-independent and the polarization-dependent components, respectively. Since $\rho_1 \gg \rho_2$ and assuming a complete saturation of the 2DEG spin transition, we have $\Delta \rho/\rho_0 \approx -p_c^2/(\rho_1/\rho_2)$ for the 2DEG. From the positive in-plane magnetoresistances ($\partial \rho/\partial B > 0$), i.e. positive correlation between 2DEG resistivity and $p_c$
we expect $\rho_2 > 0$. Thus, this model agrees with the negative sign of the EDMR signal observed in our experiments. At X-band, we estimate that $p_c \approx 1\%$ with the 2DEG densities used, and since $\Delta \rho/\rho_0 \approx -10^{-5}$, we have $\rho_1/\rho_2 \approx 10$. Since $p_c \propto B$, the 2DEG signal should increase by 100 times from X- to W-band, which is indeed observed. The signal intensities of the donors depend on the effectiveness of the donor-to-2DEG polarization transfer, which is determined by (i) the spin relaxation rate of the 2DEG $T_{1c}^{-1}$, and (ii) the spin exchange scattering rate $T_{x}^{-1}$, which varies from donor to donor depending on their distance to the oxide interface [110] (we assume the spin relaxation rate of donors $T_{1d}$ to be much smaller than that of the 2DEG [127, 76, 24]). When $T_x^{-1} \ll T_{1c}^{-1}$, $p_c$ returns to its thermal equilibrium rapidly, and hence the change in $p_d$ has little effect on $p_c$. Therefore, no donor resonance signal should be observed. In the opposite limit where $T_x^{-1} \gg T_{1c}^{-1}$, $p_c$ and $p_d$ are strongly coupled and indistinguishable. In this case one would expect the 2DEG and donor signal intensities to be equal, which was not observed. Since $T_x^{-1}$ does not change much with magnetic field in the temperature range of our experiments, the different 2DEG and donor signal intensity ratios at X- and W-band can therefore be explained if $T_{1c}^{-1}$ becomes larger at higher magnetic fields: Donors with $T_x^{-1} > T_{1c}^{-1}$ at X-band will be less effective in influencing $p_c$ in W-band as now $T_x^{-1} < T_{1c}^{-1}$. This implies that a reduced number of donors can contribute to the donor resonance signal in the high field measurements, and is consistent with the observed increase in the 2DEG-to-donor signal intensity ratio in W-band vs. X-band. However, we are unaware of any experimental measurements of the magnetic field dependence of $T_{1c}^{-1}$ in the metallic limit of a disordered 2DEG.

We can use a scattering rate model of polarization transfer to verify this intuitive picture. In the simplified model, all 2DEG electrons have one characteristic spin relaxation time and all donors are characterized by a single exchange scattering rate, equivalent to having a delta-doped layer. The goal is to develop a model describing the spin polarizations of the 2DEG interacting with donor electrons in the system. When the 2DEG and donor electrons are not interacting with each other, their polarizations are given by their thermal equilibrium values [137, 99, 110]:

$$p_{\alpha,eq} = \frac{g\mu_B B}{2(\epsilon_f - \epsilon_0)}$$

and

\footnote{The total 2DEG spin relaxation rate for an ideal 2DEG reads $n_e p_c T_{1c}^{-1} = (n_1 - n_1) T_{1c}^{-1}$, where $n_e$ is the number of 2DEG electrons, as only unpaired electrons can absorb microwave. The total spin exchange scattering rate in the system should read $n_d T_{x}^{-1}$, where $n_d$ is the total number of donors present. We abbreviate the total spin relaxation and exchange scattering rates as $T_{1c}^{-1}$ and $T_{x}^{-1}$ respectively in the main text for simplicity.}

\footnote{See equation (11) of Ref. [110], where the donor $T_{1i}^{-1}$ corresponds to the donor spin-flip exchange rate $T_{x}^{-1}$ discussed here.}
$p_{d0,eq} = \tanh \left( \frac{g\mu_B B}{k_B T} \right)$ (4.6)

for the 2DEG and donor electrons, respectively.

However, when conduction electrons and donor electrons begin to scatter off each other their polarizations will become interdependent. The rate for donor electrons to flip $\uparrow \rightarrow \downarrow$ (and conduction electrons $\downarrow \rightarrow \uparrow$) is given by:

$$\Gamma_{\uparrow \downarrow} = \gamma \int f(\epsilon - \epsilon_f \downarrow) (1 - f(\epsilon - \epsilon_f \downarrow - g\mu_B B)) d\epsilon$$ (4.7)

and for the opposite process (donors flip $\downarrow \rightarrow \uparrow$ and conduction electrons flip $\uparrow \rightarrow \downarrow$):

$$\Gamma_{\downarrow \uparrow} = \gamma \int f(\epsilon - \epsilon_f \uparrow) (1 - f(\epsilon - \epsilon_f \uparrow + g\mu_B B)) d\epsilon$$ (4.8)

where $\epsilon_{f\sigma}$ refers to the Fermi level of the conduction electrons in spin state $\sigma$, $f(\epsilon) = 1/(1 + e^{(\epsilon - \epsilon_f)/k_B T})$ is the Fermi function, and $\gamma = \frac{2\pi}{\hbar} |J|^2 \rho_{2DEG}^2$ characterizes the exchange scattering rate [110]. The continuity equations for the $\uparrow$-state donor and conduction electron populations become:

$$\frac{\partial}{\partial t} \left( \frac{n_{d\uparrow}}{n_d} \right) = \frac{\partial}{\partial t} p_{d\uparrow} = -\Gamma_{\uparrow \downarrow} p_{d\uparrow} + \Gamma_{\downarrow \uparrow} p_{d\downarrow} + \frac{p_{d0,eq\downarrow} - p_{d\downarrow}}{T_{1d}}$$ (4.9)

$$\frac{\partial}{\partial t} \left( \frac{n_{c\uparrow}}{n_c} \right) = \frac{\partial}{\partial t} p_{c\uparrow} = \frac{n_d}{n_c} (\Gamma_{\uparrow \downarrow} p_{d\uparrow} - \Gamma_{\downarrow \uparrow} p_{d\downarrow}) + \frac{p_{c0,eq\downarrow} - p_{c\downarrow}}{T_{1c}}$$ (4.10)

where $p = p_{\uparrow} - p_{\downarrow}$. The steady-state donor and conduction electron polarizations can then be found from the above equations by solving them simultaneously and assuming $\partial p/\partial t = 0$. This will give the thermal equilibrium polarizations $p_{d0}$ and $p_{c0}$ with 2DEG-donor interaction. For the sample resistivity taking the form of Eq. 4.4, $\rho = \rho_1 + \rho_2 p_c^2$, under complete spin saturation of the 2DEG electrons the 2DEG EDMR signal intensity becomes:

$$\frac{\Delta \rho}{\rho_0}_{2DEG} = \frac{-p_{c0}^2}{\left( \frac{\rho_1}{\rho_2^2} + p_{c0}^2 \right)} \approx \frac{-p_{c0}^2}{\left( \frac{\rho_1}{\rho_2^2} \right)}$$ (4.11)

For the donor resonance signals, we would need to find the conduction electron polarization when the donor electrons are on spin resonance. This value $p_{c,donor}$ is found by solving the continuity equation for the conduction electrons assuming the donor spin transition is saturated ($p_d = 0$, or equivalently $p_{d\uparrow} = p_{d\downarrow}$). The donor EDMR signal intensity becomes:

$$\frac{\Delta \rho}{\rho_0}_{donor} = \frac{p_{c,donor}^2 - p_{c0}^2}{\left( \frac{\rho_1}{\rho_2^2} + p_{c0}^2 \right)} \approx \frac{p_{c,donor}^2 - p_{c0}^2}{\left( \frac{\rho_1}{\rho_2^2} \right)}$$ (4.12)
Figure 4.10: Calculated EDMR signal intensities versus the resonance Zeeman field for the 2DEG (solid blue trace) and donors (solid red trace). If the 2DEG $T_{1c}$ is reduced by 1/2, the corresponding donor signal (dashed red trace) is also reduced.

Again, the amplitude of $\rho_1$ and $\rho_2$ are estimated from the actual 2DEG signal intensity mentioned above, and we have $\rho_1/\rho_2 \approx 10$, justifying the approximations used in the above expressions. The results of the calculations are shown in Fig. 4.10, where all relevant relaxation times are expressed in terms of $\gamma$. $T_{1d}$ was chosen to be long and hence its contribution negligible, since the natural donor relaxation rate is expected to be much longer than any other contributions. $T_{1c}$ was chosen such that the 2DEG-donor signal intensities agree approximately with the experimental observations. A variation of $T_{1c}$ by a factor of 2 was used in this calculation, and the numerical results agree with our intuitive understanding: as the conduction electron spin relaxation is reduced, the contribution from donor signals becomes weaker. X-band donor EDMR measurements would correspond to the solid traces, while W-band measurements would correspond to the dotted line with lower donor signal intensities.

4.4 Conclusions

In conclusion, we have measured EDMR in micron-scale donor-doped silicon MOSFETs in order to understand the spin-dependent transport mechanism in such devices. We have seen
that EDMR is a sensitive technique for characterizing the microscopic environment in such MOSFETs as different resonance signals are observed when different dopants are present in the channel. We also examined changes in the EDMR signal intensities with Zeeman field scaling. To summarize our key findings related to the origin of spin-dependent transport in donor-doped silicon MOSFETs, the main experimental observations are:

1. Negative sign of EDMR signal ($\Delta \rho < 0$ on resonance).
2. Much larger 2DEG signal intensity than donor signal intensities.
3. Stronger 2DEG signal intensity scaling with Zeeman field than donor signals.

Of the three different EDMR mechanisms examined, only a polarization-dependent mobility of 2DEG (and subsequent polarization transfer from donor electrons) can satisfactorily explain all three observations. While spin-dependent scattering has been attributed as the origin of the EDMR signal in donor-doped MOSFETs, our data suggests otherwise. It is likely that the difference in scattering cross sections between singlet and triplet 2DEG-donor spin pairs are too small and overshadowed by the more dominant polarization dependence of the 2DEG mobility itself. However, 2DEG-donor scattering is still an integral part of the 2DEG transport process as neutral donors can perturb the 2DEG polarization significantly. One would expect that an undoped MOSFET channel should also give rise to an EDMR signal under such a spin-dependent transport mechanism, as the spin-dependence is intrinsic to the 2DEG itself. This is indeed the case and the study of undoped MOSFETs will be discussed in the next chapter.
Chapter 5

Spin Relaxation in Silicon MOSFETs

In the previous chapter we have found that the dominant spin-dependent transport mechanism in donor-doped silicon MOSFETs is the inherent polarization dependence of the 2DEG mobility itself. In this chapter, we will investigate systematically the effects of varying the donor density, 2DEG density and temperature with X-band EDMR. In addition, we will deduce the spin relaxation times of conduction and donor electrons in these devices, which are important metrics for the realization of a donor-based quantum computer. Lastly, we will demonstrate the measurement of the $g$-factor anisotropy in the silicon MOS system.

5.1 EDMR spectra

In the previous chapter, we have seen that different donor species in the MOSFET channel give rise to different EDMR spectra, as the resonance conditions are characteristic to the particular hyperfine coupling of different donors. In this section, we will investigate the EDMR spectra and lineshape in greater detail. All data presented in this chapter are from devices with channel length $l = 160 \mu$m and width $w = 10 \mu$m (aFET6). For devices with shorter channel lengths, the spectroscopic features of the EDMR spectra remains the same; however, the signal amplitudes are reduced. This issue will be addressed in the next chapter when we take spin drift and spin diffusion effects into account. Most measurements were performed with the Zeeman field aligned in-plane of the 2DEG ($\hat{n} \perp B$, with $\hat{n}$ being the normal of the silicon surface, or equivalently $\theta = 90^\circ$). Cases where $\theta$ was changed will be specifically noted.

5.1.1 Donor distribution

Two types of dopants were used in this study: $^{121}$Sb (implanted with two different dosages $\Phi_0$), and $^{31}$P (background doped in the epitaxial 28-Si layers). Table 5.1 lists the different types of devices we will examine in this section. The dopant distributions in the channel
Device name | Channel dopant
--- | ---
FZ-Si: intrinsic | None
FZ-Si: $^{121}$Sb | $^{121}$Sb ($E = 60$ keV, $\Phi_0 = 2 \times 10^{11}$/cm$^2$)
FZ-Si: $^{121}$Sb$^+$ | $^{121}$Sb ($E = 60$ keV, $\Phi_0 = 6 \times 10^{11}$/cm$^2$)
28-Si: $^{31}$P | $^{31}$P ($\approx 3 \times 10^{16}$/cm$^3$)
28-Si: $^{31}$P+$^{121}$Sb | $^{31}$P ($\approx 3 \times 10^{16}$/cm$^3$), $^{121}$Sb ($E = 60$ keV, $\Phi_0 = 2 \times 10^{11}$/cm$^2$)

Table 5.1: Designations of devices and donors present in the MOSFETs studied. The ion implantation energy $E$ and dose $\Phi_0$ are included for the $^{121}$Sb donors.

Figure 5.1: SIMS profiles of $^{31}$P and $^{121}$Sb donor distributions in the 28-Si: $^{31}$P+$^{121}$Sb MOSFET channel.

of the 28-Si: $^{31}$P+$^{121}$Sb device, which contained both types of dopants, were determined by secondary ion mass spectroscopy (SIMS) [138]. The results are shown in Fig. 5.1. The polycrystalline silicon gate was removed prior to SIMS analysis, but a $\approx 15$ nm thick gate oxide remained. In order to determine the position of the Si-SiO$_2$ interface, the oxygen and $^{28}$Si signals were also measured. We set a 50% threshold for these two traces to demarcate the location of the interface, labelled as position 0nm in the figure. The results show a strong pile up of $^{31}$P towards the interface, due to segregation during the epitaxial layer growth step and oxidation enhanced diffusion during the gate oxidation step. On the other hand, the implanted $^{121}$Sb ($\Phi_0 = 2 \times 10^{11}$/cm$^2$) profile remained mostly undistorted. The total
donor concentration ([\textsuperscript{31}P]+[\textsuperscript{121}Sb]) is also plotted, showing a nearly monotonic decrease in dopant concentration away from the oxide interface. The thermal budgets used during the fabrication processes are identical for all devices, hence the \textsuperscript{121}Sb donor profile in the FZ-Si:\textsuperscript{121}Sb device and the \textsuperscript{31}P donor profile in the 28-Si:\textsuperscript{31}P device are expected to be similar to the profiles shown in Fig. 5.1 (the dopant concentrations are low enough such that concentration-dependent diffusion is not a concern). The wafer FZ-Si:\textsuperscript{121}Sb\textsuperscript{+} received three times the \textsuperscript{121}Sb implantation dosage (\(\Phi_0 = 6 \times 10^{11}/\text{cm}^2\)) as compared to the other wafers. From SRIM \cite{139} and TCAD \cite{140} simulations, the donor distribution profile is expected to be similar to the lower dosed FZ-Si:\textsuperscript{121}Sb wafer but with the concentrations increased by a factor of three throughout.

The motivation for studying spin-dependent transport in donor-doped MOSFETs is due to the potential for utilizing such devices for performing donor qubit spin-state readout operations. However, from the polarization transfer model discussed in the previous chapter, it is clear that an undoped (intrinsic) MOSFET should also exhibit a strong spin-dependent transport signal. The FZ-Si device without channel implant has background dopant concentrations < 5 \times 10^{12} /\text{cm}^3 (or equivalently, the mean donor-donor separation is \(\approx 800 \text{ nm}\)); therefore background dopants are not expected to play any major role in contributing to the 2DEG mobility.

Fig. 5.2 shows the X-band EDMR spectra of the undoped device (FZ-Si:intrinsic) measured at \(T = 5\text{ K}\) under various gate voltage biases. All measurements were performed at a low microwave power of \(P_{\text{\mu w}} = 12.7\text{ mW}\), with the exception of the bottom trace measured at \(P_{\text{\mu w}} = 200\text{ mW}\) and over a broad region to ensure that no additional spectroscopic fea-
The center resonance signal corresponds to that of the 2DEG electrons as discussed in the previous chapter. No evidence of neutral donors or paramagnetic defects are observed in the EDMR spectra. The spectra are similar to the EDMR signals observed in nominally undoped high mobility SiGe heterostructure quantum wells (SiGe 2DEG) reported in literature [111 132]. This further supports an inherent polarization dependent mobility of the 2DEG, as bounded paramagnetic scattering centers (e.g. neutral donors and paramagnetic defects) are not necessary for the creation of the 2DEG EDMR signal.

The EDMR spectra from a device built on the same FZ-Si substrate but received the low dosage $^{121}\text{Sb}$ implantation (FZ-Si:$^{121}\text{Sb}$) are shown in Fig. 5.3. Only the $m_I = \pm 1/2$ $^{121}\text{Sb}$ lines are shown, separated by 6.7 mT as expected (Table 4.1) [72]. In addition to the presence of the donor resonance lines, the 2DEG signal is also substantially broadened compared with the spectra obtained from the FZ-Si:intrinsic device.

![Figure 5.3: EDMR spectra of FZ-Si:$^{121}\text{Sb}$ device measured at $T = 5$ K, $\theta = 90^\circ$ and $P_{\mu w} = 200$ mW. $V_d = 20$ mV and $V_g$ are indicated next to the traces (offset for clarity). The $m_I = \pm 1/2$ $^{121}\text{Sb}$ donor resonances are separated by 6.7 mT as indicated.](image)

Fig. 5.4 shows the EDMR spectra from the device that received three times higher implantation dosage of $^{121}\text{Sb}$ (FZ-Si:$^{121}\text{Sb}^+$). In addition to smaller donor resonance signals, the central feature consists of two components which are better resolved at higher gate voltages. Two Lorentzian lineshapes are used to fit the observed signal, as shown for the case of $V_g = 700$ mV in Fig. 5.4. The broader component has a peak-to-peak linewidth of $\Delta B_{pp} \approx 0.8$ mT, and is assigned to that of the 2DEG. The narrower component has a linewidth of $\Delta B_{pp} \approx 0.2$ mT, and can be associated with dimers and clusters of donors in the system, similar to EPR measurements in moderately bulk doped silicon [141 142].

EDMR spectra from the 28-Si:$^{31}\text{P}$ device are shown in Fig. 5.5 and that of the 28-
CHAPTER 5. SPIN RELAXATION IN SILICON MOSFETS

Figure 5.4: EDMR spectra of FZ-Si:^{121}Sb\(^+\) device measured at \(T = 5\) K, \(\theta = 90^\circ\) and \(P_{\mu w} = 200\) mW. \(V_d = 20\) mV and \(V_g\) are indicated next to the traces (offset for clarity). The fit to two superimposed Lorentzian lineshapes is shown for \(V_g = 700\) mV, with the individual Lorentzian lineshapes illustrated in grey and the summation shown in black.

Si:^{31}P+^{121}Sb device are shown in Fig. 5.6 As before, all donors present in the channel can be identified by the hyperfine splittings. From Fig. 5.1 the total number of ^{31}P donors within 10 nm from the interface is \(1.6 \times 10^{11}/\text{cm}^2\), while for ^{121}Sb it is \(4.2 \times 10^{10}/\text{cm}^2\). Due to the different nuclear spins, ^{31}P has \(8 \times 10^{10}/\text{cm}^2\) donors per hyperfine line, while ^{121}Sb has \(7 \times 10^9/\text{cm}^2\). However, the hyperfine-split ^{31}P EDMR signal intensities are only \(\approx 4\) times bigger than the ^{121}Sb signals, instead of the expected factor of \(\approx 10\). This discrepancy is due to the fact that the large number of ^{31}P donors close to the interface (< 3 nm) are ineffective in contributing to spin-dependent transport, as doubly-occupied \(D^-\) states can form \[^{99, 143, 144, 145}\]. These \(D^-\) states are not paramagnetic, and hence not EPR active.

It is interesting to compare the EDMR spectra of the FZ-Si:^{121}Sb\(^+\) and the 28-Si:^{31}P+^{121}Sb devices, as the peak donor concentrations are in excess of \(10^{17}/\text{cm}^3\) in both cases. While the dimers/clusters signal is clearly observed for the FZ-Si:^{121}Sb\(^+\) device, the center signal in the 28-Si:^{31}P+^{121}Sb device is well described by a single Lorentzian. This difference is a result of the differences in positions where the peak concentrations occur — where dimers/clusters are most likely to form: for the 28-Si:^{31}P+^{121}Sb device, the peak occurs very close to the Si-SiO\(_2\) interface, and the dimers/clusters are hence mostly submerged in the 2DEG. Therefore, they are not EPR active while they degrade the sample mobility (Table 5.2). On the other hand, the peak donor concentration for the FZ-Si:^{121}Sb\(^+\) device occurs further away from the interface. Dimers and clusters formed in this region are then EPR active and can perturb the 2DEG polarization again through exchange scattering.

Fig. 5.7 shows the microwave power dependence of the EDMR signal intensities of four
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Figure 5.5: EDMR spectra of 28-Si:31P device measured at $T = 5$ K, $\theta = 90^\circ$ and $P_{\mu w} = 200$ mW. $V_d = 20$ mV and $V_g$ are indicated next to the traces (offset for clarity). The $m_I = \pm 1/2$ 31P donor resonances are separated by 4.2 mT as indicated.

Figure 5.6: EDMR spectra of 28-Si:31P+121Sb device measured at $T = 5$K, $\theta = 90^\circ$ and $P_{\mu w} = 200$ mW. $V_d = 20$ mV and $V_g$ are indicated next to the traces (offset for clarity). The $m_I = \pm 1/2$ 31P and 121Sb donor resonances are separated by 4.2 mT and 6.7 mT, respectively, as indicated.
of the devices: FZ-Si, FZ-Si\textsuperscript{121}Sb, 28-Si\textsuperscript{31}P and 28-Si\textsuperscript{31}P+\textsuperscript{121}Sb. The solid traces for each data set is a fit to the microwave power dependence:

\[
\frac{\Delta \rho}{\rho_0} = \alpha \left[ \left( \frac{1}{1 + \beta P_{\mu w}} \right)^2 - 1 \right] \tag{5.1}
\]

where the fitting parameters are the saturated signal intensity \(\alpha = - (\Delta \rho/\rho_0)_{\text{sat}}\) and \(\beta\). This expression is a direct consequence of Eq. 4.4 when comparing the sample resistivity on and off resonance (see also Eq. 5.7 below). Upon complete spin saturation, \(\Delta \rho/\rho_0\) approaches \((\Delta \rho/\rho_0)_{\text{sat}}\). In some cases, the microwave power available is not sufficient to completely saturate the spins. Hence, the extrapolated saturation level, \((\Delta \rho/\rho_0)_{\text{sat}}\), are used for comparison of signal intensities. The figure reveals that the 2DEG signals converge toward \((\Delta \rho/\rho_0)_{\text{sat}} \approx 1.2 \times 10^{-4}\) for all devices. The \textsuperscript{121}Sb signal intensities also converge to \((\Delta \rho/\rho_0)_{\text{sat}} \approx 2.5 \times 10^{-6}\). On the other hand, for identical \textsuperscript{31}P donor profiles, the device without \textsuperscript{121}Sb in the channel show much stronger resonance signals. This is a consequence of the longer 2DEG \(T_1\) in the 28-Si\textsuperscript{31}P device compared with the 28-Si\textsuperscript{31}P+\textsuperscript{121}Sb device as we will examine later in the chapter.

![Graph](image_url)

**Figure 5.7:** Microwave power dependence of EDMR signal intensities for FZ-Si:intrinsic (red), FZ-Si\textsuperscript{121}Sb (yellow), 28-Si\textsuperscript{31}P (blue), and 28-Si\textsuperscript{31}P+\textsuperscript{121}Sb (green) devices. All measurements were made at \(V_g = 300\) mV, \(V_d = 20\) mV and \(T = 5\) K.
5.1.2 Electron density

We now turn our attention to changes in the EDMR signal intensity as the gate voltage, and hence 2DEG density, is varied. When the gate voltage \( V_g \) is above the threshold voltage \( V_t \), the 2DEG density \( n_c \) is approximated by:

\[
n_c = \frac{C_{ox}}{q} (V_g - V_t)
\]  

(5.2)

where \( C_{ox} \) is the oxide capacitance calculated based on the thickness of the gate oxide, which is 20 nm for these devices. Fig. 5.8 shows the dependence of the EDMR signal intensities on the 2DEG densities from the 28-Si:\(^{31}\)P+\(^{121}\)Sb device. When \( V_g < V_t \), the EDMR signal intensity decreases rapidly (not shown). Thus, both the 2DEG and donor resonance signals reach a maximum just above the threshold voltage \( V_t \), and decreases as \( V_g \) is either increased or decreased. Measurements on the other devices reveal similar characteristics.

![Figure 5.8: 2DEG and donor EDMR signal intensities of 28-Si:\(^{31}\)P+\(^{121}\)Sb device as a function of 2DEG density. The dashed line represents the expected signal intensity scaling corresponding to \( p_c^2 \propto 1/n_c^2 \). Measurements were performed at \( T = 5 \) K, \( \theta = 90^\circ \) and \( V_d = 20 \) mV.](image)

Since the 2DEG polarization \( p_c \propto n_c^{-1} \), from the polarization dependence of resistivity (Eq. 4.4) we expect:

\[
\frac{\Delta \rho}{\rho_0} \approx \frac{\Delta p_c^2}{\rho_1/\rho_2} \propto \frac{1}{n_c^2}
\]  

(5.3)
The EDMR signal intensities tend towards a $n_c^{-2}$ dependence only at higher 2DEG densities, as shown by the trend line in Fig. 5.8, while the signal intensities vary much less rapidly at lower carrier concentrations. This is similar to previous measurements with high mobility SiGe 2DEG systems [111], which also exhibited a $n_c^{-2}$ dependence in the 2DEG EDMR signal intensity (no donors were present in those systems) at high carrier densities. This dependence was used to support the interpretation that the dominant spin-dependent transport mechanism in the high mobility samples is due to 2DEG electron-electron spin-dependent scattering. However, deviation from the $n_c^{-2}$ dependence was also observed in their case when $n_c < 5 \times 10^{11}$/cm$^2$. We note that the 2DEG density dependence of the EDMR signal can be much more complicated than a simple $n_c$ scaling interpretation: the resistivity parameters $\rho_1$ and $\rho_2$ also have strong gate voltage dependences due to changes in the dominant scattering mechanisms with carrier density [146, 130, 131, 147]. At lower carrier concentrations electron-electron scattering play a much less significant role than other scattering mechanisms, and hence it seems reasonable that a $n_c^{-2}$ dependence becomes more prominent only at higher gate voltages.

### 5.1.3 Temperature dependence

Fig. 5.9 shows the temperature dependence of the EDMR signals from the 28-Si:$^{31}$P device. Both 2DEG and donor signals decrease with increasing temperature, with the former decreasing at a more rapid pace. This is shown more clearly in Fig. 5.10 where the saturated EDMR signal intensities are plotted. The dashed lines correspond to linear fits to:

![Figure 5.9: Temperature dependence of EDMR spectra from the 28-Si:$^{31}$P device. The measurements were performed with $V_g = 375$ mV, $V_d = 20$ mV, $\theta = 90^\circ$ and $P_{\mu w} = 200$ mW.](image)
\[ \frac{\Delta \rho}{\rho_0} = \frac{a}{T} + b \]  

(5.4)

where \( a \) and \( b \) are fitting parameters. The donor exchange scattering rate with the 2DEG has temperature dependence [110]:

\[ \frac{1}{T_x} \propto g\mu_B B \coth \left( \frac{g\mu_B B}{2k_B T} \right) \]  

(5.5)

At X-band, \( B \approx 0.35 \text{T} \) and hence \( T_x^{-1} \propto k_B T \). Therefore, the 2DEG-donor signal intensity ratio will reduce if the 2DEG \( T_1^{-1} \) does not increase as rapidly as \( T_x^{-1} \) with temperature. The measurement of \( T_1 \) of the 2DEG at different temperatures will be discussed in the next section.

![Figure 5.10](image)

Figure 5.10: Temperature dependence of EDMR signal intensities for 28-Si\( ^{31} \text{P} \). \( V_g = 375 \text{ mV} \) and \( V_d = 20 \text{ mV} \) in all cases.

### 5.2 Spin relaxation times

In addition to information about the paramagnetic species involved in the spin transitions as discussed in the previous section, the EDMR lineshapes also contain information regarding the spin relaxation times of the paramagnetic species [81, 148]. When the paramagnetic
species are inhomogeneously broadened, the cw-EPR linewidth provides information of $T_2^*$ only, and the lineshapes are usually described by Gaussian functions. On the other hand, if the intrinsic homogeneous line broadening is dominant, in which case the EPR lineshapes are described by Lorentzian functions, the natural linewidth yields $T_2$ directly. In this section, we will study the EDMR lineshapes and extract the spin relaxation times of electrons in silicon MOSFETs.

### 5.2.1 Transverse spin relaxation time $T_2$

Fig. 5.11 shows the measured peak-to-peak linewidths $\Delta B_{pp}$ of the 28-Si:31P device as a function of microwave power. We focus on the 28-Si:31P device as the relatively large donor signals enable measurements at low microwave powers and small modulation amplitudes in a reasonable timeframe. The EDMR signals are broadened with increasing microwave power as would be expected. At the lowest microwave power used, the EDMR resonance lines are not power broadened and reveals the natural linewidths of the resonance signals.

Fig. 5.12 shows the fits of the EDMR signals to derivative Lorentzian and Gaussian lineshapes measured at the low microwave power of $P_{\mu w} = 12.6$ mW. It is found that the resonance signals are better described by Lorentzian lineshapes for both the 2DEG and
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**Figure 5.11:** Power dependence of the peak-to-peak linewidths $\Delta B_{pp}$ of the 2DEG (solid circles) and $^{31}\text{P}$ (open triangles) of the 28-Si:31P device. $V_d = 20$ mV, $\theta = 90^\circ$ and $T = 5$ K. $V_g = 275$ (blue), 375 (red) and 475 mV (green).
donor resonance lines in all our EDMR measurements. This suggests that the electrons are homogeneously broadened, and hence, an extraction of the linewidth will provide us with the transverse spin relaxation time $T_2$ directly. We should note that the EDMR lineshapes are slightly different from the EPR lineshapes and hence care must be taken to relate $\Delta B_{pp}$ to $T_2$, as we will discuss below.

We will now derive the relationship between the EDMR linewidth and spin coherence time $T_2$. From the Bloch equations (Chapter 2), the polarization is given by [148]:

$$\frac{p}{p_0} = \frac{M_z}{M_0} = \frac{[1 + \gamma^2 T_2 (B_0 - B)]}{1 + \gamma^2 T_2^2 (B_0 - B)^2 + \gamma^2 B_1^2 T_1 T_2}$$

(5.6)

This expression, combined with Eq.4.4, gives the basic EDMR signal lineshape in MOSFETs:

$$\frac{\Delta \rho}{\rho_0} = \frac{\rho_{res} - \rho_0}{\rho_0} = \frac{\rho_0 p^2 c_0}{p_0} \left[ \left( \frac{1 + \gamma^2 T_2^2 (B_0 - B)^2}{1 + \gamma^2 T_2^2 (B_0 - B)^2 + \gamma^2 B_1^2 T_1 T_2} \right)^2 - 1 \right]$$

(5.7)

where the derivative of this expression with respect to $B$ gives the measured EDMR signal lineshape. In the range of experimental conditions used in our measurements, this derivative lineshape is virtually indistinguishable from the derivative Lorentzian lineshape. From Eq.5.7 we can derive the expression for the peak-to-peak linewidth as:

$$\Delta B_{pp} = \frac{1}{3} \frac{1}{\gamma T_2} \left[ -12 + 18 \gamma^2 B_1^2 T_1 T_2 + 6 \sqrt{16 + (3 \gamma^2 B_1^2 T_1 T_2)^2} \right]^{1/2}$$

(5.8)

In the limit of zero microwave power ($B_1 \to 0$), we have:
\[ \Delta B_{pp} = \sqrt{\frac{4}{3} \frac{1}{\gamma T_2}} \quad (5.9) \]

The above equation was used for extracting the \( T_2 \) times of our samples. Care was taken to ensure that the modulation amplitudes were smaller than the intrinsic linewidths in order to obtain accurate measurements. The device with EDMR data shown in Figs.\[5.11\] and \[5.12\] thus has \( T_2 \approx 40 \text{ ns} \) for the 2DEG and \( T_2 \approx 100 \text{ ns} \) for the \(^{31}\text{P}\) donors.

### 5.2.2 Longitudinal spin relaxation time \( T_1 \)

At higher microwave power when power broadening occurs, we can deduce information with regard to the longitudinal spin relaxation time \( T_1 \), as we can see from Eq.\[5.8\]

\[ \Delta B_{pp} \propto \sqrt{\frac{T_1}{T_2}} P_{\mu w} \quad (5.10) \]

where the microwave power is related to the microwave field amplitude by \( P_{\mu w} = k B_1^2 \), and \( k \) is a constant depending on the resonator type, \( Q \)-factor, and sample material characteristics. It is difficult to determine \( k \), and hence \( B_1 \) accurately experimentally, due to changes in the field distributions with different samples inside the resonator. A rough estimate for the rectangular resonator used gives \( B_1 \approx 1 \times 10^{-2} \text{ mT} \) at the maximum power of \( P_{\mu w} = 200 \text{ mW} \) \[149\]. Other groups have reported estimates of \( B_1 \approx 9 \times 10^{-2} \text{ mT} \) for a near identical setup \[136\]. We can estimate \( B_1 \) with our devices by assuming:

1. The EDMR signals are homogeneously broadened, so the true \( T_2 \) can be extracted as explained in the previous section.

2. When the magnetic field is aligned perpendicular to the plane of the 2DEG (\( \theta = 0^\circ \), \( \hat{n} \parallel B \)), \( T_1 \approx T_2 \) for mobile electrons. This has been found to be the case based on pulsed EPR measurements of both silicon MOSFETs \[150\] and high mobility modulation-doped SiGe 2DEGs \[151\].

Therefore, we can determine \( B_1 \) by examining the microwave power dependence of the linewidth for the 2DEG measured at \( \theta = 0^\circ \). This is shown in Fig.\[5.13\] where we fit the observed linewidth change and find \( k \approx 10^7 \text{ W/T} \). This value corresponds to having \( B_1 = 4 \times 10^{-2} \text{ mT} \) at \( P_{\mu w} = 200 \text{ mW} \), in reasonable agreement with the value expected. We also show the same measurements with \( \theta = 90^\circ \) under the same bias conditions, where the steeper slope in the increase of the linewidth corresponds to having \( T_1/T_2 \) greater than unity, in this case \( T_1 \approx 3T_2 \). Using this approximate value for \( B_1 \), we can estimate \( T_1 \) from the 2DEG and donor signals from the EDMR measurements. The extracted \( T_1 \) and \( T_2 \) times for the 2DEG and donor electrons in the different MOSFET devices are listed in Tables\[5.2\].
Figure 5.13: Microwave power dependence of the 2DEG EDMR linewidth in a FZ-Si intrinsic device, measured at the high gate voltage of $V_g = 700$ mV to ensure all conduction electrons are mobile. Two magnetic field orientations are shown: $\theta = 90^\circ$ (red) and $\theta = 0^\circ$ (blue). When $\theta = 0^\circ$, $T_1 \approx T_2$, and the data is used for extracting $B_1$. Black dashed line corresponds to the limit of no intrinsic line broadening, $T_2 \to \infty$.

We will relate these experimental observations to the spin relaxation mechanisms in the next section. Even though the extracted $T_1$ are in reasonable agreement with pulsed EPR studies of large-area MOSFETs [76, 150], we should emphasize, however, that since they are not independently determined in our experiments, they only serve as rough estimates.

### 5.3 Spin relaxation mechanisms in MOSFETs

#### 5.3.1 2DEG electrons

The spin relaxation of mobile electrons is usually described by spin-orbit coupling [83]. There are two types of such spin relaxation processes: the Elliot-Yafet, and Dyakonov-Perel mechanisms. In the Elliot-Yafet mechanism, spin relaxes due to momentum scattering events [152]. This is because the spin quantum numbers $S$ are no longer good quantum numbers for describing the spins of individual Bloch states $k$ in the presence of spin-orbit coupling,
### Table 5.2: Summary of peak carrier mobility, 2DEG EDMR signal intensity and spin relaxation times for different devices with three different 2DEG concentrations measured at $T = 4.6 - 4.8$ K.

| Device          | $\mu_{\text{peak}}$ (m$^2$/Vs) | $\Delta \rho/\rho_0|_{\text{sat}}$ (10$^{-4}$) | 2DEG $T_1$ (ns) | 2DEG $T_2$ (ns) |
|-----------------|---------------------------------|-----------------------------------------------|-----------------|-----------------|
| $n_c \approx 6 \times 10^{10} \text{ cm}^{-2}$ |                                 |                                               |                 |                 |
| 28-Si:$^{31}$P  | 1.6 ± 0.1                       | 1.48 ± 0.04                                  | 572 ± 43        | 42 ± 2          |
| 28-Si:$^{31}$P+$^{121}$Sb | 1.5 ± 0.1                       | 1.10 ± 0.06                                  | 437 ± 230       | 11 ± 1          |
| FZ-Si:121Sb     | 2.0 ± 0.1                       | 1.30 ± 0.05                                  | 482 ± 34        | 15 ± 1          |
| FZ-Si ($\theta = 0^\circ$) | 2.1 ± 0.1                       | 1.60 ± 0.02                                  | 434 ± 23        | 97 ± 23         |
| $n_c \approx 3 \times 10^{11} \text{ cm}^{-2}$ |                                 |                                               |                 |                 |
| FZ-Si           | 2.1 ± 0.1                       | 0.91 ± 0.02                                  | 282 ± 9         | 88 ± 1          |
| FZ-Si ($\theta = 0^\circ$) | 2.1 ± 0.1                       | 0.73 ± 0.05                                  | 182 ± 44        | 125 ± 14        |
| $n_c \approx 5 \times 10^{11} \text{ cm}^{-2}$ |                                 |                                               |                 |                 |
| FZ-Si           | 2.1 ± 0.1                       | 0.41 ± 0.01                                  | 224 ± 9         | 76 ± 1          |
| FZ-Si ($\theta = 0^\circ$) | 2.1 ± 0.1                       | 0.37 ± 0.03                                  | 102 ± 21        | 96 ± 4          |

### Table 5.3: Temperature dependence of EDMR spin relaxation times for 2DEG electrons.

| Device          | $\mu_{\text{peak}}$ (m$^2$/Vs) | $\Delta \rho/\rho_0|_{\text{sat}}$ (10$^{-4}$) | 2DEG $T_1$ (ns) | 2DEG $T_2$ (ns) |
|-----------------|---------------------------------|-----------------------------------------------|-----------------|-----------------|
| $n_c \approx 1 \times 10^{11} \text{ cm}^{-2}$ |                                 |                                               |                 |                 |
| 4.6K            | 1.6 ± 0.1                       | 1.13 ± 0.03                                  | 443 ± 34        | 44 ± 1          |
| 10K             | 1.4 ± 0.1                       | 0.23 ± 0.03                                  | 534 ± 63        | 32 ± 2          |

### Table 5.4: Summary of peak carrier mobility, donor EDMR signal intensity, and spin relaxation times for the different devices measured at $T = 4.6 - 4.8$ K.

| Device          | $\mu_{\text{peak}}$ (m$^2$/Vs) | $\Delta \rho/\rho_0|_{\text{sat}}$ (10$^{-4}$) | $^{31}$P $T_1$ (ns) | $^{31}$P $T_2$ (ns) |
|-----------------|---------------------------------|-----------------------------------------------|-----------------|-----------------|
| $n_c \approx 6 \times 10^{10} \text{ cm}^{-2}$ |                                 |                                               |                 |                 |
| 28-Si:$^{31}$P  | 1.6 ± 0.1                       | 0.23 ± 0.05                                  | 316 ± 66        | 105 ± 12        |
| 28-Si:$^{31}$P+$^{121}$Sb | 1.5 ± 0.1                       | 0.10 ± 0.02                                  | 313 ± 126       | 74 ± 16         |
i.e. each k state consists of an admixture of spin states. After momentum scattering event \( k \rightarrow k' \), the spin states associated with the electron will also change. As such, if the Elliot-Yafet mechanism is the dominant spin relaxation mechanism, there will be a direct correlation between the momentum scattering time \( \tau_m \) and the spin relaxation time:

\[
\frac{1}{T_1^{EY}} = \frac{\alpha_{EY}}{\tau_m} \frac{1}{\tau_m} = \frac{\alpha_{EY}}{\tau_m} \frac{1}{\tau_m}
\]

(5.11)

where \( \alpha \) is the Elliot-Yafet coefficient and depends on the the strength of spin-orbit coupling in the system. We can estimate \( \tau_m \) from the 2DEG mobility:

\[
\mu = \frac{q\tau_m}{m^*}
\]

(5.12)

where the conductivity effective mass for the \((100)\) surface is \( m^* = 0.19m_0 \). Our samples typically have mobilities \( \mu \approx 1 - 2 \text{ m}^2/\text{V-s} \), and the corresponding momentum scattering times are \( \tau_m \approx 1 - 2 \text{ ps} \). Recent theoretical work by Cheng, Wu and Fabian showed that the Elliot-Yafet spin relaxation mechanism describes the spin relaxation of conduction electrons in bulk silicon well for \( T > 60 \text{ K} \). However, a theoretical description of the Elliot-Yafet mechanism for the MOS 2DEG is still lacking. An order-of-magnitude estimate of the spin relaxation time due to the Elliot-Yafet mechanism is given by [83]:

\[
\frac{1}{T_1^{EY}} = \alpha_{EY} \frac{1}{\tau_m} \approx (g - g_0)^2 \frac{1}{\tau_m}
\]

(5.13)

where \( g_0 = 2.0023 \) is the free electron g-factor. For the 2DEG electrons in silicon, \( g \approx 2 \) and hence \( \alpha_{EY} \approx 5 \times 10^{-6} \). Wilamowski and Jantsch estimated an upper bound of \( \alpha_{EY} \approx 2.4 \times 10^{-6} \) for SiGe 2DEG samples with similar mobilities as our MOSFETs, which is in reasonable agreement with the expected value [136]. We will return to the issue of the 2DEG g-factor at the end of this chapter. Assuming the spin-orbit coupling of the same order in the SiGe and MOS 2DEGs, we have \( T_1 \approx (2 \times 10^{-6})^{-1}(1 \times 10^{-12}) = 500 \text{ ns} \), which is in the range of our extracted \( T_1 \). As can be observed from Table 5.2, \( T_1 \approx 400 - 500 \text{ ns} \) (for \( \theta = 90^\circ \)) regardless of sample mobility. In fact, when the sample mobility is degraded by raising the temperature, \( T_1 \) also increases as shown in Table 5.3. This is in direct contradiction of Eq. 5.11. In addition, a strong angular dependence is found for \( T_1 \) and \( T_2 \), while the mobility were identical regardless of \( \theta \) (the lack of magnetic field orientation dependence is due to the relatively low mobility of the devices). Therefore the Elliot-Yafet mechanism does not seem to be the main contributor to the overall spin relaxation of the 2DEG electrons.

The Dyakonov-Perel mechanism arises from effective magnetic fields due to spin-orbit coupling [83]. These effective fields arise from systems that lack inversion symmetry, and are classified as two types: (i) Dresselhaus, and (ii) Bychkov-Rashba fields. Dresselhaus fields arise from bulk systems that lack inversion symmetry, such as III-V semiconductors, and is also known as bulk inversion asymmetry. Since silicon has inversion symmetry in the crystal lattice, Dresselhaus fields are negligible. Bychkov-Rashba fields, sometimes simply
referred to as Rashba fields, arise from systems that have a strong asymmetry due to the potential landscape, i.e. when strong fields are present, and is also known as structural inversion asymmetry. Such is the case for 2DEGs where a large electric field is present in the \( \hat{z} \) direction. This results in an effective in-plane magnetic field, and is hence strongly anisotropic as the in-plane electric fields are negligible compared to the out-of-plane electric fields.

We can consider both longitudinal and transverse spin relaxations as being due to these fluctuating effective magnetic fields \( \delta \overline{B}_i^2 \), where \( i \) indicates the direction of the fluctuating field. If the Zeeman field is aligned to the \( \hat{z} \) direction \cite{151}:

\[
\frac{1}{T_1} = \gamma^2 \left( \delta \overline{B}_x^2 + \delta \overline{B}_y^2 \right) \frac{\tau_c}{1 + \omega_0^2 \tau_c^2} \\
\frac{1}{T_2} = \gamma^2 \delta \overline{B}_z^2 \tau_c + \frac{1}{2T_1} = \gamma^2 \delta \overline{B}_z^2 \tau_c + \frac{\tau_c}{2} \left( \delta \overline{B}_x^2 + \delta \overline{B}_y^2 \right) \frac{\tau_c}{1 + \omega_0^2 \tau_c^2}
\]

(5.14) (5.15)

where \( \tau_c \) is the correlation time between scattering events, hence \( \tau_c \approx \tau_m \), and \( \omega_0 = 2\pi f_{\mu\nu} \) the microwave frequency. Note that when the fluctuating fields are isotropic: \( \delta \overline{B}_x^2 = \delta \overline{B}_y^2 = \delta \overline{B}_z^2 \), then \( T_1 \geq T_2 \). For a 2DEG confined in the \( \hat{z} \) direction, the in-plane fluctuating fields are greater than the out-of-plane component due to Rashba fields: \( \delta \overline{B}_x^2, \delta \overline{B}_y^2 > \delta \overline{B}_z^2 \). As the Zeeman field is rotated from pointing along \( \hat{z} \) to perpendicular to \( \hat{z} \), the fluctuating Rashba fields begin to contribute more to the \( T_2 \) relaxation process, hence, \( T_2 \) decreases while \( T_1 \) increases from this mechanism. This effect is illustrated in Fig.5.14 where we use the typical sample momentum relaxation time of \( \tau_m \approx 2 \text{ps} \), and \( \delta \overline{B}_i^2 \) are chosen to give \( T_1 \) and \( T_2 \) values in the correct range. Note that for the large anisotropy of \( \delta \overline{B}_i^2 \) used, \( T_2 > T_1 \) for \( \theta = 0^\circ \), which is indeed observed in high mobility SiGe 2DEG samples \cite{151}. We have assumed \( T_1 \approx T_2 \) in our estimation of \( B_1 \) initially, and hence \( T_1 \geq T_2 \) in our extracted values of \( T_1 \).

If the Bychkov-Rashba effect dominates the spin relaxation in the system, degrading the carrier mobility should in effect improve the spin relaxation times. This effect is opposite to that of the Elliot-Yafet mechanism discussed above. This is because the less the carrier scatters, the more time the spin-states will precess about the effective Rashba field associated with the the given momentum state, and hence the spin relaxes. On the other hand, frequent scattering events will create a situation analogous to exchange narrowing and the spins do not have much time to precess before the random field changes direction. The results from Table5.3 support longer \( T_1 \) for lower carrier mobility.

While our results suggest that Rashba fields play a central role in the spin relaxation of mobile electrons in MOSFETs, this finding might be a bit surprising due to the relatively low mobility of the electrons, in which case the Elliot-Yafet mechanism usually dominates. The large uncertainties in the spin relaxation times, in particular the \( T_1 \) time make it difficult to quantify the individual contributions of the Elliot-Yafet and Rashba fields to spin relaxation of mobile electrons. Direct measurements performed with pulsed EDMR, where \( T_1 \) can
Figure 5.14: Calculated angular dependence of $T_1$ and $T_2$ due to Rashba fields. 
$\omega_0 = 2\pi 10$ GHz/rad, $\tau_c = 2$ ps, $\delta B_x^2 = \delta B_y^2 = 8$ mT, $\delta B_z^2 = 4$ mT.

be obtained by modified inversion recovery pulse sequence and $T_2$ by modified Hahn echo measurements schemes, should yield more accurate measurements.

5.3.2 Donor electrons

The mechanisms limiting $T_1$ of isolated donor electrons in silicon are due to phonon-related processes, as the spin-orbit coupling fields experienced by the donors are perturbed \[154,155\]. A single-phonon spin relaxation process is observed at very low temperatures only ($T \lesssim 1$ K) \[155\]. At slightly higher temperatures, the donor spin relaxation is described by a Raman process, where phonons scatter inelastically with the donor electrons \[156\]. The Orbach process dominates when phonons can excite the donors to the valley-split excited states, and this process is observed for $T \gtrsim 5$ K as shallow donors have valley-splittings $\Delta \approx 10$ meV in silicon \[157,158\]. The temperature dependence and the approximate ranges where these different mechanisms dominate are shown in Fig.\[5.15\]. The spin coherence time $T_2$, on the other hand, is limited by the Orbach $T_1$ process for $T \gtrsim 10$ K. At lower temperatures, it is limited by spectral diffusion \[159,160\]. At cryogenic temperatures, these mechanisms give rise to extremely long $T_1$ and $T_2$ times in bulk silicon. The measurement of $T_2$ in excess 10 s has also been reported at $T = 2$ K using isotopically purified $^{28}$Si substrates with low dopant concentrations \[77\]. However, for donors interacting with a 2DEG, the situation is very
Figure 5.15: Relaxation mechanisms of isolated donors in silicon. (a) Temperature dependence and the dominant spin-lattice relaxation mechanisms. (b) Energy level diagram of shallow donors in silicon. The spin-orbit interaction creates a splitting \( \Delta \) in the \( 1s \) manifold of the donor electron ground state. The Orbach process involves the excitation of the donor electron to valley-split excited states.

different. The extracted donor spin relaxation times are summarized in Table 5.4. Only \(^{31}\)P donor EDMR signals are recorded here due to their relatively strong signal intensities. In the two devices examined, both \( T_1 \) and \( T_2 \) times are similar, with \( T_1 \approx 300 \) ns and \( T_2 \approx 100 \) ns. Schenkel et al measured the spin relaxation times for shallow implanted \(^{121}\)Sb donors, and found \( T_1 > 10 \) ms and \( T_2 > 100 \) \( \mu \)s \(^{21}\), both orders of magnitude greater than the case of MOSFETs. However, those samples were not gated, and the short donor \( T_1 \) and \( T_2 \) times in the MOSFETs are due to scattering with conduction electrons.

The EDMR scheme for performing donor nuclear spin-state readout requires the nuclear spin relaxation time \( T_{1n} \) to be longer than the EDMR measurement time. Since the anisotropic hyperfine interaction for shallow donors is weak, the effect of the electron spin relaxation times on \( T_{1n} \) is expected to be small. Experimentally, it has been found that \( T_{1n} \approx 300 \) \( T_1 \) for shallow donors in bulk silicon in the Orbach-dominated regime \(^{161}\), when the hyperfine interaction is perturbed due to excitation into excited states (Fig. 5.15(b)). In the case of MOSFETs, since the limitation to donor electron \( T_1 \) is due to electron scattering events instead, it is unclear how this will affect \( T_{1n} \). If we still assume that \( T_{1n} \approx 300 \) \( T_1 \) as a lower bound, then we anticipate a measurement time of \( T_{1n} \approx 100 \) \( \mu \)s for shallow donors embedded in MOSFETs.

While the \(^{121}\)Sb EDMR signals are too weak to allow extraction of the donor \( T_1 \) and \( T_2 \) times, we note that all samples with \(^{121}\)Sb seem to have much shorter \( T_2 \) for the 2DEG (Table 5.2). The 2DEG mobilities, on the other hand, do not seem to be affected by the
implanted $^{121}\text{Sb}$ donors (the gate oxide was grown after channel implantation, and hence residual damage from the ion implantation process is expected to be negligible). At this point, it is not clear what is the origin of the shorter 2DEG $T_2$ for $^{121}\text{Sb}$ doped channels versus $^{31}\text{P}$ doped channels, as they both behave similarly from bulk EPR measurements.

5.4 $g$-factor anisotropy

The relatively narrow 2DEG signal linewidths in the undoped FZ-Si device allow an accurate determination of the angular dependence of the conduction electron $g$-factor in the silicon MOSFETs. Fig. 5.16 shows the EDMR spectra for $\theta = 0^\circ$ and $\theta = 90^\circ$. The modulation amplitude was chosen to be between $20-40 \mu\text{T}$ to avoid modulation broadening and preserving the natural linewidths of the resonance signals. The microwave power was also carefully chosen too avoid power broadening of the resonance signals. It is clear from Fig. 5.16 that an anisotropy of the resonance signal $g$-factor is present. Slight variations in microwave frequencies were taken into account when comparing the resonance spectra for different $\theta$, and the data have been adjusted to a reference microwave frequency of 9.44 GHz.

The conduction band edges of the $\Gamma$ valleys are anisotropic, characterized by the longitu-

![Figure 5.16: EDMR spectra of an undoped FZ-Si MOSFET measured at $T = 4.8$ K, $P_{\mu\nu} = 6.3$ mW, with $\theta = 0^\circ$ (blue) and $\theta = 90^\circ$ (red). The microwave frequencies are adjusted to a reference of 9.44 GHz for comparison of the line positions.](image-url)
dinal and transverse effective masses. Since the Landé $g$-factor is a consequence of spin-orbit interaction, the difference in effective masses in different directions results in different values of $g$-factors within a single valley:

$$g^2(\theta) = g_\parallel^2 \cos \theta + g_\perp^2 \sin \theta$$  \hfill (5.16)

In bulk silicon, the six-fold valleys are completely degenerate, and the conduction electrons see an average of the $g$-factors of the valleys, and no anisotropy in the $g$-factor is expected (this holds true only in the absence of strain, otherwise valley repopulation will result). However, for conduction electrons of the MOS 2DEG at low temperatures, only the two lowest subbands with the larger longitudinal effective mass are occupied. Since the conduction electrons now average between two valleys that have their principal axis aligned with each other, the anisotropy of the $g$-factor of this valley will alter the resonance condition, as the Hamiltonian taking the anisotropy into account is:

$$\mathcal{H} = \left(\frac{\mu_B}{\hbar}\right) \mathbf{S} \cdot \mathbf{g} \cdot \mathbf{B}$$  \hfill (5.17)

Our measured anisotropy is $g_\parallel - g_\perp = 2.0 \pm 0.5 \times 10^{-4}$, and varies slightly with 2DEG density as shown in Fig. 5.17. This anisotropy is smaller than the values reported from measurements of highly strained silicon 2DEGs in silicon-germanium heterostructures ($g_\parallel -$
$g_\perp = 8 \times 10^{-4}$ \cite{18}, and that extrapolated from bulk measurements in strained silicon ($g_\parallel - g_\perp = 11 \times 10^{-4}$) \cite{162}. However, it is consistent with EPR measurements of large-area silicon MOSFETs \cite{150}. The reason for the discrepancy with the two former cases is unclear. The 2DEG density dependence might be a consequence of multi-electron effects; however, we are unaware of theoretical calculations that address this issue. Nevertheless, this anisotropy further confirms that the resonance signal originates from a two-dimensional system within silicon.

### 5.5 Conclusions

In this chapter we have systematically examined the EDMR spectra of donor-doped MOSFETs in X-band. The strong resonance peak observed for intrinsic devices further supports the polarization model described in the previous chapter. For donor-doped devices, we have shown that the donor concentration has a very strong effect on the 2DEG linewidths. We have also examined the linewidths of the EDMR signals in detail, and extracted the relevant spin relaxation and spin coherence times. The spin relaxation and coherence times for the 2DEG in undoped samples are found to be consistent with the values measured by pulsed EPR from large-area samples, with $T_1 \approx 400 \text{ ns}$ and $T_2 \approx 100 \text{ ns}$, depending on the 2DEG density. From the angular dependence of the relaxation times and by comparing samples with different mobilities, both Elliot-Yafet and Dyakonov-Perel mechanisms seem to play important roles in the 2DEG spin relaxation process. The spin relaxation and coherence times of donor electrons are found to be similar to that of the 2DEG electrons, and are more than 5 orders of magnitude shorter than would be expected from bulk EPR measurements. This dramatic reduction in spin relaxation times is attributed to the scattering with conduction electrons; however, its effect on the nuclear spin relaxation time $T_{1n}$ is unclear. Finally, we have observed $g$-factor anisotropy in the 2DEG EDMR signal, again confirming the origin of this resonance signal.
Chapter 6

Spin Drift and Spin Diffusion in Silicon MOS Systems

The ability to perform computation with spins in silicon has received significant attention in the past decade for quantum information processing and the emerging field of spintronics. While the focus of this research is for the former, in this chapter we will demonstrate that the technique of EDMR can also be extremely useful for studying issues associated with the latter: namely, the detection of spin drift and spin diffusion effects in silicon. In this chapter, we will first examine the issues associated with spin injection and spin detection in silicon. We will then describe how EDMR experiments with simple three-terminal MOSFETs can be used to extract the spin diffusion and spin drift lengths in the silicon MOS system. Spin drift and spin diffusion are actually both detrimental to the spin-state readout of donor qubits with MOS structures. To circumvent this problem, a novel device structure, the triple-gate MOSFET, is developed and its EDMR results will be presented.

6.1 Spin diffusion and spin drift

6.1.1 Spin injection and spin detection in silicon

Silicon is often regarded as one of the most promising materials for spin-based information processing applications due to the predicted long spin coherence times and spin transport lengths. For spintronic applications (and also the detection channel of a qubit readout MOSFET), the ability to inject polarized electrons is desired. Attempts for spin injection with the simple approach of interfacing semiconductors with ferromagnetic materials have typically shown poor spin injection efficiencies, due to the conductivity mismatch problem. One approach to circumvent the issue is to use tunnel junctions to inject highly polarized electrons into the semiconductor. This approach has seen considerable success in recent years [163] [164]. However, an issue that pertains to silicon in particular is the difficulty in
measuring the injected spin polarization. Here we refer to this as the detection problem for silicon.

Contrary to GaAs or other optically active semiconductors, carrier recombination is inefficient in silicon. In GaAs, when carriers with different spin states recombine the chirality of the emitted photon is also different. Hence, the spin polarization in GaAs can be probed relatively easily by optical means \[83\]. Since silicon is not optically active, the carrier spin polarization detection is much more difficult to achieve. In fact, the detection of the injection of spin polarized carriers into silicon has not been demonstrated until recently. Jonker et al. used a ferromagnetic tunnel barrier to inject polarized electrons into 10 \( \mu m \) thick undoped silicon film \[164\]. The electron polarization detection was done by detecting the polarization of the electroluminescence in the \( p \)-type substrate. However, the phonon-assisted electron-hole recombination processes in silicon made it difficult to quantify the detected polarization. Instead, similar devices epitaxially grown on top of GaAs/AlGaAs quantum well substrates were used to quantify the resultant polarizations. Appelbaum et al. used a spin-valve with tunnel barriers to inject hot polarized electrons into silicon, and the subsequent polarization of the injected carriers was inferred from another spin-selective hot-electron ferromagnetic contact layer \[163\]. In both cases, elaborate device fabrication schemes were used to create the spin injector and detector. In Chapters 4 and 5, we have shown that the MOSFET resistivity is sensitive to the polarization of the 2DEG electrons. Hence, a measure of the EDMR signal intensity can be used to detect variations in the spin polarizations in the MOSFET channel itself. Therefore, we can use EDMR as a technique to circumvent the detection problem in fairly conventional device architectures built with silicon.

### 6.1.2 Spin transport model

While we have shown that the EDMR signal intensity of MOSFETs is sensitive to the 2DEG electron polarization in the channel (Chapter 4), we have assumed that the 2DEG polarization remains constant throughout the device. While this can be justified when the device length \( l \) is much longer than the spin transport lengths \( L_s^1 \), spatial inhomogeneity of electron polarization must be taken into account in order to understand the EDMR results of devices with shorter channel lengths. One cause of the spatial inhomogeneity of the carrier polarization \( p_c \) can be due to boundary conditions such as spin injection or depletion at the contacting interfaces, as illustrated in Fig. \(6.1\). This leads to variations in \( p_c \) from its thermal equilibrium value \( p_{c0} \) (\( p_{c0} \neq 0 \) for silicon when a magnetic field is present). A second source of local perturbations of carrier polarization is due to external excitations (e.g. spin resonance), as we will demonstrate at the end of the chapter with triple-gate MOSFETs. However, we will first put these concepts in a more concrete footing with a theoretical model.

\[L_s^1 \] refers to the characteristic length scale carriers travel before spin flips occur. A quantitative definition will be given later in the section.
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Figure 6.1: Variations of electron polarization $p_c$ from its thermal equilibrium value $p_{c0}$. Spin injection at the interface results in higher polarizations injected into the device (red). Spin depletion results from contacts with low polarization (blue).

A spin transport equation can be derived in analogy to the continuity equation for charged carrier transport in order to take the spatial variations of $p_c$ into account. Essentially, the charged based continuity equation can be separated into two components corresponding to the spin up and down electron populations. The two equations are then related by the spin relaxation term described by the spin flip time $T_1$, which is analogous to an effective carrier recombination term in bi-polar carrier transport. The coupled equation for electrons then reads \[163\] \[166\]:

$$D \nabla^2 p_c(r) + \mu E \nabla p_c(r) - \frac{p_c(r)}{T_1} = 0$$

(6.1)

where we have expressed the spin up and down electron populations in terms of the electron polarization $p_c$. $E$ is the electric (drift) field, and $D$ and $\mu$ are the weighted average electron diffusivity and mobility, respectively. In silicon, it is expected that $D_\uparrow \approx D_\downarrow$ and $\mu_\uparrow \approx \mu_\downarrow$. Thus $D$ and $\mu$ are the same as those used in charge transport calculations, as we are assuming that the spatial fluctuation of electron polarization is a direct consequence of carrier diffusion and carrier drift. Electron spin-spin diffusion effects, on the other hand, are neglected. In the one dimensional case along the $\hat{x}$ direction, Eq. (6.1) has a general solution of the form:

$$p_c(x) = A_1 e^{-\frac{x}{L^+_s}} + A_2 e^{\frac{x}{L^-_s}} + p_{c0}$$

(6.2)

where $A_1$ and $A_2$ are constants subject to boundary conditions. $L^+_s$ and $L^-_s$ are the down- and up-stream spin transport lengths, respectively, and describe the characteristic length
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Figure 6.2: Up- and down-stream spin transport lengths as a function of spin drift length $L_F$ (Eq. 6.5). All length scales are in units of the intrinsic spin diffusion length $L_D$.

scales of variations in $p_c$. The term down-stream refers to the direction of electron flow due to carrier drift, while up-stream is in the opposite direction. These spin transport lengths are given by:

$$\frac{1}{L_s^\pm} = \frac{|\mu E|}{2D} + \sqrt{\left(\frac{|\mu E|}{2D}\right)^2 + \frac{1}{L_D^2}}$$  \hspace{1cm} (6.3)

where the spin diffusion length is defined as:

$$L_D = \sqrt{DT_1}$$  \hspace{1cm} (6.4)

At low fields, $L_s^\pm \approx L_D$, and the intrinsic diffusion length dominates the variation in carrier polarization across the interface. We define the spin drift length due to electric field as:

$$L_F = \mu ET_1$$  \hspace{1cm} (6.5)

which is the distance electrons travel due to the bias field before spin flip occurs. The spin transport lengths are plotted in Fig. 6.2 as a function of the spin drift length (which is the same as plotting against electric field), in units normalized to the intrinsic spin diffusion...
length $L_D$. The down-stream spin transport length approaches the spin drift length under high electric fields as one would expect.

The spin transport lengths are sometimes expressed in the literature as\[167]:

$$\frac{1}{L_s^\pm} = \pm \frac{1}{L_F'} + \sqrt{\frac{1}{4L_F'} + \frac{1}{L_D^2}}$$

(6.6)

where $L_D$ has the same definition as above, but with $L_F' = D/\mu E$ referred to as the spin drift length. However, we find this definition to be confusing as it implies that the spin drift length becomes shorter with increasing electric field. While these expressions for the spin transport lengths are identical to Eq.6.3 given earlier, we will retain the definition given in Eq.6.5 as the spin drift length.

### 6.1.3 Spin drift and spin diffusion effects in MOSFETs

In this section, we will demonstrate the use of EDMR as a probe of the variations of the 2DEG polarization in donor-doped silicon MOSFETs. From such measurements, spin drift and spin diffusion effects discussed above can be demonstrated. In order to exploit the technique of EDMR as a probe for the 2DEG polarization, we focus on the donor resonance signals. This is because donors can be locally implanted into specific locations in the device to probe variations in the local spin polarization, while the 2DEG resonance has contributions arising from the entire device where the 2DEG is present.

For the silicon MOSFETs described in Chapters 4 and 5, the 2DEG thermal equilibrium polarization under the influence of external magnetic field is given by\[137, 99, 110]:

$$p_c = \frac{g\mu_B B}{2(\epsilon_f - \epsilon_0)}$$

(6.7)

where $\epsilon_f - \epsilon_0 = \frac{n_c}{\rho_{2DEG}}$. $p_c$ is typically in the range of 5 – 10 % at X-band for the 2DEG densities of $n_c = 0.5 - 1 \times 10^{11}/\text{cm}^2$. On the other hand, the degenerately doped $n+$ contact regions have significantly lower electron polarizations. These $n+$ contact regions can be thought of as a three dimensional electron gas, which polarization is given by the Pauli paramagnetism\[117, 168]:

$$p_{n+} = \frac{g\mu_B B}{2E_F}$$

(6.8)

where $E_F$ is the Fermi energy given by the concentration of dopants in the $n+$ regions. The electron concentration in the $n+$ regions formed by the PSG diffusion process is approximately $2 \times 10^{19}/\text{cm}^3$ as determined by SIMS analysis\[138]. At X-band with Zeeman fields of $B \approx 0.35 \text{T}$, we thus have $p_{n+} \approx 0.01\%$, much lower than the 2DEG thermal equilibrium polarization.
Figure 6.3: $^{31}$P EDMR signal intensity for 28-Si:$^{31}$P+$^{121}$Sb devices with different channel lengths. The drain bias field was kept below 2.5 V/cm, and $V_g \approx V_t$, $T = 5$K for all measurements. The red trace corresponds to the calculated averaged channel polarization taking the $n+$ contacts and spin drift and spin diffusion effects into account.

Fig. 6.3 shows the $^{31}$P donor EDMR signal intensity of 28-Si:$^{31}$P+$^{121}$Sb devices with different channel lengths under spin saturation. The drain bias field was 2.5 V/cm in all cases, and $V_g$ was set to just above $V_t$ where the EDMR signal was maximized, as discussed in Chapter 5. The EDMR signal intensity decreases rapidly with decreasing channel lengths. This is in fact what we would expect if we take spin drift and spin diffusion effects from the low polarization of the $n+$ source-drain regions into consideration.

We can validate this intuitive picture by estimating the 2DEG polarization in the channel of the MOSFET. We assume the 2DEG resistivity is given by Eq. [1.4] $\rho = \rho_1 + \rho_2 p_e^2$. Since $p_e$ varies with position in the channel according to Eq. [6.2], the resultant sample resistivity is given by the average polarization $\bar{p}_e$ in the channel: $\rho = \rho_1 + \rho_2 \bar{p}_e^2$. The red trace in Fig. 6.3 shows the calculated average channel 2DEG polarization as $\Delta \rho / \rho_0 \propto \bar{p}_e^2$, and gives reasonable agreement with the experimental data. The diffusivity is calculated from Einstein’s relation for a 2DEG [166]: $D = q\mu / \epsilon_f$, and we use $T_1 = 25$ ns. These values give $L_D = 3.4$ $\mu$m and $L_F = 1.2$ $\mu$m, and up- and down-stream spin transport lengths of 1 and 8 $\mu$m, respectively.

Spin drift effects should be more pronounced for shorter devices as the device channel length approaches that of the spin drift length. Fig. 6.4 shows the donor EDMR signal
intensities for two devices with channel lengths $l = 20 \mu m$ and $160 \mu m$ as the source-drain electric fields are varied. While the signal intensities are fairly constant for both devices up to 3 V/cm, it declines gradually for the 160 $\mu m$ long device while it drops drastically for the 20 $\mu m$ device when the electric fields are further increased. Again, the average 2DEG polarization in the channel of the devices can be estimated within the framework of spin drift and spin diffusion. The solid traces in Fig. 6.4 show the estimated average 2DEG polarization in the two devices calculated with $T_1 = 20$ ns, showing reasonable agreement to the experimental data.

The $T_1$ times extracted here are shorter than the ones estimated from using saturation methods in Chapter 5. When solving the spin transport equations, we assume the boundary conditions are simply given by imposing the polarizations at the contacts to reach $p_{n+}$. The rigorous boundary conditions are given by imposing spin-resolved current continuity across the interface instead, i.e. $j^{\pm}|_{x^-} = j^{\pm}|_{x^+}$. This would, however, require a more detailed knowledge of the carrier density distribution (for the spin diffusion component). In addition, as mentioned above, electron-electron spin exchange interaction is ignored in this simple calculation. The extracted $T_1$ times can therefore be refined by including the above considerations; however, here we only seek a qualitative picture for understanding the
phenomena.

By examining the changes in the EDMR signal intensities in donor-doped MOSFETs of different channel lengths and different bias electric fields, we have been able to observe spin drift and spin diffusion with fairly conventional silicon MOSFETs, and a spin diffusion length of \( L_D \approx 3 \, \mu m \) is extracted at \( T = 5 \, K \). The reduction in donor signal intensity with channel length due to spin diffusion from lowly polarized \( n+ \) source-drain regions is of particular concern for constructing a qubit readout device in a scaled MOS structure. This scaling behavior is rather different from spin-dependent recombination EDMR experiments in donor-doped silicon \( \textit{resistors} \), in which the donor signal intensities are constant with smaller device sizes down to \( \approx 50 \, \text{nm} \) length scales \([122]\). In fact, a constant scaling was also expected for the MOSFETs when this project began. However, the crucial difference in these two types of EDMR experiments is that in spin-dependent recombination, electron-hole pairs are created in the channel of the device from photoexcitation. The electrons quickly relax and settle on empty donor states, and it is the spin-dependent recombination between spin pairs of the donors and surface defects that determines the spin-dependent current change (Chapter \([2]\)). In effect, the polarization of conduction electrons does not matter as much. We will look at a modified MOS architecture to circumvent this scaling problem in the next section.

6.2 Triple-gate MOSFETs

As we have discussed in the previous section, the \( n+ \) source-drain regions of the MOSFET have much lower electron polarizations compared with the channel. These essentially unpolarized contacts reduce the average 2DEG polarizations in the channel from spin drift and spin diffusion effects. On the other hand, the polarizations of 2DEG electrons itself are gate-tunable by controlling the 2DEG density, as seen from Eq.\([6.7]\). Therefore, a strategy for enhancing the 2DEG polarization in the donor-doped channel is to replace the \( n+ \) regions with gated regions instead, hence creating an effective spin injector. We will discuss the design and fabrication process of these devices in this section.

6.2.1 Sample design

Fig.\([6.5]\) shows the schematic of the modified MOSFET structure with enhanced spin injection into the donor-doped regions of the device. The device is similar to a conventional MOSFET, but with the gate region divided into three parts in series, and we will refer to this structure as the \textit{triple-gate} MOSFET. Donors are only implanted under the center gate (cg) region, while the two side-gates (dg and sg) act as buffer regions to reduce the detrimental spin drift and spin diffusion effects from the \( n+ \) source-drain contacts. The side-gates are designed to be \( 60 \, \mu m \) long, more than 10 times the spin diffusion length \( L_D \). They are also designed to have a wide width of \( 40 \, \mu m \) in order to reduce series resistance from these side gated
CHAPTER 6. SPIN DRIFT AND SPIN DIFFUSION IN SILICON MOS SYSTEMS

regions. Since the side-gate buffer regions are designed to be sufficiently long, unpolarized electrons injected from the source will have plenty of travel distance to attain a higher spin polarization, controllable by the side-gate voltages, before interacting with donors under the center gate.

6.2.2 Device fabrication

An outline of the process flow used for fabricating the triple-gate MOSFETs is described in this section. A detailed step-by-step process flow can be found in Appendix B (aFET8).

1. Field oxide growth and active area definition
   Field oxide was grown on 4” wafers with a wet oxidation process. The active regions (MOSFET channel and source-drain regions) were subsequently exposed with a wet etch in diluted HF solution.

2. Side-gate formation
   20 nm dry oxide was grown as the gate oxide for the side gates. In situ phosphorus doped polycrystalline silicon and low temperature oxide (LTO) hardmask was then deposited. Both layers were then patterned and etched forming the side-gates.

3. Donor implantation and gate stack
   The wafers then received a shallow donor implantation ($^{75}$As) to dope the exposed center channel regions. The remaining oxide was then removed by a dilute HF etch, and another dry oxidation step was carried out to grow the 20 nm thick center gate oxide. In the process, the exposed side-gates walls were also oxidized, creating insulation between the side and center gates. In situ phosphorus doped polycrystalline silicon was then deposited and patterned to form the center gate electrode.
4. **Source-drain dopant diffusion**
   Another HF dip was used to remove the oxide over the source-drain regions. Phosphosilicate glass (PSG) was then deposited over the wafer. A high temperature anneal step was then carried out to drive-in the phosphorous from the PSG layer into the silicon to form the heavily doped n+ regions.

5. **Metallization and shunt layers**
   After opening of contact windows through the PSG layer, aluminum was sputter deposited and subsequently patterned. Forming gas anneal was then carried out to form ohmic contacts to the n+ source-drain regions and passivate dangling bonds at the Si-SiO₂ interface. Silicon dioxide was then deposited by plasma-enhanced chemical vapor deposition, then followed by the sputter deposition of aluminum to form the capacitive shunt. The wafers were then diced into elongated chips for EDMR measurements as described in Chapter 3.

### 6.3 EDMR results of triple-gate MOSFETs

![EDMR Results Graph](image)

Figure 6.6: Donor EDMR signal intensity from a triple-gate MOSFET with center gate region of \( l = 40\mu m \) and \( w = 40\mu m \). The two side-gates were biased together in these measurements, and the measurements were performed under three different bias (drift) field conditions as indicated.
We will now show that with the triple-gate devices, gate-tunable spin injection into the center region can be achieved. Since donor atoms are located only under the center gate, the donor EDMR signal amplitude reflects the average conduction electron polarization under that region only. Fig. 6.6 shows the measured donor EDMR signal intensities for fixed center gate voltage (and hence fixed center channel resistance), while the side-gate voltages and bias (drift) field were varied. The center gate region of this device had dimensions of $l = 40 \mu m$ and $w = 40 \mu m$. The side-gate (and hence polarization of injected carriers) clearly influences the EDMR signal amplitude: for small side-gate biases, conduction electrons attain a higher steady-state polarization before being injected into the center region. For side-gate biases greater than that of the center gate bias, the injected electrons now have a lower spin polarization when injected into the channel.

A low bias field (top trace in Fig. 6.6) leads to a smaller $L_F$, hence electrons from the $n+$ source can reach the thermal equilibrium polarization as demanded by the side-gate biases before reaching the center gate region. On the other hand, at larger bias fields the $60 \mu m$ long side-gate regions become less effective and the injected electrons have lower polarization (bottom trace in Fig. 6.6), and hence the signals are suppressed. This result shows that the side-gates are effective in improving the donor signal intensities of the center channel of the device. This strategy can therefore be used to explore devices with shorter channel lengths as we will discuss in the next chapter.

### 6.4 Conclusions

In this chapter, we have discussed the issue of spatial inhomogeneity of carrier polarizations and its affect on EDMR, i.e. spin drift and spin diffusion effects. Since donors can be locally implanted into the channels of the devices, the donor resonance signal intensities reveal the local 2DEG polarization. This effect is examined with three experiments. First, we have shown that the EDMR signal intensities decrease with shorter channel lengths, a consequence of the relatively low electron polarization of the contacting $n+$ regions. Second, spin drift effects were demonstrated by examining the bias field effect in devices with different channel lengths. Third, we showed that the implementation of side-gates to the MOSFET channel can effectively increase the injected 2DEG carrier polarization before interactions with the donors occur. Thus, EDMR can be used as a tool to probe local 2DEG polarizations to address the detection problem of silicon spintronic devices.
Chapter 7

EDMR and Transport Spectroscopy of FinFETs

The silicon MOS devices discussed in the previous chapters are relatively large, containing tens of thousands of donors in the channel regions. While they are suitable for proof-of-principle experiments, nano-scale FET devices need to be studied for few or single-dopant effects. In addition, we seek a device architecture and fabrication scheme that is compatible with the electrical detection of single-ion implantation process. In this scheme the current carried through the nanoscopic FET device can be used to detect single-ion implant events. Mesa-etched silicon-on-insulator (SOI) nano-scale devices, in particular fin-FET architectures, provide an interesting platform for implementing such few-donor FET devices. In this chapter, we will investigate two types of finFETs toward the realization of donor qubit readout devices.

7.1 Strategy for donor nuclear spin-state readout

Before we describe the finFETs, we shall first discuss the strategy towards the realization of donor nuclear spin-state readout. In the EDMR measurements of micron-scale devices, all hyperfine-split resonance lines are present, as illustrated in Fig. 7.1(a). This is due to the fact that the nuclear spin polarization was close to zero at the temperatures and magnetic fields in which we conducted our experiments. However, it should be remembered that each donor resonance line corresponds to the excitation of electrons residing at a donor atom with a specific nuclear spin. Thus, as the MOSFETs are scaled and the single-donor regime is reached, the EDMR spectrum expected should contain only a single resonance line as illustrated in Fig. 7.1(b). This would thus constitute a nuclear spin-state readout \[57\]. This readout scheme is only possible if the nuclear spin relaxation time \(T_{1n}\) is longer than the electrical detection time.
Figure 7.1: Strategy for donor nuclear spin-state readout with EDMR of MOS-FETs for $I = 1/2$ donors. (a) In large-area devices with an ensemble of donors, the EDMR spectra have resonance features corresponding to different nuclear spin-state projections. (b) In a single-donor doped device, only one resonance peak corresponding to that of the single nuclear spin should be observed, constituting the nuclear spin-state readout. The 2DEG resonance signals are omitted in the illustrations for clarity.

7.2 FinFETs

FinFETs were originally designed for reducing short channel effects and minimizing the subthreshold swing for scaled MOS devices [109]. One distinguishing feature is the non-planer geometry of the devices. A schematic of the conventional finFET architecture is shown in Fig. 7.2(a): the tall silicon “fin” is made by patterning a silicon-on-insulator (SOI) layer, and the main conduction channels are along the sidewalls as the gate wraps around the three exposed sides of the fin. Variations on this basic fin structure have been introduced in the past few years, with names such as the $\Omega$-FET, $\Pi$-FET, Tri-gate FET, MuGFET (Multi-gate FET), to name a few. In this work we will retain the term finFET to describe our non-planer SOI devices.

Two types of finFETs are studied in this work. The first type has a traditional finFET structure but built on isotopically purified $^{28}$Si-SOI layer. We will refer to these as the $^{28}$SOI-finFETs, and the structure is shown schematically in Fig. 7.2(b). The second type, the triple-gate (TG) finFET, was built on natural silicon SOI substrates, and we will refer to them as TG-finFETs. The use of the triple-gate structure is for enhancing the spin polarization of carriers injected into the center fin of the device as discussed in the previous chapter. In addition, the inclusion of the side-gates prevent accidental doping of the channel
Figure 7.2: Schematics of finFETs and single-ion implantation compatibility. (a) Conventional finFET structure, (b) 28SOI-finFET with split-gates for ion implantation through the hard mask, and the (c) Triple-gate TG-finFET structure, where single-ion implantation can be achieved by implanting into a gap formed between the side-gates.

region as the n+ source-drain regions are far away from the center fin. This structure is shown schematically in Fig. 7.2(c). In the following sections, we will discuss sample design considerations, outline the process flows used for fabrication of these devices and discuss their current-voltage (I-V) characteristics. We will also present some EDMR results of these finFETs as well as transport spectroscopy measurements performed at cryogenic temperatures.

7.3 28SOI-finFETs

7.3.1 Design and fabrication

The first batch of finFETs — the 28SOI-finFETs — are designed to have a similar structure as conventional finFETs but with slightly larger dimensions in all aspects. Single-ion implantation compatibility can be achieved by the removal of the top polycrystalline silicon gate over the top of the fin, and donor atoms can be implanted through the hard mask as shown in Fig. 7.2(b). The gates over the side-walls will be left intact during this process and can be used for inducing conduction electrons along the side-walls of the device.
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Since a nuclear spin-free environment is desired for the donor qubits, isotopically purified $^{28}\text{Si}$ SOI substrates should be used. However, due to the lack of commercially available $^{28}\text{Si}$ SOI material, a hybrid approach was adopted: starting with commercially available 50 nm natural silicon SOI substrates [170], 150 nm of $^{28}\text{Si}$ was grown epitaxially on top [171]. This relatively thick SOI layer (200 nm total) was needed to ensure implanted donors will reside in the top $^{28}\text{Si}$ layer and far away from the natural silicon to avoid spectral diffusion. The width of the fins were limited to 40 nm for the smallest devices to avoid having donors too close to the oxide interfaces (25 nm wide fins were also drawn but did not survive the fin etch process due to the high aspect ratio required). The gate lengths were limited to 300 nm to avoid excessive in-diffusion from the $n+$ source and drain leads into the center channel region. The fins were also aligned along the $\langle 110 \rangle$ crystallographic axis for maximal electron mobility. A SEM micrograph of a fabricated device is shown in Fig. 7.3. Details of the fabrication process can be found in Appendix B (aFET5). Here we present an outline of the process flow:

1. **Oxide hard mask and SiGe alignment marks**
   Starting wafers were cleaned and a 5 nm dry oxide was grown before sending the wafer for $^{121}\text{Sb}$ channel implantation. After this implantation step, the sacrificial oxide was removed and 100 nm low temperature oxide (LTO) was deposited to serve as the hard mask for the fins. Then 600 nm of $\text{Si}_{0.5}\text{Ge}_{0.5}$ and an additional 200 nm of LTO
were deposited. These two layers were patterned by standard optical lithography and dry etched to form e-beam alignment markers. We use SiGe to form e-beam alignment markers instead of high Z metal layers in order to ensure complete CMOS compatibility.

2. **Fin definition and etch**
   A bi-layer e-beam resist process consisting of 100 nm AZPN and 50 nm HSQ was used for defining the fins. The top HSQ layer was first exposed by e-beam lithography and developed. The exposed patterns were then transferred to the underlying AZPN layer with a cryogenic etch step carried out at \(-100\, ^\circ\text{C}\) to ensure anisotropic side-walls. After the resist pattern transfer, the LTO hardmask and SOI fins were dry etched, and then the residual resist removed.

3. **Gate stack and etch**
   After the fin etch, 3 nm sacrificial oxide was grown and subsequently removed in dilute hydrofluoric acid (HF) to reduce surface roughness of the side walls. Then 10 nm dry oxide was grown, and *in situ* phosphorus-doped polycrystalline-silicon was deposited as the gate electrode material. It was then patterned with e-beam lithography using 300 nm thick Mn-2403 negative e-beam resist. After e-beam exposure and development, the polycrystalline silicon was dry etched. Due to the relatively tall heights of the fins (and hardmask on top), a long overetch step was used to remove stringers around the side-walls of the fins.

4. **Source-drain implant and activation anneal**
   Source-drain ion implantation for \(n^+\) region formation was done prior to stripping the Mn-2403 resist to reduce unintended gate penetration by the heavy dose implant. A different donor species from the channel implant (\(^{75}\text{As}\)) was used to avoid any confusion over the origin of possible donor signals. After implantation and resist removal, the wafer was cleaned and dopant activation was achieved with rapid thermal anneal (RTA) at 900 \(^\circ\text{C}\) for 10 s.

5. **Metallization**
   After the source-drain activation step, an inter-layer dielectric LTO layer was deposited. Contact holes to the source-drain and gate pads were patterned with optical lithography. After the contact holes were etched and photoresist removed, aluminum/tungsten was deposited and patterned to complete the metallization steps.

### 7.3.2 Device \(I-V\) characteristics

With the exception of the 25 nm wide fins, the yield of the process was very high. Typical \(I-V\) characteristics of the 28SOI-finFETs are shown in Fig.\[7.4\]. At room temperature they behave like regular MOSFETs as shown in Fig.\[7.4\](a), with the drain current correlating
directly with fin width. However, at cryogenic temperatures all devices measured exhibit Schottky-like behavior, as shown in Fig. 7.4(b).

### 7.3.3 EDMR of 28SOI-finFETs

EDMR was attempted on the 28SOI-finFETs; however, due to poor contact quality the devices exhibited highly non-linear $I$-$V$ characteristics as discussed in the previous section. When the devices were measured in the microwave resonator for EDMR, excessive noise was generated, even though shunt layers were implemented on some of the devices. This rectifying noise completely overwhelmed the possibility of measuring donor resonances in these devices.

### 7.3.4 Transport spectroscopy

Transport spectroscopy was carried out on a device channel-implanted with $^{121}$Sb at 80 keV with a dose of $6 \times 10^{11} \text{ cm}^{-2}$. The post-processing Sb profile peak is expected to be located at 35 nm from the top of the SOI layer, with a peak concentration of $10^{17} \text{ cm}^{-3}$ from TCAD simulations [140]. The fin width of the measured device is $w = 80 \text{ nm}$, gate length $l = 280 \text{ nm}$.
and height \( h = 200 \text{ nm} \). Approximately 130 donor atoms reside in the fin under the gate for the given device dimensions. Low temperature transport measurements were performed with the device mounted in the Helium-3 cryostat with a base temperature of 320 mK (Chapter 3). Low-frequency lock-in measurements at 100 Hz and modulation amplitude of 500 \( \mu \text{V} \) were applied to the drain to measure the device conductance. The stability diagram of the device at the base temperature is shown in Fig. 7.5 with several overlapping Coulomb blockade diamonds visible. The Coulomb blockade structures might be caused by local defects at the Si-SiO\(_2\) interface or by surface roughness along the channel. It does not appear to be related to quantum confinement under the entire gate length due to the relatively large dimensions of the device. The overlapping diamonds in the stability diagram also indicate independent charge trapping/blockade centers along the conduction path in the device [172]. Fig. 7.6 shows individual traces of the conductance-gate voltage \((g_d - V_g)\) measurements close to the low-voltage corner of the first Coulomb diamond. In the case where the drain voltage is positive, periodic oscillations are observed on the curves. When the drain voltage is biased in the negative regime, a sharp conductance peak is observed at the edge of the diamond edge. The reason for the asymmetry in the transport response is unclear.

### 7.3.5 Single trap state response

The device performance was extremely stable [173] over \( \approx 10 \) hours of measurement time at low temperature \((< 1 \text{ K})\), and random telegraphic noise was only observable at higher temperatures. Fig. 7.7 shows such measurements at \( T \approx 10 \text{ K} \), revealing the sensitivity of
the 28SOI-finFETs to a single Coulomb scattering center caused by an interface trap. The spin state readout of a similar trap state was previously reported using deep sub-micron planer silicon FETs \cite{105}. A trap state created by the formation of a doubly-occupied donor $D^-\text{e}$ center also perturbs the device current as a Coulomb scattering center. Such $D^-\text{e}$ centers should then be observable under high magnetic fields and at low temperature \cite{58}, which is a promising candidate as a donor spin-state readout mechanism \cite{174}.

\section{7.4 Triple-gate finFETs}

\subsection{7.4.1 Design and fabrication}

The second generation of finFETs incorporated the idea of using undoped side-gated regions to enhance carrier polarization (Chapter 6), and hence are called the triple-gate finFETs (TG-finFETs). The devices were fabricated on initially 100 nm thick natural silicon SOI wafers, which were subsequently thinned down to 50 nm thick by thermal oxidation. The fins were drawn along the (110) direction, similar to the 28SOI-finFETs. The two side-gates were patterned with a narrow gap (50 – 100 nm) in between, where the fin was located. The wafers were then exposed to low-dose ion implantation, and the smallest fins received five donor atoms on average. These wafers did not have an oxide hardmask on top, and is more akin to tri-gate FETs reported in literature. The height of the fins after all the oxidation
Figure 7.7: Single trap state measurement of 28SOI-finFET. (a) Gate transfer characteristic measured at $T \approx 10$ K with $V_d = 50$ mV. The trap state shifts from mostly unoccupied to mostly occupied at around $V_g = 0.27$ V. (b-g) Random telegraph noise measured at different gate voltages with $V_d = 10$ mV. Device dimensions are $l = 280$ nm and $w = 120$ nm.
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Figure 7.8: False-color SEM micrographs of triple-gate TG-finFETs. (a) After SOI etch and fin patterning, (b) side-gate deposition and patterning (yellow), and (c) center gate deposition (red). (d) Top-view of TG-finFET near completion.

steps is about \( h \approx 35 \text{ nm} \). The SEM micrographs of the devices are shown in Fig. 7.8. The detailed process flow can be found in Appendix B (aFET9), and is outlined here:

1. **SiGe alignment marks**
   
   100nm LTO layer was deposited on the SOI wafers to serve as a protective layer for the underlying silicon surface. Then 600 nm of \( \text{Si}_{0.5}\text{Ge}_{0.5} \) and 200 nm LTO were deposited for e-beam alignment marks. The alignment mark patterns were formed using optical lithography and then dry etched. The initial protective LTO layer was then removed by a dilute HF etch to expose the SOI layer.

2. **Fin definition and etch**
   
   E-beam lithography with the negative MaN-2403 resist was used for the fin and source-drain region definition. After resist development, the fin patterns were transferred to the SOI layer by an anisotropic dry etch process.
3. **Side-gate stack and etch**

After the fin etch, 14 nm dry oxide was grown on the SOI layer forming the side-gate gate oxide, and then *in situ* phosphorus doped polycrystalline silicon and LTO hardmask were deposited. A second e-beam lithography step was carried out to define the side-gates, with 50 – 100 nm gap between the gates above the fins. After resist development, the polycrystalline silicon gate was patterned by dry etching, forming the side-gate structures.

4. **Channel implant and center gate stack**

The fins then received a broad-beam donor implant. The side-gates blocked ions from entering the side-gated SOI regions, and only the exposed fin regions in the gap received ions. After implantation, the remaining oxide on top of the fin was removed by wet etching, and 8 nm dry oxide was grown as the channel/fin gate oxide. *In situ* phosphorus doped polycrystalline silicon was again deposited, patterned by optical lithography and etched to form the channel gate structure.

5. **Source-drain implant and activation anneal**

A wet etch was carried out to remove residual oxide on top of the source-drain regions. Phosphosilicate glass (PSG) was then deposited and annealed to drive in phosphorus dopants into the source-drain SOI regions.

6. **Metallization and shunt layers**

Contact vias were etched through the PSG layer, and then a thin layer of titanium followed by aluminum was sputter deposited for metallization. The metallic layers were then patterned by dry etching. A thick silicon dioxide layer followed by a thin aluminium layer were then deposited and patterned to form the capacitive shunt on top of the devices.

### 7.4.2 Device $I$-$V$ characteristics

Fig. 7.9 shows representative $I$-$V$ characteristics of the TG-finFETs. Measurements were performed both at room temperature and liquid helium temperature ($T = 4.2$ K). We refer to the side-gate on the source-end of the device as the source-gate (sg) and the one on the drain-end the drain-gate (dg). The center (fin) gate is simply referred as the gate (g). In these measurements, the two side-gates were biased together, i.e. $V_{sg} = V_{dg}$. The room temperature measurements show $I$-$V$ characteristics consistent with a short channel MOSFET with velocity overshoot. In addition, the side-gated regions add substantial series resistance ($\approx 100$ kΩ at side-gate voltages of $V_{sg} = V_{dg} = 1$ V) (Fig. 7.9(a)). As the side-gate voltages are reduced, the series resistance is further increased, as seen in the transfer characteristics (Fig. 7.9(b)).

Once the sample was cooled to liquid helium temperatures, the $I$-$V$ characteristics change profoundly. The $I$-$V$ behavior shows substantial injection barrier ($V_d < 200$ mV region in
Figure 7.9: $I$-$V$ characteristics of TG-finFET with lithographic dimensions $l = 76$ nm and $w = 100$ nm. Room temperature measurements of (a) $I_d$-$V_d$, and (b) $I_d$-$V_g$. Liquid helium temperature measurements of (c) $I_d$-$V_d$, and (d) $I_d$-$V_g$. The $I_d$-$V_d$ traces were taken with $V_g = 0.5$ to $-0.5$ V in $-0.1$ V steps from top to bottom. Both side-gates biased were at $V_{sg} = V_{dg} = 1$ V. $I_d$-$V_g$ traces were taken with $V_{sg} = V_{dg} = 1$ to $0$ V in $-0.2$ V steps, with $V_d = 1$ mV.

Fig. 7.9(c)), similar to that observed in Schottky junction MOSFETs. However, the barrier reduces at higher gate voltages. This barrier is not due to poor metal-silicon contact quality as control devices without the fin exhibited normal ohmic-like $I$-$V$ characteristics at low temperatures. Instead, these kinks are due to the oxide barrier region between the fin and side-gates. The barrier is smaller than the thermal energy $k_B T$ at room temperature, and is
hence only observable at low temperature when $k_B T$ becomes less than or comparable to the barrier height. The gate transfer characteristics are not smooth in liquid helium temperature either (Fig. 7.9(d)), which are due to quantum mechanical effects and will be investigated thoroughly in the next sections with transport spectroscopy techniques.

7.4.3 EDMR of TG-finFETs

Figure 7.10: EDMR spectra of TG-finFET measured in (a) X- and (b) W-band at $T = 5$ K. The side-gates and center gate were all biased at 0.4 V in both measurements.

Both X- and W-band EDMR measurements were performed on the TG-finFETs and typical results are shown in Fig. 7.10. In all the measurements attempted — under different gate biases and current densities — only a single resonance signal corresponding to conduction electrons was observed. However, in these triple-gate devices, the 2DEG signal can originate from both the center fin region and from the side-gated regions, as we have shown in Chapter 5 that undoped MOSFETs give rise to very large resonance signals as well.

The difficulty in measuring donor resonances with the TG-finFETs biased in the drift-diffusion regime can be estimated from the donor EDMR signal intensities of micron-scale devices. Implanted donor signals with concentrations similar to those in the TG-finFETs typically have $\Delta \rho / \rho_0 \approx 10^{-6}$ at X-band. For 1 mV bias across the fin (corresponding to an electric field of 100 V/cm for a 100 nm long fin), the expected change in voltage on donor resonance is approximately 1 nV. The noise level we can detect is about 100 nV/scan for samples with resistance $\lesssim 100 \, \text{k}\Omega$ with our typical measurement settings. Since the signal increases linearly with data acquisition time $\tau$ and noise increases by $\sqrt{\tau}$, $10^4$ longer data
acquisition time will be needed in order to resolve the donor resonance signals. As a typical measurement takes approximate 60 s to complete, the long data acquisition time required to resolve the donors signals in the TG-finFETs would be beyond practical experimental constraints.

We have seen that in W-band, the donor EDMR signals increase by approximately 20 times. This means $20^2$ longer data acquisition time is needed, which is, however, still substantial. In addition, the superconducting magnet coils tend to drift with each measurement due to hysteresis effects. This adds uncertainty in the field position from scan to scan.

The estimate given above neglects the fact that at 100 V/cm the conduction electrons will heat up substantially $^{112}$. This effect will further reduce the observable signals as we have found that the EDMR signal intensities are very sensitive to temperature (Chapter 5). Much lower biases should be used to avoid overheating the device, which means that even longer data acquisition times would be needed.

In order to resolve donor resonance signals in these few dopant devices, a substantial improvement in the signal-to-noise ratio in the measurement scheme must be implemented. One approach would be to implement a double modulation scheme, in which the sample conductivity and magnetic field are modulated at the same time. A second approach is to increase the bandwidth of the measurement by implementing a RLC tank circuit approach, in which the TG-finFET forms the resistive element in the resonant circuit. This approach allows the measurements to be carried out at high frequency (limited by the quality factor of the tank circuit), which was shown to increase the signal-to-noise ratio by a factor 30 when compared with standard single modulation measurements $^{175}$.

### 7.4.4 Transport spectroscopy

In order to better determine the presence of donors in these nano-scale devices and to seek better biasing regimes beyond diffusive transport for EDMR measurements, transport spectroscopy was performed on a large number of the TG-finFETs. Most measurements were carried out at 4.2 K, while selected devices were also measured in the He-3 dilution refrigerator.

It has been reported that tunneling through individual donor states gives rise to strong resonance peaks in the sub-threshold regime of nano-scale MOSFETs. We found that most TG-finFETs exhibited quantum interferences and Coulomb blockade oscillations in transport measurements below threshold at 4.2K. These usually consisted of overlapping features which indicated a high degree of disorderedness in the samples. However, these structures became much better resolved in lower temperature. Fig.7.11 shows the stability diagrams of a 76 nm long and 70 nm wide device measured at 400 mK. In the measurements the center (fin) gate and drain voltages were scanned as the device conductivity was monitored. The side-gates of the TG-finFETs were shorted together and held constant. Coulomb diamonds are clearly visible but their sizes reduce with increasing side-gate voltages (Fig.7.11(a)-(d)). Eventually the Coulomb diamonds disappear at the high side-gate voltage of 5V (Fig.7.11(e)), where
Figure 7.11: Transport spectroscopy of TG-finFET with $l = 76$ nm and $w = 70$ nm measured at $T = 400$ mK under various side-gate voltages. (a)-(e) The $x$-axis refers to the center (fin) gate voltage, while the two side-gates were connected together and the applied voltages are indicated.
the transport characteristics resembles that of a regular MOSFET.

We can understand this behavior by examining the changes in the potential landscape in the TG-finFETs as the side-gate voltages are varied. This is illustrated in Fig. 7.12 where the conduction band profile is simulated \[130\]. At low side-gate voltages (Fig. 7.12(a)), the regions under the insulating oxide between the center and side-gates create an effective spacer with large potential barriers. Thus, a quantum dot region is formed and Coulomb blockade can occur \[176\] \[177\]. When the side-gate voltages are increased (Fig. 7.12(b)), the barriers seen by the quantum dot are lowered and the confinement potential becomes shallower. This effect reduces the charging energy of the dot, and hence the Coulomb blockade diamonds reduce in size. Finally, at very large side-gate biases (Fig. 7.12(c)), the barriers are completely removed and the conduction band profile looks like that of a regular MOS device.

The measurements so far only confirm that the resonance features observed in the sub-threshold regime are associated with quantum confinement in the fin, which can be adjusted by tuning the bias conditions of the side-gates. Tunneling through single donor states should give strong resonances which are not periodic Coulomb oscillations. In fact, the observation of transport through single donor states are usually attributed to the occurrence to two resonance peaks: one corresponding to the neutral \(D^0\) donor state, and the second one corresponding to the doubly occupied \(D^-\) at higher gate voltages \[177\] \[46\] \[178\] \[37\]. Of the dozen of devices measured, two showed strong and isolated resonance features. The trans-

![Figure 7.12](image)

**Figure 7.12:** Simulated conduction band landscape in TG-finFETs. (a) Low side-gate voltages create a double-barrier quantum dot in the fin, (b) Moderate side-gate voltages creates shallower quantum dot potential in the fin, and (c) High side-gate voltages remove the barriers and the device operates like a regular three-terminal MOSFET.
Figure 7.13: Transport spectroscopy of TG-finFET with $l = 100\text{nm}$ and $w = 50\text{nm}$ measured at $T = 4.2\text{ K}$ showing strong isolated resonance feature.

Transport spectroscopy measurements of one of them with center fin length $100\text{ nm}$ and width $50\text{ nm}$ are shown in Fig. 7.13.

In these devices, Coulomb blockade effects are still observed in the subthreshold regime ($V_g \approx 0\text{ V}$). At higher gate voltages ($V_g \approx 400\text{ mV}$ in Fig. 7.13), strong resonance features are observed with its excited state spectrum weakly visible as well. Since these strong resonances are only observed in a small fraction of the devices and appear as isolated resonance features, they are not related to quantum confinement in the silicon fin. One possible origin can be due to the channel-implanted donors in the fin. However, the background currents associated with the turn-on of the devices reduces the visibilities of these resonance features. The fact that the resonance features appear after the device channel has turned on (as opposed to sub-threshold resonance peaks reported in literature) can be attributed to the location of the donor in the fin. In the non-planer geometry of the TG-finFET, the corners of the fin would conduct electrons first due to enhanced electric fields. If the donor is closer to the center of
the fin, then electrons would transport through the corners of the fin first before transport
closer to the center of the fin can occur. However, a positive identification of the origin of
the resonance features would require further supporting evidence such as magnetoresistance
data to observe shifts in the resonance positions, and eventually EDMR experiments.

7.4.5 Magnetotransport of finFETs in the Coulomb blockaded
regime

Magnetotransport measurements were carried out for two TG-finFETs at the National High
Magnetic Field Laboratory (NHMFL) at Tallahassee, Florida. The cryostat used consists of
a dilution refrigerator with base temperature of 20mK and equipped with a superconducting
magnet that can ramp up to 18 T. Fig. 7.14 shows the conductance plots with 0V dc bias and
ac excitation voltage of 20 µV applied to the drain. The data shown in Fig. 7.14(a) is from a
device with lithographic dimensions of \( l \times w = 100 \times 50 \text{ nm}^2 \), while that for Fig. 7.14(b) has
dimensions \( l \times w = 75 \times 100 \text{ nm}^2 \). These two devices did not exhibit the strong resonance
features discussed in the previous section.

![Figure 7.14](image_url)

Figure 7.14: Magnetotransport measurements at 0V dc bias measured at a base
temperature of \( T = 20 \text{ mK} \). The side gates are biased at 0.8 V in both cases. The
fin sizes are: (a) \( l = 100 \text{ nm} \) and \( w = 50 \text{ nm} \), and (b) \( l = 75 \text{ nm} \) and \( w = 100 \text{ nm} \).

It is interesting to note that a few of the resonance features shift with magnetic field.
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Figure 7.15: Detailed view of the magnetotransport data of the $l = 100$ nm and $w = 50$ nm TG-finFET. (a) Shows the subthreshold regime where isolated resonance features are observed. Certain features show a strong magnetic field dependence, corresponding to the Zeeman shift of paramagnetic states (indicated by dashed red line). (b) Same bias window at higher gate voltage. The Coulomb oscillations of the multi-electron quantum dot do not exhibit strong magnetic field dependence at all.

This is most evident in Fig. 7.14(b) for $V_g \approx 100 - 150$ mV, where some features split with increasing magnetic field and others converge with magnetic field. The splitting of the resonance lines can be understood as a manifestation of the Zeeman shifts for resonance features associated with paramagnetic states. The convergence of the resonance features, on the other hand, is related to the increased probabilities for two-electron co-tunneling events that occur [176].

The oscillations at higher gate voltages ($V_g > 150$ mV) are periodic and reproducible for the smaller device, indicating carrier transport in the Coulomb blockaded regime in a multi-electron quantum dot. Fig. 7.15 shows the zoomed in view of this device for low gate bias (Fig. 7.15(a)) and higher gate bias (Fig. 7.15(b)). The periodicity of the Coulomb oscillations are determined by Fourier transform, and we obtain $\Delta V_g = 2.2$ mV. To estimate the gate capacitance to the quantum confined region, we use:

$$\Delta V_g = \frac{q}{C_g} \quad (7.1)$$

where $C_g$ is the total (fin) gate capacitance associated with the quantum dot, and is found
to be 73 aF. We can also roughly estimate the expected gate capacitance assuming a planer geometry using:

\[ C_g \approx \frac{\varepsilon_{ox}\varepsilon_0}{t_{ox}} A \]  

(7.2)

where \( A \) is the total area of the side walls of the fin, and \( t_{ox} = 8 \) nm is the gate oxide thickness. From this expression we obtain \( C_{ox} = 52 \) aF, in reasonably good agreement with the extracted value, hence further confirming that the observed Coulomb oscillations are associated with the quantum confinement from the fin.

The sub-threshold resonance signal highlighted in red in Fig. 7.15(a) shifts to lower gate voltage, as would be expected if the ground state of that resonance feature is associated with singular spins that shift lower in energy with magnetic field [177]. On the other hand, the resonance features at higher gate voltages remain mostly stable with increasing magnetic field in such multi-electron systems. Assuming that the shift in Fig. 7.15(a) arises from Zeeman interaction, and \( g \approx 2 \), at 18 T, we expect a Zeeman shift of \( \Delta E/\Delta B = 0.12 \) meV/T. From the slope of the shift of the resonance peak we can then extract the level-arm parameter \( \alpha = 0.42 \).

### 7.5 Conclusions

Two types of single-ion implantation compatible finFETs were examined in this chapter. The 28SOI-finFETs exhibited poor contact quality at cryogenic temperatures and appeared to be highly disordered. The poor contact quality prevented meaningful EDMR measurements. The second type of finFETs, the TG-finFETs incorporated the use of side-gates in the design, and the number of channel dopants is expected to be an order of magnitude smaller than the 28SOI-finFETs. EDMR measurements were attempted in the drift-diffusion regime, however, no donor signals were observed. It is expected that the data acquisition time required to resolve donor resonance signals would be prohibitive owing to the small donor EDMR signals. A more promising measurement scheme is to measure in the near-subthreshold conduction regime and seek resonances in transport features that are associated with donor states. Our measurements of over two dozen of devices showed two devices which exhibited anomalous transport resonance features which do not seem to be associated with quantum confinement of the volume of the fin. However, more detailed measurements need to be carried out to identify the origin of those resonance peaks.
Chapter 8

Summary and Future Directions

In this work we have examined the spin-dependent transport of silicon MOSFETs in detail. We have developed a robust design and processing flow for fabricating devices compatible with resonant microwave cavity-based EDMR measurements. EDMR measurements in both X- and W-band resonant microwave cavities were successfully implemented, with the latter being the first such measurements reported in literature. The main results from our systematic studies of micron-scale donor-doped MOSFETs includes:

1. The spin-dependent transport mechanism of silicon MOSFETs is dominated by a polarization-dependent mobility of the 2DEG. Direct spin-dependent scattering with donors plays a much smaller role.

2. The 2DEG spin relaxation times are in the order of 100 ns in silicon MOSFETs at cryogenic temperatures.

3. The spin relaxation times of donor electrons interacting with 2DEG electrons in MOSFETs are also in the order of 100 ns, orders of magnitude smaller than bulk values.

4. Donor signal intensities decrease with MOSFET length instead of the constant scaling originally anticipated. This is due to spin drift and spin diffusion effects from the $n+$ leads. A triple-gate structure is proposed to alleviate this problem, and preliminary EDMR results seem to support this hypothesis.

5. A spin diffusion length of $L_D \approx 3\, \mu m$ for conduction electrons is extracted in silicon MOS systems at 5 K using EDMR as an in situ probe of conduction electron polarization.

We also developed and examined single-ion implantation compatible nano-scale donor-doped MOS devices. EDMR was attempted; however, no donor resonance signals were
observed. Transport spectroscopy was carried out and showed promising devices with possible signatures of donor resonances. However, further investigation is required for a definitive identification of the origin of these resonance structures.

Donor nuclear spin readout with EDMR requires the donor nuclear spin relaxation time $T_{1n}$ to be sufficiently long — longer than the measurement time itself. While the donor electron relaxation time $T_1$ seems to be limited by electron scattering and is relatively short, its correlations to $T_{1n}$ is unclear. Performing pulsed EDMR directly with donor-doped MOSFETs is challenging due to the short $T_1$. The electrical detection bandwidth is limited by the capacitance of the measurement setup, limiting it to about 100 kHz even for relatively conductive samples. A possible approach is to implement a tank circuit scheme which operates in the MHz range [175]. Pulsed EDMR and electrically detected ENDOR experiments would then allow the direct measurement of $T_1$ and $T_{1n}$ in such systems. Alternatively, another approach to obtain $T_{1n}$ in donor doped MOSFETs is to perform pulsed EPR/ENDOR experiments with large area MOSFETs (Appendix A (d2D)).

As discussed in Chapter 7, owing to the small donor signals observed, donor resonance detection with few-donor-doped MOSFETs is challenging. One approach to achieve enhanced donor signals is to perform EDMR measurements at even lower temperatures. Extrapolating from the temperature dependence of the donor EDMR signal at X-band (Chapter 5), we estimate that resonance signals of the order $\Delta \rho/\rho_0 \approx 10^{-4}$ can be achieved below 1 K. With a moderate electric field of 10 V/cm applied across a $\approx 100$ nm long device, the detection sensitivity required is about 10 nV, which seems to be within reach with improvements in the experimental setup. Nevertheless, single-shot measurements of donor nuclear spin-states relying on the polarization transfer mechanism seems prohibitive to realize owing to the relatively small signal amplitudes. Alternative spin-dependent transport mechanisms, such as spin-dependent trapping or spin-dependent tunneling might be more promising.

Recent experiments have shown great promises using the $D^-$ state to trap conduction electrons with shallow donors [60]. Due to the small binding energies of this doubly occupied state, they are usually only observed below $\approx 3$ K. If the $D^-$ state trapping mechanism is observable in MOSFETs, the donor resonance signals can be substantially increased due to the formation of additional localized Coulomb scattering centers, as observed in the study of trap states in the 28SOI-finFETs. However, the dynamics and stability of the weakly bound $D^-$ states in the presence of the 2DEG remains to be studied.

Spin-dependent tunneling through single-donor states can also be exploited for nuclear spin-state readout with EDMR. In such a scheme, the electron spin ground state of the $D^0$ electron should be tuned below the source and drain Fermi levels, while the excited state is above. In this scenario, tunneling current through the single dopant is prohibited in the absence of resonant excitation due to spin blockade. When the $D^0$ electron is resonantly excited, it can then escape to the drain electrode. This scheme would require experimental conditions with Zeeman energy much greater than the thermal energy for high visibility measurements.
CHAPTER 8. SUMMARY AND FUTURE DIRECTIONS

From a device architecture perspective, we developed finFETs for single-ion implantation compatibility. FinFETs are attractive as they allow reliable room temperature detection of single-ion implantation events. However, the etched side walls are inevitably prone to disorder. The surface roughness of the fins would also make low temperature transport measurements more complicated, especially since the fins of our triple-gate devices are relatively long. From this point of view, it seems that cleaner planer device structures would be more promising for studying single dopant affects, as single-ion implantation detection has indeed been demonstrated in planar devices as well [30]. In addition, simple statistical implants with small donor ensembles in device channels might suffice for proof-of-principle experimental demonstrations.
Appendix A

Device fabrication

A.1 Summary of devices fabricated

Over the course of this work, nine generations of MOSFETs for EDMR experiments (or ten, depending on the definition “generation”) were developed. The different generations of devices are labeled aFET1-9 (aFET stands for accumulation-mode field-effect transistors). We will briefly remark on all these generations of devices, chronicling our effort in developing EDMR-compatible MOSFETs. The detailed process flows for all those devices which results are reported in this thesis (aFET5,6,8 and 9) can be found it Appendix B.

1. aFET1: Micron-scale bulk-doped natural silicon devices
   The first generation aFETs were fabricated on bulk-doped natural silicon wafers with either antimony (natural abundance) or phosphorus. The substrate dopings were in the range of \(10^{17}/cm^2\). These devices were fabricated using optical lithography with a stepper, and the diced chips \((\approx 2 \times 5 \, mm^2)\) were wirebonded to a quartz supporting substrate with pre-patterned metallic leads. The devices worked well at cryogenic temperatures, and EDMR signals corresponding to donor resonances were observed. However, no 2DEG signals were detected. In addition, the lineshapes of the resonances signals were reminiscent of passage effects in EPR — and it was later determined that the origin of the signals come from a bolometric effect, where background dopants deep in the bulk affected the EDMR signals. Thus, bulk-doped devices should not be used for EDMR measurements with microwave resonators.

2. aFET2: Micron-scale channel-implanted \(^{28}\)Si devices
   The second generation devices were built on \(99.92\%\) isotopically purified epitaxial \(^{28}\)Si wafers. The channels were implanted with \(^{123}\)Sb. The elongated chip layout was also adopted (Chapter 3) to reduce microwave absorption by the wirebonds. However, there were problems with obtaining good ohmic contacts with the metal layer. The contact resistance were improved by electrical stressing of the contacts through the substrate at
room temperature. In stressed devices, 2DEG and $P_b$ centers were observed in EDMR; however, there were no signs of donors. The $P_b$ signal is attributed to the relatively poor oxide quality of these devices.

3. **aFET3: Micron-scale channel-implanted $^{28}\text{Si}$ devices**
   The third generation devices were also built on 99.92% isotopically purified epitaxial $^{28}\text{Si}$ wafers. The channels were implanted with $^{121}\text{Sb}$. The layout of the EDMR chips were modified so that the source-drain direction is perpendicular to the electric-field distribution in the microwave cavity. These devices also had issues with contact quality with the metal layer, and again electrical stressing was needed to reduce the resistance for cryogenic measurements (The issue with metal contact qualities was later found to be due to a poor vacuum and inaccurate vacuum gauge reading in the metal sputter chamber). EDMR was attempted on a large number of aFET3 devices, and resonance signals from both 2DEG and donors were observed in one lucky device. Microwave-induced rectification effects were also examined, and shunts were subsequently implemented on these devices (Chapter 3) yielding significant improvement in noise reduction.

4. **aFET4: Micron-scale channel-implanted natural silicon SOI devices**
   The forth generation devices were built on 50nm thick natural silicon SOI and channel implanted with $^{121}\text{Sb}$. The starting wafers were 200mm in diameter, and were sent for laser dicing to 100mm to conform to the Berkeley microlab capabilities. Unfortunately, the diced wafer surfaces were severely damaged during this process. Nevertheless, the fabrication process was carried out. A PSG diffusion process was used for source-drain formation for the first time, and the devices exhibited excellent contact quality at cryogenic temperatures (although the oxide quality was poor). Attempts with EDMR did not reveal any donor signals.

5. **aFET5: 28SOI-finFETs**
   The fifth generation devices were built on specially ordered $^{28}\text{Si}$-SOI substrates. The channels were implanted with $^{121}\text{Sb}$. The e-beam lithography steps required considerable effort to develop: while the bi-layer process of AZPN/HSQ provided excellent feature sizes and anisotropic side-walls, it became problematic when attempting the gate-pattern etch with this same bi-layer stack. The topology of the SOI fins consisting of 200nm thick SOI layer and $\approx 50$nm LTO hardmask made the AZPN and HSQ layers highly non-uniform. Subsequently, the cryogenic pattern transfer process was not successful. A solution was found by switching to the Microchem MaN 2403 resist, and significant effort was put into testing this new resist and etch compatibility with our process. The silicon fin and gate etch process also required significant effort as different etchers, process conditions and etch chemistry needed to be tested and optimized to achieve high sidewall quality and Si/SiO$_2$ selectivity. Two wafers were completed at the end (a few others failed during processing): one with aluminum metallization and
the other with tungsten metallization — which was designed to be compatible with the single-ion implantation process. However, contact issues persisted with this generation of devices. EDMR attempts and transport measurements are reported in Chapter 7. A detailed process flow is included in Appendix B (aFET5).

6. **aFET5p: Planer nano-scale FETs on natural silicon**

Planer nano-scale MOSFETs were also developed using the (then) new CRESTEC e-beam writer at the microlab. The devices were built on high-resistivity natural silicon wafers. The process flow was relatively straightforward: after (poly-silicon) gate patterning with Mn 2403 and etch, a self-aligned source-drain implant was used. 420 nm of the positive e-beam resist ZEP-520A was used as the implant mask for this source-drain definition step. The freeze-out of the silicon substrate was relied upon for providing isolation as in the micron-scale MOSFETs. Subsequently, a shunt capacitor was added on top. Since the shunt layer materials were not optimized at that point, silicon nitride was used as it was believed the higher capacitance with using nitride would further improve the shunt effectiveness. However, it was later found that the silicon nitride induced carriers throughout the silicon chip underneath due to the high fixed charges in the material.

7. **aFET6: Micron-scale channel-implanted natural silicon and $^{28}$Si devices**

The sixth generation devices incorporated the best features of previous devices to improve the EDMR signal. Devices were built on both high resistivity natural silicon substrates as well as $^{28}$Si epitaxial layers. The channels were implanted with $^{121}$Sb or $^{75}$As for others. These devices used PSG diffusion for source-drain formation, and exhibited excellent contact qualities at cryogenic temperatures. The microwave shunts were also integrated into the process flow directly (as opposed to adding them on a chip-by-chip basis in previous generations). The metal layout was also changed to allow an easy PCB mechanical contact scheme for EDMR measurements (thus the unreliable silver epoxy was no longer needed to wire up the devices). These devices exhibited low noise in EDMR and reliable 2DEG and donor resonance signals were observed. These results are the basis of the data shown in Chapters 3.8. A detailed process flow is included in Appendix B (aFET6).

8. **aFET7: Nano-scale quantum dot devices**

The seventh generation devices was an attempt in creating MOS-compatible quantum dot structures on SOI wafers. The CRESTEC e-beam writer was used and the process mostly developed. However, they were not completed due to priorities with other device fabrication efforts.

9. **aFET8: Micron-scale triple-gate devices**

The eighth generation devices incorporated the use of triple-gate structures for enhancing the EDMR signal. These side gates were designed to be 60 µm long, much longer
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than the expected spin diffusion lengths. Most of the fabrication process and design were similar to the successful aFET6 devices. These results are reported in Chapter 6. A detailed process flow is included in Appendix B (aFET8).

10. aFET9: Nano-scale triple-gate finFETs (TG-finFETs)

The ninth generation of devices combined the triple-gate structure with nano-scale few-dopant finFETs. MaN 2403 was used for all the e-beam steps. Special care was taken to further improve the silicon etch processes due to the formation of (very big) stringers for the second gate layer. The measurement results from these devices are reported in Chapter 7. A detailed process flow is included in Appendix B (aFET9).

Other fabrication processes not included in the aFET series include:

11. d2D: Large-area MOSFETs for EPR

The spin coherence limitations of donors interacting with a 2DEG can also be studied with EPR if the MOSFET can be made large enough (at least \( \approx 1 \times 1 \text{cm}^2 \) for sufficient EPR signal). The measurement of the spin coherence of 2DEG electrons in MOSFETs in EPR was successfully performed by the Princeton group recently. This motivated the work on large-area donor-doped MOSFETs. However, special care is needed when designing the donor implant and thermal budget allowed: Since EPR detects all donors present in the sample, the implanted donors need to stay very close to the interface in order for them to interact with the 2DEG. Otherwise the EPR signal will come from donors not interacting with the 2DEG at all. Thus, these devices were designed to have a minimized thermal budget once the channel donors are implanted in order to reduce dopant diffusion. On the other hand, a high quality oxide interface with low leakage current are desirable. Thus, an hybrid approach was used: 10 nm high quality thermal oxide was first grown, the \(^{121}\text{Sb} \) donors were then implanted. After implantation, a RTA step was used to activate the donors. 300 nm LTO was then deposited as the remainder of the gate dielectric. Finally, aluminum was deposited to complete the gate electrode. Initial EPR measurements have been carried out by Alexei Tyryshkin, with preliminary results indicating 100 ns \( T_1 \) times for donors. This is consistent with our estimates from EDMR.

12. FinResistors

These are patterned SOI silicon fins without the gate — essentially acting as a donor-doped resistor. They were fabricated with Christoph Weis to test spin-dependent recombination in small ensembles of spins in SOI material. The measurement of these devices are in progress at the time of the writing of this thesis.

13. SDR-1: Shallow donor - Double-donor recombination systems

The most successful p-EDMR experiments to date use the shallow donor - point defect recombination process. However, interface point defects such as \( P_0 \) are difficult
to control and create. An alternative is to use a deep double donor to replace the interface defect in the recombination processes. Samples were fabricated with $^{75}$As and $^{33}$S implanted 100 nm deep into the silicon surface. This depth avoids shallow donor ($^{75}$As)-interface defect interaction. The $^{33}$S double donor was chosen (instead of the more naturally abundant $^{32}$S) due to its non-zero nuclear spin, which would allow easy identification in the EDMR spectra. Two samples with two different thermal activation strategies were used. In EDMR, both showed the strong $^{75}$As signals. However, signatures for $^{33}$S were unclear: no hyperfine-split $^{33}$S signals were observed. Instead, a group of complex signals arose. The complex signals might be due to cluster formation during the activation steps, and further experiments are needed to clarify the situation.

14. SiCQED: Local accumulation gate quantum dots and superconducting resonator

This is a collaboration with the QUEST project, in which the fabrication of MOS quantum dots is incorporated with the design of superconducting resonators for quantum communication with semiconductor qubits. The first device fabrications are near completion at the time of the writing of this thesis.

A.2 Fabrication tips

Here are some (hopefully) useful fabrication tips when working in the UC Berkeley nanofabrication laboratory, most learnt the hard way:

1. **Wet etching**

Three keys should be remembered for any critical wet etching steps: (i) use a proper sink, (ii) agitate, and (iii) calibrate. The etch rates using large sinks are much more uniform and reproducible than using small dishes. Agitation during the etch process helps uniformity. Always calibrate the etch rate for the etchant and target material; the tables/charts only give ballpark values. Use BHF if etching with PR mask. Use HF only if the etches are dilute and etch times are short.

2. **Dry etching**

Always calibrate any dry etch process. This means using dummy wafers and carefully checking the etch rates and uniformities of the etch. This is especially critical for silicon etch processes as the etch rate is rather sensitive to the chamber condition, i.e. what crap the previous user put in the chamber. Prepare sufficient dummies with the EXACT same target material as on the real device wafers. When using pocket wafers, generally I avoid using cool-grease as they are tricky to handle (and quite dirty). Etch times then need to be well controlled to avoid burning the photoresist. Always inspect the completed etch process with SEM: microscopic residuals are difficult to spot by
optical inspection. Always do a dilute HF dip to removal silicon etch by-products (they cannot be removed by O₂ plasma or piranha clean).

3. **Thin film growth and deposition**
   The key here is again calibration. Be consistent with wafer orientation, flat orientation, boat used, etc. to obtain consistent results. Monitor gas flows and alarms carefully during deposition, and always check the alarm log of the tystar furnaces to make sure the process has completed without problems. For gate oxidation with tystar1, always check the N2 CARR alarm in the back panels after TCA clean to ensure proper gas flow. For SiGe deposition with tystar19, the standard layer used for e-beam alignment marks is highly stressed. Thus, the back side SiGe layer needs to be etched away before any high temperature steps — otherwise wafers can crack easily under stress.

4. **Photoresist coating**
   Standard i-line photoresist is pretty straightforward to handle and generally adheres pretty well on wafers. HMDS can often be skipped, unless a wet-etch step is intended. For wet-etching, always hardbake using UV bake instead of conventional baking on a hotplate, as the photoresist becomes much more robust when prepared using UV bake. Applying the e-beam resist MaN 2403 is often difficult due to poor adhesion on to silicon and silicon dioxide. If the wafer is fresh out of a furnace, usually adhesion is not a problem. If the wafer is out of a sink or the resist has to be reworked, bake the wafer on a hotplate at 180° C for at least 30 minutes before doing the HMDS step — this is critical for obtaining good MaN 2403 coverage.

5. **Wirebonding**
   Always ground all connecting leads of the bond pads before wirebonding. The order of the bonds should always be first on the bond pads, then on the device pad. This procedure helps reduce issues with electrostatic discharge of the devices. Always use anti-electrostatic foam boxes to carry devices for wirebonding. Check that the bond pad surfaces are clean, and inspect the bonds carefully to ensure the integrity of the bonds. Also avoid bonds that loop too high. When wirebonding on PCB metal lines, it is usually a good idea to scratch away the solder layer first (using a flat-tip tweezer works best) and expose the underlying copper lines. Make sure the copper surface is freshly scratched for good wirebond contacts.

Other general remarks:

1. **Plan ahead**
   Always prepare multiple wafers as backup. Anything can go wrong in the cleanroom, and the extra wafers will let you recover lost time as soon as possible. Both lithography masks and the fabrication process should be well thought out, and with sufficient test structures included. Always check with others to review the fabrication process and
lithography masks. Process and device simulations are also helpful for optimizing process and design considerations. Also prepare sufficient dummy wafers for general calibration and test purposes. Always make sure the cleanroom work for each day is well planned. A single mistake made in the cleanroom can result in months of lost work. Most mistakes I’ve made (admittedly many) occur late at night after long hours of work. Plan cleanroom work carefully and never overdo it (unless there’s a deadline!).

2. **Documentation**
   With multiple device wafers and many test wafers, detailed documentation during every single processing step for each wafer is very important. Never be lazy in doing documentation properly.

3. **Inspect, inspect, inspect!**
   This might get tedious, but the importance of inspection cannot be overemphasized. Inspection includes visual (optical microscopes, ellipsometry, SEM, etc.), electrical (probe station, four-point probe) and topological (step heights). Every processing step needs to be properly inspected to ensure a successful fabrication run.
Appendix B

Fabrication process flows

B.1 Micron-scale planer MOSFETs (aFET6)

Table B.1: Detailed fabrication process flow for micron-scale planer MOSFETs (aFET6).

<table>
<thead>
<tr>
<th>Step</th>
<th>Step details</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Wafer clean (sink6: piranha 10min, 25:1 HF 1min)</td>
</tr>
<tr>
<td>2</td>
<td>FOX growth (tystar2: 2wetoxa, 1000°C, 90min, target=5000Å)</td>
</tr>
<tr>
<td>3</td>
<td>HMDS (primeoven: process=0)</td>
</tr>
<tr>
<td>4</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>5</td>
<td>Active region lithography (ksaligner: low vacuum contact)</td>
</tr>
<tr>
<td>6</td>
<td>Develop photoresist (svgdev: develop=1, bake=1)</td>
</tr>
<tr>
<td>7</td>
<td>Hardbake photoresist (uvbake: process=A)</td>
</tr>
<tr>
<td>8</td>
<td>FOX etch (sink7: MOS, 5:1 BHF)</td>
</tr>
<tr>
<td>9</td>
<td>Photoresist ashing (matrix: time = 2min 30s)</td>
</tr>
<tr>
<td>10</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
<tr>
<td></td>
<td>CHANNEL IMPLANTATION A</td>
</tr>
<tr>
<td>11</td>
<td>Wafer clean (sink6: piranha 10min, 25:1 HF 10s)</td>
</tr>
<tr>
<td>12</td>
<td>Sacrificial oxide (tystar2: 2dryoxa, 900°C, 15min, anneal 900°C, 1s, target=90Å)</td>
</tr>
<tr>
<td>13</td>
<td>HMDS (primeoven: process=0)</td>
</tr>
<tr>
<td>14</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>15</td>
<td>Channel A implant lithography (ksaligner: low vacuum contact)</td>
</tr>
<tr>
<td>16</td>
<td>Develop photoresist (svgdev: develop=1, bake=1)</td>
</tr>
<tr>
<td>17</td>
<td>Hardbake photoresist (uvbake: process=A)</td>
</tr>
<tr>
<td>18</td>
<td>Channel implantation</td>
</tr>
<tr>
<td>19</td>
<td>Photoresist ashing (matrix: time = 2min 30s)</td>
</tr>
</tbody>
</table>

Continued on next page...
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Table B.1 – aFET6 process flow continued

<table>
<thead>
<tr>
<th>Step</th>
<th>Step details</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
<tr>
<td></td>
<td>CHANNEL IMPLANTATION B</td>
</tr>
<tr>
<td>21</td>
<td>HMDS (primeoven: process=0)</td>
</tr>
<tr>
<td>22</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>23</td>
<td>Channel B implant lithography (ksaligner: low vacuum contact)</td>
</tr>
<tr>
<td>24</td>
<td>Develop photoresist (svgdev: develop=1, bake=1)</td>
</tr>
<tr>
<td>25</td>
<td>Hardbake photoresist (uvbake: process=A)</td>
</tr>
<tr>
<td>26</td>
<td>Channel implantation</td>
</tr>
<tr>
<td>27</td>
<td>Photoresist ashing (matrix: time = 2min 30s)</td>
</tr>
<tr>
<td>28</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
<tr>
<td></td>
<td>GATE STACK</td>
</tr>
<tr>
<td>29</td>
<td>Sacrificial oxide removal (sink7: 25:1 HF 120s)</td>
</tr>
<tr>
<td>30</td>
<td>Wafer clean (sink6: piranha 10min, 25:1 HF 15s)</td>
</tr>
<tr>
<td>31</td>
<td>Furnace TCA clean (tystar1: 1TCA, overnight)</td>
</tr>
<tr>
<td>32</td>
<td>Gate oxide (tystar1: 1gateoxa, OX: 900°C, 60min, N2: 950°C,20min, target=200A)</td>
</tr>
<tr>
<td>33</td>
<td>Polysilicon deposition (tystar10:10sdplya, time=90min, target=2200A)</td>
</tr>
<tr>
<td>34</td>
<td>HMDS (primeoven: process=0)</td>
</tr>
<tr>
<td>35</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>36</td>
<td>Gate lithography (ksaligner: low vacuum contact)</td>
</tr>
<tr>
<td>37</td>
<td>Develop photoresist (svgdev: develop=1, bake=1)</td>
</tr>
<tr>
<td>38</td>
<td>Descum (technics-c: 50W,1min)</td>
</tr>
<tr>
<td>39</td>
<td>Hardbake photoresist (uvbake: process=A)</td>
</tr>
<tr>
<td>40</td>
<td>Backside poly-Si etch (lam5)</td>
</tr>
<tr>
<td>41</td>
<td>Frontside poly-Si etch (lam5)</td>
</tr>
<tr>
<td>42</td>
<td>Photoresist ashing (matrix: time = 2min 30s)</td>
</tr>
<tr>
<td>43</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
<tr>
<td></td>
<td>SOURCE-DRAIN FORMATION</td>
</tr>
<tr>
<td>44</td>
<td>Oxide removal (sink7: 10:1 HF, 2min)</td>
</tr>
<tr>
<td>45</td>
<td>Wafer clean (sink6: piranha 10min, 25:1 HF 60s)</td>
</tr>
<tr>
<td>46</td>
<td>Polysilicate glass deposition (tystar11: 11sdltoa, 15min, target=2400A)</td>
</tr>
<tr>
<td>47</td>
<td>Phosphorus diffusion (tystar2: 2n2annala, 900°C, 20min)</td>
</tr>
<tr>
<td></td>
<td>CONTACTS</td>
</tr>
<tr>
<td>48</td>
<td>HMDS (primeoven: process=0)</td>
</tr>
<tr>
<td>49</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>50</td>
<td>Contacts lithography (ksaligner: low vacuum contact)</td>
</tr>
<tr>
<td>51</td>
<td>Develop photoresist (svgdev: develop=1, bake=1)</td>
</tr>
</tbody>
</table>

Continued on next page...
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<table>
<thead>
<tr>
<th>Step</th>
<th>Step details</th>
</tr>
</thead>
<tbody>
<tr>
<td>52</td>
<td>Hardbake photoresist (uvbake: process=A)</td>
</tr>
<tr>
<td>53</td>
<td>Contact etch (sink7: 10:1 BHF, 3min)</td>
</tr>
<tr>
<td>54</td>
<td>Photoresist ashing (matrix: time = 2min 30s)</td>
</tr>
<tr>
<td>55</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
<tr>
<td></td>
<td><strong>METALLIZATION</strong></td>
</tr>
<tr>
<td>56</td>
<td>Native oxide removal (sink6: piranha, 25:1 HF 10s)</td>
</tr>
<tr>
<td>57</td>
<td>Metal 1 (cpa: Al, 4kW, 22.5cm/min, 1pass, 6mTorr, target=3000Å)</td>
</tr>
<tr>
<td>58</td>
<td>Metal 2 (cpa: W, 2kW, 40cm/min, 1pass, 9mTorr, target=850Å)</td>
</tr>
<tr>
<td>59</td>
<td>HMDS (primeoven: process=0)</td>
</tr>
<tr>
<td>60</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>61</td>
<td>Metal lithography (ksaligner: low vacuum contact)</td>
</tr>
<tr>
<td>62</td>
<td>Develop photoresist (svgdev: develop=1, bake=1)</td>
</tr>
<tr>
<td>63</td>
<td>Hardbake photoresist (uvbake: process=A)</td>
</tr>
<tr>
<td>64</td>
<td>W etch (lam3: monitor, reactor=10s, air-lock=60s)</td>
</tr>
<tr>
<td>65</td>
<td>Al etch (lam3: monitor, reactor=45s, air-lock=60s)</td>
</tr>
<tr>
<td>66</td>
<td>Al residue etch (sink7: Al etchant, 30s)</td>
</tr>
<tr>
<td>67</td>
<td>Photoresist strip (sink432c: PRS3000, 85°C, 20 min)</td>
</tr>
<tr>
<td>68</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
<tr>
<td>69</td>
<td>Forming gas anneal (tystar18: H2SINT4A.018, 400°C,20min)</td>
</tr>
<tr>
<td></td>
<td><strong>MICROWAVE SHUNT</strong></td>
</tr>
<tr>
<td>70</td>
<td>Metal clean (sink5: SVC-14, 15min, QDR)</td>
</tr>
<tr>
<td>71</td>
<td>Dielectric deposition (oxford2: oxide1, 20min)</td>
</tr>
<tr>
<td>72</td>
<td>DI rinse (sink8: QDR, SRD)</td>
</tr>
<tr>
<td>73</td>
<td>Shunt metal deposition (cpa: Al, 4kW, 40cm/min, 6mTorr, 1pass)</td>
</tr>
<tr>
<td>74</td>
<td>HMDS (primeoven: process=0)</td>
</tr>
<tr>
<td>75</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>76</td>
<td>Shunt lithography (ksaligner: low vacuum contact)</td>
</tr>
<tr>
<td>77</td>
<td>Develop photoresist (svgdev: develop=1, bake=1)</td>
</tr>
<tr>
<td>78</td>
<td>Hardbake photoresist (uvbake: process=A)</td>
</tr>
<tr>
<td>79</td>
<td>Al etch (sink7: Al etchant, 1min)</td>
</tr>
<tr>
<td>80</td>
<td>Photoresist ashing (matrix: time = 2min 30s)</td>
</tr>
<tr>
<td>81</td>
<td>HMDS (primeoven: process=0)</td>
</tr>
<tr>
<td>82</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>83</td>
<td>Shunt contacts lithography (ksaligner: low vacuum contact)</td>
</tr>
<tr>
<td>84</td>
<td>Develop photoresist (svgdev: develop=1, bake=1)</td>
</tr>
<tr>
<td>85</td>
<td>Hardbake photoresist (uvbake: process=A)</td>
</tr>
</tbody>
</table>

Continued on next page...
Table B.1 – aFET6 process flow continued

<table>
<thead>
<tr>
<th>Step</th>
<th>Step details</th>
</tr>
</thead>
<tbody>
<tr>
<td>86</td>
<td>Contact etch (sink7: 5:1 BHF, 3.5min)</td>
</tr>
<tr>
<td>87</td>
<td>Photoresist ashing (matrix: time = 2min 30s)</td>
</tr>
<tr>
<td></td>
<td>DICING</td>
</tr>
<tr>
<td>88</td>
<td>I-line photoresist (svgcoat2: coat=1, bake=1)</td>
</tr>
<tr>
<td>89</td>
<td>Hardbake (oven-vwr: 120°C, 5min)</td>
</tr>
<tr>
<td>90</td>
<td>Dice (wafersaw: feedrate=3, z=70)</td>
</tr>
<tr>
<td>91</td>
<td>Photoresist strip (sink432c: acetone + IPA rinse)</td>
</tr>
</tbody>
</table>
## B.2 Micron-scale planer triple-gate MOSFETs (aFET8)

Table B.2: Detailed fabrication process flow for micron-scale planer triple-gate MOSFETs (aFET8).

<table>
<thead>
<tr>
<th>Step</th>
<th>Step details</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Field oxide growth (tystar2: 2wetoxa, 1000°C, 60min, target=3300Å)</td>
</tr>
<tr>
<td>2</td>
<td>Wafer clean (sink6: piranha 10min, 25:1 HF 60s)</td>
</tr>
<tr>
<td>3</td>
<td>HMDS (primeoven: process=0)</td>
</tr>
<tr>
<td>4</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>5</td>
<td>Active region lithography (ksaligner: soft contact)</td>
</tr>
<tr>
<td>6</td>
<td>Develop photoresist (svgdev: develop=1, bake=1)</td>
</tr>
<tr>
<td>7</td>
<td>Hardbake photoresist (uvbake: process=A)</td>
</tr>
<tr>
<td>8</td>
<td>Field oxide etch (sink7: 5:1 BHF, total=3.5min)</td>
</tr>
<tr>
<td>9</td>
<td>Dehydrate (oven-vwr: 120°C, 10min)</td>
</tr>
<tr>
<td>10</td>
<td>Photoresist ashing (matrix: 2min 30sec)</td>
</tr>
<tr>
<td>11</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
<tr>
<td>12</td>
<td>RCA clean (sink6: 25:1 HF tank, RCA1 3.5 hr, RCA2 overnight)</td>
</tr>
<tr>
<td>13</td>
<td>TCA clean (tystar1: 1TCA, overnight)</td>
</tr>
<tr>
<td>14</td>
<td>Wafer clean (sink6: piranha 10min, 25:1 HF 60s)</td>
</tr>
<tr>
<td>15</td>
<td>Gate oxide (tystar1: 1gateoxa, OX: 950°C, 28min, N2: 1000°C, 20min, target=200Å)</td>
</tr>
<tr>
<td>16</td>
<td>Polysilicon deposition (tystar10: 10sdpyla, time=50min, target=1200Å)</td>
</tr>
<tr>
<td>17</td>
<td>LTO deposition (tystar11: 11sultoa, 9min, target=1600Å)</td>
</tr>
<tr>
<td>18</td>
<td>LTO densification (tystar2: 2n2anml, 900°C, 30min)</td>
</tr>
<tr>
<td>19</td>
<td>Dehydrate (oven-vwr: 120°C, 10min)</td>
</tr>
<tr>
<td>20</td>
<td>HMDS (primeoven: process=0)</td>
</tr>
<tr>
<td>21</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>22</td>
<td>Side-gate lithography (ksaligner: soft contact)</td>
</tr>
<tr>
<td>23</td>
<td>Develop photoresist (svgdev: develop=1, bake=1)</td>
</tr>
<tr>
<td>24</td>
<td>Hardbake photoresist (uvbake: process=A)</td>
</tr>
<tr>
<td>25</td>
<td>Hard mask etch (sink7: 10:1 BHF, total 3min 30sec)</td>
</tr>
<tr>
<td>26</td>
<td>Polysilicon etch (lam5)</td>
</tr>
<tr>
<td>27</td>
<td>Dehydrate (oven-vwr: 120°C, 10min)</td>
</tr>
<tr>
<td>28</td>
<td>Oxide etch (sink7: 25:1 HF, 60s)</td>
</tr>
<tr>
<td>29</td>
<td>Photoresist ashing (matrix: 2min 30sec)</td>
</tr>
<tr>
<td>30</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
</tbody>
</table>
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### APPENDIX B. FABRICATION PROCESS FLOWS

Table B.2 – aFET8 process flow continued

<table>
<thead>
<tr>
<th>Step</th>
<th>Step details</th>
</tr>
</thead>
<tbody>
<tr>
<td>31</td>
<td>Wafer clean (sink6: piranha 10min, 25:1 HF 60s)</td>
</tr>
<tr>
<td>32</td>
<td>Sacrificial oxide (tystar2: 2dryoxa, 900°C, 5min, anml 900°C,1s, target=50Å)</td>
</tr>
<tr>
<td>33</td>
<td>Channel implant (As, 50keV, 2E11)</td>
</tr>
<tr>
<td>34</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
<tr>
<td></td>
<td>GATE STACK</td>
</tr>
<tr>
<td>35</td>
<td>TCA clean (tystar1: 1TCA, overnight)</td>
</tr>
<tr>
<td>36</td>
<td>Wafer clean (sink6: piranha 10min, 25:1 HF 80s)</td>
</tr>
<tr>
<td>37</td>
<td>Gate oxide (tystar1: 1gateoxa, OX: 95°C, 28min, N2: 1000°C,20min, target=200Å)</td>
</tr>
<tr>
<td>38</td>
<td>Polysilicon deposition (tystar10: 10sdpoya, time=50min, target=1200Å)</td>
</tr>
<tr>
<td>39</td>
<td>LTO deposition (tystar11: 1isulota, 9min, target=1600Å)</td>
</tr>
<tr>
<td>40</td>
<td>HMDS (primeoven: process=0)</td>
</tr>
<tr>
<td>41</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>42</td>
<td>Gate lithography (ksaligner: soft contact)</td>
</tr>
<tr>
<td>43</td>
<td>Develop photoresist (svgdev: develop=1, bake=1)</td>
</tr>
<tr>
<td>44</td>
<td>Hardbake photoresist (uvbake: process=A)</td>
</tr>
<tr>
<td>45</td>
<td>Hard mask etch (lmm5)</td>
</tr>
<tr>
<td>46</td>
<td>LTO wet etch (sink7: 10:1 BHF, 80s, target=2200Å)</td>
</tr>
<tr>
<td>47</td>
<td>Photoresist ashing (matrix: 2min 30sec)</td>
</tr>
<tr>
<td>48</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
<tr>
<td>49</td>
<td>Polysilicon etch (lmm5)</td>
</tr>
<tr>
<td>50</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
<tr>
<td></td>
<td>SOURCE-DRAIN FORMATION</td>
</tr>
<tr>
<td>51</td>
<td>Wafer clean (sink6: piranha 10min, 25:1 HF 10s)</td>
</tr>
<tr>
<td>52</td>
<td>LTO deposition (tystar11: 1isulota, 15min, target=2400Å)</td>
</tr>
<tr>
<td>53</td>
<td>HMDS (primeoven: process=0)</td>
</tr>
<tr>
<td>54</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>55</td>
<td>PSG mask lithography (ksaligner: soft contact)</td>
</tr>
<tr>
<td>56</td>
<td>Develop photoresist (svgdev: develop=1, bake=1)</td>
</tr>
<tr>
<td>57</td>
<td>Hardbake photoresist (uvbake: process=A)</td>
</tr>
<tr>
<td>58</td>
<td>LTO etch (sink432c: 10:1 BHF, total=2.5min)</td>
</tr>
<tr>
<td>59</td>
<td>Photoresist ashing (matrix: 2min 30sec)</td>
</tr>
<tr>
<td>60</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
<tr>
<td>61</td>
<td>Wafer clean (sink6: piranha 10min, 25:1 HF 20s)</td>
</tr>
<tr>
<td>62</td>
<td>PSG deposition (tystar11: 1isdlota, 15min, target=2300Å)</td>
</tr>
<tr>
<td>63</td>
<td>PSG diffusion (tystar2: 2n2analla, 900°C, 20min)</td>
</tr>
</tbody>
</table>
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## APPENDIX B. FABRICATION PROCESS FLOWS

Table B.2 – aFET8 process flow continued

<table>
<thead>
<tr>
<th>Step</th>
<th>Step details</th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td>CONTACT ETCH</td>
</tr>
<tr>
<td>65</td>
<td>HMDS (primeoven: process=0)</td>
</tr>
<tr>
<td>66</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>67</td>
<td>Contacts lithography (ksaligner: soft contact)</td>
</tr>
<tr>
<td>68</td>
<td>Hardbake photoresist (uvbake: process=A)</td>
</tr>
<tr>
<td>69</td>
<td>LTO etch (sink432c: 5:1 BHF, total=5.5min)</td>
</tr>
<tr>
<td>70</td>
<td>BACKSIDE ETCH</td>
</tr>
<tr>
<td>71</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>72</td>
<td>Hardbake photoresist (uvbake: process=A)</td>
</tr>
<tr>
<td>73</td>
<td>Back side poly and LTO etch (lam5)</td>
</tr>
<tr>
<td>74</td>
<td>Photoresist ashing (matrix: 2min 30sec)</td>
</tr>
<tr>
<td>75</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
<tr>
<td>76</td>
<td>METALLIZATION</td>
</tr>
<tr>
<td>77</td>
<td>Wafer clean (sink6: piranha 10min, 25:1 HF 20s)</td>
</tr>
<tr>
<td>78</td>
<td>Aluminum (cpa: Al, 4kW, 22.5cm/min, 1pass, 6mTorr, target=3000A)</td>
</tr>
<tr>
<td>79</td>
<td>Tungsten (cpa: W, 2kW, 40cm/min, 1pass, 9mTorr, target=850A)</td>
</tr>
<tr>
<td>80</td>
<td>HMDS (primeoven: process=0)</td>
</tr>
<tr>
<td>81</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>82</td>
<td>Metal lithography (ksaligner: soft contact)</td>
</tr>
<tr>
<td>83</td>
<td>Develop photoresist (svgdev: develop=1, bake=1)</td>
</tr>
<tr>
<td>84</td>
<td>Hardbake photoresist (uvbake: process=A)</td>
</tr>
<tr>
<td>85</td>
<td>Metal etch (lam3: MONITOR, reactor total 80s, air-lock=1min)</td>
</tr>
<tr>
<td>86</td>
<td>Al etch (sink8: Al etchant, total 90s)</td>
</tr>
<tr>
<td>87</td>
<td>Photoresist ashing (matrix: 2min 30sec)</td>
</tr>
<tr>
<td>88</td>
<td>Wafer rinse (sink8: QDR, SRD)</td>
</tr>
<tr>
<td>89</td>
<td>Forming gas (sink4: PRS3000, 85°C, 60min, DI rinse)</td>
</tr>
<tr>
<td>90</td>
<td>FORMING GAS</td>
</tr>
<tr>
<td>91</td>
<td>Dielectric deposition (oxford2: oxide1, 20min, C1=9, C2=29)</td>
</tr>
<tr>
<td>92</td>
<td>Wafer rinse (sink8: QDR, SRD)</td>
</tr>
<tr>
<td>93</td>
<td>Forming gas (tystar18: H2SINT4A.018, 400°C, 20min)</td>
</tr>
<tr>
<td>94</td>
<td>MICROWAVE SHUNT</td>
</tr>
<tr>
<td>95</td>
<td>Shunt metal deposition (CPA: Al, 4kW, 40cm/min, 6mTorr, 1pass)</td>
</tr>
<tr>
<td>96</td>
<td>Dehydrate (Y2 hotplate: 150°C, 5min)</td>
</tr>
<tr>
<td>97</td>
<td>HMDS (sink4: hmds 10min)</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Step</th>
<th>Step details</th>
</tr>
</thead>
<tbody>
<tr>
<td>95</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>96</td>
<td>Shunt metal lithography (ksaligner: soft contact)</td>
</tr>
<tr>
<td>97</td>
<td>Develop photoresist (svgdev: develop=1, bake=1)</td>
</tr>
<tr>
<td>98</td>
<td>Hardbake photoresist (uvbake: process=A)</td>
</tr>
<tr>
<td>99</td>
<td>Al etch (sink8: QDR, Al etch=45s, QDR)</td>
</tr>
<tr>
<td>100</td>
<td>Photoresist ashing (matrix: 2min 30sec)</td>
</tr>
<tr>
<td>101</td>
<td>HMDS (primeoven: process=0)</td>
</tr>
<tr>
<td>102</td>
<td>Shunt electric lithography (ksaligner: soft contact)</td>
</tr>
<tr>
<td>103</td>
<td>Develop photoresist (svgdev: develop=1, bake=1)</td>
</tr>
<tr>
<td>104</td>
<td>Hardbake photoresist (uvbake: process=A)</td>
</tr>
<tr>
<td>105</td>
<td>Dielectric etch (sink7: non-mos, 5:1 BHF, total 5.5min)</td>
</tr>
<tr>
<td>106</td>
<td>Photoresist strip (sink432c: PRS3000, not heated, 60min)</td>
</tr>
<tr>
<td>107</td>
<td>Photoresist ashing (matrix: 2min 30sec)</td>
</tr>
<tr>
<td></td>
<td>DICING</td>
</tr>
<tr>
<td>108</td>
<td>I-line photoresist (svgcoat2: coat=1, bake=1)</td>
</tr>
<tr>
<td>109</td>
<td>Hardbake (oven-vwr: 120°C, 5min)</td>
</tr>
<tr>
<td>110</td>
<td>Dice (wafersaw: feedrate=3, z=70)</td>
</tr>
<tr>
<td>111</td>
<td>Photoresist strip (sink432c: acetone + IPA rinse)</td>
</tr>
</tbody>
</table>
## B.3 28SOI-finFETs (aFET5)

Table B.3: Detailed fabrication process flow for 28SOI-finFETs (aFET5).

<table>
<thead>
<tr>
<th>Step</th>
<th>Step details</th>
</tr>
</thead>
<tbody>
<tr>
<td>WAFER CUT</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Photoresist coating 8° 28-SOI wafers</td>
</tr>
<tr>
<td>2</td>
<td>Wafer laser cut to 4&quot; and edge rounded (American Precision)</td>
</tr>
<tr>
<td>3</td>
<td>Photiresist strip and clean (sink432c: PRS3000, sonnication, DI rinse)</td>
</tr>
<tr>
<td>4</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
<tr>
<td>CHANNEL IMPLANT</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Wafer clean (sink6: piranha 10min, 25:1 HF 5min)</td>
</tr>
<tr>
<td>6</td>
<td>Sacrificial oxide(tystar2: 2dryoxa, 900°C,5min, anneal 900°C,1s)</td>
</tr>
<tr>
<td>7</td>
<td>Channel implant</td>
</tr>
<tr>
<td>8</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
<tr>
<td>9</td>
<td>Wafer clean (sink6: piranha 10min, 25:1 HF 1.2min)</td>
</tr>
<tr>
<td>10</td>
<td>tystar2 (2dryoxa: 900°C,5min)</td>
</tr>
<tr>
<td>SiGe STACK</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>LTO (tystar11: 11sultoa, 5min, target=1000Å)</td>
</tr>
<tr>
<td>12</td>
<td>SiGe deposition (tystar19: NSGDEP.019, 1hr, target=6000Å)</td>
</tr>
<tr>
<td>13</td>
<td>LTO (tystar11: 10min, target=2000Å)</td>
</tr>
<tr>
<td>BACK SIDE ETCH</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>HMDS (primeoven: process=0)</td>
</tr>
<tr>
<td>15</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>16</td>
<td>Hardbake (oven-vwr: 20min)</td>
</tr>
<tr>
<td>17</td>
<td>Back side LTO etch (lam2: SIO2MON, adjust CHF₃=20,CF₄=90, total 2min)</td>
</tr>
<tr>
<td>18</td>
<td>Back side SiGe etch (lam4: recipe 440 (std, no BT, ME=Cl₂ only), time=1min)</td>
</tr>
<tr>
<td>19</td>
<td>Back side LTO etch (lam2: SIO2MON, 30sec)</td>
</tr>
<tr>
<td>20</td>
<td>Photoresist ashing (matrix: time = 2min 30s)</td>
</tr>
<tr>
<td>21</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
<tr>
<td>ALIGNMENT MARK PATTERNING</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>HMDS (primeoven: process=0)</td>
</tr>
<tr>
<td>23</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>24</td>
<td>E-beam alignment mask (ksaligner: low vacuum cont)</td>
</tr>
<tr>
<td>25</td>
<td>Develop photoresist (svgdev: develop=1, bake=1)</td>
</tr>
<tr>
<td>26</td>
<td>Descum (technics-c: 50W, 1min)</td>
</tr>
<tr>
<td>27</td>
<td>Hardbake photoresist (uvbake: process=A)</td>
</tr>
<tr>
<td>28</td>
<td>LTO etch (lam2: SIO2MON, total = 2min, CHF₃=0, CF₄=90)</td>
</tr>
</tbody>
</table>
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Table B.3 – aFET5 process flow continued

<table>
<thead>
<tr>
<th>Step</th>
<th>Step details</th>
</tr>
</thead>
<tbody>
<tr>
<td>29</td>
<td>Photoresist ashing (technics-c: 300W, 7min)</td>
</tr>
<tr>
<td>30</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
<tr>
<td>31</td>
<td>SiGe etch (lam4: recipe440, total=70sec, no BT, ME: Cl₂=180)</td>
</tr>
<tr>
<td>32</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
<tr>
<td>33</td>
<td>FIN PATTERN AND ETCH</td>
</tr>
<tr>
<td>34</td>
<td>E-beam bilayer photoresist coating (AZPN and HSQ)</td>
</tr>
<tr>
<td>35</td>
<td>E-beam lithography (Molecular Foundry)</td>
</tr>
<tr>
<td>36</td>
<td>HSQ-AZPN cryogenic pattern transfer</td>
</tr>
<tr>
<td>37</td>
<td>Hard mask etch (lam5: pocket wafer)</td>
</tr>
<tr>
<td>38</td>
<td>Photoresist ashing (matrix: time = 1min 30s)</td>
</tr>
<tr>
<td>39</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
<tr>
<td>40</td>
<td>FIN etch (lam5)</td>
</tr>
<tr>
<td>41</td>
<td>GATE STACK</td>
</tr>
<tr>
<td>42</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
<tr>
<td>43</td>
<td>Wafer clean (sink6: piranha 10min, 25:1 HF 10s)</td>
</tr>
<tr>
<td>44</td>
<td>Sacrificial oxide (tystar2: 2dryoxa,900°C, 3min, anneal=1s)</td>
</tr>
<tr>
<td>45</td>
<td>Wafer clean (sink6: piranha 10min, 25:1 HF 30s)</td>
</tr>
<tr>
<td>46</td>
<td>Gate oxide (tystar1:1gateoxa, OX: 900°C, 20min, N₂:950°C, 25min)</td>
</tr>
<tr>
<td>47</td>
<td>Gate hard mask (tystar11: 1sultoa, 5min, target=1000A)</td>
</tr>
<tr>
<td>48</td>
<td>Polysilicon deposition (tystar10: 10sdplya, 20min, target=500A)</td>
</tr>
<tr>
<td>49</td>
<td>LTO densification (tystar2: 2n2annya, 900°C, 20min)</td>
</tr>
<tr>
<td>50</td>
<td>E-beam photoresist (coat: HMDS + MaN 2403)</td>
</tr>
<tr>
<td>51</td>
<td>E-beam lithography (Molecular Foundry)</td>
</tr>
<tr>
<td>52</td>
<td>Gate etch (lam5)</td>
</tr>
<tr>
<td>53</td>
<td>Etch by-product removal (sink7: 100:1 HF, 30s)</td>
</tr>
<tr>
<td>54</td>
<td>SOURCE-DRAIN FORMATION</td>
</tr>
<tr>
<td>55</td>
<td>Source-drain implantation (As, 2 × 15/cm², 15keV, 7° tilt)</td>
</tr>
<tr>
<td>56</td>
<td>Back side etch (lam5)</td>
</tr>
<tr>
<td>57</td>
<td>HF dip (sink432A: 30:1 HF, 10s)</td>
</tr>
<tr>
<td>58</td>
<td>Photoresist ashing (technics-c: 300W, 3min)</td>
</tr>
<tr>
<td>59</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
<tr>
<td>60</td>
<td>Wafer clean (sink6: piranha 10min)</td>
</tr>
<tr>
<td>61</td>
<td>Rapid thermal anneal (heatpulse2: N₂, 900°C, 10s)</td>
</tr>
<tr>
<td>62</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
<tr>
<td>63</td>
<td>INTERLAYER DIELECTRIC</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Step</th>
<th>Step details</th>
</tr>
</thead>
<tbody>
<tr>
<td>61</td>
<td>Wafer clean (sink6: piranha 10min)</td>
</tr>
<tr>
<td>62</td>
<td>LTO (tystar12: 12sultoa, 5min, target=1000Å)</td>
</tr>
<tr>
<td>63</td>
<td>HMDS (primeoven: process=0)</td>
</tr>
<tr>
<td>64</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>65</td>
<td>Contacts lithography (ksaligner: low vacuum cont)</td>
</tr>
<tr>
<td>66</td>
<td>Develop photoresist (svgdev: develop=1, bake=1)</td>
</tr>
<tr>
<td>67</td>
<td>Descum (technics-c: 50W, 1min)</td>
</tr>
<tr>
<td>68</td>
<td>Hardbake photoresist (uvbake: process=A)</td>
</tr>
<tr>
<td>69</td>
<td>Contact etch (sink7: 10:1 BHF, 70s)</td>
</tr>
<tr>
<td>70</td>
<td>Photoresist ashing (matrix: 2min 30s)</td>
</tr>
<tr>
<td>71</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
</tbody>
</table>

**METALLIZATION**

<table>
<thead>
<tr>
<th>Step</th>
<th>Step details</th>
</tr>
</thead>
<tbody>
<tr>
<td>72</td>
<td>Wafer clean (sink6: piranha 10min, 25:1 HF 20s)</td>
</tr>
<tr>
<td>73</td>
<td>Metal (cpa, Al, 4kW, 22.5cm/min, 1pass, 6mTorr, target=3000Å)</td>
</tr>
<tr>
<td>74</td>
<td>HMDS (primeoven: process=0)</td>
</tr>
<tr>
<td>75</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>76</td>
<td>Metal lithography (ksaligner: low vac cont)</td>
</tr>
<tr>
<td>77</td>
<td>Develop photoresist (svgdev: develop=1, bake=1)</td>
</tr>
<tr>
<td>78</td>
<td>Hardbake photoresist (uvbake: process=A)</td>
</tr>
<tr>
<td>79</td>
<td>Aluminum etch (sink7: Al etchant, 2min 20s)</td>
</tr>
<tr>
<td>80</td>
<td>Photoresist ashing (matrix: 2min 30s)</td>
</tr>
<tr>
<td>81</td>
<td>Photoresist cleaning (sink432c: sonicate in acetone 10min, IPA, DI rinse)</td>
</tr>
<tr>
<td>82</td>
<td>Photoresist strip (sink432c: PRS3000)</td>
</tr>
</tbody>
</table>

**FORMING GAS ANNEAL**

<table>
<thead>
<tr>
<th>Step</th>
<th>Step details</th>
</tr>
</thead>
<tbody>
<tr>
<td>83</td>
<td>Wafer rinse (sink8: QDR, SRD)</td>
</tr>
<tr>
<td>84</td>
<td>Forming gas anneal (tystar18: H2SINT4A.018, 400°C,20min)</td>
</tr>
</tbody>
</table>

**SHUNT**

<table>
<thead>
<tr>
<th>Step</th>
<th>Step details</th>
</tr>
</thead>
<tbody>
<tr>
<td>85</td>
<td>Wafer clean (sink432c: sonicate acetone, ISP)</td>
</tr>
<tr>
<td>86</td>
<td>DI rinse (sink8: QDR, SRD)</td>
</tr>
<tr>
<td>87</td>
<td>Nitride deposition (oxford2: nitride2, 1hour, target= 1 μm)</td>
</tr>
<tr>
<td>88</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>89</td>
<td>Shunt lithography (ksaligner: low vacuum cont)</td>
</tr>
<tr>
<td>90</td>
<td>Develop photoresist (svgdev: develop=1, bake=1)</td>
</tr>
<tr>
<td>91</td>
<td>Shunt deposition (edwardseb3: Cr=270Å, Pd=3000Å)</td>
</tr>
<tr>
<td>92</td>
<td>Lift-off (sink432c: acetone soak, IPA, DI)</td>
</tr>
</tbody>
</table>

**DICING**

(Continued on next page...)
### Table B.3 – aFET5 process flow continued

<table>
<thead>
<tr>
<th>Step</th>
<th>Step details</th>
</tr>
</thead>
<tbody>
<tr>
<td>93</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>94</td>
<td>Dice (wafersaw)</td>
</tr>
<tr>
<td>95</td>
<td>Photoresist striping (acetone soak + ISP rinse)</td>
</tr>
</tbody>
</table>
## B.4 Triple-gate TG-finFETs (aFET9)

Table B.4: Detailed fabrication process flow for Triple-gate TG-finFETs (aFET9).

<table>
<thead>
<tr>
<th>Step</th>
<th>Step details</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Wafer clean (sink6: piranha 10min, 25:1 HF 1min)</td>
</tr>
<tr>
<td>2</td>
<td>SOI thinning (tystar2: 2wetoxa, 850°C, 1hr20min, target=950A ox, 400A Si consumed)</td>
</tr>
<tr>
<td>3</td>
<td>SiGe STACK</td>
</tr>
<tr>
<td>4</td>
<td>LTO (tystar11: 11sultoa, 5min, target=1000A)</td>
</tr>
<tr>
<td>5</td>
<td>SiGe (tystar19: NSGDEP.019, 1hr, target=6000A)</td>
</tr>
<tr>
<td>6</td>
<td>LTO (tystar11: 11sultoa, 2min, target=500A)</td>
</tr>
<tr>
<td>7</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>8</td>
<td>Hardbake photoresist (uvbake: process=A)</td>
</tr>
<tr>
<td>9</td>
<td>Back-side SiGe etch (lam5)</td>
</tr>
<tr>
<td>10</td>
<td>Photoresist ashing (matrix: time = 2min 30s)</td>
</tr>
<tr>
<td>11</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
<tr>
<td>12</td>
<td>HMDS (svgcoat6: prime=1, coat=9, bake=9)</td>
</tr>
<tr>
<td>13</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>14</td>
<td>Alignment marks lithography (ksaligner: soft contact)</td>
</tr>
<tr>
<td>15</td>
<td>Develop photoresist (svgdev6: develop=3, bake=9)</td>
</tr>
<tr>
<td>16</td>
<td>Hardbake photoresist (uvbake: process=A)</td>
</tr>
<tr>
<td>17</td>
<td>SiGe etch (lam5)</td>
</tr>
<tr>
<td>18</td>
<td>LTO etch (sink7: mos-clean, 10:1 BHF, 40s, QDR)</td>
</tr>
<tr>
<td>19</td>
<td>LTO etch (sink7: mos-clean, 25:1 HF, 60s, QDR)</td>
</tr>
<tr>
<td>20</td>
<td>Photoresist ashing (matrix: time = 2min 30s)</td>
</tr>
<tr>
<td>21</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
<tr>
<td>22</td>
<td>FIN DEFINITION AND FIN ETCH</td>
</tr>
<tr>
<td>23</td>
<td>Dehydration (hotplate: 180°C, 30min)</td>
</tr>
<tr>
<td>24</td>
<td>HMDS (svgcoat6: prime=1, coat=9, bake=9)</td>
</tr>
<tr>
<td>25</td>
<td>Photoresist coating (spinner1: Ma-N 2403, 3000rpm, 45s)</td>
</tr>
<tr>
<td>26</td>
<td>Pre-exposure bake (hotplate: 90°C hotplate, 60s)</td>
</tr>
<tr>
<td>27</td>
<td>Fin pattern e-beam lithography (Molecular Foundry)</td>
</tr>
<tr>
<td>28</td>
<td>Develop photoresist (TMAH 25%:DI=1:9, 60s, DI rinse)</td>
</tr>
<tr>
<td>29</td>
<td>Fin etch (lam5)</td>
</tr>
<tr>
<td>30</td>
<td>Polymer removal (sink7: mos-clean, 100:1 HF, 10s)</td>
</tr>
<tr>
<td></td>
<td>Photoresist ashing (matrix: time = 2min 30s)</td>
</tr>
</tbody>
</table>

Continued on next page...
APPENDIX B. FABRICATION PROCESS FLOWS

Table B.4 – aFET9 process flow continued

<table>
<thead>
<tr>
<th>Step</th>
<th>Step details</th>
</tr>
</thead>
<tbody>
<tr>
<td>31</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
<tr>
<td></td>
<td>SIDE-GATES</td>
</tr>
<tr>
<td>32</td>
<td>TCA clean (tystar1: 1TCA)</td>
</tr>
<tr>
<td>33</td>
<td>RCA clean (sink6: 25:1 HF, RCA 1 3hr and RCA 2 overnight)</td>
</tr>
<tr>
<td>34</td>
<td>Wafer clean (sink6: piranha 10min, 25:1 HF 15s)</td>
</tr>
<tr>
<td>35</td>
<td>Gate oxide (tystar1: 1dryoxa, O2: 900°C, 35min, N2: 950°C, 20min, target ox=150Å)</td>
</tr>
<tr>
<td>36</td>
<td>Polysilicon deposition (tystar10, 10sdplya, 60min, target=1000Å)</td>
</tr>
<tr>
<td>37</td>
<td>LTO deposition (tystar11: 11sultoa, 8min, target=1000Å)</td>
</tr>
<tr>
<td>38</td>
<td>Hardmask densification (tystar2: 2n2annla, 850°C, 20min)</td>
</tr>
<tr>
<td>39</td>
<td>HMDS (svgcoat6: prime=1, coat=9, bake=9)</td>
</tr>
<tr>
<td>40</td>
<td>Photoresist coating (spinner1: Ma-N 2403, 3000rpm, 45s)</td>
</tr>
<tr>
<td>41</td>
<td>Pre-exposure bake (hotplate: 90°C hotplate, 60s)</td>
</tr>
<tr>
<td>42</td>
<td>Side-gate e-beam lithography (Molecular Foundry)</td>
</tr>
<tr>
<td>43</td>
<td>Develop photoresist (TMAM 25%:DI=1:9, 60s, DI rinse)</td>
</tr>
<tr>
<td>44</td>
<td>Hardmask etch (centura-mxp)</td>
</tr>
<tr>
<td>45</td>
<td>Polymer removal (sink7: mos-clean, 100:1 HF, 10s)</td>
</tr>
<tr>
<td>46</td>
<td>Photoresist ashing (matrix: time = 2min 30s)</td>
</tr>
<tr>
<td>47</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
<tr>
<td>48</td>
<td>Polysilicon etch (lam5)</td>
</tr>
<tr>
<td>49</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
<tr>
<td>50</td>
<td>Polymer removal (sink7: mos-clean, 100:1 HF, 10s)</td>
</tr>
<tr>
<td></td>
<td>CHANNEL IMPLANT</td>
</tr>
<tr>
<td>51</td>
<td>HMDS (svgcoat6: prime=1, coat=9, bake=9)</td>
</tr>
<tr>
<td>52</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>53</td>
<td>Channel implant lithography (ksaligner: soft contact)</td>
</tr>
<tr>
<td>54</td>
<td>Develop photoresist (svgdev6: develop=3, bake=9)</td>
</tr>
<tr>
<td>55</td>
<td>Hardbake photoresist (uvbake: process=A)</td>
</tr>
<tr>
<td>56</td>
<td>Channel implant</td>
</tr>
<tr>
<td>57</td>
<td>HF dip (sink7: mos-clean, 25:1 HF, 40s)</td>
</tr>
<tr>
<td>58</td>
<td>Photoresist ashing (matrix: time = 2min 30s)</td>
</tr>
<tr>
<td>59</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
<tr>
<td></td>
<td>CENTER GATE STACK</td>
</tr>
<tr>
<td>60</td>
<td>TCA clean (tystar1: 1TCA)</td>
</tr>
<tr>
<td>61</td>
<td>RCA clean (sink6: 25:1 HF, RCA 1 3hr and RCA 2 overnight)</td>
</tr>
<tr>
<td>62</td>
<td>Wafer clean (sink6: piranha 10min, 25:1 HF 15s)</td>
</tr>
<tr>
<td>63</td>
<td>Gate oxide (tystar1: 1dryoxa, O2:900°C, 12min, N2: 950°C, 10min, target ox=80)</td>
</tr>
</tbody>
</table>

Continued on next page...
## APPENDIX B. FABRICATION PROCESS FLOWS

Table B.4 – aFET9 process flow continued

<table>
<thead>
<tr>
<th>Step</th>
<th>Step details</th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td>Polysilicon deposition (tystar10, 10sdplya, 60min, target=1000Å)</td>
</tr>
<tr>
<td>65</td>
<td>LTO deposition (tystar11: 11sultoa, 8min, target=1000Å)</td>
</tr>
<tr>
<td>66</td>
<td>HMDS (svgcoat6: prime=1, coat=9, bake=9)</td>
</tr>
<tr>
<td>67</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>68</td>
<td>Center gate lithography (ksaligner: soft contact)</td>
</tr>
<tr>
<td>69</td>
<td>Develop photoresist (svgdev6: develop=3, bake=9)</td>
</tr>
<tr>
<td>70</td>
<td>Hardbake photoresist (uvbake: process=A)</td>
</tr>
<tr>
<td>71</td>
<td>Hardmask etch (sink7: mos-clean 10:1 BHF, 60s)</td>
</tr>
<tr>
<td>72</td>
<td>Photoresist ashing (matrix: time = 2min 30s)</td>
</tr>
<tr>
<td>73</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
<tr>
<td>74</td>
<td>Polysilicon etch (lam5)</td>
</tr>
<tr>
<td>75</td>
<td>Polymer removal (sink7: mos-clean, 100:1 HF, 10s)</td>
</tr>
<tr>
<td>76</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
<tr>
<td></td>
<td>PSG Doping</td>
</tr>
<tr>
<td>77</td>
<td>Oxide removal (sink7: 25:1HF, 60s)</td>
</tr>
<tr>
<td>78</td>
<td>Wafer clean (sink6: piranha 10min, 25:1 HF 60s)</td>
</tr>
<tr>
<td>79</td>
<td>PSG deposition (tystar11: 11sdltoa, 20 min, target=2500)</td>
</tr>
<tr>
<td>80</td>
<td>Phosphorus diffusion (tystar2: 2n2annla, 900°C, 20 min)</td>
</tr>
<tr>
<td></td>
<td>CONTACT ETCH</td>
</tr>
<tr>
<td>81</td>
<td>HMDS (svgcoat6: prime=1, coat=9, bake=9)</td>
</tr>
<tr>
<td>82</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>83</td>
<td>Contact lithography (ksaligner: soft contact)</td>
</tr>
<tr>
<td>84</td>
<td>Develop photoresist (svgdev6: develop=3, bake=9)</td>
</tr>
<tr>
<td>85</td>
<td>Hardbake photoresist (uvbake: process=A)</td>
</tr>
<tr>
<td>86</td>
<td>Contact etch (sink7: 10:1 BHF, 3min 15s)</td>
</tr>
<tr>
<td></td>
<td>BACK SIDE CLEAN</td>
</tr>
<tr>
<td>87</td>
<td>HMDS (svgcoat6: prime=1, coat=9, bake=9)</td>
</tr>
<tr>
<td>88</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>89</td>
<td>Back side clean (sink432c: acetone, IPA wipe)</td>
</tr>
<tr>
<td>90</td>
<td>Back side poly etch (lam5)</td>
</tr>
<tr>
<td>91</td>
<td>Photoresist ashing (matrix: time = 2min 30s)</td>
</tr>
<tr>
<td>92</td>
<td>Wafer pre-clean (sink8: piranha 10min, QDR, SRD)</td>
</tr>
<tr>
<td></td>
<td>METALLIZATION</td>
</tr>
<tr>
<td>93</td>
<td>Wafer clean (sink6: piranha 10min, 25:1 HF 20s)</td>
</tr>
<tr>
<td>94</td>
<td>Metallization (novellus: Ti)</td>
</tr>
<tr>
<td>95</td>
<td>Metallization (cpa: Al 3000A)</td>
</tr>
</tbody>
</table>

Continued on next page...
<table>
<thead>
<tr>
<th>Step</th>
<th>Step details</th>
</tr>
</thead>
<tbody>
<tr>
<td>96</td>
<td>HMDS (svgcoat6: prime=1, coat=9, bake=9)</td>
</tr>
<tr>
<td>97</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>98</td>
<td>Metal lithography (ksaligner: soft contact)</td>
</tr>
<tr>
<td>99</td>
<td>Develop photoresist (svgdev6: develop=3, bake=9)</td>
</tr>
<tr>
<td>100</td>
<td>Hardbake photoresist (uvbake: process=A)</td>
</tr>
<tr>
<td>101</td>
<td>Metal etch (lam3)</td>
</tr>
<tr>
<td>102</td>
<td>Post-metal clean (sonication, sink 8 QDR)</td>
</tr>
<tr>
<td>103</td>
<td>Forming gas (tystar18: H2N2SINT4A, 20min)</td>
</tr>
<tr>
<td></td>
<td>SHUNT</td>
</tr>
<tr>
<td>104</td>
<td>Rinse clean (sink8: qdr, srd)</td>
</tr>
<tr>
<td>105</td>
<td>Shunt dielectric (oxford2: oxide1, 20minute, target=1 µm)</td>
</tr>
<tr>
<td>106</td>
<td>Rinse clean (sink8, qdr, srd)</td>
</tr>
<tr>
<td>107</td>
<td>Al deposition (CPA: Al2%Si, 4kW, 40cm/min, 6mT, 1 pass, target = 1000Å)</td>
</tr>
<tr>
<td>108</td>
<td>HMDS (svgcoat6: prime=1, coat=9, bake=9)</td>
</tr>
<tr>
<td>109</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>110</td>
<td>Shunt lithography (ksaligner: soft contact)</td>
</tr>
<tr>
<td>111</td>
<td>Develop photoresist (svgdev6: develop=3, bake=9)</td>
</tr>
<tr>
<td>112</td>
<td>Hardbake photoresist (uvbake: process=A)</td>
</tr>
<tr>
<td>113</td>
<td>Al etch (sink8: Al etchant, 1minute)</td>
</tr>
<tr>
<td>114</td>
<td>Photoresist ashing (matrix: time = 2min 30s)</td>
</tr>
<tr>
<td>115</td>
<td>HMDS (svgcoat6: prime=1, coat=9, bake=9)</td>
</tr>
<tr>
<td>116</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>117</td>
<td>Shunt contact lithography (ksaligner: soft contact)</td>
</tr>
<tr>
<td>118</td>
<td>Develop photoresist (svgdev6: develop=3, bake=9)</td>
</tr>
<tr>
<td>119</td>
<td>Hardbake photoresist (uvbake: process=A)</td>
</tr>
<tr>
<td>120</td>
<td>Dielectric etch (lam2: SIO2MON, total=180s)</td>
</tr>
<tr>
<td></td>
<td>DICING</td>
</tr>
<tr>
<td>121</td>
<td>HMDS (svgcoat6: prime=1, coat=9, bake=9)</td>
</tr>
<tr>
<td>122</td>
<td>I-line photoresist (svgcoat: coat=1, bake=1)</td>
</tr>
<tr>
<td>123</td>
<td>Hardbake (oven-vwr: 5min)</td>
</tr>
<tr>
<td>124</td>
<td>Dice (wafersaw: feedrate=2, z=70 µm)</td>
</tr>
<tr>
<td>125</td>
<td>Photoresist striping (acetone soak + IPA rinse)</td>
</tr>
</tbody>
</table>
Appendix C

Sample preparation for W-band EDMR measurements

The samples for W-band EDMR measurements require special attention due to the small sample volume allowed in the resonant microwave cavity. Below is the procedure used for retrofitting aFET6 and aFET8 X-band samples for W-band measurements. There are three main steps: (i) removal of X-band microwave shunt layers to expose underlying metallic lines (for wirebonding), and (ii) dicing the X-band samples to smaller dimensions and (iii) substrate thinning for fitting into the W-band cavity. aFET9 wafers have specially designed W-band-compatible samples in the layout, and hence only substrate thinning is needed.

Microwave shunt removal

1. *I*-*_V* test to identify good devices.

2. Microwave shunt metal aluminum etch: apply photoresist with cue-tip to center \( \approx 0.5 - 1 \text{ cm} \) region of X-band chips. Bake the resist at 95\(^\circ\) C for 10 minutes on a hot plate. Rinse the chips with sink7 DI hose, dip in Al etchant for \( \approx 40 \text{ s} \) (until aluminum is gone), re-rinse. Aceton and IPA clean.

3. Oxide (shunt dielectric) etch: Pre-bake the sample to dehydrate at 125\(^\circ\) C for 15 minutes on a hotplate. Apply photoresist with cue-tip to lower 1 cm region of chips. Bake at 95\(^\circ\) C for 10 minutes on a hot plate. Do not use any higher temperature or add additional photoresist mid-way! Hardened resist tends to crack and will peel off in HF. Newly added PR will bubble. Use cue-tip to make sure resist cover all edges completely --- otherwise HF will creep in. Etch in 5:1 BHF for approximately 3.5 minutes (will see underlying W turn pale. Etches 1 \( \mu \text{m} \) oxford2 oxide and 500nm wet oxide. DI rinse, acetone and IPA clean.

4. *I*-*_V* test to check devices have survived the multiple etch steps.
APPENDIX C. SAMPLE PREPARATION FOR W-BAND EDMR MEASUREMENTS

Dicing

1. Apply photoresist to lower 1.5 cm of chip using cue-tip (avoid having the resist layer too thick, which would make alignment in wafersaw difficult), spread out resist to as thin as possible.

2. Wafersaw: Use feed rate=3. At most can do 6 chips in one run. Dice chips to 15 mm in length, and then as narrow as possible (close to outer metal lines). Acetone soak + IPA rinse.

Substrate thinning

1. Sample mounting: use 6 substrate with very thick oxide (> 500 nm). Use dropper from i-line resist to draw a line, filled with photoresist. Draw different lines for different chips to avoid chips drifting in a large pool. Place chips face down into photoresist line, resist should creep up to edge of surface. Bake on hot plate at 95°C on hot plate for 30 minutes. Do not use higher temperature; otherwise resist will bubble.

2. Substrate thinning: STS with receipt HEXA250. aFET6/8: starting substrate ≈ 520 µm. Do 1 hour STS only; otherwise chips get too thin and breaks easily. aFET9: starting substrate ≈ 640 µm. Do 1 hour 40 minutes etch in STS, thickness reduces to ≈ 330 µm.

3. Sample removal: scrub away residual side walls while the chips are still mounted on handle wafer! Submerge wafer in acetone. Remove chips, IPA rinse.

4. I-V test.

After the EDMR chips are prepared, they have to be carefully mounted on specially designed PCB pieces which fit inside the W-band EDMR probe. This assembly is shown in Fig. C.1. An additional PCB support piece is used to attach the EDMR chip to the main PCB board. All PCB material are approximately 100 µm thick. Both GE varnish and Dow Cyclotene were tested as the adhesive for mounting the EDMR chips, and it was found that Cyclotene survives thermal cycles much better than varnish when cured properly. Aluminum wirebonds were used in all instances and were found to be reliable against repeated thermal cycles.
Figure C.1: Mounted W-band EDMR sample. (a) Wirebonded EDMR chip on PCB support piece. (b) Sample inserted into extractable W-band probe tip.
Appendix D

EPR/EDMR at BIERLab

D.1 Cryogenic EDMR experiments with Bruker ESP300E

The Bruker ESP300E with Oxford ESR900 cryostat was designed for small-volume sample EPR measurements. The modification for reliable low temperature EDMR measurements requires special attention as only \( \approx 10 \) cm separates the (cold) sample and ambient temperature along the EPR sample tube. Hence, the addition of electrical leads in the sample tube for EDMR measurements makes efficient cooling of the sample difficult. We discovered this problem since the MOSFET substrate did not freeze out even when the thermal couple reads liquid helium temperature, indicating the sample temperature was significantly higher. Three strategies were used to circumvent this problem:

1. Use of low-thermal conductivity stainless steel co-axial cables for electrical contacts (Lakeshore Cryogenics CC-SS).

2. Exposing the EDMR samples directly to helium flow by mounting the device extending out of the conventional EPR quartz tube.

3. The addition of a second (outer) quartz tube which forces helium flow to return at a higher position so that even the PCB pieces are efficiently cooled.

The working design is shown schematically in Fig. [D.1]. The actual sample insert including a mounted EDMR chip is shown in Fig. [D.2]. With the modified thermal isolation of the insert assembly, base temperature can easily be reached at the sample position. The EDMR MOSFET devices can also be used as a sensitive temperature probe to check the thermal stability of the modified insert space. Fig. [D.3] shows the measured \( I-V \) characteristics of a device with its position inside the cavity varied. The 0 mm position corresponds to extending the device all the way down until it reaches the position of the thermal couple. The measurements show that good thermal stability is achieved over the entire resonator space with this modified sample insert as the \( I-V \) characteristics look practically identical.
Figure D.1: Sample insert design for Bruker ESP300E for cryogenic EDMR measurements. The outer quartz tube forces cold helium gas to flow higher up along the sample.

Figure D.2: Modified sample mount for Bruker ESP300E for cryogenic EDMR measurements.

D.2 Bruker ESP300E EPR/EDMR measurement procedure

D.2.1 Oxford ESR900 cryostat cool-down procedure

1. If the cryostat has not been used for a prolonged period of time (weeks), first purge the cryostat by flowing warm Helium gas for about an hour, also make sure the transfer line outer jacket has good vacuum (low $10^{-2}$ bar).

2. Refill liquid nitrogen to the reference junction of the thermocouple, turn on the Oxford temperature controller.

3. Open the needle valve on the transfer line by 3 turns, insert it into the liquid helium dewar slowly. Once helium gas begins to flow out of the transfer line nozzle, insert the nozzle into the cryostat helium input port. Turn the connecting nut by a few turns (it
Figure D.3: MOSFET $I-V$ characteristics versus sample position in the Oxford ESR900 cryostat.

should not be turned tight at this point), and make sure that the transfer nozzle can still wiggle a bit.

4. Connect the return line of the transfer line to the helium flow meter, set the helium flow to maximum by turning the knob counter clockwise. Turn on the diaphragm pump to begin pumping on the return line. The pressure will soon drop to approximately 200 mbar. Let it pump for a few more minutes, then the flow meter should begin to vibrate. After another few minutes, helium should begin to flow. Tighten the nut connecting the transfer line to the cryostat until secure.

5. If the transfer line is already connected to the cryostat (e.g. left connected from previous measurements), turn on the diaphragm pump, loosen the cryostat-transfer line connection nut until only a few turns are left, pull the transfer line slightly out and let it pump for $\approx 15$ minutes. Then open the needle valve to 3 turns open, after a few minutes the helium flow meter should begin to vibrate, after another few minutes helium should begin to flow and the flow meter will reach greater than 1.5L/hr. At that point tighten the cryostat-transfer line connection nut.

6. The temperature should begin to drop and should read approximately $3.4 - 3.7 \, \text{K}$ in about 15 to 20 minutes — wait an additional 15 minutes so that everything is stabilized.
7. Close the needle valve of the transfer line to about 0.5 turns, check that the temperature has not increased dramatically while doing so. Then reduce the helium flow to the pump first to 2 L/hr, gradually go down in 0.5 L/hr steps until reaching a steady flow of 0.5L/hr. Wait for half a minute or so between each adjustment to make sure the temperature is stable.

8. At this setting (0.5 turn open on the needle valve and 0.5L/Hr helium flow), the temperature should be stable at about 4.5 – 5 K. A 60 L liquid helium dewar would last for about 30 hours of total service time.

D.2.2 Setting up for EDMR measurements

1. Check device $I$-$V$ characteristics with parameter analyzer.

2. Bias up the device with the battery boxes.

3. Tune the microwave cavity in regular EPR mode.

4. Carry out regular EPR to find center of resonance line.

5. Under the desired conditions for EDMR (e.g. microwave power, modulation amplitude, etc.), check that the device signal is within the tolerance of the spectrometer lock-in ($\pm 1$V).

6. Tune the microwave power down to 40 dB (microwave bridge output voltage can be pretty high when the microwave power is high).

7. Toggle EPR/EDMR switch box to EDMR position.

8. Set to desired microwave power and set all other measurement parameters.

9. Run EDMR measurement!

D.2.3 Shut-down procedure

1. Microwave bridge
   Set the microwave power to 40 dB, then send to Standby mode.

2. Magnetic field
   Using the field controller local control, set the sweep width to 0 G and center field to 100 G (LOC - 0 - SW - 100 - CF). Then turn the magnetic field coil power supply off.

3. Cryostat warm-up
   Close the needle valve of the transfer line completely. If a new dewar is needed for the next day, take the transfer line out to warm up and dry overnight.
APPENDIX D. EPR/EDMR AT BIERLAB

D.2.4 File transfer

1. Ensure that the PC is connected to Bruker ESP300E: COM1 serial port to t1, COM2 serial port to terminal.

2. Open HyperTerminals Bruker_Transfer and Bruker_TERM on the PC.

3. In the Bruker_Transfer terminal, select transfer, then Receive File. Select destination folder and the transfer protocol should be kermit.

4. In the Bruker_TERM terminal, hit return, and a prompt symbol $ should appear. Type in order:

   • deiniz t1
   • xmode /t1 nopause baud=9600 cs=8 stop=1 par=None
   • iniz t1

5. In the Bruker_TERM terminal, go into the directory where the files are saved (chd command), then type:

   • kermit s8il /t1 filename.ext

   to initiate file transfer.

6. The spectrum files *.spc are binary files (4-byte signed integers), use the MatLab script sca2ascii to convert them to ascii files. Note that the parameter files *.par must also be present in the same directory to establish values for the field axis.

D.3 EDMR signal optimization

The following are a few rules of thumbs for optimizing the cw-EDMR signals:

1. **Modulation frequency** \( f_{\text{mod}} \)

   The modulation frequency should be chosen such that it is much slower than any transient effect expected from the device. On the other hand, a higher frequency in principle will give lower noise measurements due to the decrease of \( 1/f \) noise of the device. The \( RC \) delay of the sample probe and the device, with a cut-off frequency typically in the \( 5 - 10 \) kHz range, poses an upper bound on the highest modulation frequency that can be used. The Bruker ESP300E has a set of fixed allowable modulation frequencies; in general, the lowest frequency option of \( 1.56 \) kHz is used. For the newer Elexsys systems, any frequency from \( 0.5 - 100 \) kHz can be used. We generally use around \( 1 \) kHz.
It is imperative to avoid choosing a modulation frequency that is an exact higher harmonic of the main power line (60Hz in the U.S., 50Hz in Europe). Main power pickup noise can be further minimized by choosing a modulation frequency and conversion time such that

\[ f_{mod} \times \tau_{conversion} = \text{integer} \]  

(\text{D.1})

The reason is that it is desired to have the signal sampled at the exact same point in the main power phase cycle in order to minimize extra noise from the main lines. A spectrum analyzer becomes handy when deciding which frequency to attempt the measurements at.

2. \textbf{Modulation phase} (\(\theta_{mod}\))

Due to \(RC\) delays in the measurement set-up, the phase of the measurements needs to be optimized in order to ensure that the recorded EDMR amplitude is not artificially attenuated due to incorrect phase settings, as

\[ V_{\text{recorded}} = V_{\text{out}} \cos(\theta_{sig} - \theta_{ref}) \]  

(\text{D.2})

When two measurements are made with amplitudes \(y_1\) at \(\theta_{sig} = 0^\circ\) and \(y_2\) at \(\theta_{sig} = 90^\circ\), the optimal phase is simply:

\[ \theta_{opt} = \arctan \left( \frac{y_2}{y_1} \right) \times \frac{180^\circ}{\pi} \]  

(\text{D.3})

Note that the signs of \(y_2\) and \(y_1\) need to be taken into account as well. A check can be performed by recording the data at \(\theta_{opt} + 90^\circ\), where there should be no EDMR signal at all.

3. \textbf{Modulation amplitude} (\(A_{mod}\))

The optimal modulation amplitude is one that closely matches the signal linewidth. A larger modulation amplitude results in over-modulated lineshapes (smaller signal amplitudes, and non-derivative lineshapes), and a smaller modulation amplitude leads to a smaller signal as

\[ y_{pp} \propto A_{mod} \]  

(\text{D.4})

4. \textbf{Magnetic field step} (\(\delta B\))

To ensure sufficient sampling steps, the magnetic field step should be chosen to be at least smaller than 1/10 of the measured linewidth.

5. \textbf{Microwave power} (\(P_{\mu w}\))

The choice of microwave power depends on what quantity is desired. To obtain intrinsic linewidths, the smallest possible microwave power where the signal is still observable should be used. For general EDMR experiments, the signal intensities saturate at
higher microwave power, hence the maximum microwave power available should be used. However, rectification issues should always be checked when adjusting the microwave power.
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