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Abstract

Charge Carrier Dynamics in Transition Metal Oxides Studied by Femtosecond Transient Extreme Ultraviolet Absorption Spectroscopy

by

Chang-Ming Jiang

Doctor of Philosophy in Chemistry

University of California, Berkeley

Professor Stephen R. Leone, Chair

With the ability to disentangle electronic transitions that occur on different elements and local electronic structures, time-resolved extreme ultraviolet (XUV) spectroscopy has emerged as a powerful tool for studying ultrafast dynamics in condensed phase systems. In this dissertation, a visible-pump/XUV-probe transient absorption apparatus with femtosecond resolution was constructed to investigate the carrier relaxation dynamics in semiconductors after photo-excitation. This includes timescales for carrier thermalization by carrier-carrier and carrier-phonon scattering. The 30 – 72 eV photon energy coverage (17 – 40 nm wavelength) generated by a table-top XUV light source is suitable for probing the 3p-to-3d core level absorptions of various transition metal oxides (TMOs) with specificities to elements and oxidation states.

In Chapter 1, a brief introduction to charge carrier dynamics in semiconductor-based materials is given. In addition, fundamentals of core-level spectroscopy and the high harmonic generation (HHG) process are also addressed in this introductory chapter. Specifications of the experimental apparatus that was constructed are summarized in Chapter 2, including the design concepts and characterization of performance. Chapter 3 presents the spectral tunability of the XUV pulses generated from a semi-infinite gas cell (SIGC), as well as the data acquisition procedures. Charge carrier relaxation dynamics in Co₃O₄ following the charge transfer excitation pathway at 400 nm are documented in Chapter 4. In Chapter 5, various visible pump wavelengths are used to excite Co₃O₄ and the differences in the carrier dynamics versus excitation wavelength are considered. After selectively photoexciting a Si/TiO₂ heterojunction, the resulted electron transfer process is observed and reported in Chapter 6. The concluding remarks of the dissertation are made in Chapter 7, while several ongoing time-resolved experiments are addressed in the Appendix sections.
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Energy band alignments for each type of semiconductor heterojunction. Band diagram of the $p$-Si/$n$-TiO$_2$ heterojunction. (a) Each semiconductor has a characteristic Fermi energy $E_F$ and a band gap $E_g$ separating the conduction band minimum $E_c$ and the valence band maximum $E_v$. (b) Energy bands of two semiconductors are aligned with respect to the same vacuum level, which has energy $\chi$ above $E_c$. Note that the charge carriers are not at a thermal equilibrium yet. (c) Charge carrier diffusion causes the band bending and the depletion region near the $p$-$n$ junction. An electric field is also induced by the charged regions near the interface.

Schematic of the experimental setup used for sample preparation and characterization. The chamber on the left is responsible for cleaning of Si (100) substrate, evaporation of Ti and generation of TiO$_2$, and Auger electron spectroscopy (AES). Optical layout on the right denotes where the Ar high harmonic emission is generated, energetically dispersed, and then refocused into the sample chamber for valence photoemission spectroscopy (PES) studies. Courtesy of Dr. Mihai E. Vaida.

Auger electron spectrum of the as-prepared clean Si(100) surface (black line), and the spectra taken after deposition of metallic Ti metal (red line) or an oxidized TiO$_2$ thin-film (blue line). (b) Ti/Si Auger electron signal ratio with respect to the Ti evaporation time.

Static XUV absorption spectrum of a $n$-TiO$_2$ film prepared on a $p$-Si(100) substrate.

Experimental configuration for the 520 nm pump/XUV-probe measurement of the Si/TiO$_2$ heterojunction.

(a) Energy spectrum of the 520 nm pump pulses. The spectral bandwidth is 9 nm / 10.3 THz. (b) Intensity autocorrelation trace of the pump pulses by a 50 µm thick BBO (type I, $\theta = 48^\circ$).

Photoemission spectra of 5 ML Ti evaporated on Si(100) substrates at different oxygen partial pressures. The 27$^\text{th}$-order Ar harmonic emission ($E_{ph} = 40.8$ eV) is used to ionize the electrons in the valence levels.

Schematic of the pump-probe experiment on the Si/TiO$_2$ system and the relevant band diagram. Energy band alignment between two semiconductor forms a type II heterojunction, and additional defect states caused by the oxygen vacancies are $\sim$1.0 eV below the TiO$_2$ conduction band.

(a) Contour plot of the XUV absorbance change $\Delta mOD$ between 31 – 49 eV energy region (x-axis) with respect to the pump-probe time delay (y-axis). (b) Transient absorbance spectra measured on the Si/TiO$_2$ heterostructure at different times after the 520 nm photo-excitation. In the top panel, the static XUV absorption spectrum of TiO$_2$ is overlaid for comparison.

(a) Transient absorbance traces at 34.5 (black) and 43.6 eV (red). The fit curve for 34.5 eV is a 60 fs wide Gaussian instrument response function convoluted with a 75 ± 37 fs exponential decay. The fit curve for 43.6 eV is a 54 ± 38 fs exponential rise convoluted with a 79 ± 32 fs exponential decay. (b) Transient absorbance trace at 38.9 eV, fit by the instrument response function and an exponential raise with 254 ± 95 fs time constant.
Simplified band structure of FeS$_2$. The Fe 3$d$ orbitals are split into $e_g$ and $t_{2g}$ levels by the local $O_h$ symmetry, and the S 3$p$ orbitals in the S$_2^{2-}$ dimer form bonding and anti-bonding orbitals. The conduction band of FeS$_2$ is strongly hybridized between the Fe $e_g$ and S 3$p$ orbitals, while the top of the valence band is contributed solely by the Fe $t_{2g}$ orbitals.

Static XUV absorption spectrum of FeS$_2$ and Fe$_2$O$_3$ at the Fe M-edge.

(a) Contour plot of the excited-state XUV absorbance changes after the 800 nm excitation with respect to pump-probe time delays. (b) Lineouts at 55.6 and 66.8 eV show, respectively, an enhanced absorbance and a bleaching signal; both appear faster than the 40 fs instrument response function. A $118 \pm 28$ fs exponential decay leads to a long-lived state.

Retrieved spectral evolution by a two-component sequential model global fit. Black solid line is the transient absorption spectrum of the initially created excited state A, which then undergoes a $118 \pm 28$ fs decay into state B (red solid line). The thin red line in the state B spectrum normalized at the same maximum amplitude as state A. Inset: Population of state A and B at different pump-probe time delays.

(a) The optical microscope image shows damaged spots on a FeS$_2$ thin-film after illumination by a 400 nm pump beam. Spacing between adjacent spots matches the 100 µm step size used for the raster scan. (b) Change of static FeS$_2$ XUV absorption spectrum after 400 nm illumination.

Static XUV absorption spectra at the Fe M-edge of thin-film Fe$_2$O$_3$ (grey line) and Fe$_2$O$_3$ nanoparticles (blue line), respectively.

(a) Transient XUV absorption spectra of Fe$_2$O$_3$ nanoparticles after the 400 nm photoexcitation. (b) Kinetic traces at 55.0, 56.4, and 57.7 eV.

Transient XUV absorbance spectra obtained 100 fs after 3.0 µJ 400 nm photoexcitation. The spectrum measured from a thin-film sample (red) has three times signal amplitude when compared to the nanoparticle assembly.

(a) XUV transmission map of a $2 \times 2$ mm$^2$ Si$_3$N$_4$ substrate that is drop-cast with 5 nm Co$_3$O$_4$ nanocubes. The static absorption spectra at the Co M-edge taken at locations c-f are compared in (b).

Raman spectra of thin-film and nanocube Co$_3$O$_4$, taken with 1.28 mW of 528 nm excitation in a 5 µm diameter spot.

(a) Transient XUV absorption spectra of Co$_3$O$_4$ nanocubes with 400 nm optical excitation. (b) Transient absorbance traces at 58.4 and 64.6 eV. (c) Transmission map of the same sample as in Fig. C-1(a), but taken after the pump-probe experiment. (d) Static XUV absorption spectra at location c and d labeled in Fig. C-1(a), after the pump-probe experiment the non-resonant absorption level exhibit a significant drop with the Co M-edge redshifted by ~ 2 eV.

Schematic of the proposed Co$_3$O$_4$ degrading mechanism under light illumination. The pump pulses heat up the sample and facilitate the oxidation of the organic ligands surrounding the nanocubes. Since this process happens in a vacuum environment, Co atoms are reduced to lower oxidation states.
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Chapter 1

Introduction

Semiconductors have made tremendous impacts on human society over the last decades. Not only existing in integrated circuits that are used in virtually all electronic equipment, the ability of semiconductor materials to convert solar energy into electricity or chemical energy also makes them a promising solution for long term sustainable energy. Numerous efforts have been devoted to the manufacturing of innovative semiconductor-based devices, and the results are reflected by soaring device performances. The advance of nanotechnology also benefits the development of photovoltaic and photocatalytic devices; sophisticated control of the growth and morphology during nanomaterial synthesis provides more strategies for tailoring the electronic properties of semiconductors. In order to push the performance of these devices to the next level, it is crucial to gain a better understanding of how semiconductors respond to photoexcitation, and how do excited charge carriers relax before being extracted and stored as electrical or chemical energies. In this dissertation, a new spectroscopic approach is developed to observe and measure the charge carrier dynamics in semiconductors, mainly transition metal oxides (TMOs), in the femtosecond to picosecond timescales. The frequency of extreme ultraviolet (XUV) radiation, which is generated from femtosecond infrared pulses via the high harmonic generation (HHG) process, is high enough to probe the electronic transitions from atomic core levels to outer valence levels, thus possessing the ability to acquire invaluable element-specific information that is otherwise challenging for traditional spectroscopic methods. In this chapter, the current understanding of electronic structure and charge carrier dynamics in semiconductor materials is briefly summarized, as well as introductions to core level spectroscopy and the HHG technique.

1.1 Charge Carrier Dynamics in Semiconductor

1.1.1 Electronic Structure of a Semiconductor

In an extended solid-state system that possesses crystallinity, i.e. the arrangement of atoms perfectly follows a periodic manner; the electronic structure is determined by both the properties of individual atoms and the crystal structure. When solving the Schrödinger equation for a single electron in such a crystalline solid, the effective potential demonstrates a periodicity $U(\vec{r} + \vec{R}) = U(\vec{r})$ that corresponds to every Bravais lattice vector $\vec{R}$.

$$\left[ -\frac{\hbar^2}{2m_e} \nabla^2 + U(\vec{r}) \right] \psi = \epsilon \psi \tag{1.1}$$
Eigenstates $\psi$ of Eq. (1.1) may be represented in the form of a Bloch function which is written as the product of a plane wave times a function $u_{nk}(\vec{r})$ with the same periodicity of the crystal lattice $u_{nk}(\vec{r}) = u_{nk}(\vec{r} + \vec{R})$

$$\psi_{nk}(\vec{r}) = e^{i\vec{k} \cdot \vec{r}} u_{nk}(\vec{r})$$  \hfill (1.2)

For a given crystal wave vector $\vec{k}$ there are many solutions to the Schrödinger equation that are labeled by the band index $n$. Since the number of allowed $\vec{k}$ is equal to the number of primitive cells, in an extended crystalline system $\vec{k}$ varies almost continuously; the corresponding eigenvalues $\varepsilon_n(\vec{k})$ thus also form a continuous distribution with an upper and lower bound, which is the so-called energy band. Different energy bands in a solid may overlap, but there also exist energy gaps that are forbidden to any electron. The electronic properties of a crystal is usually determined by how valence electrons fill the allowed energy bands, and these can be roughly categorized into three types: in an insulator energy bands are either entirely filled or entirely empty, and the band gap $E_g$ that separates the highest occupied band (valence band) from the lowest unoccupied band (conduction band) is too large to be overcome by thermal excitations. As a result, the electrical resistivities of insulators are extremely high ($\rho > 10^9$ Ω-cm). On the other hand, the crystal behaves as a conductor if at least one partially occupied band exists, so that the electrons can respond to an electric field and conduct current ($\rho < 10^8$ Ω-cm). The third type, semiconductor, has moderate band gaps and electrical conductivities falling between conductors and insulators. Therefore some electrons can be thermally promoted to the conduction band and move freely, and the vacancies left in the valence band can also be filled by other electrons and act like positive charge carriers.

In a semiconductor, the electrons in the conduction band and the vacancies (holes) in the valence band move in opposite directions under an applied electric field. For an intrinsic semiconductor the electron and hole concentrations are equal ($n_e = n_h = n_i$) and determined by both the band gap $E_g$ and the temperature $T$:

$$n_i = \sqrt{N_e N_v} \exp\left(\frac{E_g}{2k_B T}\right)$$ \hfill (1.3)

where $k_B$ is the Boltzmann’s constant, $T$ is the absolute temperature, and $N_e$ and $N_v$ are the effective density of states in the conduction and valence band, respectively. For example, the carrier concentration in pure silicon is $\sim 1.45 \times 10^{10}$ cm$^{-3}$ at 300 K. Other than the intrinsic electrons and holes, the charge carrier densities in a semiconductor can be manipulated by purposely adding defects or impurities (dopants) to the crystal in the case of an extrinsic semiconductor. The materials can either have very large electron concentrations ($n$-type semiconductor) or very large hole concentrations ($p$-type semiconductor), but the product of the concentrations of electrons and holes is still a temperature-dependent constant:

$$n_c \times n_h = n_i^2 = N_e N_v \exp\left(\frac{E_g}{k_B T}\right)$$ \hfill (1.4)

The non-equal carrier concentrations caused by dopants may be explained by the introduction of allowed energy levels located within the original forbidden band gap. In $n$-type
semiconductors, these dopant states (donor levels) are near the conduction band minimum and provide extra electron concentrations by thermal excitations. These donor levels also shift the energy bands lower in energy such that the Fermi level is closer to the conduction band. Conversely, p-type semiconductors have empty dopant states (acceptor levels) right above the valence band maximum, and the Fermi level is shifted closer to the valence band. Dopant states in extrinsic semiconductors can make the majority carrier concentration several orders of magnitude greater than that of an intrinsic semiconductor, thus providing a sophisticated way to design devices such like diodes and transistors.

The Schrödinger equation (1.1) may be solved by two different approaches that each corresponds to an extreme scenario: either a collection of nearly free conducting electrons, or a collection of weakly interacting atoms. The first approach (nearly free electron model) views the solid as a free electron gas weakly perturbed by a periodic potential from the lattice consisting of cations, which is most suitable for describing the conducting electrons in metals and covalent semiconductors consisting of s and p electrons outside of a closed-shell noble gas electronic configuration. However, it is somewhat unrealistic to use the nearly free electron model on the core energy levels or more ionic crystals, where the electrons perceive a significant atomic potential. The second approach, the tight-binding model, treats the interactions between atoms as a modification to the localized atomic wavefunctions. As depicted in Fig. 1-1, the energy levels in an arbitrary lattice with very large interatomic distance are essentially the N-fold degeneracy version of the atomic levels, where N denotes the number of primitive cells in the crystal. But as the distance between neighboring atoms decreases, individual atomic orbitals start to overlap and discrete energy levels broaden into energy bands. The bandwidth of each energy band is proportional to the orbital overlap integral, thus at small interatomic spacing all the bands become wider. In the tight-binding model, the Bloch states $\psi_k(\vec{r})$ in (1.2) can be transformed to a set of Wannier functions $\phi_{\vec{R}}(\vec{r})$ that are mutually orthogonal and maximally localized at each Bravais lattice vector $\vec{R}$:

$$\phi_{\vec{R}}(\vec{r}) = \frac{1}{\sqrt{N}} \sum_k e^{-i\vec{k} \cdot \vec{R}} \psi_k(\vec{r})$$

(1.5)

Using Wannier functions as an alternative basis to describe a periodic one-electron Hamiltonian provides insights into localized phenomena in a material, such like chemical bonding and impurity states. Since the core level atomic wavefunctions (e.g. 1s levels) are very confined and centered around the atom nuclei, their overlap integral with the nearest neighbor is negligible. Not only is a very narrow band formed in the solid state by these atomic wavefunctions, their distributions are very similar to the corresponding Wannier functions. On the other hand, the valence atomic wavefunctions range further from the nucleus and thus overlap extensively in a lattice. This leads to a larger energy spread in the energy band, and the Wannier functions would bear little resemblance to the isolated atomic orbitals.
Figure 1-1: Interpretation of energy band by the tight-binding model. (a) Discrete energy levels in an atomic potential. (b) In a periodic lattice, interactions between atoms broaden atomic energy level to energy bands. Energy bands with higher energy tend to spread wider and in each band the bandwidth increases with decreasing interatomic spacing.

Both the nearly free electron model and the tight-binding model rely on the independent electron approximation, which either totally neglects the interaction between electrons or purposely oversimplifies it as part of the periodic potential perceived by a single electron. Nevertheless, the independent electron approximation fails to address crucial electron correlation effects, e.g., electrons with parallel spins would prefer to stay away from each other, which is usually non-periodic. This break down of the independent electron approximation is especially apparent when discussing materials with a partially filled $d$-shell, such as transition metals. Computational methods like the Hartree-Fock formalism or density functional theory are dedicated to the exact solution of interacting electron wavefunctions in a many-body system.

It should be noted that the compounds of transition metal oxides (TMOs), which are extensively investigated in this dissertation, tend to be predicted as conducting metals by one-electron theories due to the partially filled $d$-orbitals on the metal cations. Factually most TMOs have significant band gaps, e.g. 3.2, 2.1 and 1.6 eV for TiO$_2$, Fe$_2$O$_3$, and Cu$_2$O, respectively; this suggests the correlation effects among $d$ electrons play an important role in the electronic structure and the charge transport properties of these semiconducting materials. The Hubbard theory, which was initially proposed to explain the metal-insulator transition (“Mott transitions”) in some magnetic materials, specify the four possible configurations on each ion site: either empty, occupied by one electron with either of two spins, or occupied by two electrons with opposite spins. The Hamiltonian of the Hubbard model is written as:

$$H = H_{\text{hop}} + H_{\text{int}}$$

in which the first component $H_{\text{hop}}$ consists of the hopping integral describing the quantum mechanical probability that an electron hops between sites, while the interaction Hamiltonian $H_{\text{int}}$ defines the short-ranged Coulomb repulsion energy if two electrons with opposite spins occupying the same site. It is the ratio between the matrix elements (called $t$ and $U$ for hopping and interaction Hamiltonian, respectively) that determines the magnetic properties and the electrical conductivity. In the limit of large on-site repulsion ($U \gg t$) the $d$-band would be split
into the lower (filled) and higher Hubbard bands (unfilled) and the material acts like an insulator (or a semiconductor). In this scenario, charge fluctuations between adjacent $d$-orbitals

$$d_i^n d_j^n \rightarrow d_i^{n-1} d_j^{n+1}$$

(1.7)

require energy to overcome a band gap, which is dominated by the Coulomb repulsive interactions $U_{dd}$. Nevertheless, the transition metal cation is not the only species that can provide charge in a TMO compound. The charge transport in an ionic metal oxide can also happen via charge transfer from an oxygen $2p$ level to a metal $d$ level

$$d_i^n \rightarrow d_i^{n-1} L$$

(1.8)

which leaves a positive charge on the oxygen ligand $L$. The energy required for this charge transfer excitation is denoted as $\Delta_{CT}$, and the band gap property of transition metal compounds depends largely on the relation between $U_{dd}$ and $\Delta_{CT}$. Fig. 1-2 illustrates the two simplified cases: TMO can be either a Mott-Hubbard semiconductor ($U_{dd} < \Delta_{CT}$), in which the band gap represents the Coulomb repulsion energy between the $d$ electrons, or a charge transfer semiconductor ($U_{dd} > \Delta_{CT}$) in which the charge transfer energy $\Delta_{CT}$ determines the bad gap. Although in reality both the lower Hubbard band and the oxygen $2p$ band would each have a broad distribution of energies and thus overlap significantly in the valence band. The electronic structures of TMOs have inspired some debate in the last three decades between theory and experiments, although no consensus is yet to be made. Part of the works presented in this dissertation try to solve this mystery of TMO energies and excitation by means of core level spectroscopy, which will be introduced in the latter sections.

Figure 1-2: Energy band alignment of the first-row transition metal oxides in the case of (a) Mott-Hubbard semiconductor, and (b) charge transfer semiconductor. The Coulomb interaction and exchange energy $U_{dd}$ indicates the separation between the upper (unfilled) and lower (filled) Hubbard bands in an open $d$-shell material. Charge transfer energy $\Delta_{CT}$ represents the energy required to move an electron from oxygen $2p$ levels into the upper Hubbard band.
1.1.2 Carrier Relaxation Pathways

Instead of being thermally excited, charge carriers in semiconductors can also be created by light absorption if the photon energy is larger than the band gap \( (h\omega > E_g) \). Like the electronic transitions in molecular systems, the photo-excitation of a valence electron into the conduction band occurs instantaneously and interrupts the thermodynamic equilibrium in the semiconductor. The excited charge carriers (both electrons and holes) will undergo various relaxation mechanisms over a wide range of time scales and eventually re-establish the thermodynamic equilibrium. Fig. 1-3 summarizes several characteristic stages in a “life cycle” of charge carriers: starting from the creation of excitonic states, to the thermalization among carriers, followed by cooling of hot carriers to the band edges, and lastly the recombination of electrons and holes.

![Diagram of Carrier Relaxation Pathways](image)

**Figure 1-3**: Examples of relaxation mechanisms of a photo-excited carrier from the creation to the recombination. Thermalization of carriers takes place shortly after the excitation, and then is followed by the carrier-phonon scattering that relaxes the hot carriers (both electrons and holes) to the band edges. Trapping of carriers can occur in the presence of defect and/or impurity states, which would also facilitate non-radiative recombination to the static state. Extraction of carriers prior to the recombination plays an important role in photovoltaic and photocatalytic applications.

Right after the photo-excitation the charge carriers are in a non-thermal regime, i.e. the carrier energy distribution in an ensemble does not follow Fermi-Dirac statistics. These excited carriers can exchange energy by scattering with each other in few-fs timescales and eventually are thermalized to a quasi-equilibrium state. Carrier thermalization is one of the fastest dynamics in a semiconductor, usually accomplished in less than 100 fs after the photo-excitation; thus the
related spectroscopic studies are largely limited by the laser pulse durations. Because the thermalization process is mediated by the Coulomb interaction between electrons, its rate is expected to be faster at a higher carrier density. Due to the variation in effective masses, electrons and holes may be thermalized at different rates. The carrier-carrier scattering times in both the bulk GaAs and the GaAs-GaAlAs quantum-well structures have been studied by the femtosecond photon echo technique and exhibit an \( n^{-1/D} \) -dependence for carrier density \( n \) and dimensionality \( D \).\(^5\) Besides thermalization, excitons can also be formed in parallel during the carrier-carrier scattering events, i.e. the Coulomb force between an electron-hole pair results in a bound excitonic state. In materials with small dielectric constants, the averaged distance between electron and hole (exciton radius) is comparable to the interatomic spacings, and the strongly bound excitons (binding energy \( > 100 \text{ meV} \)) are referred as the Frenkel excitons. Conversely, Wannier excitons with small binding energy (1 – 10 meV) are more delocalized, and are often found in a highly dielectric material.

After the thermalization, carriers may have reached an energy distribution that can be characterized by a temperature in the Fermi-Dirac function, but this equilibrium temperature is still higher than the lattice temperature. The “cooling” of “hot carriers” represents the energy dissipation from carriers to the surrounding lattice and usually takes place in time scales ranging from 100 fs to 100 ps, depending on the material and the type of lattice vibrational mode involved. The periodicity of the lattice allows quantized collective vibrational modes that can be excited in the unit of a phonon. If a unit cell contains more than one atom, the lattice would exhibit two types of phonons: acoustic phonons and optical phonons. According to whether the displacements of atoms are perpendicular or parallel to the phonon propagation direction, each type of phonon can be further divided into transverse or longitudinal modes. Among all types of phonon modes the longitudinal optical (LO) phonons are most likely to interact with charge carriers in a polar semiconductor. This scattering phenomena is not only important for charge transport, also plays a crucial role in the relaxation of photoexcited carriers. The energy loss rate from an electron to a LO phonon mode with vibrational frequency \( \omega_{LO} \) can be described through the Fröhlich interaction:\(^6\)

\[
W(E) = 2\alpha\omega_{LO} \sqrt{E \langle n \rangle_{LO} \sinh^{-1} \left( \frac{E}{\hbar \omega_{LO}} \right) + \left( \langle n \rangle_{LO} + 1 \right) \sinh^{-1} \left( \frac{E}{\hbar \omega_{LO}} \right) - 1} \tag{1.9}
\]

where \( \langle n \rangle_{LO} \) is the phonon occupation number given by Bose-Einstein statistics

\[
\langle n \rangle_{LO} = \frac{1}{\exp \left( \frac{\hbar \omega_{LO}}{k_B T} \right) - 1} \tag{1.10}
\]

With a large amount of excess energy (\( E >> \hbar \omega_{LO} \)), the scattering rate expression (1.9) would approximate to \( 2\alpha\omega_{LO} \), where \( \alpha \) is called the Fröhlich coupling coefficient:\(^7\)

\[
\alpha = \frac{e^2}{\hbar c} \sqrt{\frac{m_e c^2}{2\hbar \omega_{LO}}} \left( \frac{1}{\varepsilon_\infty} - \frac{1}{\varepsilon_0} \right) \tag{1.11}
\]
where $m_e$ is the electron mass, and $\varepsilon_\infty$ and $\varepsilon_0$ are the optical and static dielectric permittivities, respectively. Based on Eq. (1.9) to (1.11), it can be seen that the electron-phonon scattering rate is largely affected by both the phonon frequency and the lattice temperature. The hot carrier cooling process can thus create a significant amount of phonon population, and the associated lattice vibrational motions have been experimentally observed.\cite{8,9} In a lattice the presence of a photoexcited electron can also shift the surrounding atoms out of the equilibrium in order to screen the charge of the electron. This deformation of the lattice would follow the electron when it is moving, and can be viewed as a fermionic quasi-particle called a polaron. Formation of a polaron can locally stabilize the lattice, but meanwhile decrease the electron mobility. At the weak coupling limit the self-energy of a polaron $\Delta E$ can be approximated as\cite{7}

$$\frac{\Delta E}{\hbar \omega_{LO}} = -\alpha - 0.0123\alpha^2$$

(1.12)

and the effective mass $m^*$ of a polaron can be represented by

$$m^* = m_e \left(1 + \frac{\alpha}{6} + 0.025\alpha^2\right)$$

(1.13)

The carrier-phonon scattering forms a main channel of energetic relaxation in the 100 fs – 100 ps time span after the photoexcitation, but several other relaxation mechanisms can also happen in parallel to assist both electrons and holes to reach the band edges (Fig. 1-4). If a high excitation density is employed, or the charge carriers are spatially confined (e.g. quantum dots), then Auger relaxation pathways would start to participate. The simplest Auger process is the energy transfer from electron to hole, which due to its larger effective mass is easier to be relaxed by phonon scattering. In some material when the excitation photon frequency is high enough ($\hbar \omega > 2E_g$), the created hot exciton can split into two lower energy excitons. This exciton multiplication phenomenon is of scientific interest because each photon absorbed would produces two or more excitons, which can help increase the quantum efficiency of solar cells. In some other cases the opposite of exciton multiplication, i.e. Auger recombination/ionization, can happen and reduce the charge carrier density.
Figure 1-4: Schematic of Auger relaxation processes in addition to the (middle) carrier-phonon scattering channel. (left) Excess energy can be transferred from electron to hole prior to the phonon relaxation. (right) Carrier multiplication splits a high-energy exciton into two excitons, while the reverse Auger recombination process reduces the density of charge carriers.

At the end of the phonon relaxation regime, all types of carriers would share the same temperature with the lattice, however there is still an excess amount of carriers at the edge of both the conduction and valence bands. The re-establishment of thermodynamic equilibrium can take place by the emission of one photon, and this radiative recombination time for a semiconductor ranges from nanoseconds to microseconds. In a non-perfect crystal (which is mostly the case) there exist different types of defects, e.g. atom vacancies, dangling bonds, and impurities; these defects not only alter the transport properties of the semiconductor, but also contribute additional energy levels in the band gap. These mid-gap defect states are likely to trap carriers and lead to non-radiative recombination, which would decrease the quantum efficiency of emission. For applications like quantum dot light emitting diodes (QLEDs), the surface defects of the semiconductor are often passivated with ligands or another material, so that nearly-unity emission quantum yield can be achieved. In photovoltaic and photocatalytic applications, the excited carriers need to be extracted out prior to recombination so that the band gap can be exploited to drive current or chemical reactions. Therefore the device efficiencies are strongly influenced by the interplay between carrier cooling, recombination, trapping, and extraction; a large portion of this dissertation will aim for a better understanding of carrier dynamics in the condense phase systems.
1.1.3 Interfacial Charge Transfer

Other than the carrier relaxation pathways in a single component semiconductor, charge transfer to and from an inorganic semiconductor are also important to both fundamental science and industrial applications. These nanoscale and ultrafast charge transfer processes have been extensively investigated by both theoretical modeling and experimental spectroscopies.\textsuperscript{10-12} Charge carrier migration can occur either between two semiconductors with different band gaps, which is often referred as a heterojunction system, or between a semiconductor and an electron donor/acceptor at the interface or in the solution. The later case can be further separated into four categories based on the direction of current flow and the type of charge carrier involved: (a) electron transfer from conduction band of a semiconductor to an electrolyte/chromophore, (b) electron injection from an excited chromophore to the conduction band, (c) hole transfer from the valence band to an electrolyte/chromophore, and (d) hole injection from a chromophore to a semiconductor. The most well-known application for type (a) and (c) charge transfers is the water splitting reaction, in which the hydrogen evolution reactions (HER) and the oxygen evolution reactions (OER) take place near the conduction and valence bands, respectively.\textsuperscript{13} The type (b) electron injection is a crucial step in dye-sensitized solar cells (DSSCs) when an n-type semiconductor is used as the electron acceptor;\textsuperscript{11} while type (d) hole injection, although not frequently investigated, has been reported on sensitized p-type semiconductor electrodes.\textsuperscript{14}

In 1985, Marcus proposed a model to address the nonadiabatic electron transfer process in a homogeneous donor-acceptor system.\textsuperscript{15} The total energy of a donor-acceptor (D-A) pair is largely affected by the surrounding dielectric environment, and the potential can be approximated as a parabola with respect to solvent reorganization (Fig. 1-5(a)). The separation in the reaction coordinate between the initial (D-A) and final (D-\textsuperscript{+}A\textsuperscript{-}) states is reflected by an energy $\lambda$ that defines the extent of reorganization required for the electron transfer to take place, and in the non-adiabatic limit the electronic coupling between donor and acceptor $H_{DA}$ is weak compared to the reorganization energy $\lambda$. The electron transfer rate constant can thus be represented by Fermi’s Golden Rule as follows:

$$k_{ET} = \frac{2\pi}{\hbar} |H_{DA}|^2 \frac{1}{\sqrt{4\pi\lambda k_BT}} \exp \left[ -\frac{(\lambda + \Delta G)^2}{4\lambda k_BT} \right]$$

(Eq. (1.14)) where $k_B$ is the Boltzmann’s constant, $T$ is the absolute temperature, and $\Delta G$ is the total change of Gibbs free energy. Eq. (1.14) predicts that the maximum rate would be achieved when the reaction free energy cancels out the reorganization energy ($\Delta G = -\lambda$), so that the electron transfer process becomes barrier-less. At more negative $\Delta G$, which is the so-called Marcus inverted region, electron transfer would be slowed down despite the reaction being more thermodynamically favorable.
Figure 1-5: (a) The Marcus model for non-adiabatic electron transfer \( (H_D A << \lambda) \) for a homogenous donor-acceptor (D-A) pair. (b) Modified Marcus model when the conduction band of a semiconductor is accepting an electron from the donor (excited chromophore S*). The red parabola denotes the barrierless electron transfer, where the reaction free energy equals to the reorganization energy \( \lambda \). (c) Schematic of corresponding energy levels in the electron injection process. The conduction band consists of a continuous distribution of empty states that is each \( \varepsilon' \) higher than the band edge \( E_{CB} \).

In the case of electron injection from an excited chromophore S* into a semiconductor, one major deviation from the original Marcus theory is the continuous distribution of acceptor levels in the conduction band. In Fig. 1-5(b) this is visualized by using a series of parabolas to represent all the possible \( S^{-}-CB^- \) states. The density of states \( \rho(\varepsilon') \) defines the number of accessible levels in a semiconductor with energy \( \varepsilon' \) higher than the conduction band minimum \( E_{CB} \), and each level is electronically coupled to the chromophore by a coupling parameter \( H(\varepsilon') \). The total electron transfer rate is the sum of individual rate constants and can be written as follows:

\[
k_{ET}^{\text{total}} = \frac{2\pi}{h} \frac{1}{\sqrt{4\pi\lambda k_B T}} \int_{0}^{\infty} d\varepsilon' \rho(\varepsilon') |H(\varepsilon')|^2 \exp \left\{ -\frac{\left[ \lambda + E_{CB} + \varepsilon' - E(S^*/S^+) \right]^2}{4\lambda k_B T} \right\} \quad (1.15)
\]

The barrier-less electron transfer, similar to its molecular equivalent, happens to the electron accepting level at \( \lambda \) below the chromophore level, as depicted in the red parabola and dashed line in Fig. 1-5(b) and 1-5(c), respectively. However, the Marcus inverted region is not expected for the electron injection process due to the presence of continuous empty states in the conduction band. Instead the electron transfer rate obtained with Eq. (1.15) would keep increasing at larger driving forces (more separation between \( E(S^*/S^+) \) and \( E_{CB} \)), but the rate variation becomes less dramatic in the region that the driving force is greater than the reorganization energy.

Electron flow from a semiconductor to a chromophore can be similarly modeled by the modified Marcus theory. In this scenario, the electron transfer rate \( k_{ET}(\vec{k}, \vec{r}) \) would have a dependence on both the wave vector \( \vec{k} \) of the donor electronic state in the conduction band, and the position of the chromophore \( \vec{r} \) relative to the interface. The first order electron transfer rate constant, which is independent of the chromophore concentration, can thus be represented as
where $\sigma$ is the surface area of the interface. Assuming the electron density in the conduction band is low enough, the transfers of each electron are independent events; in the non-adiabatic limit the summation of Eq. (1.16) can be carried out as follows

$$k_{ET}^{\text{total}} = \frac{1}{\sigma} \int k_{ET}(\vec{r}) d^3\vec{r} = \frac{1}{\sigma} \int \left( \sum_k k_{ET}(\vec{k}, \vec{r}) \right) d^3\vec{r}$$  \hspace{1cm} (1.16)$$

where $\Delta G^0$ is the energy difference from the conduction band edge to the chromophore state, and $\rho(\varepsilon')$ and $\langle \bar{H}(\varepsilon') \rangle$ are the density of states and electronic coupling normalized in an unit cell, respectively.

### 1.2 XUV and Core Level Spectroscopy

#### 1.2.1 Core Level Transitions

Since femtosecond lasers were first developed in the 1980s, ultrafast pump-probe spectroscopy has become an important tool for studying fast chemical processes that cannot be captured by either mechanical or electronic shutters. Photo-induced processes, especially, are the main focus of femtosecond spectroscopy. Since the interaction between the atom and photon occurs extremely fast, the temporal resolution is usually limited by how short a single light pulse can be prepared. Examples include photo-dissociation of molecules, photo-induced energy and electron transfer, vibrational wavepackets and photocatalytic reactions. In pump-probe spectroscopy, the studied system would interact with the first ultrashort laser pulse (“pump pulse”), and after a controlled time delay a second pulse (“probe pulse”) detects how the system responds to the initial interaction with photon. Various types of information can be obtained by using different electromagnetic frequencies as the probe. For example, the energy separation between the highest-occupied molecular orbital (HOMO) and the lowest-unoccupied molecular orbital (LUMO) can usually be excited be absorbing an ultraviolet or visible photon, thus using UV/Vis pulses as the probe is sensitive to the electronic structure change in a molecule (Fig. 1-6). The vibrational levels of each electronic state, on the other hand, need to be excited by infrared radiation, so that transient infrared spectroscopy is able to detect the light-induced structure changes.

As semiconductors started being utilized for manufacturing photovoltaic and photocatalytic devices, more ultrafast spectroscopic research has been directed toward photo-induced charge carrier dynamics, which has been briefly introduced in the previous section. The traditional UV/visible or IR transient absorption spectroscopy, however, encounters a huge challenge when studying solid-state systems: the discrete energy levels in the molecular systems become continuous energy bands in condensed phases, such that the electronic transitions between energy bands exhibit larger linewidths when compared to their molecular analogues. This makes the assignment and interpretation of the observed absorbance changes in the excited states an extremely nontrivial and challenging task.
Figure 1-6: Schematic comparison of core level transitions that are excited by X-ray or XUV radiations, with electronic transitions within the valence levels that are excited by photon frequencies in the infrared to ultraviolet range. The solid-state effect broadens the valence levels to energy bands, while the core levels remain discrete energetically.

Since the electronic wavefunctions of core levels are more confined, in an extended lattice the overlap between neighboring atomic orbitals is negligible, and therefore the core levels stay spatially localized and energetically discrete (Fig. 1-6). Nomenclature for core level transitions is based on the principal quantum numbers of core levels: K-edge for 1s orbitals, L-edges for 2s and 2p orbitals, and M-edges for 3s and 3p orbitals. In order to excite an electron from core levels to valence levels, electromagnetic radiation in the extreme ultraviolet (XUV) and X-ray range is required. For example, K-edge transitions of first-row transition metals need several kilo-electronvolts (keV) to excite, while the binding energies for L-edge are in the 400 – 1000 eV range. The M\textsubscript{2,3}-edge transitions from 3p orbitals, which are the main focus of this dissertation, are excited by photons with 40 – 100 eV energy, which corresponds to XUV radiation.
Figure 1-7: (a) Static M\textsubscript{2,3}-edge X-ray absorption spectra of selected first-row transition metal oxides. (b) M\textsubscript{2,3}-edge X-ray absorption spectra of spinel Co\textsubscript{3}O\textsubscript{4}, amorphous CoS\textsubscript{x} and cubic pyrite CoS\textsubscript{2}.

Using core level transitions as the probe in ultrafast spectroscopy could be advantageous in several aspects. First, since core levels retain significant atomic character, their binding energies are element-specific. M\textsubscript{2,3}-edge absorption spectra of several first-row TMOs are shown in Fig. 1-7(a), which clearly exhibits an increasing 3p electron binding energy with atomic number, starting from 47 eV for TiO\textsubscript{2}, 49 eV for VO\textsubscript{2}, to 58 eV, 64 eV and 67 eV for Fe\textsubscript{2}O\textsubscript{3}, Co\textsubscript{3}O\textsubscript{4} and NiO, respectively. Moreover, for the same element, variation in oxidation states would also affect the core level binding energies. Empirically the L-edge absorption of transition metals exhibits an ~1.5 eV blue-shift for each oxidation state increase.\textsuperscript{23} In the M-edge, the Co 3p binding energy of spinel cobalt oxide (Co\textsubscript{3}O\textsubscript{4}) is about 1 eV higher than that of amorphous cobalt sulfide and cubic cobalt disulfide (Fig. 1-7(b)), which matches well with the difference in average oxidation states. The specificities to elements and chemical valence suggest that when a semiconductor heterojunction is photoexcited, local electronic structure changes induced by the newly-created charge carriers would also affect the core level transitions; therefore monitoring all the element-specific energy regions provides a way to “track” the carrier location in a complicated heterojunction system at different time delays after the excitation. If two compounds contain the same element with the same oxidation state, only differ in the detailed arrangement of electronic spins, their individual spectroscopic features are also distinguishable by the core level transitions. This has been demonstrated on the Fe L\textsubscript{3}-edge absorption between the low-spin (\textsuperscript{1}A\textsubscript{1g}; (t\textsubscript{2g})\textsuperscript{6}) and high-spin (\textsuperscript{5}T\textsubscript{2g}; (t\textsubscript{2g})\textsuperscript{5}(e\textsubscript{g})\textsuperscript{2}) configurations of the [Fe(tren(py))\textsubscript{3}]\textsuperscript{2+} complex.\textsuperscript{24} The covalence of chemical bonding may also be probed by core level transitions, as the L-edge absorption of ionic MnF\textsubscript{2} shows sharper features comparing to the more covalent MnO.\textsuperscript{23} In summary, core level transitions provide systematic information on elements, chemical valence, spin multiplicities, and bonding character. This information is complementary to what can be acquired with ultraviolet, visible, and infrared spectroscopic techniques, and it is especially useful for studying electronic structures of condense phase systems.

\textsuperscript{23}
1.2.2 XUV Light Sources

With the ability to provide unambiguous information, core level transitions have been utilized as an important research tool in various fields of chemistry, biology, geography and astronomy. Related core level techniques include X-ray absorption spectroscopy (XAS), X-ray photoemission spectroscopy (XPS), X-ray emission spectroscopy (XES), electron energy loss spectroscopy (EELS) and coherent X-ray diffraction imaging (CXDI). The majority of these works has been carried out at synchrotron facilities, which provide coherent electromagnetic radiation by accelerating electrons through magnetic fields. Beamlines in the third-generation synchrotron light sources use bending magnets and undulators to generate a smooth continuous range of photon energies (10 – 10,000 eV) with extremely high photon flux that is one billion times brighter than the sun. Temporal profile of synchrotron radiations is typically quasi-continuous, i.e. emitted as a train of ~100 ps bunches at a several hundred MHz repetition rate, depending on how fast the electrons make round trips in the storage ring and how many electron bunches are injected. In order to detect ultrafast dynamics, additional pulse-slicing techniques\(^{25}\) can be exploited to reduce the pulse duration to ~100 fs. Several fourth-generation light sources, X-ray free electron lasers (FELs), are able to provide peak brightnesses that are several orders of magnitude greater than the third-generation sources, as well as highly coherent pulses with 100 fs or shorter duration.

Alternatively, XUV pulses can be generated by converting femtosecond infrared pulses to high-order harmonics, which is a highly nonlinear process called high harmonic generation (HHG). The maximum achievable photon only exceeds 1000 eV, and the photon flux is at least ten orders of magnitude lower than synchrotron light sources. The availability of commercial Ti:Sapphire laser amplifiers, however, is much greater than that of the synchrotron facilities. XUV radiation generated by HHG are already in the form of attosecond pulse trains enclosed in an envelope function with a temporal width that is no more than the duration of fundamental pulses (<100 fs). These ultrashort XUV pulses are used as the probe beam in the pump-probe spectroscopy in this dissertation. The theory describing the HHG process will be described later in Sec. 1.3.

1.2.3 X-ray Absorption Spectroscopy

Like other types of absorption spectroscopy, X-ray absorption spectroscopy (XAS) measures the sample’s absorption of X-ray radiation as a function of photon energy. The “absorption edge” is named after the core electron that is excited: \(K\), \(L\), and \(M\)-edges corresponding to the principle quantum numbers \(n = 1, 2,\) and 3, respectively. Both the filled valence band and the empty conduction band of a semiconductor are drawn in Fig. 1-8, together with an arbitrary and filled core level with a relatively discrete energy distribution. Because of the Pauli exclusion principle, excitation of core electrons to the valence band is forbidden, thus the lowest possible core level transition goes to the bottom of the conduction band. Comparing to the initial state \(\Phi_i\) prior to X-ray absorption, the final state \(\Phi_f\) has an electron vacancy in the core level (“core hole”) and an extra electron in the conduction band. Fermi’s Golden Rule states that the transition probability \(W_{fi}\) from \(\Phi_i\) to \(\Phi_f\) is given by:

\[
W_{fi} = \frac{2\pi}{\hbar} \left| \left\langle \Phi_f | \hat{T} | \Phi_i \right\rangle \right|^2 \delta(\hbar \omega - \epsilon_f' + \epsilon_v)
\]  

(1.18)
where $\hat{T}$ is the transition operator. For a one-photon XAS process that is dominated by the electric dipole transition (electric quadrupole is neglected), Eq. (1.18) can be written as:

$$W_f = \frac{e^2}{\hbar c} \frac{4\omega^3}{3\epsilon^2} n \sum_q \left| \left\langle \Phi_f | \hat{e}_q \cdot \hat{r} | \Phi_i \right\rangle \right|^2 \delta(\hbar \omega - \epsilon' + \epsilon_c)$$  \hspace{1cm} (1.19)

where $n$ is the number of photons and $\hat{e}_q$ is the polarization vector of a photon. This can be further simplified by assuming the absorption process does not affect all other electrons (not really a valid assumption and will be addressed in a later section), so that the initial state is reduced to the core level wavefunction $c$, while the final state is a free electron wavefunction $\epsilon$:

$$\left| \left\langle \Phi_f | \hat{e}_q \cdot \hat{r} | \Phi_i \right\rangle \right|^2 = \left| \left\langle \Phi_f | \epsilon_e | \hat{e}_q \cdot \hat{r} | \Phi_i \right\rangle \right|^2 = \left| \left\langle \epsilon | \hat{e}_q \cdot \hat{r} | c \right\rangle \right|^2 = M^2$$  \hspace{1cm} (1.20)

Figure 1-8: $\Phi_i$ and $\Phi_f$ denote the initial and final states for an X-ray absorption process, respectively. The absorption excites a core electron into the empty density of states in the semiconductor conduction band. The photon energy $\hbar \omega$ needs to match the energy difference from the core level to the conduction band. In the final state $\Phi_f$ the conduction band contains one extra electron, while a core hole is created in the core level.

Since the core level resembles the discrete atomic character, the $\delta$ function in Eq. (1.19) gives the density of empty states in the conduction band $\rho$, and therefore the XAS cross section $\sigma_{\text{XAS}}$ is a measure of $\rho$ weighted by the squared matrix element between the core level and the conduction band:

$$\sigma_{\text{XAS}} \propto M^2 \rho$$  \hspace{1cm} (1.21)

Eq. (1.21) provides an explanation for the XAS selection rules, given that the dipole matrix element $M$ is nonzero only if the azimuthal quantum number of the final state differs by one from the initial state ($\Delta L = \pm 1$) and the electronic spin is conserved ($\Delta S = 0$). Therefore for transition metals that have empty $d$ states, only the $p \rightarrow d$ excitations (e.g. $L_{2,3}$- and $M_{2,3}$-edges) can take place, while the $s \rightarrow d$ excitations (e.g. $L_1$- and $M_1$-edges) are basically dipole forbidden. Nevertheless, the transition metal K-edge that corresponds to a $1s \rightarrow 3d$ transition, requires a
photon energy of more than 5 keV to excite and the governing electric quadrupole contribution is more apparent at higher frequency. Eq. (1.21) also suggests that the XAS cross section is proportional to the overlap integral between the core level and the valence level, which thus explains why the M-edge absorption section (~10^{-17} \, \text{cm}^2/\text{atom}) is higher than that of L-edge and K-edge by one and two orders of magnitude, respectively. From the wave propagation point of view, when an X-ray is traveling through a medium of uniform density, the absorption cross section of the medium is written as:

\[ \sigma_{\text{XAS}} = \frac{4\pi r_e c}{\omega} f_2^0(\omega) \]  

(1.22)

where \( r_e \) is the classical electron radius, \( \omega \) is the angular frequency of the X-ray electric field, and \( f_2^0(\omega) \) is the imaginary part of the atomic scattering factor. While \( f_2^0 \) scales slowly with the atomic number \( Z \) and decreases slightly at higher \( \omega \), it is also the \( \omega^{-1} \)-dependence of \( \sigma_{\text{XAS}} \) that causes the dramatic drop from M-edge to L- and K-edges. It worth noting that the 30 - 70 eV XUV photon energy used in this work matches the transition metal M-edge absorption, and the associated penetration depth \( \Lambda_p \)

\[ \Lambda_p = \frac{1}{\rho_N \sigma_{\text{XAS}}} \]  

(1.23)

where \( \rho_N \) is the number density, ranges from 5 to 20 nm. Even in air the XUV intensity would be attenuated to \( 1/e \) of its value by traveling \( \sim100 \, \mu\text{m} \) distance. Therefore, not only does the sample need to be thin enough, but the spectroscopic measurement has to be operated in a high vacuum environment.

In Fig. 1-8, it can be seen that X-ray absorption process creates a core hole, which is highly unstable. Decay of a core hole can happen via two mechanisms: in the fluorescence channel, an electron from a higher level fills the core hole and the energy difference is released as electromagnetic radiation; in the Auger decay channel, the filling of a core hole by a higher energy electron excites another electron, thus splitting a deep core hole into two shallow core holes. With either core hole decay mechanism, many photons or electrons are emitted in sequential steps until the atom is relaxed to its ground state. The lifetime \( \Delta \tau \) of a core hole is on the order of one femtosecond; thus according to the Heisenberg uncertainty principle

\[ \Delta \tau \times \Delta E \approx \hbar = 10^{-16} \, \text{eV} \cdot \text{sec} \]  

(1.24)

the lifetime broadening would contribute \( \sim100 \, \text{meV} \) Lorentzian linewidth to the XAS spectra.

Because of the continuous spectra provided by the light sources, synchrotron-based XAS studies often use monochromators for selecting and tuning the photon energy to illuminate the sample. The absorption cross section at a specific energy \( E \) can be acquired by measuring the transmission of X-rays through the sample (Fig. 1-9) and using the Beer-Lambert law:

\[ \frac{I(E)}{I_0(E)} = \exp(-\rho_N \cdot \sigma_{\text{abs}} \cdot x) \]  

(1.25)

where \( x \) is the distance the X-ray travels through the sample. Alternatively, lots of synchrotron beamline XAS experiments quantify the sample absorption by detecting the fluorescence decay of the core hole. This is sometimes referred as a total fluorescence yield (TFY) measurement,
which is largely based on the fact that the fluorescence decay channel is proportional to the absorption cross section. The same approach can instead measure the yields of photoelectrons or ions produced by the Auger decay channel, which are called total electron yield (TEY) and total ion yield (TIY) measurements, respectively. It should be noted that neither of these methods directly detects the absolute absorption cross section; therefore, the X-ray/XUV absorption spectroscopy work in this dissertation stays with the transmission measurement method.

Figure 1-9: X-ray absorption process in the laboratory scale. Not only does the X-ray intensity gets attenuated by the sample (I < I₀) with a thickness x, the decay of core holes would emit electrons, ions, and photons. An X-ray absorption spectrum can be acquired either by measuring the ratio between I to I₀ at each specific photon energy, or by measuring the yield of electrons (TEY), ions (TIY) and photons (TFY).

The XAS data can be divided into two energy regions: First, the X-ray absorption near edge structure (XANES) focuses on an energy region 50 – 100 eV above the core electron binding energy. XAS spectra of this region give information on the photoabsorption cross section from a core level to the lowest unoccupied valence levels. The second energy region is located 150 eV above the absorption edge and is called extended X-ray absorption fine structure (EXAFS). Since the X-ray photon energy is much larger than the core electron binding energy in the region, photoelectrons are generated with high kinetic energies

\[ \varepsilon_k = \hbar \omega - \phi = \frac{2 \pi^2 \hbar^2}{m \lambda_e^2} \quad (1.26) \]

where \( \phi \) is the work function of the material. Since the photoelectron wavelength \( \lambda_e \) is shorter than the interatomic distance, in the EXAFS region the scattering of the excited photoelectrons with neighboring atoms can be approximated in the single-scattering regime, as opposed to the multiple-scattering regime in the XANES region. The interference between scattered photoelectrons causes oscillations in the EXAFS spectra, which can provide information on the coordination environment around the absorbing atom. Limited by the spectral bandwidth of the XUV probe beam, this work mainly studies the XANES energy region of the \( M_{\text{2,3}} \)-edge of transition metals. Instead of using a monochromator to select a certain XUV frequency to illuminate the sample, the entire range of photon energies is transmitted through the sample before being energetically dispersed by a XUV spectrometer and detected by an array detector.
This design enables efficient spectral acquisition since all photon energies are being detected at
the same time, which is advantageous for operating time-resolved XAS experiments.

1.2.4 Transient X-ray/XUV Absorption Spectroscopy

With transient X-ray/XUV absorption spectroscopy, the sample interacts with a visible
pulse (the pump beam) first, either by electronic excitation or strong field ionization, and then
after a controlled time delay $\Delta t$ a second pulse (the probe beam) detects the evolution of the
created excited states. The experimentally acquired optical density can be related to the right side
of Eq. (1.25) by adding a convolution with the energy resolution $\Delta$ of the XUV spectrometer:

\[
OD(E) = -\log_{10} \left[ e^{-\rho_{XUV}(E)\sigma} \cdot \sqrt{\frac{4 \cdot \ln(2)}{\pi \Lambda^2}} \cdot e^{-4\ln(2)E^2} \right] \quad (1.27)
\]

The method combines the short temporal resolution provided by femtosecond lasers\(^{29}\) or
synchrotron light sources\(^{30}\) with the abundance of information provided by core level
spectroscopy, and thus has become a powerful technique for studying electron dynamics in
atoms and molecules\(^{24,31,32}\). The same technique also has been applied to more complicated
condensed phase systems, starting from observing ultrafast structural changes\(^{33,34}\) to probing the
optical phonon excitation\(^{35}\), mapping the electronic structure in excited states\(^{36}\), and carrier-
carrier and carrier-phonon scattering processes\(^{37}\).

As mentioned earlier, typical pulse durations of synchrotron radiation is approximately
100 ps, which is not sufficient for studying faster electron dynamics. The temporal resolution
can be improved by either implementing the pulse-slicing technique\(^{25}\) or using fast X-ray detectors
like streak cameras\(^{38}\). The temporal resolution of the table-top apparatus described here, which
generates subfemtosecond XUV pulses via the high harmonic generation process, is superior to
that of the synchrotron-based methods. The differential absorbance in the excited state at a
specific XUV frequency is measured by dividing the transmitted intensity in the presence of the
pump beam $I_{on}(E, \Delta t)$ with that in the absence of the pump beam $I_{off}(E, \Delta t)$:

\[
\Delta OD(E, \Delta t) = -\log_{10} \left[ \frac{I_{on}(E, \Delta t) + I_b}{I_{off}(E, \Delta t)} \right] \quad (1.28)
\]

where $I_b$ accounts for the scattering background of the pump beam. The data acquisition
procedures for pump-probe experiments will be described in detail in Chapter 3.

1.3 High-Order Harmonic Generation

When an electric field $\vec{E}$ is applied to a dielectric medium, a polarization density $\vec{P}$ is
induced:

\[
\vec{P} = \varepsilon_0 \chi \vec{E} \quad (1.29)
\]

where $\varepsilon_0$ is the permittivity of free space and $\chi$ is the electric susceptibility of the medium. In an
anisotropic medium there could exist a nonlinear dielectric response, such that the electric field
and the induced polarization do not have to follow the same direction. In which case the electric
susceptibility becomes a second-rank tensor with a given order $n$, and the polarization density may be expanded into a Taylor series:

$$ \tilde{P} = \epsilon_0 \sum_n \chi^{(n)}(\tilde{E}^n) $$

(1.30)

The resulting polarization density in the medium may exhibit contributions at a frequency different from the original electric field. One of the most well-known nonlinear optical processes is second-harmonic generation (SHG), which was first observed in 1961 by Franken et al. by focusing the ruby laser onto a quartz plate.$^{39}$ In this case the induced polarization density consists of twice the incident frequency and can be written as

$$ \tilde{P}^{(2)}(2\omega) = \epsilon_0 \chi^{(2)}(\tilde{E}^2(\omega)) $$

(1.31)

Nonlinear polarizations at higher orders can also be generated in a similar manner but with lower efficiency. Besides converting commercially available laser outputs to desired frequencies, these nonlinear processes can also be utilized as sensitive spectroscopic techniques, such as surface sum-frequency generation and four-wave mixing spectroscopy. With advances of femtosecond laser technology, investigating the highly nonlinear interactions between a dielectric medium and intense electric field has become possible. In 1987, McPherson et al. observed the existence of harmonics up to 17$^{th}$ order by ionizing neon gas with intense femtosecond pulses,$^{40}$ and this inspired both theoretical and experimental studies of the high harmonic generation (HHG) process. After nearly 30 years, high harmonic spectroscopy has emerged as an invaluable tool for probing atomic wavefunctions$^{41}$, electron dynamics$^{42}$ and chemical reactions.$^{43}$ Moreover, the wavelengths of these high-order harmonics fall into the XUV and soft X-ray ranges, at which the short optical cycles are essential for generating attosecond pulses. Current knowledge of HHG can be divided into two aspects: The microscopic non-perturbative treatment of the single-atom response to an intense electric field, and the macroscopic phase matching among an ensemble of emitters; both aspects will be discussed in the following sections.

1.3.1 Three-Step Model

An intuitive way to understand the generation of high-order harmonics is the semi-classical three-state model proposed by Corkum$^{44}$ as illustrated in Fig. 1-10. Consider a noble gas atom being illuminated by a laser pulse in which the electric field is represented by

$$ E(t) = E_0 \cos(\omega_L t + \rho) $$

(1.32)

where $\omega_L$ and $\rho$ are the frequency and phase of the electric field, respectively. Other than the atomic Coulomb potential $V_{\text{Coulomb}}(\tilde{r})$, the valence electron in the noble gas atom also perceives an instantaneous potential $V_{\text{EF}}(\tilde{r}, t)$ caused by the electric field, such that the effective potential becomes

$$ V_{\text{eff}}(\tilde{r}, t) = V_{\text{EF}}(\tilde{r}, t) + V_{\text{Coulomb}}(\tilde{r}) = e\tilde{E}(t)\tilde{r} - \frac{e^2}{4\pi\epsilon_0 r} $$

(1.33)

where $e$ is the charge of an electron and $\epsilon_0$ is the electric permittivity of vacuum. As the electric field intensity is greater than $10^{14}$ W/cm$^2$, the valence electron may be removed from the atom.
through tunnel ionization near the peak electric field (step 1). The electron tunneling probability \( T \) can be solved using the Ammosov-Delone-Krainov ionization model\(^{45} \) as

\[
T = \left| \exp \left( -\int_a^b k_e dr \right) \right|^2 = \left| \exp \left( -\int_a^b \sqrt{\frac{2m_e (I_p - V_{\text{eff}}(r))}{\hbar}} \, dr \right) \right|^2
\]  

(1.34)

where \( k_e \) and \( m_e \) are the wave vector and the mass of the tunneling electron, \( a \) and \( b \) are, respectively, the inner and outer edges of the energy barrier, \( I_p \) is the atomic ionization potential, and \( V_{\text{eff}}(r) \) is the distorted atomic potential.

Figure 1-10: The three-step model for high harmonics generation describes the sequential interactions between a noble gas atom and an intense electric field. (1) The atomic potential is deformed by the electric field so that valence electrons can be tunnel ionized. (2) The electron is accelerated and gains momentum as the electric field switches sign. (3) Recollision of the electron with the parent ion emits an XUV photon with energy equal to the sum of electron kinetic energy \( W_{\text{kin}} \) and the atomic ionization potential \( I_p \). After ionization the electron is accelerated away from the parent ion by the same laser field, and, as the electric field switches its sign, the electron is decelerated and then accelerated back toward the parent ion (step 2). When the “smashing”, or the encounter of the electron and the parent ion happens, there is a certain recollision probability that leads to the emission of a photon (step 3). The frequency \( \omega \) of the emitted photon is determined by the sum of the atomic ionization potential \( I_p \) and the electron’s momentary kinetic energy \( W_{\text{kin}} \) prior to recollision:

\[
\hbar \omega = I_p + W_{\text{kin}}(\rho)
\]  

(1.35)

Since the tunnel ionization can take place at different phases \( \rho \) (relative to the maximum electric field) as long as the intensity of electric field is sufficiently high, the electron could
follow a range of trajectories that may be determined by solving Newtonian equations of motion. As a result, the kinetic energy $W_{\text{kin}}$ is also a function of $\rho$, and the average kinetic energy gained by an electron is denoted as the ponderomotive energy, $U_p$, which is proportional to the driving laser field intensity $I_L$

$$U_p = \overline{W_{\text{kin}}} = \frac{e^2 E_0^2}{4 m_e \omega_L^2} = 9.3 \times 10^{-14} I_L \left( \frac{W}{cm^2} \right) \lambda_L^2 (\mu m^2)$$ (1.36)

where $e$ and $m_e$ are the charge and the mass of an electron, respectively. Fig. 1-11 plots several electron trajectories corresponding to different phases $\rho$ in the position-velocity plane, where the position axis represents the distance between the electron and the parent ion. It can be seen that some trajectories would return to the parent ion at position 0 after propagation, and the electron kinetic energy at the moment of recollision is determined by the intersection with the velocity axis. The highest kinetic energy of $3.17U_p$ is obtained when the ionization happens at $\rho = 17^\circ$ (trajectory b), and it explains the maximum photon energy (cutoff energy) of the experimentally generated XUV radiation:

$$E_{\text{cutoff}} = I_p + 3.17U_p$$ (1.37)

Electrons following trajectories a ($\rho = 45^\circ$) and c ($\rho = 3^\circ$) return to the parent ion with the same kinetic energy $W_{\text{kin}}$, despite spending different amounts of time propagating in the continuum, thus referred to as the “short” and “long” trajectories accordingly. Electrons are most likely to be ionized at the peak of the electric field (trajectory d, $\rho = 0^\circ$) however after propagation these electrons would return to the parent ion with zero kinetic energy. It should be noted that most of the ionization events take place at unfavorable phases, like trajectory e ($\rho = -45^\circ$), such that the electrons cannot be decelerated when the electric field reverses sign. These electrons never return to the parent ion and have no contribution to the emission of XUV radiation.

Figure 1-11: Selected classical electron trajectories plotted in the position-velocity plane. Each trajectory is related to a different phase $\rho$ where the tunnel ionization occurs. The phase $\rho$ is defined relatively to the maximum electric field. Adapted from [46].
According to the three-step model, interaction between a many-cycle linearly polarized laser pulse and a noble gas atom, which is a centrosymmetric medium, would produce an XUV burst for every half-cycle of the electric field, thus resulting in a pulse train with a periodicity of half a laser period \( T = \pi / \omega_p \). The interference among pulses in the train leads to the \( 2\hbar \omega_L \) photon energy spacing in the frequency space, which can be understood from the reciprocity of the Fourier transform. Moreover, consecutive recollisions between the electron and the parent ion take place in opposite directions, so that the corresponding XUV bursts would have different spectral signs. The destructive interference of the pulse train explains only the odd-order harmonics \( [\omega_{\text{XUV}} = (2n+1)\omega_L] \) that are observed experimentally.

Besides the aforementioned semi-classical model, the high harmonic generation process can also be described with a quantum mechanical approach. This was firstly done by Lewenstein et al.\(^{47}\) by numerically simulating the time-dependent Schrödinger equation. The solved time-dependent electron wavefunction gives an accelerating dipole that emits XUV radiation with certain temporal structures. The Lewenstein model successfully rephrases the classical interpretations done by Corkum’s three-step model, including the discrete harmonic spectra and the existence of cutoff energy, and it provides more insights into the quantum phases of XUV radiation. For example, it has been shown that the long trajectory emission possesses greater angular divergence and shorter coherence time than the short trajectory emission.\(^{48}\) The spectral width of individual harmonics is strongly affected by the quantum path interference between the aforementioned two trajectories, and the dominating long trajectory would lead to substantial spectral broadening. The contribution ratio between short and long trajectories can be controlled by adjusting the laser field intensity.\(^{49}\)

Eq. (1.37) suggests that the XUV cutoff energy can be extended, i.e. generating higher order harmonics, by increasing either the ionization potential \( I_p \) or the ponderomotive energy \( U_p \). The first approach can be done by choosing a different medium; among the noble gas group, the ionization potential increases with the following order: Xe (12.13 eV) < Kr (14.00 eV) < Ar (15.76 eV) < Ne (21.56 eV) < He (23.59 eV). Although there is no dramatic difference between these ionization potentials, using a medium with higher \( I_p \) also requires more intense laser fields to facilitate the tunnel ionization step, which leads to a substantial increase in \( U_p \). However, at higher \( I_p \) the recollision cross section is compromised, thus the overall HHG conversion efficiency becomes significantly lower. Because of its \( \lambda_L^2 \) dependence, the ponderomotive energy \( U_p \) can also be increased by using longer wavelength lasers for the driver pulses. Although most HHG experiments use femtosecond Ti:Sapphire amplifiers that operate at \(~0.8 \mu\text{m}\) wavelength, the development of ultrafast mid-infrared lasers such as optical parametric chirped pulse amplifiers (OPCPAs) has had some success over the past decade. Using helium as the generating medium and 2.0 \( \mu\text{m} \) driver wavelength, coherent high-order harmonics with photon energy up to 1.6 keV has been reported.\(^{50}\) The spectrum covers the so-called soft X-ray “water window”, which lies in between the \( K \)-edge of carbon (280 eV) and oxygen (530 eV), therefore opening up numerous potential applications for ultrafast high harmonic spectroscopy.

### 1.3.2 Phase Matching

Although high-harmonic generation can be well modeled by both the semi-classical and the quantum-mechanical points of view, there are still some characteristics, e.g. total photon flux and center wavelength of the harmonic spectrum, that cannot be explained without considering
the macroscopic XUV propagation in the gaseous medium. As depicted in Fig. 1-12, when a femtosecond laser pulse is focused into an ensemble of noble gas atoms, high harmonic emissions can be generated at different locations along the propagation direction, as long as the electric field intensity is sufficient. The phase velocities of the fundamental laser frequency and the high harmonics must be equal

$$v_{p}^{\text{laser}} = v_{p}^{\text{XUV}}$$  (1.38)

so that high harmonic emission from individual emitters add up coherently. Since phase velocity is determined by the frequency $\omega$ and the wave vector $k$ ($v_{p} = \omega / k$), a discrepancy between phase velocities can be attributed to the phase mismatch factor $\Delta k_{q}$

$$\Delta k_{q} = qk_{L} - k_{\text{XUV}}(q)$$  (1.39)

where $k_{L}$ and $k_{\text{XUV}}(q)$ are the wave vectors of the fundamental laser field and the $q$th order harmonic, respectively. Note that the dependence on the harmonic order $q$ suggests that it is challenging to achieve perfect phase matching conditions ($\Delta k_{q} = 0$) over a wide energy range. The coherence length $L_{\text{coh}}$, which is defined as the longest distance that the high harmonic emission can build up without destructive interference

$$L_{\text{coh}}(q) = \frac{\pi}{\Delta k_{q}}$$  (1.40)

would decrease significantly with any non-zero $\Delta k_{q}$.

Figure 1-12: The same phase velocities between the laser field and the XUV emission allow coherent addition among individual noble gas atoms, so that the high harmonic intensity grows with distance. The phase mismatch at the $q$th order harmonic over a certain length is defined as $\Delta k_{q}$. 
In the early HHG experiments, the laser field had to be tightly focused into a gas jet of noble gas medium, and, as a result, the Gouy phase of the Gaussian beam

$$\eta(z) = \tan^{-1}\left(\frac{2z}{b}\right)$$  \hspace{1cm} (1.41)

where \(b\) is the confocal parameter and \(z = 0\) corresponds to the position of the beam waist, had a substantial geometrical contribution to the wave vector

$$k_{\text{Gouy}} = \frac{d}{dz} \eta(z) = \frac{2}{b}$$  \hspace{1cm} (1.42)

near the focus \((z \ll b)\). The phase mismatch associated with the Gouy phase shift of a focused Gaussian beam is given as

$$\Delta k_{\text{Gouy}}(q) = (q-1)\frac{2}{b}$$  \hspace{1cm} (1.43)

It should be noted that this geometrical phase mismatch becomes more apparent for higher order harmonics and a tighter focus, and the coherence length is usually much shorter than the confocal parameter. Experimentally the influence of Gouy phase can be overcome by placing the laser focus before the gas jet that contains the generating medium, so that a decreasing electric field intensity compensates the Gouy-induced phase mismatch.\(^{51}\)

As the femtosecond lasers with millijoule pulse energy become more accessible, HHG can be operated using confined gas cells at loose focusing conditions.\(^{52}\) Not only is the Gouy phase shift minimized, but the electric field can interact with the generating medium at higher gas density \(N_{\text{at}}\) and longer interaction length \(L_{\text{med}}\), which generally leads to brighter harmonic emissions (assuming \(L_{\text{med}} < L_{\text{coh}}\)). The same advantages are also shared by performing HHG in a gas-filled hollow waveguide: the driving laser field propagates as a non-diverging plane-wave, thus the Gouy phase can be neglected, and the well-controlled gas pressure stays constant over the length of the waveguide. The number of emitted photons \(I_q\) for the \(q\)th order harmonic is given as\(^{53}\)

$$I_q \propto N_{\text{at}}^2 \frac{4L_{\text{abs}}^2}{1 + 4\pi^2 \left(L_{\text{abs}} / L_{\text{coh}}\right)^2} \left[1 + \exp\left(-\frac{L_{\text{med}}}{L_{\text{abs}}}\right) - 2\exp\left(-\frac{L_{\text{med}}}{2L_{\text{abs}}}\right) \cos\left(\frac{\pi L_{\text{med}}}{L_{\text{coh}}}\right)\right]$$  \hspace{1cm} (1.44)

where \(L_{\text{abs}}\) is the density-dependent absorption length of the noble gas. When \(L_{\text{abs}}\) is large the gas absorption effect can be neglected and Eq. (1.44) is approximated as

$$I_q \propto N_{\text{at}}^2 \frac{\sin^2(L_{\text{med}}\Delta k_q / 2)}{\Delta k_q^2}$$  \hspace{1cm} (1.45)

Eq. (1.45) indicates that the output harmonic intensity is strongly related to gas density \(N_{\text{at}}\), interaction length \(L_{\text{med}}\), and the phase mismatch \(\Delta k_q\). Without considering the Gouy phase shift, the major source of phase mismatch \(\Delta k_q\) in a confined gas cell or a hollow waveguide is the pressure-dependent dispersion. For a light wave transversing a partially ionized gaseous medium, both the neutral atoms and the plasma modify the wave vector as follows:
\[ k = \left[ \frac{2\pi}{\lambda} \right]_{\text{vacuum}} + \left[ \frac{2\pi}{\lambda} N_e n(\lambda) \right]_{\text{neutral}} + \left[ N_e r_\text{e} \lambda \right]_{\text{plasma}} \]  

(1.46)

where \( N_a \) and \( N_e \) are the densities of neutral atoms and free electrons, respectively, \( n(\lambda) \) is the refractive index per unit neutral atom density at a given wavelength \( \lambda \), and \( r_e \) is the classical electron radius. Both \( N_a \) and \( N_e \) are related to the gas pressure \( P \) (in atm) and the ionization fraction \( \eta(t) \), which can be calculated by the Ammosov-Delone-Krainov model. Therefore Eq. (1.46) can be written as

\[ k = \frac{2\pi}{\lambda} \left[ 1 + P(1-\eta)N_{\text{atm}} \right] + P\eta N_{\text{atm}} r_\text{e} \lambda \]  

(1.47)

where \( N_{\text{atm}} \) is the atomic number density at atmosphere pressure. By substituting (1.47) into (1.39) and using \( \lambda_{XUV}(q) = \lambda_q / q \), the dynamic phase mismatch between the laser field and the \( q \)th order harmonic emission is represented as

\[ \Delta k_q = \frac{2\pi q}{\lambda_q} P(1-\eta)\Delta n - P\eta N_{\text{atm}} r_\text{e} \lambda_q \left[ \frac{q^2 - 1}{q} \right] \]  

(1.48)

where \( \Delta n \) stands for the difference between refractive indices at atmosphere (\( \Delta n = n_{\text{atm}} \left| _{\text{laser}} - n_{\text{XUV}} \left| _{\text{atm}} \right. \)).

Besides the output harmonic flux, there are other details of HHG that can be explained by phase matching. For instance, the energy profile of high-order harmonics is usually more asymmetric and blue-shifted at higher laser intensity; The underlying reason is that the phases of long trajectory emissions possess a strong dependence on laser intensity, which translates into a blue-broadening and blue-shifting on the rising edge of the pulse.\(^{54}\) A better understanding of phase matching would enable tailoring the HHG process experimentally. Many studies have been devoted to the optimization and shaping of high-order harmonics, including increasing conversion efficiency and suppressing or enhancing a certain order harmonic by shaping the driver laser pulses with a spatial light modulator coupled to a feedback-control loop.\(^{46}\)

### 1.3.3 Semi-Infinite Gas Cell

Since the generation of high-order harmonics was first observed in 1987, several interaction geometries between electric field and noble gas medium have been tested and exploited. As mentioned in the previous section, early experiments used a pulsed valve to produce gas jets as the source of high harmonics. Although the Gouy phase shift contributes solely to the phase mismatch and can be compensated by controlling the relative position of the laser focus and the gas jet, the pulsed valve does not provide very high gas density, i.e. the maximum on-axis pressure is ~10 Torr over 1 to 2 mm interaction length \( L_{\text{med}} \). Due to the quadratic dependence of harmonic yield on the gas density, the HHG conversion efficiency with pulsed valves is highly limited. In comparison, finite gas cells confine the gas medium in space and thus are able to provide a static high-density environment that can interact with the laser field, which enters and leaves the gas cell through separate pinholes. Optimal lengths of the finite gas cells vary with the laser focusing parameters, which range from a few millimeters to several centimeters. In the high gas density regime, not only the phase mismatch is mainly contributed by the medium and plasma dispersion, but re-absorption by the gas medium also becomes apparent. The highest reported conversion efficiency is \( 1.5 \times 10^{-5} \) for the generation of the 27\textsuperscript{th}
order harmonic in an argon-filled cell.\textsuperscript{55} Similarly, using capillaries as hollow waveguides also prepares the generating medium in a static and homogeneous distribution, and this results in bright and highly coherent harmonic emission. The travelling laser electric field is restricted by Fresnel reflections at the inner wall, and therefore the effective interaction length is independent of the confocal parameter and can be as long as several centimeters. In addition to the dispersion caused by neutral atoms and plasma, an additional capillary dispersion term needs to be included. An XUV supercontinuum has been demonstrated by employing a quasi-phase-matching scheme, either by using periodically modulated hollow waveguides or by superimposing several light fields in the gas medium.\textsuperscript{56} However, the positioning of the capillary needs to be precise in order to couple the laser field to the correct capillary mode, and the energy lost accompanying the coupling limits the pulse energy that is available for the HHG process.

Figure 1-13: The schematic design of a semi-infinite gas cell (SIGC) as an XUV light source. The harmonic emission is generated near the driver laser focus that is located close to the exit foil of the gas cell. The intense laser field ablates a pinhole on the stainless steel foil separating the gas cell from a high vacuum chamber. In 2004, a semi-infinite gas cell (SIGC)\textsuperscript{57} was utilized as an alternative HHG source. Initially inspired by the self-guiding effect in an argon-filled gas cell\textsuperscript{58} that compresses many-cycle pulses to few-cycle pulses, the SIGC also shares the advantage of the long interaction region characteristic of a hollow waveguide. While the finite gas cells is typically several millimeters long and has a pair of pinholes for the laser to travel through, in a SIGC the generating medium fills most of the region from the focusing lens to the laser focus (Fig. 1-13). The entrance side of the SIGC is made of a fused silica window, while a stainless steel foil is placed near the laser focus at the exit end of the cell. The high electric field intensity can ablate a pinhole that connects the SIGC to a high vacuum chamber, which acts as a differential pumping stage to evacuate the noble gas medium. The fundamental laser field is focused loosely into the SIGC and generates a single filamentation that is longer than the confocal parameter. The balance between the Kerr lensing effect ("self-focusing") and the plasma defocusing resulting from multiple-photon ionization of a gaseous medium makes the laser electric field propagate without angular dispersion in the filamentation. A systematic study that compares different HHG geometries demonstrates that the conversion efficiency of a SIGC is at least one order of magnitude higher than the finite gas cells, and two orders of magnitude more than the pulsed valves.\textsuperscript{59} Similar to the gas-filled capillaries, the SIGC has the ability to fulfill the phase matching condition over an extended propagation distance that results in bright high harmonic output with excellent spatial and temporal coherence. The difference is that the SIGC relies on
the self-guiding of laser pulses rather than the physical confinement of the electric field in a waveguide, and it is therefore advantageous for its simplicity of design and daily alignment procedures.

When operating a SIGC, several parameters can be adjusted to optimize the harmonic output in terms of the photon flux, the average photon energy, or the wavelength of an individual harmonic. First, it has been reported that partially closing an aperture before the focusing lens can enhance the harmonic flux by at least 10 times. This apertured-beam effect can be explained as the interplay between the atomic dipole response (which favors high electric field intensity at larger apertures) and the focusing geometry and ionization fraction (favors smaller apertures). The second “control knob” is the gas pressure that fills the SIGC. Like finite gas cells and capillaries, the XUV flux from a SIGC source would increase with gas pressure with a nearly quadratic dependence until the gas absorption effect starts to factor in. Since the absorption cross sections of noble gases are larger at lower photon energies, the lower order harmonic would reach the maximum flux at lower gas pressure than higher order harmonics. This explains why the peak of the high harmonic spectrum would shift to higher energy (or shorter wavelength) at a higher gas pressure. The wavelength of an individual harmonic generated from a SIGC can be tuned to shorter values by increasing the gas pressure, as has been demonstrated in other interaction geometries. This is due to the blue-shifting of the fundamental laser frequency caused by the plasma in the interaction region, which can be described by the following equation:

$$\delta E_f = \frac{\hbar^2 N_{at}}{2\pi m_e c E_f} \frac{df_e}{dt} L_{med}$$

(1.49)

where \( h \) is Planck’s constant, \( N_{at} \) is the total gas density, \( E_f \) is the photon energy of laser, \( m_e \) is the mass of an electron, \( c \) is the speed of light in vacuum, \( df_e/dt \) is the increasing rate of ionization fraction, and \( L_{med} \) is the interaction length. This wavelength tuning effect with gas pressure is especially apparent in a medium with lower ionization potential because the ionization fraction would be higher. Eq. (1.49) also suggests that at a fixed gas pressure, tuning the wavelength of high harmonics is accessible by chirping the fundamental pulses, which would affect the plasma density as well. Chirping the fundamental laser field, essentially modulating the ratio of short- and long-trajectory emissions, can also lead to broadening of the spectra width of individual harmonics, which translates to the overlap of neighboring harmonics.

The last control parameter for the SIGC is the relative position of the laser focus to the exit foil. The focusing lens for the fundamental laser pulses is mounted on a translational stage and can be moved along the direction of propagation, thus the focus position can be varied. As sketched in Fig. 1-14, moving the focus position \( z_f \) into the gas cell brings more overlap volume between the generating medium and the laser confocal range. Since both the gas density \( N_{at} \) and the interaction length \( L_{med} \) are increased, according to Eq. (1.45) brighter and higher-order harmonic emission is expected. The influence of variation in the focus position has been experimentally studied, and the harmonic intensity scales quadratically with decreasing values of \( z_f \). When the laser focus is placed deeper into the gas cell, nonetheless, reabsorption by the generating medium becomes crucial and is reflected by an exponential decay in the harmonic intensity. It should be noted that the ionization cross-sections of the noble gases are usually larger at lower photon energy; therefore lower-order harmonics are more likely to be affected by
the reabsorption. For example, in a SIGC filled with 70 mbar helium, the intensity of the 19th harmonic is maximized when the focus is placed right after the exit foil ($z_f \sim 1$ mm). In comparison, the 39th harmonic peaks its intensity at $z_f = -2$ mm; while the 59th harmonic is most optimal at $z_f = -9$ mm.

![Diagram showing the influence of varying the laser focus position $z_f$ relative to the end of the semi-infinite gas cell.](image)

Figure 1-14: The influence of varying the laser focus position $z_f$ relative to the end of semi-infinite gas cell. When the focus is placed after the exit foil ($z_f > 0$), only the end of the confocal range has enough electric field intensity to produce high harmonic emission. In comparison, at $z_f = 0$ a longer interaction length is created inside the gas cell. If the laser focus is deep into the gas cell ($z_f < 0$), the entire confocal range can interact with the generating medium, thus resulting in a brighter harmonic flux.

Combining the simplicity of design and high flux output, it is not surprising that the SIGC is now commonly used as a XUV light source in high harmonic spectroscopy. It has shown potential for the generation of isolated attosecond pulses, and the highest cutoff energy has reached the water window. Although translating the laser focus provides an easy control for the harmonic wavelength, intensity, and distribution, if any refocusing mirror is placed after the light source the corresponding focal plane is also shifted, thus a careful characterization of the XUV output is necessary. The design of the SIGC used for this dissertation and the detailed study of HHG with various parameters will be presented and summarized in the corresponding sections in Chapter 2 and 3.

1.3.4 Two-Color Gating and Even-Order Harmonics

As has been stated in Sec. 1.3.1, the three-step model predicts that many-cycle pulses would generate a train of XUV bursts with a periodicity of half the laser period ($T = \pi / \omega_L$). Efforts are devoted to the generation of single attosecond XUV pulses from few-cycle driving laser pulses, and several gating techniques, such as amplitude gating, ionization gating, and double optical gating, have been developed for isolating a single attosecond pulse from the attosecond pulse train (APT) by suppressing all but one of the pulses. One characteristic of having an isolated attosecond pulse is the broadband continuum spectrum instead of modulated peaks with $2\hbar \omega_L$ energy spacings [$\omega_{XUV} = (2n+1)\omega_L$], which is caused by interference among pulses in the pulse train. Although the time-resolved experiments in this dissertation do not aim
for attosecond resolution, a more even spectral coverage can cover the broad core level transitions in solids, thus increasing the signal-to-noise ratio in the region between neighboring harmonics. Therefore, a simple two-color gating scheme (Fig. 1-15) is implemented for the generation of both the odd- and even-order harmonics \([\omega_{XUV} = n\omega_L]\).

![Figure 1-15: HHG processes at (a) without, (b) intermediate and (c) full two-color gating conditions. Mixing in the second-order harmonic of the fundamental field breaks the inversion symmetry of the electric field, so that an XUV burst is emitted for every optical cycle instead of every half optical cycle. The high harmonic spectra in the energy (frequency) domain can be obtained by Fourier transforming the temporal structure of the attosecond pulse train (APT).](image)

In the two-color gating method, a small portion of the laser driver pulses is frequency-doubled to the second-order harmonic by a \(\beta\)-barium borate (BBO) crystal and then recombined with the fundamental field. The fundamental and the second harmonic field propagate collinearly and are both focused into the noble gas medium. The presence of the second harmonic lifts the inversion symmetry of the fundamental field near the laser focus, essentially a means to control the electric field on a subcycle scale, so that half of the electric field maxima can no longer facilitate the tunnel ionization of noble gas atoms. After the recollision step, the timing difference between adjacent XUV bursts becomes a full fundamental laser cycle \((T = \frac{2\pi}{\omega_L})\). Because the modulated harmonic spectrum is the result of destructive interference among the APT, reducing the number of pulses in an APT would decrease the energy spacing between neighboring harmonics to \(\hbar\omega_L\) in the far-field spectrum. When using the 0.8 µm wavelength of Ti:Sapphire laser as the driver pulses and the second harmonic (0.4 µm) as the symmetry-breaking field, the spacing between harmonics is about 1.5 eV and both the odd- and even-order
harmonics are observed. The two-color gating technique not only enhances the HHG conversion efficiency by generating more harmonics, but it also decreases the energy spacing and increases the existence of more XUV continuum underneath the modulated harmonic peak structure. The two-color gating has been carried out both theoretically and experimentally, when the polarization of the fundamental field and the second harmonic field are parallel and perpendicular to each other. Even-order harmonics are obtained by using both polarization directions of the second harmonic field, although the generating mechanisms could be very different. When the intensity of the second harmonic is less than 10% of the fundamental pulse energy, the role of the second harmonic field is to perturb the fundamental field symmetry as stated earlier, and the polarizations of the two fields have to be parallel. While the second harmonic possesses comparable pulse energy as the fundamental field, even-order harmonics are generated by four-wave mixing processes, e.g., \( \omega_{20} = \omega_{17} + \omega_1 + \omega_2 \) or \( \omega_{20} = \omega_{21} + \omega_1 - \omega_2 \); where \( \omega_n \) is the angular frequency of the \( n \)th-order harmonic of the fundamental laser field. In this case the polarization of the second harmonic field may be perpendicular to the fundamental field. Recently a phase-matched, circularly-polarized high harmonic light source has also been developed by focusing the fundamental and second harmonic beams that are with opposing helicities into a gas-filled hollow waveguide.

The contents of the rest of the dissertation are organized as follows: Chapter 2 gives an overview of the transient XUV absorption apparatus, including the femtosecond laser system, vacuum chamber assembly, and the XUV spectrometer. Chapter 3 describes both the characterization of high-order harmonics and the operation procedures for various types of experiments. The charge transfer excitation pathway in spinel cobalt oxide (Co\(_3\)O\(_4\)) at 400 nm pump wavelength and the following carrier relaxation dynamics are presented in Chapter 4. The pump wavelength dependence study of cobalt oxide will be shown in Chapter 5. Preliminary results of electron transfer in Si/TiO\(_2\) type-II heterojunctions are given in Chapter 6. Concluding remarks will be addressed in Chapter 7, along with an overview of the research project.
Chapter 2

Design and Construction of the Transient XUV Absorption Apparatus

A table-top transient XUV absorption apparatus is built for studying the charge carrier dynamics in semiconductor materials. As most of the early XUV pump-probe experiments are dedicated to study atoms and molecules, this instrument is one of the first table-top experiments to apply the advantages of core level absorption to condensed matter systems. The apparatus consists of several major components as illustrated in Fig. 2-1: a femtosecond XUV light source that generates high-order harmonics of the infrared fundamental pulses, which are provided by a commercially available Ti:Sapphire laser system; the same laser system is also responsible for a tunable wavelength optical pump source that can match the band gap of various semiconductors; due to the low attenuation length of XUV in air, a high vacuum chamber assembly is necessary for generating, operating, and detecting XUV; a sample stage that enables raster scanning and an XUV spectrometer comprising a concave grating and a charge-coupled device (CCD) detector. The detailed descriptions of each component will be presented in this chapter: Sec. 2-1 introduces the femtosecond Ti:Sapphire chirped pulse amplifier system, while Sec. 2-2 addresses the optical layout of the experiment, including both the visible pump beam and the XUV probe beam; The optical parametric amplifier, which provides femtosecond visible pulses with tunable wavelength, is described in Sec. 2.3; the functions of each high vacuum chamber for XUV propagation are listed in Sec. 2.4; and in Sec. 2.5, the last of this section, possible improvements and upgrades for the current apparatus are proposed.
Figure 2-1: Schematic of the table-top transient XUV absorption apparatus. For clarity, beam paths are categorized into the probe arm (1 and 2, used to generate XUV pulses) and the pump arm (3-5, varying in wavelengths). Translational stages used for controlled temporal delay and focus adjustment are shown as gray double arrows next to rectangular boxes. Propagation and detection of XUV are done in a high vacuum chamber assembly, which is labeled in purple color.
2.1 Ultrafast Laser System

2.1.1 Femtosecond Chirped Pulse Amplifier

A stable infrared laser source guarantees high quality pump and probe beams, which are crucial for transient absorption spectroscopy. In this apparatus a commercial chirped pulse amplifier (Spitfire Pro XP, Spectra Physics) is seeded by a prism-based Ti:Sapphire oscillator (Tsunami, Spectra Physics) and pumped by a Q-switched Nd:YLF laser (Empower 30, Spectra Physics), which is able to produce 3.5 mJ, 35 fs, 800 nm pulses at a 1kHz repetition rate. The oscillator is pumped by a 3.9 W continuous wave (CW) 532 nm diode laser (Millennia, Spectra Physics), which generates 3 nJ, 35 fs pulses at 80 MHz repetition rate through active mode-locking by an acousto-optic modulator. While mode-locked properly, the typical oscillator spectrum has ~75 nm FWHM (Fig. 2-2(a)). Polarization directions of the oscillator and amplifier output are vertical and horizontal, respectively.

In the Ti:Sapphire amplifier, the oscillator pulse retains its spectral characteristic but gains $10^6$ times more energy from a pump laser. However, the intense pulse energy tends to self-focus the beam in the Ti:Sapphire crystal and would result in damage. A three-stage chirp pulse amplification concept allows the crystal to operate at a power density lower than the damage threshold (Fig. 2-3): a grating stretcher prior to the amplification stage deliberately adds a positive chirp to the seed pulse, meaning that the short wavelength components are delayed with respect to the long wavelength components, and the pulse duration is stretched to ~100 ps. By doing so the peak power density in the regenerative amplifier is effectively reduced. A Pockels cell selectively injects the 80 MHz seed pulses into an optical resonator at 1 kHz frequency, matching the repetition rate of the Q-switched pump laser. The ~18 mJ pulses at 527 nm provided by the pump laser are used to create population inversion in the amplifier Ti:Sapphire crystal. The relative humidity around the Ti:Sapphire crystal is controlled below 10% during the operation, while the temperature is modulated by a thermoelectric circuit. The seed pulse is amplified to a higher energy level after several round trips in the resonator, and eventually
released by a second Pockels cell. After the amplification stage a grating-based compressor reverses the temporal chirp and compresses the pulses to nearly transform-limited, and the distance between a retro-reflector to the grating can be finely controlled to achieve the most optimal pulse compression. The pulse energy before and after the compressor is 4.5 and 3.5 mJ, respectively. The output spectrum of the chirped pulse amplifier usually has 40 nm spectral FWHM centered at 800 nm (Fig. 2-2(b)).

Figure 2-3: The operating principle of chirped pulse amplification. The seed pulses are purposely stretched to ~100 picosecond duration before being sent into the Ti:Sapphire amplification crystal where the seed pulses gain energy from the pump laser. The amplified pulses are then compressed to a temporal profile that is nearly Fourier transform-limited.

The beam profile of the amplifier pulse output is characterized by the scanning knife-edge method (Fig. 2-4). Right at the output port of the amplifier, the measured $1/e^2$ beam waists $2\omega_0$ for the horizontal and vertical directions are 7.57 mm and 7.97 mm, respectively. The beam waists are also measured further away on the pump beam path, about 4.5 meters away from the amplifier output port, and the angular dispersion is found to be less than 2%.

Figure 2-4: Scanning knife-edge traces on the (a) horizontal and (b) vertical directions for the chirped pulse amplifier output. The traces in black color are measured at the output port of the amplifier, while the red traces are obtained ~4.5 meters further away.
2.1.2 Characterization of Pulse Duration

The temporal profile of the infrared pulsed can be characterized by autocorrelation. Fig. 2-5 shows the home-built intensity autocorrelator for both infrared and visible wavelengths. A 50% reflectivity beamsplitter splits the sample beam into two copies, which are superimposed in a $\beta$-barium borate crystal with a $\chi^{(2)}$ nonlinearity. When the temporal delay induced by the path length difference is minimized, sum-frequency generation at type-I phase matching condition can lead to the second-order harmonic output, which is detected by a spectrometer (USB-2000+, Ocean Optics). Since the two sample beams overlap at the BBO crystal with $\sim2^\circ$ crossing angle, the second harmonic signal can be separated from the sample beams by an iris diaphragm.

![Figure 2-5: (a) Illustration and (b) image of the home-built intensity autocorrelator. I: iris; FL: focusing lens; BS: beam splitter; DS: delay stage.](image)

Using a motorized translational stage to vary the time difference between the two sample beams, a spectrogram can be recorded as shown in Fig. 2-6(a). Since in the intensity autocorrelation the beam is gated by itself, the spectrogram should be symmetric with respect to the zero time delay. The dependence of the autocorrelation signal $I_{ac}$, which is the integrated second harmonic output, on the time delay $\tau$ is defined by

$$I_{ac}(\tau) = \int_{-\infty}^{\infty} I(t)I(t-\tau)\,dt$$  \hspace{1cm} (2.1)

where $I(t)$ is the temporal profile of the sample beam. If the measured pulses have a Gaussian temporal profile, the width of the pulse is $\sim0.71$ times the width of the autocorrelation signal. For sech$^2$-shaped pulses, the ratio between the sample pulse width and the autocorrelation signal width becomes 0.65. Fig. 2-6(b) shows an autocorrelation trace taken right before the semi-infinite gas cell, which can be fit well by a $35.8 \pm 0.2$ fs sech$^2$ function. This result indicates that the infrared pulses have $40.9 \pm 0.2$ fs full width at half-maximum (FWHM), which matches the laser specification. Alternatively, the spectral information in the acquired spectrogram can be used for frequency-resolved optical gating (FROG) analysis. Intensity of the second harmonic signal at frequency $\omega$ is determined by$^{70}$
\[ I_{\text{FROG}}(\omega, \tau) = \int_{-\infty}^{\infty} E(t)E(t-\tau)e^{-i\omega t}dt \] (2.2)

Therefore in the time-frequency domain, a proper algorithm can give both electric field and temporal phase, or their Fourier-transform equivalent, energy spectrum and the spectral phase. The retrieved spectrum and electric field by doing the FROG analysis on the spectrogram in Fig. 2-6(a) are given in Fig. 2-6(c) and Fig. 2-6(d), respectively. The FWHM of the electric field is about 45.0 fs, which is comparable to the value obtained by fitting the autocorrelation trace.

Figure 2-6: (a) Second-order harmonic spectra acquired at various time delays \( \tau \) in the autocorrelator. (b) Plot of the integrated second-order harmonic intensity to time delay \( \tau \). The red line gives a fit of 35.8 fs sech\(^2\)-shaped peak. (c) Retrieved spectrum and spectral phase using the FROG analysis technique. (d) Retrieved laser pulse electric field and the associated phase by the same FROG analysis scheme.

### 2.2 Optical Layout

The optical layout from the femtosecond amplifier laser system to the vacuum chamber assembly is illustrated in Fig. 2-1. A 1 mm thick 40% reflectivity beamsplitter (BS1-800-40-1004-45P, CVI) divides the 3.5 mJ pulse energy into two portions: The transmitted part (~ 2 mJ) is directed to the semi-infinite gas cell for generating high-order harmonics as the probe beam,
while the reflected part (~ 1.5 mJ) can be converted to various pump beam wavelengths based on the need of experiments.

2.2.1 Probe Beam Path

After transiting the first beamsplitter, the ~ 2 mJ 800 nm pulses are further divided by a 90% reflectivity beamsplitter (BS1-800-90-1004-45P, CVI). The ~ 1.8 mJ reflected beam (beam path 1 in Fig. 2-1) is used as the fundamental driver for HHG, which is focused into the semi-infinite gas cell (SIGC) by a 700 mm focal length UV-grade fused silica spherical lens (PLCX-25.4-360.6-UV-670-1064, CVI). The focusing lens mounted on a 1” travel translational stage allows the control of infrared focus position in the SIGC. For the purpose of two-color gating, the ~ 200 µJ beam transmitted through the 90% reflectivity beamsplitter (beam path 2) is focused onto a 200 µm thick type-I BBO (θ = 29.2°) by a 500 mm focal length spherical lens. The generated 400 nm second harmonic has ~ 30 µJ pulse energy, and its polarization is rotated to the horizontal direction by a zero-order half-waveplate (QWPO-400-08-2-R10, CVI). Then a 1 mm thick dichroic mirror (BSR-48-1004, CVI) recombines the 400 nm symmetry-breaking field collinearly with the fundamental infrared pulses, and their relative arrival time at the SIGC end plate can be manually controlled by a delay line in the 400 nm beam path.

2.2.2 Pump Beam Path

From the first beamsplitter that separates the pump and probe beams, the ~ 1.5 mJ reflected infrared pulses can be directly used for optically exciting small band gap samples (beam path 5 in Fig. 2-1). After focusing by a 500 mm focal length spherical lens (PLCX-25.4-257.5-UV-670-1064, CVI), the pump beam enters the sample chamber through a 1 mm thick UV-graded fused silica window (W2-PW1-1004-UV-425-675-0, CVI) and is then directed to the sample by an aluminum mirror (PAUV-SQM-1025-C). The crossing angle between pump and probe beams at the sample is ~ 1°. Considering the pump beam focus size (80 µm FWHM), less than 10 fs temporal broadening is induced by this crossing angle. The path length of the pump beam is designed and calculated to match that of the XUV probe, so that the infrared/visible pump beam and the XUV probe beam arrive at the sample at roughly the same time. The relative timing between pump and probe beams can be finely controlled by an encoded stage with DC-servo motor (M-511, Physik Instrumente) in the pump beam path.

If the semiconductor sample has a band gap greater than 1.55 eV, the second-harmonic generation (SHG) or the third-harmonic generation (THG) processes can convert the 800 nm pulses to visible or ultraviolet wavelengths, respectively. For the SHG purpose, a 100 µm thick type-I BBO crystal (θ = 29.2°) is placed after the delay stage with its optical axis perpendicular to the 800 nm polarization (Fig. 2-7), and the residual 800 nm is filtered out by a couple of 400 nm dielectric mirrors (TLM1-400-UNP-1037, CVI). The contrast between 400 nm and 800 nm is greater than 1000, and typically 80 µJ of 400 nm light can be obtained without focusing the infrared pulses into the BBO crystal. When the third-order harmonic of 800 nm is desired, both the residual 800 nm (horizontally polarized) and the second harmonic (vertically polarized) are sent through a calcite plate (225-2110, Eksma), so that the group velocity delay between two wavelengths is compensated. A zero order dual waveplate (λ/2@800 nm + λ@400 nm, Eksma) rotates the 800 nm polarization by 90° so that it is parallel to the 400 nm polarization. Sum-frequency generation between 800 nm and 400 nm occurs in a 20 µm thick THG BBO (θ = 44.3°) of type-I phase matching. Similarly the generated 266 nm is separated from other
harmonics by a pair of dielectric mirrors with ~ 4 µJ pulse energy and the contrast between 266 nm and 800 nm is greater than 100. The second- and third- order harmonic spectra are shown in Fig. 2-7(c), with 62 meV and 27 meV spectral FWHM, respectively.

![Image of optical layout](image)

Figure 2-7: The optical layout for (a) SHG and (b) THG processes. Double arrows indicate the polarization directions of each wavelength. (c) The spectra of second harmonic (400 nm, blue) and third harmonic (266 nm, cyan) of the 800 nm infrared light (red). Spectral FWHMs are 27 meV and 62 meV at 266 nm and 400 nm, respectively.

### 2.3 Optical Parametric Amplifiers

Other than the aforementioned second- and third-order harmonics of the 800 nm pulses, a tunable pump wavelength in the visible region is very valuable for studying semiconductor heterojunctions for selectively exciting only one material. Optical parametric amplification is a nonlinear process that can effectively convert the widely available femtosecond infrared pulses from Ti:Sapphire amplifiers into wavelength-tunable visible pulses. Initially in this work a home made noncollinear optical parametric amplifier (NOPA) is constructed, however the poor energy output and the non-ideal spatial profile prohibited using this NOPA for pump-probe experiments. A commercial two-stage optical parametric amplifier (TOPAS-Prime, Light Conversion) now provides reliable femtosecond pulses over a continuous wavelength region from mid-infrared to visible. The concepts and designs of these two OPAs are introduced in the following sections.

#### 2.3.1 Concepts

Optical parametric amplification is a second-order nonlinear effect that can exchange energy between photons of different frequencies, as illustrated in Fig. 2-8. In a suitable nonlinear crystal, a high intensity beam (the pump beam) with high photon frequency \( \omega_p \) (wavelength \( \lambda_p = \frac{2\pi c}{\omega_p} \)) transfers its energy to another weaker beam (the signal beam) with lower photon frequency \( \omega_s \), and with this interaction a third beam (the idler beam with frequency \( \omega_i \)) is emitted from the nonlinear crystal. Overall the photon energy has to be conserved during the interaction:

\[
\omega_p = \omega_s + \omega_i
\]  

(2.3)
thus the frequency of idler beam \( \omega_i \) is the difference of the fixed pump frequency \( \omega_p \) and the tunable signal frequency \( \omega_s \). When an 800 nm beam is used as the pump beam, the wavelength of signal beam is tunable from 800 nm to the 1.6 \( \mu \)m degeneracy point, where \( \lambda_s = \lambda_i = 2 \lambda_p \), while the idler extends from 1.6 \( \mu \)m to longer wavelength. Alternatively the pump beam can be the frequency-doubled 400 nm pulses, in which case the signal is tunable between the 400 – 800 nm visible wavelength while the idler is in the near-infrared region. In this respect, the nonlinear process is similar to difference frequency generation (DFG), except in the case of optical parametric amplification the pump beam is more intense than the signal beam, such that the pump energy depletion can be neglected.

Figure 2-8: (a) Conceptual scheme of the optical parametric amplification process. (b) Phase matching in a noncollinear OPA interaction geometry.

Additionally, the phase matching condition

\[
\vec{k}_p = \vec{k}_s + \vec{k}_i \tag{2.4}
\]

requires the momentum of all involved photons to be conserved, in which \( \vec{k}_p \), \( \vec{k}_s \), and \( \vec{k}_i \) are the wave vectors of pump, signal, and idler beams, respectively. Efficient energy transfer from the pump beam to a broadband signal beam can be achieved by choosing an interaction angle \( \alpha \) when superimposing two beams on the nonlinear crystal (Fig. 2-8(b)). Comparing to the signal beam, the idler has a longer wavelength and the refractive index is smaller, such that it travels faster than the signal in the nonlinear crystal. The angle \( \Omega \) between signal and idler varies with signal wavelength at a fixed \( \alpha \) angle, and the most efficient energy transfer happens when the group velocity mismatch is compensated:

\[
v_g^s = v_g^i \cos \Omega \tag{2.5}
\]

so that the signal and idler beams can stay overlapped while travelling through the nonlinear crystal and keep amplifying each other. Combining Eq. (2.4) and (2.5), the optimal angle \( \alpha \) for broadband phase matching is given as

\[
\alpha = \sin^{-1} \left[ \frac{1 - \left( \frac{v_g^i}{v_g^s} \right)^2}{\sqrt{1 + 2 \frac{v_g^i n_s \omega_s}{v_g^i n_s \omega_i + n_i^2 \omega_i^2 / n_s^2 \omega_i^2}}} \right] \tag{2.6}
\]

where \( n \) is the refractive index in the nonlinear crystal.
2.3.2 Home-built Noncollinear Optical Parametric Amplifier

A single-stage, noncollinear optical parametric amplifier (NOPA) is built and its optical layout is illustrated in Fig. 2-9. About 1 mJ of horizontally polarized, 35 fs, 800 nm pulses is frequency-doubled to 400 nm by a 200 µm thick type-I BBO ($\theta = 29.2^\circ$) as the pump beam of NOPA. A small fraction of infrared is split off by a 2% reflectivity beamsplitter and focused into a 1 mm thick sapphire window by a concave mirror, and a variable neutral density filter is used to adjust the energy of the infrared. At suitable field intensity, self-phase modulation and self-guiding effects in the sapphire window would generate a stable single-filament white-light continuum (WLC) with high spatial coherence (Fig. 2-9(b)). A 750 nm short-wave pass edge filter is used to cut out the residual 800 nm light, and the measured WLC spectrum extends to as short as 470 nm with ~ 50 nJ pulse energy (Fig. 2-9(c)). A second curved mirror refocuses the WLC signal beam to ~ 120 µm diameter at a second BBO (1 mm thick, $\theta = 32^\circ$), which is used as the nonlinear mixing crystal. The 400 nm pump beam and the WLC signal beam are superimposed at the mixing crystal with an ~ 6.5° crossing angle. Polarizations of the signal and pump beams are respectively horizontal and vertical directions, and the cut angle of the wave-mixing BBO is chosen for type-II ($o_s + e_i \rightarrow e_p$) phase matching. This means the amplified signal beam remains horizontally polarized while the emitted idler beam is vertically polarized.

Figure 2-9: Optical layout of the home-built noncollinear OPA. BS: beamsplitter; DS: delay stage; FL: focusing lens; VF: variable density filter; CM: concave focusing mirror; S: sapphire plate; SPF: short-pass filter; P: prism.
Since the WLC is highly chirped, the pump beam can only temporally overlap and transfer energy to a small portion of the WLC spectrum. A delay stage in the pump beam path can be used to select the spectral component in the WLC to be amplified, thus the NOPA output wavelength is tunable in the 490 – 650 nm range as shown in Fig. 2-10(a). Several parameters need to be optimized in order to maximize the output power at each wavelength: the spatial overlap between pump and signal beams at the wave-mixing BBO, the crossing angle between pump and signal beams, and BBO angle relative to the incident beams. The averaged NOPA output power is 18 mW at 1 kHz repetition rate, corresponding to a parametric gain of 360 in a single pass through the crystal and ~12% energy conversion efficiency from the pump beam. The amplified signal pulses can be compressed by implementing a folded 2-prism compressor (Fig. 2-9(a)): after collimation by a spherical lens, the NOPA output signal beam is sent through near the tip of a BK7 equilateral dispersing prism that is placed at the angle of minimum deviation. The second prism is also placed at the angle of minimum deviation in order to compensate the angular dispersion, and then an aluminum mirror reflects the beam back through the same path but tilted downwardly by a small angle. The second prism is mounted on a linear translation stage and can be moved in and out of the beam, such that the best pulse compression can be achieved by varying the traveling distance in the prism. The optimal distance between two prisms (~ 35 cm) also needs to be adjusted slightly according to the wavelength. After the beam passes through the prism four times (two times through each prism), the returning beam would be ~ 3 mm lower than the input beam and can be sent out with a pick-off mirror. The same intensity autocorrelator that is described in Sec. 2.1.2 can also be used to measure the temporal pulse profile of the NOPA output by replacing the original type-I BBO with another that is cut at 48° angle. In Fig. 2-10(b), the pulse duration at 530 nm output wavelength is measured to be a 77.0 ± 3.4 fs Gaussian function. The time-bandwidth product $\Delta t \times \Delta \omega$ is 0.697, which slightly deviates from 0.44 for a Fourier transform-limited pulse.

![Figure 2-10](image)

Figure 2-10: (a) Selected tunable output spectra of the home-built NOPA. (b) Intensity autocorrelation trace for 530 nm NOPA output wavelength. The Gaussian fit gives a 77.0 ± 3.4 fs pulse duration.

Although the home-built NOPA is able to provide tunable wavelength output in the visible region, there have been some problems prohibiting using it as the pump light source for transient XUV absorption experiments: first of all, a significant portion of the output energy was lost before arriving at the sample chamber. Some of the energy lost can be attributed to the reflectivity of metal-coated mirrors, but most of the loss happens in the prism compressor. Even
at the maximum 18 mW output that is measured right after the wave-mixing crystal, only 4 mW was left prior entering the sample chamber. This means that it is especially crucial to maintain the NOPA at its best performance on a daily basis in order to have sufficient energy to excite the solid-state sample. Secondly, the signal beam output from NOPA cannot be focused down to a spot with size comparable to the XUV probe beam focus (~ 80 µm diameter). Several combinations of collimation and focusing lens have been tested but the smallest focus spot ever obtained is ~ 250 µm in diameter. The poor spatial mode may be attributed to the distorted 400 nm beam profile during the parametric amplification stage, i.e. the self-focusing caused by the intense electric field near the focus would give a donut-shaped beam profile. By placing the pump beam focus after the wave-mixing crystal, spatial beam quality of the amplified signal can be improved, however the output power would be compromised. Overall, insufficient pulse energy combined with large focal spot size means it would be difficult to use the home-built NOPA for creating enough excited charge carrier density in the semiconductor samples. Alternatively, a commercial two-stage OPA (TOPAS, Light Conversion) will be used to generate femtosecond visible pulses with higher power and superior beam quality. The working concepts and characterization of TOPAS will be stated in Sec. 2.3.3.

2.3.3 TOPAS

The TOPAS amplifier used in this work is customized to be pumped with 1.4 mJ, 800 nm, and 35 fs infrared pulses at 1 kHz repetition rate. It consists of two stages of amplification: the first stage amplifier (pre-amp) is seeded by a WLC and is responsible for providing a high quality signal beam in a noncollinear interaction geometry; the second stage (power amplifier) amplifies the pre-amp output with higher gain in a collinear geometry. The wavelength of the TOPAS signal beam output is tunable from 1.16 µm to the 1.60 µm degeneracy point, while the idler ranges from 1.60 to 2.60 µm. An extra frequency-doubling or sum-frequency crystal converts these near-infrared outputs to the visible light region. Table 2-1 summarizes the tunable wavelength ranges for each operation mode, as well as the pulse energies and polarizations. It can be seen that TOPAS is able to deliver reliable femtosecond pulses that cover most of the visible and near-IR region. Since in TOPAS all the optical elements are motorized and enclosed, it is also an advantage over the home-built NOPA in terms of the ease of operation and maintenance.

<table>
<thead>
<tr>
<th>Output Variety</th>
<th>Wavelength (µm)</th>
<th>Pulse Energy (µJ)</th>
<th>Polarization(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal</td>
<td>1.14 – 1.60</td>
<td>190 – 300</td>
<td>V</td>
</tr>
<tr>
<td>Idler</td>
<td>1.60 – 2.80</td>
<td>70 – 220</td>
<td>H</td>
</tr>
<tr>
<td>SH(^a) of Signal</td>
<td>0.57 – 0.80</td>
<td>10 – 60</td>
<td>H</td>
</tr>
<tr>
<td>SH of Idler</td>
<td>0.80 – 1.15</td>
<td>2 – 20</td>
<td>V</td>
</tr>
<tr>
<td>Signal + Pump</td>
<td>0.47 – 0.53</td>
<td>80 – 160</td>
<td>V</td>
</tr>
<tr>
<td>Idler + Pump</td>
<td>0.53 – 0.62</td>
<td>35 - 70</td>
<td>V</td>
</tr>
</tbody>
</table>

Table 2-1: Wavelength tuning range and available pulse energies for different TOPAS output modes. The pump wavelength is 800 nm with horizontal polarization. Pulse energies are obtained by dividing the output power by the 1 kHz repetition rate. \(^a\) SH: second-order harmonic generation. \(^b\) V: vertically polarized. H: horizontally polarized.
The optical layout of the TOPAS is illustrated in Fig. 2-11 and discussed as follows: The majority of the 1.4 mJ input energy (beam path 1) is reflected by a 96% beam splitter (BS1) to be used as the pump beam (beam path 2) for the second-stage power amplifier. The transmitted beam through BS1 is telescoped down and further divided by an 80% reflectivity beam splitter (BS2). The transmitted beam (beam path 3) has its polarization rotated to the vertical direction before being focused into a 2 mm thick sapphire plate for the generation of a single filament WLC. Similar to the home-built NOPA, a variable density filter is used for smooth adjustment of the 800 nm intensity in the sapphire plate. The generated WLC (beam path 5) goes through a dispersive plate, which is used to stretch out the WLC pulse temporally, and then focused onto the pre-amplifier nonlinear crystal (NC1). The reflected part off BS2 is used as the pump beam (beam path 4) for the pre-amplifier, and its intensity should be high enough to generate parametric super-fluorescence in NC1 but not exceed the threshold for generating white-light continuum. Since the pre-amplifier is operated in a noncollinear geometry, the amplified signal beam can be easily separated from the residual pump and the emitted idler. Wavelength tuning of the signal beam can be achieved by changing the delay of the WLC with respect to the 800 nm pump beam, while rotating the pre-amp crystal can optimize phase-matching and thus increase the amplification gain.

Figure 2-11: Detailed layout of TOPAS, a two-stage OPA system that converts femtosecond infrared input to tunable wavelength visible output. Courtesy of Light Conversion Ltd.

The highly divergent pre-amplifier signal output (beam path 6) is collimated and directed through the second nonlinear crystal (NC2) in the power amplifier. This second-stage amplifier is pumped by the bulk of the incoming 800 nm energy (beam path 2), and the high pump intensity can lead to saturated amplification. Both pump and signal beams go collinearly through the nonlinear crystal, which is mounted on a computer controlled rotation stage. The delay between signal and pump in the power amplifier is modulated by a pair of Brewster angled plate (DP1 & DP2) in the pre-amplifier beam path: these two plates can be rotated in opposite directions in order to change the path length and the delay with respect to the pump beam. Changing the angle of the pre-amp crystal would introduce a lateral displacement to its signal.
output, which eventually affects the spatial overlap at the power amplifier crystal. This displacement can be eliminated by rotating a compensator plate in the beam path 6 to the opposite direction. The signal and idler generated from the second-stage power amplifier propagate collinearly and are separated from the residual pump beam by a dichroic mirror (DM3). The maximum combined energy of signal and idler is about 500 µJ, corresponding to ~36% energy conversion efficiency from the 1.4 mJ 800 nm pump energy.

Figure 2-12: Tunable output spectra of TOPAS. (a) SFS: Sum frequency of the signal beam and the 800 nm pump beam. (b) SFI: Sum frequency of the idler beam and the 800 nm pump beam. (c) SHS: Second harmonic of the signal beam. (d) SHI: Second harmonic of the idler beam.

In order to deliver output in the visible wavelength range, a third BBO crystal of type-I phase matching is placed after the main module of TOPAS. This BBO is used for generating the second-order harmonic of either signal or idler beams (SHS and SHI, respectively). Since the signal beam is vertically polarized, when operating at the SHS mode the BBO crystal needs to be rotated 90° accordingly such that the extraordinary axis is perpendicular to signal beam polarization. The SHS/SHI wavelength can be tuned by changing the signal/idler output wavelength and rotating the last BBO accordingly, and the residual signal/idler is filtered out by
a pair of dichroic mirrors. Several output spectra are shown in Fig. 2-12, and the FWHM of each spectrum ranges from 20 to 40 nm. In addition, dichroic mirror DM3 in the TOPAS can be removed so that both the idler and the residual 800 nm pump beam are sent to the third BBO for sum frequency generation of type-I phase matching (SFI). Because the pump frequency is higher than the idler, the SFI mode produces a shorter wavelength output than the SHI mode, ranging from 530 nm to 620 nm. Sum frequency generation between the signal and the pump beam (SFS) can also be done. But since these two beams have perpendicular polarizations, this mode needs to be operated using another BBO of type-II phase matching. This extends the output wavelength down to 470 nm, the shortest wavelength of all operating modes (Fig. 2-12(a)). The output power and the tunable wavelength range of each TOPAS output mode are summarized in Fig. 2-13.

Figure 2-13: The TOPAS output power at various wavelengths at 1kHz repetition rate. The discontinuity of measured power at 720 nm is not a real performance drop, but rather caused by the different wavelength settings of the power meter.

Temporal profile of the 530 nm SFS output is measured by the intensity autocorrelation technique. A type-I BBO that is cut at $\theta = 48^\circ$ allows phase matching for second-harmonic generation at this wavelength. The SH FROG trace and analysis results are shown in Fig. 2-14. Not only the retrieved 55 fs pulse duration is shorter than the home-built NOPA, the available power is also 10 times higher. Moreover, the TOPAS outputs exhibit better beam qualities than that of home-built NOPA and is thus more suitable as the optical pump light source for transient absorption experiments on a daily basis. Excited-state charge carrier dynamics in spinel cobalt oxide (Co$_3$O$_4$) are investigated at multiple pump wavelengths generated from the TOPAS, and the results will be presented in Chapter 5.
2.4 Vacuum Chamber Assembly

Since XUV photons have very short attenuation lengths in air, a high vacuum environment is necessary once infrared pulses are converted to XUV via high harmonic generation in the semi-infinite gas cell. The instrument comprises three high vacuum chambers, in which XUV pulses are generated, focused, interact with samples, spectrally dispersed, and detected (Fig. 2-1). These chambers are separated by two pneumatic gate valves, so each can be vented to atmosphere without affecting the vacuum environments in other chambers. The first chamber (HHG chamber) is pumped by a 1000 L/sec turbo molecular pump (TMP-1003LM, Shimazu), which is backed by a 40 m³/hour rotary vane pump (Trivac D40B, Oerlikon Leybold). The chamber pressure remains below $4 \times 10^{-5}$ Torr ($5.3 \times 10^{-3}$ Pa) if the SIGC is filled by noble gas during HHG, however in the case of an empty SIGC the base pressure in the HHG chamber is lower than $8 \times 10^{-9}$ Torr ($1.1 \times 10^{-6}$ Pa). The second chamber (refocusing chamber) houses a toroidal mirror that focuses the XUV pulses and is pumped by a 700 L/sec turbo molecular pump (Turbo-V 701, Varian), which is backed by a 25 m³/hour rotary vane pump (Trivac D25B, Oerlikon Leybold). The pressure in the refocusing chamber remains about $4 \times 10^{-8}$ Torr ($5.3 \times 10^{-6}$ Pa) during the experiments. The third and last chamber (sample and XUV spectrometer chamber) is divided into two sections that are pumped separately: a 1000 L/sec turbo molecular pump (TMP-1003LM, Shimazu) is used to evacuate the front section that contains sample-mounting stages, and a 150 L/sec turbo molecular pump (Turbovac-150, Oerlikon Leybold) is used for the rear spectrometer section. Both turbo molecular pumps are backed by the same 25 m³/hour rotary vane pump, and the base pressure in the spectrometer section is about $2 \times 10^{-8}$ Torr ($2.7 \times 10^{-6}$ Pa). The functions of each individual chamber are described as follow.

2.4.1 High Harmonic Generation Chamber

In this apparatus a semi-infinite gas cell (SIGC) is chosen as the XUV source over other HHG interaction geometries, such as pulsed valves or hollow waveguides, for the combination of high conversion efficiency and simplicity of design. The main function of the high harmonic generation chamber is to bridge the SIGC, which is filled with tens of Torr of noble gas medium,
to the high vacuum environment ($< 10^{-6}$ Torr). The design of the SIGC is illustrated in Fig. 2-15: A 40 cm long 1” outside diameter stainless steel tube acts as the gas cell that bridges from atmosphere to a high vacuum chamber. A 1 mm thick UV-grade fused silica substrate (W2-PW-1004-UV-670-1064-0, CVI) with broadband 633 - 1064 nm antireflection coating on both surfaces is used as the laser entrance window of the gas cell, while the exit side of the cell is an exchangeable 250 µm thick stainless steel plate. Infrared pulses are focused into the SIGC by a 700 mm focal length spherical lens, and the focus position is placed near the stainless steel plate. Near the focus the peak intensity of the fundamental field (40 fs, 1.8 mJ at 800 nm center wavelength) is equivalent to $\sim 1.8 \times 10^{15}$ W/cm$^2$ in vacuum, which would ablate an $\sim 80$ µm diameter pinhole on the stainless steel plate. It is also near this region that the intense electric field interacts with the noble gas atoms and facilitates an efficient HHG process. A 1000 L/sec turbo molecular pump (TMP-1003LM, Shimadzu) evacuates the noble gas atoms that diffuse through the pinhole. Considering the conductance of the pinhole in the viscous-flow regime:

$$C \approx 20 A = 1 \times 10^{-3} \text{ L} \cdot \text{sec}^{-1}$$  \hspace{1cm} (2.7)

where $A$ is the area of the pinhole in cm$^2$. The pressure $P_2$ in the vacuum chamber when the SIGC is filled with 80 Torr of neon (denoted as $P_1$) can be estimated via the master equation:

$$P_2 = \frac{Q}{S_p} = \frac{(P_1 - P_2) \cdot C}{S_p} \sim 8 \times 10^{-5} \text{Torr}$$  \hspace{1cm} (2.8)

where $Q$ stands for the gas throughput and $S_p$ is the pumping speed. This estimated value is of the same order of magnitude to the actual pressure ($4 \times 10^{-5}$ Torr) that is measured by an inverted magnetron gauge (IMG-100, Varian), and the reabsorption of XUV photons in the vacuum chamber can be neglected at this low pressure.

![Figure 2-15: Design of the semi-infinite gas cell in the high harmonic generation chamber. The optical layout for two-color gating technique is also drawn in the same scale.](image)

A gas regulator and Swagelok valves can be used to fill the SIGC with different noble gas mediums or to evacuate the gas cell by connection to the high vacuum chamber, and the gas pressure in the SIGC is measured by a Baratron pressure gauge located near the gas inlet. Both
100 µm and 250 µm thick stainless steel plates have been tested as the SIGC end plate, and it is discovered that the laser-drilled pinhole is smaller in the thicker plate. This not only preserves the noble gas usage by making the gas cell more confined, it also lowers the pressure in the high vacuum chamber under HHG conditions. The spectral profiles of the generated XUV pulses can be controlled by varying the gas pressure in the SIGC, the chirp of the infrared fundamental pulses, and the infrared focus position relative to the end plate of SIGC. The optimal operating pressures in the SIGC for argon and neon have been found to be 35 and 85 Torr, respectively. A purple-colored plasma can be observed near the SIGC exit when making high-order harmonics from argon, while neon produces an orange-colored plasma (Fig. 2-16).

Figure 2-16: (a) The purple-colored argon plasma observed during the high harmonic generation process and (b) the resulted high-order harmonic spectrum. (c) The orange-colored neon plasma and (d) the corresponding neon high-order harmonics.

As has been introduced in Sec. 1.3.4, the two-color gating technique can break the inversion symmetry of the electric field and leads to the generation of both the odd- and even-order harmonics. This is practically done by mixing ~30 µJ of 400 nm light into the fundamental 800 nm, so both beams propagate collinearly in the SIGC (Fig. 2-15). The high-order harmonic spectra generated with argon and neon gases with the two-color gating technique are shown in Fig. 2-16(b) and 2-16(d), respectively. The argon harmonics distribute strongly from 35 to 50 eV, while the neon harmonics range from 50 to 72 eV with less photon flux than argon. The difference in the energy range of high-order harmonics between argon and neon can be explained in terms of their ionization potentials, according to the relation between the cut-off energy $E_{\text{cutoff}}$ and the ionization potential $I_p$:

$$E_{\text{cutoff}} \approx I_p + 3.17U_p$$  \hspace{1cm} (2.9)
However tunnel ionization of neon is more difficult than the same process for argon, therefore the neon harmonics flux is about one order of magnitude lower. It worth noting that the highest observed neon harmonic (the 47th order) is cut off by the L-edge absorption of aluminum that is used as filters to separate the XUV from the residual fundamental field. From the shape of the spectrum, higher order harmonics are expected to exist in the 72 – 90 eV energy range.

The absolute XUV photon flux at the SIGC source can be estimated from the measured intensity at the X-ray CCD detector: the detected electron counts \( N_e \) on each CCD pixel are related to the number of photons illuminated \( N_{ph} \) on that pixel by the following equation

\[
N_{ph}(E) = \frac{N_e(E) \cdot G \cdot 3.65eV}{QE(E) \cdot E}
\]  

(2.10)

where \( E \) is the photon energy in eV, \( G \) is the gain setting of the detector, \( QE \) is the energy-dependent quantum efficiency, which is fairly consistent at 41% over the energy range of 30 – 80 eV. Both the reflectivity off the gold-coated toroidal mirror and the transmittance of the aluminum filters for the XUV radiation can be estimated by the CXRO database,\(^{72}\) and the efficiency of the grating is assumed to be ~5% for the first order diffraction. Combining Eq. (2-10) and the knowledge of every optical element in the apparatus, the HHG conversion efficiency from the 1.8 mJ, 800 nm fundamental pulses are calculated to be \( 1 \times 10^{-6} \) and \( 5 \times 10^{-8} \) for argon and neon gases, respectively. These values are comparable to what is obtained from hollow waveguides, and are at least two orders of magnitudes higher than the reported values by using pulsed valves and finite gas cells as the XUV sources. This can be attributed to the long interaction length caused by the laser filamentation. Moreover, SIGC also features an easier and more straightforward alignment procedure comparing to other HHG methods: there is no need for aligning the fundamental beam through the pinholes of a finite gas cell or a hollow waveguide; instead one iris diaphragm is located before the SIGC entrance window, and another one is placed before the toroidal mirror and used as the near and far alignment targets, respectively.

2.4.2 Refocusing Chamber

After being generated in the high harmonic generation chamber, the XUV radiation diverges while propagating in the same direction of the residual fundamental field. A 0.65 µm thick Al foil (Lebow Company) is used to block residual fundamental infrared pulses but allows 20-40% transmittance for XUV photons with 30-80 eV energies. Due to the low attenuation length in solid materials, XUV radiation needs to be focused by a reflective optical element instead of a transmissive lens. However, the reflectivity of XUV on a polished surface is also extremely low except for using a large incidence angle, as indicated in Fig. 2-17(a), thus a focusing mirror at grazing incidence is preferred for refocusing the dispersed XUV beam. A gold-coated focusing mirror is used at 86° incidence angle in the apparatus, which has 84 - 88% reflectivity over a photon energy range of 35-80 eV (Fig. 2-17(b)).\(^{72}\)
Figure 2-17: (a) Reflectivity of a gold surface for 60 eV XUV photons at different incidence angles. (b) Reflectivity vs. photon energy curve at 86° incidence angle for a gold surface with 10Å root mean square roughness. These calculation results are obtained from the Center for X-ray Optics (CXRO) website, www.cxro.lbl.gov.

In order to minimize the astigmatism in the off axis optical system, a toroidal mirror (ARW Optical Corp.) is used instead of a spherical mirror. The relation between the focal length of the focusing mirror and the sagittal ($R_s$) and tangential ($R_t$) radii of curvature of a toroidal surface is as follows:

\[
\frac{R_s}{R_t} = \cos^2 \theta \tag{2.11}
\]

\[
\frac{2 \cos \theta}{R_s} = \frac{1}{D_1} + \frac{1}{D_2} \tag{2.12}
\]

where $\theta$ is the incidence angle, and $D_1$ and $D_2$ are distances from the toroidal mirror to the object (XUV source near the SIGC end plate) and image (XUV focus at the sample), respectively. The design of the apparatus has $D_1 = 110$ cm and $D_2 = 85$ cm (Fig. 2-18), and by solving Eq. (2.11) and (2.12) $R_s$ and $R_t$ are given to be 6.689 cm and 1374.7 cm, respectively.

Figure 2-18: XUV beam path from the SIGC exit to the X-ray CCD detector.
The gold-coated toroidal mirror is mounted on a gimbaled three-axis tilt mount (UGP-1, Newport) and has a clear aperture of 10 cm ($h$) $\times$ 1 cm ($v$). The size of the XUV beam when arriving at the toroidal mirror can be estimated from its $1/e^2$ angular width at the source

$$\Theta = \frac{2\lambda}{\pi \omega}$$

where $\lambda$ is the wavelength and $\omega$ is the beam radius. Since high-order harmonics are emitted from the most intense part of the electric field, it is assumed that the XUV source is half the size of the infrared focus at the SIGC. According to Eq. (2.13), the full-angle divergence of a 60 eV photon from a 40 $\mu$m diameter source is calculated to be 0.66 mrad. The small angular divergence means that the XUV beam size would still fit the toroidal mirror after propagation for the 110 cm distance. Alignment of the toroidal mirror is challenging due to the grazing incidence angle, but can be done by using a CCD beam profiler to detect the nominal profile of the infrared fundamental beam that is focused by the same toroidal mirror, since the fundamental infrared and the XUV should propagate collinearly. The gimbaled mount simplifies the alignment procedures to three rotational degrees of freedom: the short-axis tilting of the mirror changes the beam height in the far field, the long-axis tilting can be optimized by monitoring the astigmatism at the focus, and the correct incidence angle should give a Gaussian-shaped focus with nearly 1:1 aspect ratio. Additionally, the relative position of the center of the toroidal mirror to the incoming beam can be adjusted by a translational stage underneath the gimbaled mount. At the optimal toroidal alignment the focused infrared beam profile is shown in Fig. 2-19, and Gaussian fits give x- and y-axis FWHM of 139 and 140 $\mu$m, respectively.

![Figure 2-19: Nominal profile of the infrared fundamental beam focused by the toroidal mirror, the image is acquired with a beam profiler placed in the sample chamber.](image)

The size of the XUV focus can also be measured by the scanning knife-edge method *in vacuo*. Fig. 2-20 shows typical knife-edge scan traces for the integrated high-order harmonics produced with 20 Torr of argon and 80 Torr of neon, respectively. The FWHM of the argon high harmonics at the focus is measured, respectively, to be $111 \pm 1$ $\mu$m ($h$) and $85 \pm 1$ $\mu$m ($v$), while the neon harmonics have FWHM of $79 \pm 3$ $\mu$m ($h$) and $39 \pm 1$ $\mu$m ($v$). It should be noted that although a decent circular infrared beam profile is obtained at the toroidal mirror focus, the XUV
beam always elongates along the horizontal direction no matter which gas is used for generating high-order harmonics. This suggests that the actual XUV source position is affected by the self-guiding of fundamental pulses in the SIGC, therefore the actual XUV focus deviates from the measuring position. This minor problem still needs to be addressed; nevertheless by carefully making the pump beam slightly larger than the XUV beam at the sample position, the apparatus is still capable of performing pump-probe experiments.

![Figure 2-20](image_url)

Figure 2-20: Knife-edge scan traces for integrated high-order harmonics produced with (a) 20 Torr of Ar and (b) 80 Torr of Ne at 1.8 mJ fundamental infrared energy. The traces are fitted by an Error function. The measured FWHMs are 111 ± 1 (h) and 85 ± 1 (v) µm for Ar harmonics, and 79 ± 3 (h) and 39 ± 1 (v) µm for Ne harmonics.

### 2.4.3 Sample Chamber

The last chamber in the assembly is physically divided into two parts that are connected by a ~1 cm² size opening. The front part is where the semiconductor samples interact with the pump and probe beams, while the rear part hosts an XUV spectrometer consisting of a grating and an X-ray CCD detector. An UV-enhanced aluminum mirror in the sample chamber placed ~35 cm before the XUV focus directs the pump beam to the samples, and the crossing angle between the visible pump and the XUV probe beams is ~1° (Fig. 2-21). The barrier that separates the XUV spectrometer from the sample chamber blocks the pump beam while allowing the XUV beam to pass through, and an additional 0.6 µm thick aluminum filter is used to prevent any indirect scatterings entering the spectrometer.

As mentioned in Sec. 1.2.3, the penetration length of XUV with 30 – 80 eV photon energy is less than 20 nm in a solid. Therefore all the solid-state samples, regardless whether they are thin-films or nanomaterials, are prepared on Si₃N₄ or Si substrates (Fig. 2-22). These two substrates are used for supporting samples because of their relatively high transmittance of XUV. A 100 nm thick polycrystalline Si₃N₄ is robust enough as a flat window and exhibits about 2% and 30% transmission for 30 eV and 80 eV photon energies, respectively. A 250 nm Si substrate, although much thicker than the aforementioned Si₃N₄, is more transparent to XUV, averaging ~45% in the same energy range. However the Si substrate is soft and appears as a wrinkled membrane. It worth noting that although the XUV transmission is smaller at lower photon energies for both kinds of substrate, it is usually compensated by the higher available photon flux of the argon high harmonics.
Figure 2-21: Top view of the interaction geometry between the solid-state sample and pump and probe beams. The sample is supported on either a 100 nm Si$_3$N$_4$ window, or a 250 nm Si membrane.

The sample mounting system is capable of holding six solid-state samples at the same time, and a two-dimensional translational stage (MFA-CCV6, Newport) can be used to move different samples into the beam path in vacuo. It has been discovered that the pump beam would heat the sample and cause long-term degradation and damage. This can be avoided, or at least slowed down, by raster scanning the sample during a pump-probe experiment, i.e. the translational stage is synchronized with the data acquisition program such that the sample is moved 100 µm (identical to the pump beam FWHM) away after 500 – 2000 pulses illuminated on the same spot. The raster scanning can be performed in both directions that are perpendicular to the probe beam propagation (red arrows in Fig. 2-22(a)), therefore for a sample with 2 × 2 or 3 × 3 mm$^2$ window area there are hundreds of spots that can be used for data acquisition. This means the solid-state samples have to be spatially homogeneous in terms of composition and thickness over the entire window area. For thin-film samples this is easy to achieve by sputtering or atomic layer deposition technique to prepare the samples. For nanowires or quantum dots, nevertheless, care has to be taken when dispersing these nanoscale materials on the substrates.

Figure 2-22: (a) Front view of the solid-state sample mounting system. The supporting substrate can be either a Si$_3$N$_4$ window (left) or a Si membrane (middle). A 300 µm diameter pinhole (Right) is used to find the spatial overlap between the visible pump beam and the XUV probe beam. The arrows indicate the sample raster directions. (b) XUV transmission curves of 100 nm Si$_3$N$_4$ window and 250 nm Si membrane. These calculation results are obtained from the Center for X-ray Optics (CXRO) website, www.cxro.lbl.gov.
Additionally, a liquid flow cell module has also been developed. This kind of spectroscopic research is usually only performed in the synchrotron facilities at higher photon energy range, due to the short penetration length of XUV in liquids. As illustrated in Fig. 2-23, the liquid cell consists of two 100 nm Si$_3$N$_4$ substrates that are separated by a 500 nm thick polymer spacer layer. In order to better hold the pressure difference between the interior liquid and the high vacuum environment, the window area on each Si$_3$N$_4$ substrate is reduced to 1 $\times$ 1 mm$^2$. The liquid inlet and outlet are sealed by rubber O-rings, and the pressure in the sample chamber during an experiment is $\sim 2 \times 10^6$ Torr ($2.7 \times 10^4$ Pa). The development of this liquid flow cell opens up many research directions, and it becomes possible to apply the transient XUV absorption spectroscopy for studying dynamics in the liquid phase or at the solid-liquid interface. The hole transfer process from the valence band of a photoexcited Co$_3$O$_4$ thin-film to methanol molecules has been studied by this flow cell module in the current apparatus.$^{73}$

![Design of the liquid flow cell module](image)

Figure 2-23: Design of the liquid flow cell module (top view). The liquid channel is confined between a pair of 100 nm thick Si$_3$N$_4$ substrates, and the optical path length in the liquid channel can be controlled by the thickness of the spacer layer.

2.4.4 XUV Spectrometer Chamber

After transmission through the sample, the XUV probe is energetically dispersed and detected by a charge-coupled device (CCD) camera. This post-sample spectrometer design enables concurrent counting of photons with different energies, making the data acquisition much more efficient than the pre-sample monochromator configuration. Design of the XUV spectrometer is as shown in Fig. 2-24: a gold-coated diffraction grating (Hitachi High Technologies) is positioned 237 mm away from the sample position, where is assumed to be the focus of the toroidal mirror. Similarly, a grazing incidence angle $\alpha = 87^\circ$ onto the grating is used in order to have sufficient XUV reflectivity. The average ruling density of the grating is 1200 grooves/mm, and the diffraction angle $\beta$ for a specific wavelength $\lambda$ is given by the grating equation:

$$m\lambda = d(\sin \alpha + \sin \beta) \quad (2.14)$$

where $m$ denotes the diffraction order and $d$ is the spacing between grooves. According to Eq. (2.14), the first order diffraction ($m = 1$) of the 32 – 77 eV photon energies would spread
between $\beta = 72.20^\circ$ and $78.32^\circ$, respectively. The focal plane of the concave grating (radius of curvature $R = 5649 \text{ mm}$) is $235.3 \text{ mm}$ from the center of the grating, and here a back-illuminated X-ray CCD camera (PIXIS-XO 400B, Princeton Instrument) is used for detection of the energetically dispersed XUV radiations. The CCD camera has $1340 \times 400$ pixels and the size of each pixel is $20 \times 20 \text{ \mu m}^2$, therefore the horizontal dimension of the sensor $L = 26.8 \text{ mm}$ can be fit with the aforementioned first order diffraction of the $32 – 77 \text{ eV}$ energy spread.

A concave grating can energetically disperse and focus the XUV beam simultaneously, therefore it exhibits a higher photon throughput compared to the combination of a toroidal mirror and a plane grating. However, the focus positions at different wavelengths would form an arc that does not overlap well with the planar CCD detector. A flat-field focus can be achieved by using a variable line-spacing grating, i.e. the spacing $\sigma$ between adjacent grooves on the grating is designed to follow the equation\(^\text{74}\)

$$\sigma = \frac{\sigma_0}{1 + \frac{2b_2}{R}\omega + \frac{3b_3}{R^2}\omega^2 + \frac{4b_4}{R^3}\omega^3} \quad (2.15)$$

where $\sigma_0$ is the nominal groove spacing (1200 mm\(^{-1}\)), $R$ is the radius of curvature of the grating, $\omega$ is the horizontal distance from the center of the grating, and $b_2$, $b_3$, $b_4$ are the variable-spacing ruling parameters.

Alignment of the spectrometer is done by the following procedures: The 30 ($h \times 50$ ($v$) mm\(^2\) concave variable line-spacing grating with a blaze angle of $3.2^\circ$ is placed in the rear compartment of the sample chamber, $237 \text{ mm}$ away from the sample mounting system. The grating is mounted on a rotational stage (AG-PR100, Newport) that allows fine control of incidence angle. Initially the height of the grating is adjusted so that its center matches the location of an attenuated infrared fundamental beam. When the high order harmonics are generated with neon in the SIGC \textit{in vacuo} and the residual fundamental light is blocked by aluminum filters, the grating is rotated until a bright spot corresponding to the $0^{th}$-order diffraction appears on the X-ray CCD camera. When the incidence angle is increased, the first-order diffraction of neon harmonics would appear on the detector with a characteristic energy cut-off caused by the aluminum L₃-edge at 72.64 eV. Using the actual spectrometer dimension and the grating equation (2.15), the estimated position of the Al L₃-edge on the X-ray CCD camera can be calculated. At the correct incidence angle, the second-order diffraction ($m = 2$) of
the Al L$_3$-edge, which is equivalent to 36.32 eV for the first-order diffraction, would also appear on the right-hand-side (corresponds to lower energy) of the CCD array.

For the wavelength calibration purpose, a sample gas cell filled with xenon can be translated into the XUV focus in the sample chamber, such that the static xenon absorption spectrum is acquired by dividing the transmitted XUV spectrum by another spectrum taken with an empty gas cell (Fig. 2-25(a)). In both spectra the first- and second-order diffractions of the Al L$_3$-edge are visible and labeled by purple lines, and the energy region where the xenon electronic transitions take place is labeled by green. Using the Beer-Lambert law the xenon absorption spectrum can be calculated in the CCD camera pixel space (Fig. 2-25(b)). Other than a broad and featureless nonresonant absorption contribution, several peaks that correspond to the $4d \rightarrow np$ core level absorption are found.

![Figure 2-25](image)

Figure 2-25: (a) Transmitted XUV spectra of a sample gas cell that is either (red) filled with xenon or (black) empty detected by the X-ray CCD camera in the spectrometer. The green shaded area indicates where the resonant absorptions of xenon occur, and the purple line labels the 72.64 eV cut-off on the neon harmonics caused by the Al absorption L$_3$-edge. (b) Raw absorption spectrum of xenon in the CCD camera pixel space. For each of the first- and second-order diffractions, five resonant absorption peaks are resolved.

The spectrum in Fig. 2-25 (b) can be compared to the reported xenon photoabsorption data,$^{75}$ and the energies associated with these transitions are listed in Table 2-2. For example, the $4d \rightarrow 6p$ electronic transition in xenon leaves a $4d$ core hole, and the spin-orbit coupling splits this transition into two absorption peaks: the $4d^1(\ell^2 D_{5/2})6p(\ell^2 P_{3/2})$ and $4d^1(\ell^2 D_{3/2})6p(\ell^2 P_{1/2})$ states that require 65.11 and 67.04 eV photon energies to excite and appear at pixel #207 and #170, respectively.
Table 2-2: List of the reference points used for wavelength calibration of the XUV spectrometer, including the Al L$_3$-edge cutoff on the neon harmonics, and several xenon 4$d$ \( \rightarrow \) \( np \) resonant absorption lines.

It worth noting that since the neon harmonics have significant flux in the 60 – 70 eV range, the second-order diffraction of these wavelengths also appear on the detector in the high pixel number end, and so does the second-order diffraction of the xenon resonant absorption peaks. These reference points are plotted in Fig. 2-26(a) and can be fit well with Eq. (2-14). The fit function converts the acquired spectrum from the pixel space to the photon energy space, such as the xenon absorption spectrum shown in Fig. 2-26(b).

The energy resolution of the XUV spectrometer is obtained by fitting the Xe absorption peak in Fig. 2-26(b) by a Voigt function, which is a convolution of a Lorentzian peak function and a Gaussian function. The widths of the Lorentzian functions are determined by the core hole lifetimes and can be found in the literature, while the Gaussian function represents the
instrumental broadening of the absorption lines. Figure 2-27 shows the fit results for the $4d^1(^2D_{3/2})6p(^2P_{3/2})$, $4d^1(^2D_{5/2})7p(^2P_{3/2})$, and $4d^1(^2D_{3/2})7p(^2P_{1/2})$ states, and the energy resolution is found to be 203, 175, and 227 meV, respectively. Moreover, the energies of these three absorption peaks after wavelength calibration are at $65.09 \pm 0.01$, $66.34 \pm 0.02$, and $68.33 \pm 0.04$ eV, respectively, which agree well with the literature values of 65.11, 66.37, and 68.34 eV. It should be noted that the absorption peak at 67.02 eV is not fit because the $4d^1(^2D_{3/2})6p(^2P_{1/2})$ transition overlaps with the $4d^1(^2D_{5/2})7p(^2P_{3/2})$ peak on its low-energy side, which appears as a shoulder near 66.8 eV in Fig. 2-26(b) but cannot be resolved as two peaks with this XUV spectrometer. In summary, the current spectrometer setup is able to detect XUV with photon energies from 32 to 77 eV with ~200 meV spectral resolution (resolution power $E/\Delta E \approx 350$). These specifications are more than capable of studying the changes of transition metal M-edge absorptions in the excited states.

![Figure 2-27: The Voigt function fitting results for the (a) $4d^1(^2D_{3/2})6p(^2P_{3/2})$, (b) $4d^1(^2D_{5/2})7p(^2P_{3/2})$ and (c) $4d^1(^2D_{3/2})7p(^2P_{1/2})$ states. The central energy (energy resolution) of each peak is found to be $65.090 \pm 0.006$ eV (0.203 eV), $66.344 \pm 0.027$ eV (0.175 eV) and $68.326 \pm 0.024$ eV (0.227 eV), respectively.]

2.5 Future Improvements

The table-top transient XUV absorption apparatus constructed during this work can be a powerful tool for studying charge carrier dynamics in various semiconductor materials, as its abilities have been demonstrated in this chapter. Several components have been upgraded over the past six years, however some improvements that would potentially enhance the instrument performance could still be done. For example, the noise levels of the acquired transient XUV absorption spectra are largely based on the fluctuations of the high-order harmonics. Although the stability has been improved significantly by carefully maintaining the femtosecond laser system and using robust mirror mounts and 1” diameter stainless steel pedestal posts in the beam path, it can benefit from implementing an active beam stabilization system to the beam path of infrared fundamental pulses. The beam stabilization system is already purchased, but hasn’t been successfully integrated with the instrument. In order to reduce the XUV flux fluctuations, the beam stabilization system has to be placed as close to the SIGC as possible, however the routine SIGC alignment procedure needs to be done with an attenuated infrared beam, which would interrupt the algorithm for the active beam path stabilization.
Secondly, Fig. 2-16(d) and 2-25(a) suggest that the neon harmonics possibly extend up to 90 eV but are limited by the L$_3$-edge absorption by the Al filters. By replacing all the Al foils in the apparatus by Zr foils, XUV photons with 70 – 200 eV energy should be available (Fig. 2-28). This would reach absorption edges at higher energies, e.g. the copper M$_3$-edge at 75.1 eV and the silicon L$_3$-edge at 99.2 eV, thus expands the element groups that can be studied. The grating in the XUV spectrometer is actually designed to achieve flat-field focus for 60 – 200 eV photon energy, therefore only the position of the X-ray CCD camera needs to be moved.

![Graph showing transmission of XUV of 200 nm thick Al and Zr.](image)

Figure 2-28: Transmission of XUV of 200 nm thick Al and Zr.

The tunable wavelength range and high pulse energy in the visible region provided by the optical parametric amplifier TOPAS has been shown in Sec. 2.3.3. During the pump-probe experiments, it has been found that the SFS (sum frequency between the signal and pump) mode delivers better beam qualities than the SFI mode. After contacting with the manufacturer, this issue is known to be caused by using the depleted 800 nm pump beam for sum-frequency generation. A fresh pump modification is recommended and has been ordered, which would split a portion of the 800 nm pump energy for the second-stage power amplifier for the wave-mixing with the signal and idler beams. Another wave-mixing crystal has also been purchased to extend the TOPAS output wavelength down to 189 nm, which would increase the instrument’s ability to investigate hot carrier relaxation dynamics.

Lastly, so far all the solid-state samples are prepared separately by collaborators. In order to study materials that are sensitive to oxygen, it is necessary to have the ability for in situ sample preparation so that the measurement can be done without possible sample degradation/oxidation in the atmosphere. This will require major upgrades of the current sample/spectrometer chamber, including metal sputtering sources, characterization tools, and an ultra-high vacuum environment (< 10$^{-9}$ Torr) for the preparation of clean sample interfaces.
Chapter 3

Characterization of High-Order Harmonics and Experimental Principles

In the last chapter the design and construction of a transient XUV absorption apparatus have been described, however various kinds of information are still needed in order to successfully perform a pump-probe experiment, such as: what noble gas pressure should be used in the SIGC to get a desired high harmonic spectrum; what kind of high harmonic spectrum is preferred to serve as the probe beam; how to check the spatial homogeneity of a solid-state sample; how can one synchronize different parts of the instrument to efficiently acquire a large dataset, etc. Invaluable experience has been gained through trouble-shooting and attempting to upgrade the apparatus, and several sets of operating procedures have been established. Further work might bring additional useful knowledge about the instrument, but this chapter is dedicated to presenting the up-to-date understanding in terms of generating high-order harmonics as the XUV probe beam and the experimental procedures for several common experiments. The tunability of high harmonic spectra by varying the laser focus position and the gas pressure are demonstrated in Sec. 3.1 and 3.2, respectively. Generation of even-order harmonics via two-color gating is given in Sec. 3.3, and Sec. 3.4 discusses the influence of frequency chirp in the fundamental pulses on the high harmonic spectra. In Sec. 3.5, operating procedures from the daily instrument checklist to the acquisition of time-resolved XUV absorbance spectra are summarized.

3.1 Effect of Laser Focus Position

In this section, Ne high harmonics are generated in a 80 Torr gas cell using 41 fs pulses with 1.8 mJ energy at 800 nm center wavelength, which achieves a peak intensity of $1.8 \times 10^{15}$ W/cm$^2$ at the focus. The laser focus position $z_f$ relative to the SIGC end plate can be adjusted by translating the focusing lens, and a positive $z_f$ value means the infrared pulses are focused outside (or after) the gas cell. Several high harmonic spectra taken at different $z_f$ values are given in Fig. 3-1. It can be clearly seen that the most intense harmonic order is largely affected by the laser focus position: At $z_f = 10.9$ mm the 37th harmonic (H37) has the brightest emission among all the detected harmonics, but higher order harmonics gain intensity as the laser focus is moved closer to the SIGC. When the focus is placed right at the pinhole that connects the SIGC to the HHG chamber ($z_f \approx 0$), H45 becomes the brightest output. It is also possible that H47 or higher-order harmonics are actually brighter, but are blocked by the Al foils that acts as low-frequency pass filter. This shift of the brightest harmonic order can be explained by the interaction between the laser electric field and the noble gas medium: the Rayleigh range near the laser focus has the most intense electric field; therefore after tunnel ionization the electron can be accelerated to a
higher kinetic energy, and the following recombination between the electron and the parent ion would emit a higher energy photon.

![Figure 3-1: High harmonic spectra generated from a semi-infinite gas cell filled with 80 Torr, recorded at different laser focus position $z_f$. The highest intensities of individual spectra have been normalized for comparison.](image)

3.1.1 Harmonic Flux

Decreasing the focus position $z_f$ not only enhances the electric field interaction with noble gas atoms, but the length of the interaction region is also increased. More overlap between the Rayleigh range and the SIGC means the interaction volume is expanded. It has been discussed in Sec. 1.3.2 that under a proper phase-matched condition, the intensity of the $q$th-order harmonic emission is approximated by:

$$I_q \propto N_{at}^2 \frac{\sin^2(L_{med} \Delta k_q / 2)}{\Delta k_q^2}$$

where $N_{at}$ is the gas density, $L_{med}$ is the length of the interaction region, and $\Delta k_q$ is the phase mismatch between the fundamental and XUV pulses. At a fixed Ne pressure (80 Torr in this scenario), $I_q$ would exhibit a quadratic dependence on $L_{med}$, which is observed for harmonics lower than H39 (Fig. 3-2(a)). It should be noted that a more intense electric field is required for generating a harmonic of higher order, therefore the effective interaction volume is smaller than that of a lower-order harmonic. As a result, the intensity of higher-order emission shows a larger enhancement with the increasing interaction volume in this regime. This also justifies the observation in Fig. 3-1 that higher-order harmonics become brighter when the laser focus is moved toward the SIGC. When the laser focus is placed deeper than 5 mm inside the gas cell, the increasing flux of Ne harmonics versus focus position slows down and eventually turns into a decreasing flux. This indicates the reabsorption of XUV by the generating medium is no longer negligible, and an exponential decay of intensity with respect to the interaction length should be expected.
Figure 3-2: Plot of the intensities of individual Ne harmonics with respect to the laser focus position $z_f$. (a) Intensities of lower-order harmonics (H29 - H37) show a quadratic dependence (solid curves) on $z_f$, which correlates to the interaction length between laser and Ne atoms. (b) The intensity of higher-order harmonics (H39 – H47) rises faster than the quadratic functions, and therefore cannot be fit well.

Ne harmonics higher than the 39th-order (photon energy > 62 eV) also gain intensity as the interaction volume increases, however the increasing rates start to deviate from the quadratic relation (Fig. 3-2(b)). Compared to H29 – H37, these higher-order harmonics are enhanced more dramatically with a decreasing $z_f$, but are similarly dominated by the reabsorption effect when the laser focus is too deep in the gas cell. It is still unclear why the emission flux of higher-order harmonics are so sensitive to the focus position changes, but it could be possibly explained by the self-guiding effect of laser pulses in the gas cell.

3.1.2 Spectral Broadening and Blueshift

Another significant spectral evolution in Fig. 3-1 is each harmonic peak becomes broader in energy as the laser focus is moved toward the SIGC. In addition, each peak is shifted to higher photon energy as $z_f$ decreases. Taking H45 as an example, the spectral broadening and blueshift phenomena are better visualized in Fig. 3-3(a). In addition, when the harmonic spectra are plotted on a logarithmic scale, as is done in Fig. 3-3(b), it can be clearly seen that not only are individual peaks broadened by decreasing $z_f$, the underlying continuum part also shows at least a 20 times enhancement in intensity. The XUV continuum in the harmonic spectrum plays a crucial role in pump-probe experiments: since in a modulated harmonic spectrum the noise level is higher in the low flux regions, a higher XUV continuum level will connect adjacent harmonics and reduce the flux fluctuations. The causes of the XUV continuum and spectral broadening have been widely discussed, and the long-trajectory emission in the HHG process may be responsible for these phenomena. Comparing to the short-trajectory emission, of which the spectral width is independent of the electric field intensity, recollisions between the long-trajectory electron and the parent ion results in emission with larger angular divergence and shorter coherence time. By translating the laser focus into the gas cell, the more intense electric field would make the long-trajectory emission more dominant, which therefore explains the observed broadening of individual harmonic peaks and the rise of XUV continuum level.
Figure 3-3: (a) The 45th-order Ne harmonic exhibits significant spectral broadening and ~150 meV energy blueshift as the laser focus is translated into the XUV-generating gas cell. (b) Evolution of the Ne harmonic spectra with decreasing $z_f$ positions. Each spectrum is integrated over 1000 pulses by the X-ray CCD camera.

Variation of the harmonic emission wavelength can be related to the blueshifting of the fundamental laser pulses caused by free electrons. The HHG process requires a strong electric field to facilitate tunnel ionization of the noble gas atoms, and a portion of the gas medium is constantly ionized by the laser pulses. The extent of photon energy shift caused by the plasma medium is given by:

$$\delta E = \frac{h^2 N_{at}}{2\pi m_e c E} \frac{1}{dt} \frac{df_e}{dt} L_{med}$$  \hspace{1cm} (3.2)

where $h$ is Planck’s constant, $N_{at}$ is the total gas density, $E$ is the original photon energy, $m_e$ is the mass of an electron, $c$ is the speed of light in vacuum, and $df_e/dt$ is the increasing rate of ionization fraction. If the frequency of the fundamental laser pulses were affected first by the plasma medium and then used to drive the HHG process, the spectral blueshift of the $q$-th order harmonic would be $q$ times greater ($\delta E_q = q\delta E_f$). On the other hand, if the XUV photons were emitted first and then influenced by the plasma medium later, the associated spectral blueshift would exhibit a $q^{-1}$ dependence to the harmonic order.

In Fig. 3-4(a), the center energies of H33, H39, and H45 that are emitted from Ne gas and their variation with respect to the laser focus position are compared. All three harmonic orders show spectral blueshift at more negative $z_f$ values, and the blueshifting rates become faster when the laser focus is deeper inside the SIGC. Every photon energy vs. $z_f$ plot can be fit well with a second-order polynomial, which can be justified by the fact that both the ionization rate $df_e/dt$ and the interaction length $L_{med}$ in Eq. (3.2) are increased as the laser focus is brought into the noble gas medium. If the spectral blueshifts at three harmonic orders are compared, the highest order harmonic (H45) seems to have the largest change over the same range of $z_f$ values. The linear energy blueshifting rates, i.e. the first-order coefficients obtained from the polynomial fit, show an approximately linear increasing trend with the harmonic order $q$, as shown in Fig. 3-
This suggests that the observed harmonic energy blueshifts are caused by the plasma-induced energy shift to the fundamental laser pulses, rather than the energy shift to XUV photons.

Figure 3-4: (a) Center photon energies of the H33, H39, and H45 generated in 80 Torr Ne at $1.8 \times 10^{15}$ W/cm² electric field intensity. The fit functions are second-order polynomials of the focus position $z_f$. (b) The linear energy blueshifting rate shows a linearly increasing relation with the harmonic order $q$.

3.1.3 XUV Focus Size

Although various types of tunability of the higher-order harmonic emission generated from a semi-infinite gas cell have been demonstrated, it should be noted that varying the laser focus position would also change the distance from the XUV source to the refocusing toroidal mirror, therefore the location of the XUV focus in the sample chamber could also be affected. In Sec. 2.4.2, it has been mentioned that the focused XUV beam profile at the sample location has $79 \pm 3$ and $39 \pm 1$ µm FWHM along the horizontal and vertical directions, respectively. The same scanning knife-edge method is utilized again for studying the influence of laser focus position on the spatial profile of the focused XUV beam measured at the sample location. The measured beam sizes of five different Ne high harmonic spectra, each generated at a different laser focus position $z_f$, are shown in Fig. 3-5(a), among which is the $z_f = -2.5$ mm data point has been mentioned in Sec. 2.4.2. Interestingly, the once elongated XUV focus profile transforms toward a 1:1 aspect ratio when the $z_f$ value is increased, i.e. when the laser focus is placed after the SIGC. The XUV focus profile can be also analyzed for individual harmonics separately: When laser pulses interact with the harmonic generating medium, the highest order harmonic is only emitted from the center region of the beam, while the lower order harmonic emissions are generated from a region that is comparable to the laser focus. The XUV size variation of different harmonic orders at the source (SIGC) are transformed to the XUV focus, where the higher order harmonics generally have smaller beam sizes, as shown in Fig. 3-5(b). The size variation between different harmonic orders becomes less apparent when the laser pulses are focused inside the SIGC, since the entire Rayleigh range is interacting with the generating medium.
Figure 3-5: (a) XUV beam sizes measured at the sample location by the scanning knife-edge method. 80 Torr neon gas are used for generating high-order harmonics at different laser focus position \( z_f \) relative to the end plate of the SIGC. (b) The vertical beam sizes (FWHM) for individual harmonic orders. Dashed lines indicate the beam size measured for the integrated harmonic spectrum.

Compared to the spectral characteristics of an XUV spectrum, which are controlled by the distance between the laser focus and the end of the SIGC, e.g. intensity of a specific harmonic order and broadening/blueshifting of a harmonic peak, the XUV focus profile should be determined only by the distance from the laser focus to the toroidal mirror. Based on the trend observed in Fig. 3-5(a), it would be interesting to test a new semi-infinite gas cell that is ~15 mm longer than the current one: by pushing both the gas cell and the laser focus closer to the toroidal mirror for the same distance, an XUV beam with similar spectral characteristics should be generated with a more rounded focus profile at the sample location.

### 3.1.4 Effects on Ar Harmonics

The effect of laser focus position also has been investigated on harmonics that are generated from 35 Torr Ar gas interacting with \(-1.5 \times 10^{15}\) W/cm\(^2\) electric field, and several XUV spectra are listed in Fig. 3-6(a). Similar to the Ne harmonics, the spectral profile shifts toward higher-order harmonics as the laser focus moves into the SIGC. A significant spectral broadening effect is also observed, however the energy blueshift only occurs for lower order harmonics (H27 and H29). At higher harmonic orders, e.g. H33 to H37, there is instead an energy redshift that is observed. The photon fluxes of individual Ar harmonics also rise sharply as the laser focus is translated into the gas cell (Fig. 3-6(c)). Similarly, the increasing rate of photon flux follows a quadratic relation for lower harmonic orders (H21 to H29), but becomes more dramatic for higher-order harmonics. The flux of the Ar harmonics saturates at roughly \( z_f = 2 \) mm before reabsorption takes place, and this position is about 7 mm further than the saturation point of the Ne harmonics (\( z_f = -5 \) mm). This can be justified by two explanations as follows: (1) the ionization potential of Ar (15.76 eV) is smaller than that of Ne (21.56 eV), therefore Ar atoms can be used for HHG at a much lower electric field intensity. The electric field used in the experiment (~\(1.5 \times 10^{15}\) W/cm\(^2\)) is more than enough, such that the high harmonic emissions reach their maximum fluxes even when the Rayleigh range only partially overlaps with the gas
A large fraction of the Ar atoms would be ionized when the laser focus is brought further into the gas medium, and the depletion of neutral atoms would diminish the harmonic emission flux. (2) The photoabsorption cross section of Ar is much greater than Ne in the 20 – 40 eV energy range,\textsuperscript{76} therefore the Ar harmonics are more likely to be reabsorbed by the generating medium even though a lower pressure is used in the gas cell (35 Torr Ar vs. 80 Torr Ne). In fact when one looks closely at Fig. 3-6(c), harmonics higher than H27 (~42 eV) are less affected by the gas reabsorption, and instead increase in emission flux at $z_f$ values more negative than -6 mm.

Figure 3-6: (a) High harmonic spectra generated from a semi-infinite gas cell filled with 35 Torr Ar using ~45 fs pulses with 1.5 mJ energy at 800 nm center wavelength, recorded at different laser focus position $z_f$. (b) H27 and H29 exhibit spectral broadening and blueshifting as $z_f$ value becoming more negative, while H33 shows the opposite, a spectral redshifting. (c) Intensities of individual harmonics versus the laser focus position $z_f$. Quadratic fits for H21 – H29 are also plotted as solid curves.
3.2 Variation in the Gas Pressure

Other than the position of the laser focus, varying the gas pressure in the semi-infinite gas cell also provides an easy control of the XUV spectra. In this section, Ne harmonics are generated at different gas pressures measured at the SIGC inlet, with the same infrared pulses as used in Sec. 3.1, and the laser focus is fixed at \( z_f = -2.5 \) mm. The influence of Ne pressure on the harmonic spectra are shown in Fig. 3-7: First, the intensity of each harmonic rises quickly with the increasing pressure, and also the XUV continuum enhances by almost 10 times. Nevertheless, the spectral broadening and blueshifting phenomena, although still occurring, are not as obvious as that shown in Sec. 3-1, which was induced by varying the laser focus with respect to the gas cell. Moreover, the brightest harmonic order does not change as much as that caused by moving the laser focus. Detailed discussions on how varying the gas pressure affects the detected harmonic spectra are given in the following sections.

![Figure 3-7: Spectra of Ne harmonics with 40, 60, 80 and 100 Torr gas pressure, respectively. The infrared laser pulses are focused 2.5 mm inside the semi-infinite gas cell. Each harmonic peak shows slight spectral broadening and blueshift with increasing Ne pressure, and the XUV continuum enhances by almost 10 times.](image)

3.2.1 Harmonic Flux

Fig. 3-8(a) shows how the emission intensities of different Ne harmonic orders vary with gas pressure, with the laser focus 2.5 mm inside the gas cell \( (z_f = -2.5 \) mm). According to Eq. (3.1), emission intensity should initially exhibit a \( p^2 \)-dependence, as has been reported in He- and Xe-filled semi-infinite gas cells.\(^{63}\) Above a certain pressure, absorption by noble gas atoms would diminish the harmonic intensities. This predicted behavior is in qualitative agreement with the measured intensities in Fig. 3-8(a), and the reabsorption effect starts to takes place at \( \sim 70 \) Torr pressure for H31. For higher-order harmonics, reabsorption occurs at higher Ne pressure, for example, H45 does not see its intensity decreasing until 85 Torr. This can be explained by the slightly decreasing Ne photoabsorption cross sections in the 40 – 70 eV energy range.\(^{76}\) A major
deviation from Eq. (3.1), though, is that the measured intensities rise much faster than a quadratic relation, and fitting with a power law \( I_q \propto p^n \) gives a \( n \approx 4 \) result for nearly every harmonic order. The cause of such a \( p^4 \)-dependence is still unclear, but could be attributed to the phase mismatch factor \( \Delta k_q \) in Eq. (3.1): Varying the gas pressure not only controls the atomic gas density \( N_{at} \), but also changes the amount of plasma in the medium, such that the dispersion to both the fundamental pulses and the XUV pulses are slightly modified. Another possible explanation is that the self-guiding effect of intense infrared pulses might be affected by changing the Ne pressure in the SIGC; therefore even if the focusing lens is not moved, the effective interaction length between the generating medium and the electric field would be different. The pressure dependence of Ne H45 emission intensity is also measured at laser focus positions that are either deeper into the gas cell \( (z_f = -7.5 \text{ mm}) \) or after the gas cell \( (z_f = 2.5 \text{ mm}) \). The intensity rise that is proportional to \( p^4 \) remains consistent, but the reabsorption effect occurs at lower Ne pressure when the laser focus is positioned inside the gas cell (Fig. 3-8(b)). In addition, at more negative \( z_f \) values the intensity decay due to the gas absorption is more dramatic. These observations make sense because the XUV photons generated inside the gas cell are more likely to be absorbed by the generating medium.

Figure 3-8: (a) Intensities of different harmonic orders to the Ne gas pressure in the SIGC, illustrated on a logarithmic scale. The laser focus position \( z_f \) is at \(-2.5 \text{ mm}\). (b) Pressure-dependent intensities of Ne H45, measured at three different laser focus positions. Curves represent the \( p^4 \) power law fit results.

### 3.2.2 Spectral Blueshift

Each peak in a Ne harmonic spectrum is fitted by a Gaussian function, and the center energies of each harmonic order are plotted with respect to the Ne pressure in the gas cell. In the case that the laser is focused after the gas cell \( (z_f = 2.5 \text{ mm}) \), spectral shifts at all harmonic orders exhibit an approximately linear relation (Fig. 3-9(a)), and the degree of energy blueshift per unit pressure exhibits some dependence on the harmonic order \( q \) (Fig. 3-9(b)). From H37 to H45, the linearly increasing relationship between the blueshifting rate and the harmonic order \( q \) is similar to what is shown in Sec. 3.1.2, which can thus be attributed to the fundamental frequency shift caused by the plasma medium. The same spectral blueshift of Ne harmonics by varying gas
pressure has been reported earlier when using a hollow waveguide as the HHG interacting geometry. It should be noted that the blueshifting rate measured in the semi-infinite gas cell is about two orders of magnitude smaller than in a waveguide. Take H43 as an example, the ~0.16 meV/Torr energy blueshift in the SIGC is almost negligible compared to the 40 meV/Torr rate reported for the hollow waveguide.

Figure 3-9: The variation of harmonic energies of H45, H39, and H33 to the Ne pressures. The measurements are done at $z_f = (a) 2.5$ mm, (c) -2.5 mm, and (d) -7.5 mm, respectively. (b) The plot of the linear spectral blueshifting rate at different harmonic order $q$, measured at the laser focus position $z_f = 2.5$ mm.
If the laser focus is moved inside the gas cell, nevertheless, the spectral blueshift phenomenon becomes more complicated. Fig. 3-9(c) and 3-9(d) present the cases of \( z_f \) at -2.5 and -7.5 mm, respectively. The correlation between the harmonic energy and the Ne gas pressure starts to deviate from linear correlation, especially at higher harmonic orders. The harmonic energy would increase with the gas pressure initially, then stay constant or even decrease a little over a certain pressure range, and then start increasing again. Plots of harmonic energy vs. Ne pressure can be fit well by cubic polynomial functions, although it is still unclear what experimental parameter besides the formation of a plasma would also modify the photon energy of emitted harmonics. Meanwhile, the extent of energy blueshift becomes greater if the laser focus is placed deeper in the gas cell. For example, at \( z_f = -7.5 \) mm an \(-100\) meV spectral shift is observed for H45, which is more than the \(<25\) meV spectral shift that occurs for the same harmonic at \( z_f = 2.5 \) mm.

3.2.3 XUV Focus Size

The spatial profile of the XUV beam is measured in the sample chamber by the scanning knife-edge technique at several different Ne pressures. Although photon flux varies a lot when the pressure is changed from 60 to 100 Torr, the vertical beam diameter of the XUV focus stays close to \(-37\) µm FWHM (Fig. 3-10(a)). At a much higher (120 Torr) or much lower (40 Torr) Ne pressure the variation of beam diameter is still less than 20\%, which suggests that the gas pressure used for generating high-order harmonics does not affect the XUV beam size by much. By analyzing the size of individual harmonics, the increase in beam diameter at 40 Torr Ne pressure is largely related to the enlargement of lower-order harmonics (H31 – H37), while at 120 Torr Ne pressure it is the higher-order harmonics (H41 - H47) that contribute to the expanded beam profile at the XUV focus (Fig. 3-10(b)).

Figure 3-10: (a) XUV focus size (vertical FWHM) measured in the sample chamber by scanning knife-edge method, as a function of Ne pressures used for generating high-order harmonics. (b) The vertical beam sizes (FWHM) for individual harmonic orders. Dashed lines indicate the beam size measured for the integrated harmonic spectrum.
3.2.4 Effects on Ar Harmonics

With the same experimental approaches, the pressure dependence of high harmonic emission from Ar is analyzed. The contour plot Fig. 3-11(a) shows how the Ar harmonic spectrum evolves when the pressure in the gas cell in increased: not only does the relative intensity between different harmonic orders vary with the pressure, but a significant spectral blueshift is also observed for every harmonic. In terms of the pressure dependence of individual harmonic emission intensity, more complicated behaviors than the case of Ne harmonics are observed: H21 and H23 are very similar to the Ne harmonics that rise dramatically at low pressure but start to decrease in intensity above 25 Torr; H25 – H31 appear not to be affected by the gas reabsorption even at 50 Torr pressure; emission intensities of H33 – H39 remain very low until the Ar pressure is above 25 Torr, but after a sharp rising region these harmonic orders show a quick intensity decay after 35 Torr. Since the electric field used for generating these Ar harmonics is very intense ($\sim 1.5 \times 10^{15}$ W/cm$^2$), the phase matching conditions might be largely perturbed. Therefore each harmonic order could respond very differently to the increasing gas pressure. In addition, the photoionization spectrum of Ar atoms has a Cooper minimum region from 50 to 56 eV, which correlates to the atomic electronic structure of Ar. The same low intensity region has also been observed in the Ar high harmonic spectrum. For better understanding of the high harmonic generation process in Ar at such high electric field intensity, more theoretical modeling work would be required.

Figure 3-11: (a) Evolution of the Ar harmonic spectrum with respect to the gas pressure. The laser focus is placed 4 mm inside the gas cell ($z_f = -4$ mm). (b) and (c) Pressure dependence of intensities of different Ar harmonic orders.
Since Ar is easier to be ionized than Ne, given the experimental parameters a high ionization fraction should be achieved. According to Eq. (3.2), the extent of energy shift is proportional to the gas density, which directly translates to the plasma density. Fig. 3-12(a) demonstrates such a trend for nearly every Ar harmonic order in the pressure range of 20 – 50 Torr. The spectral blueshift caused per unit Ar pressure is plotted in Fig. 3-12(b) for different harmonic orders, and the $q^1$-dependence between H27 and H37 indicates the frequency shift occurs in the fundamental pulses. Interestingly, the slightly decreasing blueshifting rate from H21 to H27 might have a $q^1$-dependence, which suggests it is the XUV photons emitted by the HHG process that are directly blueshifted by the plasma medium.

![Figure 3-12](image)

Figure 3-12: (a) Spectral blueshift of Ar harmonics caused by increasing pressure. Linear correlations are found between the harmonic energy and the Ar pressure. (b) The spectral blueshifting rates of different harmonic orders.

### 3.3 Generation of Even-Order Harmonics

So far the investigations of high harmonic spectra, either generated by Ne or Ar gases, use only the 800 nm light as the fundamental HHG driver pulses, therefore only the odd-order harmonics are observed. In order to use these XUV spectra for probing core level transitions in a transient absorption experiment, even more photon energy coverage is preferred. Sec. 1.3.4 introduced the two-color gating technique, which is capable of generating both the odd- and even-order harmonics from noble gas medium. Experimentally this is carried out by mixing ~30 µJ of 400 nm light into the laser electric field to break the inversion symmetry, and the even-order harmonics appear when both the spatial and temporal overlap between 400 nm and 800 nm beams is achieved. Fig. 3-13 shows how the Ne harmonic spectrum evolves with respect to the delay of the 400 nm symmetry-breaking field. It can be seen that the odd-order harmonics diminish a little when the even-order harmonics start to grow up at partial overlap between the fundamental and symmetry-breaking fields. Within a ~40 fs time window, even-order harmonics
can be generated at intensities that are comparable to the adjacent odd-order harmonics. Although the HHG conversion efficiency is slightly compromised when the two-color gating scheme is employed, the presence of even-order harmonics has proved beneficial for pump-probe experiments.

Figure 3-13: Effects of two-color gating on the Ne harmonic spectrum. About 30 µJ of 400 nm pulses are superimposed with the fundamental field in the semi-infinite gas cell. The zero time delay is defined as when the even-order harmonics are most intense.

### 3.4 Chirp Dependence of High Harmonic Spectra

Compared to other control parameters, chirping the fundamental infrared pulses is able to provide the most dramatic variation to the high harmonic spectrum. The chirped pulse amplifier utilizes a folded grating module for compressing the amplified seed pulses. When the distance from the motorized retroreflector to the compressor grating is reduced, positive chirp is induced, i.e. the high frequency components are delayed with respect to the low frequency components. Conversely, negatively chirped pulses are prepared by increasing the distance between the retroreflector and the compressor grating, such that the high frequency components are leading in a pulse. Fig. 3-14(a) shows the influence of chirped infrared pulses on the Ne harmonic spectrum. These images are the detected diffraction patterns from the XUV spectrometer grating on the X-ray CCD camera, and both odd- and even-order harmonics are present. Every harmonic order is at the highest intensity when the infrared pulse compression is optimized. Spectral redshift and peak broadening are clearly observed as the infrared pulses are positively chirped. Not only are the modulated spectra profiles becoming more discrete, but the top of each harmonic peak turns flatter and shows signs of finer splitting. This phenomenon has been explained by theoretical studies as the interference between the short- and long-trajectory emissions in the HHG process. If the fundamental pulses are chirped negatively, the center of
each harmonic is shifted to higher photon energy, accompanied with more asymmetric peak shapes. The most important effect made by negatively chirped pulses is the enhancement of the XUV continuum, which is ~10 times higher than the harmonics spectra generated by well-compressed or positively chirped pulses (Fig. 3-14(b)). The high XUV continuum level forms a broad connection underneath all the modulating peaks, and is especially effective when the even-order harmonics are also generated. The Ne harmonic spectrum in the lowest panel of Fig. 3-14(b) exhibits a good coverage from 50 eV to the 72.6 eV aluminum cut-off energy, which is excellent for studying samples containing late transition metals such like Fe, Co, and Ni.

Figure 3-14: (a) Images of Ne harmonics directly detected on the X-ray CCD camera. Harmonic energy shift and peak broadening caused by either positively or negatively chirping the fundamental infrared pulses are clearly visible. The corresponding integrated high harmonic spectra for the five images are shown in (b) separately on the same logarithmic scale.

The chirp of the fundamental infrared pulses also affects the Ar harmonic spectrum in a similar manner. As Fig. 3-15 demonstrates, adding negative chirp to the infrared pulses significantly blueshifts and broadens every single harmonic peak. This type of harmonic spectrum is ideal for studying materials that contain Ti or V.
3.5 Data Acquisition Procedures

3.5.1 Daily Check List for System Performance

The experimental apparatus is capable of performing pump-probe measurements on a daily basis. In order to repeat the quality of data, several aspects of the instrument need to be monitored constantly. Since the warm-up times for the Ti:Sapphire oscillator and its diode pump laser could range from several days to several weeks, these lasers are typically left on all the time. Before engaging the chirped pulse amplifier, it is crucial to assure the oscillator is mode-locked properly and has sufficient spectral bandwidth (FWHM > 72 nm). The Nd:YLF pump laser for the amplifier is turned on daily and given at least 30 minutes warm-up time until the regenerative cavity reaches thermal equilibrium. The high-speed drivers of the Pockels cells then can be activated; by doing so the oscillator pulses are selectively injected into the regenerative cavity and then ejected after amplification. An oscilloscope connected to a fast photodiode detecting the leakage of the regenerative cavity can be used to determine whether the build-up time is correct. Another 30 minutes is required for the intra-cavity pulse train and the compressor assembly to reach a steady-state equilibrium. If the amplifier power output is lower than 3.20 W, or the spectral FWHM is narrower than 38 nm, then the cavity alignment needs to be optimized. Empirically once properly aligned, the amplifier can stay at a decent to good performance for at least two weeks without further adjustment.

The infrared output is directed along the designed beam path by the installed alignment targets. Among all, the two targets used for aligning an attenuated infrared beam into the SIGC are the most important ones, which are respectively (1) an iris diaphragm placed in front of the
SIGC entrance window and (2) an alignment target specifically manufactured at 45° passing angle placed right before the toroidal mirror (Fig. 3-16). The rear half of the SIGC has to be removed during the alignment, and so does the Al foil that is used for blocking the residual fundamental beam. A CCD webcam positioned outside the refocusing chamber is used to detect the infrared scattering on the alignment target, so that the entire alignment procedure can be done in vacuo. A ring-shaped scattering pattern (Fig. 3-16) should be observed before placing the Al foil and the SIGC back into the beam path. Now the full infrared power (1.70 - 1.80 W) may be let into the SIGC and ablate the stainless steel end plate that separates the SIGC and the HHG chamber. Because the gimbaled mount that hosts the toroidal mirror is locked after the initial alignment, the optimal XUV focus beam profile can be reproduced if the infrared fundamental beam is properly aligned into the SIGC following the abovementioned procedures.

Figure 3-16: Optical components that are critical to the infrared alignment through the SIGC: both the rear half of the SIGC and the Al foil need to be removed when centering the infrared beam on both the iris and the alignment target. A flip mirror in front of the SIGC directs both 800 nm and 400 nm beams to a CCD beam profiler, where the focuses of both beams are overlapped.

The 400 nm symmetry-breaking field can also be aligned in the same manner, and the precise spatial overlap between 800 nm and 400 nm beams is carried out by rerouting both beams onto a beam profiling CCD that is placed at the same distance to the focusing lens as the distance from the focusing lens to the end plate of the SIGC. Both beams should be focused to similar sizes, and they also should be detected at the same location on the beam profiler, as shown in Fig. 3-17. When generating high-order harmonics, adjust the delay stage in the 400 nm beam path until the symmetry-breaking field arrives at the XUV source at the same time as the fundamental field, which can be assured by the appearance of even-order harmonics on the X-ray CCD.
Figure 3-17: Nominal beam profiles of (a) the 800 nm fundamental field and (b) the 400 nm symmetry-breaking field, detected by a CCD beam profiler. Both beams are shown of similar sizes (74 – 80 µm FWHM) and appear on the same location.

In parallel, the pressure readings at all three high vacuum chambers have to be close to the empirical base pressures prior to introducing noble gas medium into the SIGC. The working current and temperature on each individual turbo molecular pump need to be monitored periodically. The X-ray CCD camera should be cooled to -40 °C by a thermoelectric circuit in order to reduce the electronic noise. Making sure all the Al foils are in place to block the infrared fundamental, both gate valves may be opened. If apparent stray light is detected on the X-ray CCD camera, the Al foils need to be checked and replaced. Noble gas mediums (Ar or Ne) can be let into the SIGC at this point, and high-order harmonics should be visible on the X-ray detector. If the pixel location of the Al cut-off edge is clearly out of place, then the incident angle of the grating needs to be adjusted and it might be necessary to redo the X-ray spectrometer calibration as described in Sec. 2.4.4. Every time the regenerative cavity in the amplifier is realigned, a complete realignment is required in order to compensate the beam pointing variation. However in most cases the infrared beam and high-order harmonics can remain consistent and stable for a period of several days.

3.5.2 Static XUV Absorption Spectrum

Due to the short penetration length of 30 – 80 eV XUV radiation, the thickness of solid-state samples is usually limited to less than 30 nm. The thin-film and nanomaterial samples are supported on silicon or silica nitride (Si$_3$N$_4$) substrates. To acquire the XUV absorption solely contributed by the sample, the XUV transmitted through a bare substrate is used as the reference beam. The optical density (absorbance) at a specific photon energy is given by the Beer-Lambert law, which can be related to the mass absorption coefficient $\mu(E)/\rho_m$ (in cm$^2$/g) of the sample:

$$OD(E) = -\log_{10} \left[ \frac{I_{\text{sample}}(E)}{I_{\text{substrate}}(E)} \right] = \frac{\mu(E)}{\rho_m} \rho_m d$$  \hspace{1cm} (3.3)

where $\rho_m$ and $d$ are the mass density and thickness of the sample, respectively. Experimentally a translation stage moves a sample and a bare substrate alternately into the XUV beam path, and each transmitted XUV spectrum is taken with an ~ 3 second integration time (Fig. 3-18(a)).
Dividing one set of subsequent transmitted spectra would give one static-state XUV absorption spectrum. The XUV absorption spectrum of a thin-film hematite \((\alpha-\text{Fe}_2\text{O}_3)\) shown in Fig. 3-18(b) is averaged over 32 sets of such transmitted spectra, and the accompanying error bars are computed at the 95% confidence interval. The sharp absorbance rise at 56 eV indicates the Fe M\(_{2,3}\)-edge that corresponds to the \(3p \rightarrow 3d\) core level transition. Underneath the resonant absorption edge is a featureless nonresonant absorption that is a contribution due to the direct photoionization of the valence electrons. The M-edge absorption introduces a \(3p^5 3d^{n+1}\) core hole state, which is highly unstable and will decay to a \(3d^{n-1}\) state via Auger process in a few femtoseconds. The final state degeneracy between the M-edge absorption and the direct 3d electron photoionization would cause interference between these two processes, which results in an asymmetric resonant absorption feature (often referred to as a “Fano lineshape”). According to Eq. (3-3), the thickness of a sample can be estimated by comparing the measured optical density and the available database of atomic X-ray mass absorption coefficients, assuming the photoabsorption cross sections are insensitive to the variation of oxidation states. For instance, the spectrum in Fig. 3-18(b) can be approximated to be a 28 nm thick Fe\(_2\)O\(_3\) layer. It worth noting that the standard deviations from spectral averaging distribute periodically with ~1.5 eV spacing; this noise variation is caused by the low-flux regions in the transmitted XUV spectra, which have ~1.5 eV energy modulations that result from the interference of an attosecond pulse train of the harmonics. This periodic noisy region becomes less apparent if the XUV continuum level is made high by manipulating the HHG process.

Figure 3-18: (a) The XUV spectra transmitted through a 100 nm bare Si\(_3\)N\(_4\) substrate (black dotted line) and a Fe\(_2\)O\(_3\) thin-film supported on a Si\(_3\)N\(_4\) substrate (red solid line). Each spectrum is collected at a 3-sec integration time. (b) The Fe\(_2\)O\(_3\) absorption spectrum after averaging 32 sets of transmitted spectra through the sample and the substrate.

### 3.5.3 Transmission Map

In order to minimize the thermal damage caused by the pump beam, the sample is raster scanned during pump-probe experiments. To acquire consistent data from different parts of the sample, however, it is crucial to prepare a sample with spatial homogeneity over a few millimeter scales. While depositing thin-films with an even thickness distribution over a 3 mm x 3 mm window area is generally possible, a homogeneous dispersion of nanoscale materials (e.g. quantum dots and nanowires) could be a challenging task. The spatial homogeneity of a sample can be visualized by an XUV transmission map measurement: At first a grid is constructed over
a specific substrate area based on the defined boundaries and the spacing between adjacent points, then each location on the grid is moved into the XUV beam path by the 2-D translational stage so that a transmitted XUV spectrum is acquired. The transmission levels at each point are used for constructing a map, which indicates the distribution of sample density in the measured area. Fig. 3-19 shows three transmission maps that are acquired from different samples: the thin-film TiO$_2$ sample is prepared by evaporation of metallic titanium under a well-controlled oxygen partial pressure environment, and it shows an excellent spatial homogeneity with a transmission variation less than 10% in a 3 × 3 mm$^2$ area; the CoS$_x$ film is prepared on a conductive silicon substrate by an electrodeposition method, and it is clearly more uneven than the TiO$_2$ film; lastly, Co$_3$O$_4$ nanocubes are drop-dispersed on a Si$_3$N$_4$ substrate with a 2 × 2 mm$^2$ window, and this sample possesses large XUV transmission variations that occur on a length scale as short as 200 µm, suggesting the aggregation of nanocubes in the low-transmission areas.

![Figure 3-19: XUV transmission maps of (a) a thin-film TiO$_2$ on a 250 nm Si substrate, (b) a CoS$_x$ thin-film on a 250 nm Si substrate prepared by electrodeposition, and (c) a dispersion of Co$_3$O$_4$ nanocubes on a 100 nm Si$_3$N$_4$ substrate.](image)

**3.5.4 Overlap of Pump and Probe Beams**

Both the spatial and the temporal overlaps between visible pump and XUV probe beams at the sample position are crucial for the time-resolved experiments, and therefore require consistent inspection on a daily basis. As has been addressed in Sec. 2.4.3, there is a ~1° crossing angle when the pump and probe beams are recombined at the sample. Mounted together with other solid-state samples is a pinhole with ~300 µm diameter. This pinhole can be used to scan the XUV beam profile *in vacuo*, which is done by acquiring a transmitted XUV spectrum on the X-ray CCD camera at each step of the pinhole scanning (Fig. 3-20). Like the scanning knife-edge technique, the integrated XUV flux should give information about the size and position of the XUV probe beam. A barrier that is placed ~10 cm after the sample not only prevents the pump beam from entering the XUV spectrometer, but also plays an important role for spatial overlapping the pump beam to the XUV beam: A CCD webcam detects the pump beam scattering spot on this barrier, and the scattering intensity profile can be used for determining the location and size of the pump beam. If the center of the pump beam deviates from that of the probe beam, then a piezo motor driven mirror mount (AG-M100N, Newport) in the pump beam path can be used for fine adjustments. This procedure should be repeated for both the horizontal and vertical direction, until the location difference between two beams is less than 5 µm. The daily drifting of the pump-probe spatial overlap is less than 40 µm, even when the Ti:Sapphire amplifier is turned off at the end of the day then turned on again the next morning.
Figure 3-20: Procedure for spatial overlap between the visible pump and the XUV probe beam under a high vacuum condition. A 300 µm diameter pinhole can be scanned across the beam paths along the horizontal and vertical directions. The XUV beam profile is acquired by the integrated flux detected by the X-ray CCD camera, while the pump beam scattering spot on the beam block is recorded as the pump beam profile. The pump beam is aligned toward the fixed XUV beam by a piezo motor driven mirror mount.

The temporal overlap between the pump and probe beams at the sample was first checked with a Si photodiode with 1 ns rise time (DET-10A, ThorLabs) during the instrument construction phase. By monitoring the rising edge of the photodiode response on a 4 GS/sec oscilloscope (LT372, LeCroy), the relative arriving time at the sample can be brought closer into a 10 ps range. Then a 20 µm thick type-I BBO (θ = 44.3°) is used for sum-frequency generation between the 400 nm pump pulses and the 800 nm fundamental pulses, and the cross-correlation trace based on the generated 266 nm intensities is shown in Fig. 3-21(a). For daily operation, the cross-correlation between the high harmonic pulse train and the pump beam is performed on Co$_3$O$_4$ or Fe$_2$O$_3$ thin-film samples, in which the transition metal M-edge responds extremely fast to the photoexcitation (Fig. 3-21(b)). The temporal overlap between XUV beam and visible pump beams, often referred as “time zero”, would drift less than 100 fs from day to day, mostly caused by the fluctuation of environment temperature.

Figure 3-21: (a) Cross-correlation between the 800 nm beam that follows the XUV beam path and the 400 nm pump beam. Wave-mixing is done with a 20 µm thick BBO (type-I, θ = 44.3°). The 266 nm intensity trace is fit with a 96.2 ± 2.0 fs Gaussian function. (b) The Co M-edge response to the 800 nm optical excitation. The signal rise is fit with a 39.5 ± 10.8 fs error function.
3.5.5 Transient XUV Absorbance Measurements

In a time-resolved experiment, a transient XUV absorption spectrum is obtained by acquiring a XUV probe spectrum with the pump beam incident on the sample \( I_{\text{on}}(E) \), “pump on”) and another probe spectrum with the pump beam blocked \( I_{\text{off}}(E) \), “pump off”). The specific time delay \( \Delta t \) between pump and probe beams is controlled by varying the pump beam path length with a delay stage. The absorbance change \( \Delta OD(E, \Delta t) \) caused by the pump beam can be calculated by the formula

\[
\Delta OD(E, \Delta t) = -\log_{10} \left[ \frac{I_{\text{on}}(E, \Delta t)}{I_{\text{off}}(E, \Delta t)} \right]
\]  

(3.2)

The instrument does not install a monochromator before the sample, instead all the photons energies are transmitted through the sample at once and then dispersed in the XUV spectrometer; therefore the time delay \( \Delta t \) is the only control factor in Eq. (3.2). A time-resolved experiment may measure \( N \) transient XUV absorption spectra at once; each corresponding to a different time delay \( \Delta t_1, \cdots, \Delta t_{N-1}, \Delta t_N \). The data acquisition procedure, however, still requires synchronization between different components on the experimental apparatus. A LabVIEW program is written for this purpose, and its function is demonstrated in Fig. 3-22. As has been mentioned earlier, in order to minimize the thermal damage/degradation, each sample is divided into a 2D grid, in which every location is a 100 \( \mu \)m distance away from the nearest neighbors. Each location is used for collecting one set of pump on/off spectra, and then the translational stage would move the next location into the beam path. Meanwhile, the delay stage alters the arrival time \( \Delta t_N \) of the pump beam at the sample. A mechanical shutter that controls the passage of the pump beam is initially closed, and the X-ray CCD is triggered to acquire a pump off XUV transmission spectrum. The LabVIEW program then lets the pump beam pass through the shutter and triggers the X-ray CCD to acquire the pump on spectrum at the same location. The shutter closes right away and the sample is moved to the next location on the raster scan grid, then the same procedure is repeated at another time delay \( \Delta t_{N+1} \). If the delay stage has reached the last set value \( \Delta t_N \), it would return to \( \Delta t_1 \) to repeat all the set time delay values. Several transient absorbance spectra taken at the same delay \( \Delta t \) are averaged for a better signal-to-noise (S/N) ratio.

Figure 3-22: The LabVIEW data acquisition program for time-resolved experiments, the circled numbers indicate the sequence of command/trigger for acquiring one set of pump on/off XUV transmission spectra.
It should be noted that the pump beam scattering light would add a background to all the pump on spectra, while the pump off spectra are not affected. Therefore after dividing all the pump on/off spectrum pairs, the acquired transient XUV absorbance signal would contain an artifact. This artifact can be eliminated by using the transient spectrum acquired at a negative time delay, i.e. the pump beam arrives later than the probe beam, as the baseline for all other spectra taken at positive time delays.

The set time delay values can be compared to the actual values recorded by the encoded delay stage. As shown in Fig. 3-23, the actual time delay values exhibit an excellent linear relation to the set values, and the largest difference is no more than 15 fs. However, the deviations from set values do not distribute randomly with respect to the set values: from zero time delay to 300 fs there exists a consistent -10 fs deviation from the set values, while in the 300 – 6000 fs range the deviations are much smaller. The largest deviation occurs on the first set time delay, which can be explained by the relatively long distance that the delay stage needs to travel when returning from the last set time delay. Based on these findings, it is suggested to use the actual time delays, instead of the set values, for the excited-state dynamic studies, especially when the experiment is performed with time steps smaller than 30 fs.

Figure 3-23: Plot of 46 set time delay values (x-coordinate) to the recorded actual values (black dots, y-coordinate). The difference between two values (red line) is averaged over 140 rounds, and the standard deviations are also given in the plot.
Chapter 4

Characterization of Photo-Induced Charge Transfer and Hot Carrier Relaxation Pathways in Spinel Cobalt Oxide (Co$_3$O$_4$)


The identities of photoexcited states in thin-film Co$_3$O$_4$ and the ultrafast carrier relaxation dynamics of Co$_3$O$_4$ are investigated with oxidation-state-specific pump-probe femtosecond core level spectroscopy. A thin-film sample is excited near the 2.8 eV optical absorption peak, and the resulting spectral changes at the 58.9 eV M$_{2,3}$-edge of cobalt are probed in transient absorption with femtosecond high order harmonic pulses generated by a Ti:Sapphire laser. The initial transient state shows a significant 2 eV red-shift in the absorption edge compared to the static ground state, which indicates a reduction of the cobalt valence charge. This is confirmed by a charge transfer multiplet spectral simulation, which finds the experimentally observed extreme ultraviolet (XUV) spectrum matches the specific O^{2-}(2p) $\rightarrow$ Co$^{3+}(e_g)$ charge-transfer transition, out of six possible excitation pathways involving Co$^{3+}$ and Co$^{2+}$ in the mixed valence material. The initial transient state has a power-dependent amplitude decay (190 ± 10 fs at 13.2 mJ/cm$^2$) together with a slight red-shift in spectral shape (535 ± 33 fs), which are ascribed to hot carrier relaxation to the band edge. The faster amplitude decay is possibly due to a decrease of charge carrier density via an Auger mechanism, as the decay rate increases when more excitation fluence is used. This study takes advantage of the oxidation-state-specificity of time-resolved extreme ultraviolet spectroscopy, further establishing the method as a new approach to measure ultrafast charge carrier dynamics in condensed-phase systems.
4.1 Introduction

Transition metal oxides have received much attention as photocatalysts and interlayer materials in photovoltaics, especially because of their good earth-abundance, stability, and controllable band gap and charge carrier properties. Unlike covalent semiconductor materials like Si, Ge and GaAs, transition metal oxides possess a greater ionic bonding character and a localized electronic structure, thus exhibiting a wide range of important catalytic and semiconductor properties. Not only are the synthetic methods and applications of transition metal oxide-based materials and nanomaterials extensively developed, conceptual principles in terms of electronic structure and charge carrier dynamics within these materials have also been studied. Understanding these concepts, including $d$-electron behavior, hot carrier relaxation, and interfacial charge transfer, is important for developing highly efficient photovoltaic and photocatalytic devices.

In most transition metal oxides, the $d$-orbitals are partially filled and split between two bands separated by a $d$-$d$ Coulomb repulsion energy $U$, such that electron hopping between metal sites requires energy. On the other hand, charge conduction in metal oxides can also occur through electron transfer from the oxygen ligand to the metal cation, which is defined by a charge transfer band gap $\Delta$. As a result, in transition metal oxides the conduction band consists mostly of empty metal $d$ orbitals, while the valence band has both oxygen $2p$ and metal $d$ orbital characteristics. Whether or not the charge transfer gap $\Delta$ is larger than the $d$-$d$ repulsion $U$ defines two different types of semiconductors: Mott-Hubbard ($U < \Delta$) and charge-transfer semiconductor ($U > \Delta$). In the case of transition metal fluorides, a continuous transition from Mott-Hubbard to charge-transfer semiconductor has been observed across the first row transition metals. If the composition is changed from fluorine to oxygen, however, considering the electronegativity difference alone is not sufficient to define the type of semiconductor, because of the larger extent of orbital mixing through interatomic covalent bonding in the oxide compounds.

![Figure 4-1](image_url)

Figure 4-1: (a) Illustration of the crystal structure of spinel $\text{Co}_3\text{O}_4$. Red: oxygen $fcc$ sublattice. Blue: $\text{Co}^{2+}$ ions occupying tetrahedral sites. Green: $\text{Co}^{3+}$ ions occupying octahedral sites. (b) Six possible optical excitation pathways in $\text{Co}_3\text{O}_4$, which consists of $\text{O}^{2-}$ anions and two different cobalt oxidation states ($\text{Co}^{2+}$ and $\text{Co}^{3+}$). There are two ligand-to-metal-charge-transfer (LMCT) pathways (1 and 2), two metal-to-metal-charge-transfer (MMCT) pathways (3 and 4) and two local $d$-$d$ ligand field excitations (5 and 6).
Among various transition metal oxides, the thermodynamic stability and surface redox reactivity make cobalt oxide (Co$_3$O$_4$) an important catalyst for CO oxidation,\textsuperscript{89} Fischer-Tropsch synthesis,\textsuperscript{90} cyclohexane dehydrogenation,\textsuperscript{91} and the oxygen evolution reaction in water splitting.\textsuperscript{92} Co$_3$O$_4$ doped with other elements (F, Ni or alkali metals) also exhibit enhancements in specific properties.\textsuperscript{93–95} Co$_3$O$_4$ has a spinel structure (AB$_2$O$_4$) in which oxygen ions form a face centered cubic (fcc) lattice, and two different cobalt oxidation states, Co$^{2+}$ and Co$^{3+}$, respectively, occupy tetrahedral and octahedral symmetry sites with a 1:2 stoichiometric ratio (Fig. 4-1(a)). Because of the presence of two cobalt oxidation states and $d$-electron configurations, the electronic structure of Co$_3$O$_4$ has even more complexity than other transition metal oxides. Each Co$^{2+}$ ion has a high-spin $^4A_2$ configuration and three unpaired electrons in $t_2$ orbitals, while for the Co$^{3+}$ ion the $d$-electrons of the low-spin $^1A_1$ configuration are all paired in $t_{2g}$ orbitals. Density functional theory (DFT) calculation\textsuperscript{96} has suggested that the conduction band of Co$_3$O$_4$ is mainly composed of the Co$^{2+}$ $t_2$ minority spin orbitals and the Co$^{3+}$ $e_g$ orbitals. The valence band has contributions from filled $d$ orbitals of both cobalt oxidation states as well as $2p$ orbitals of the oxygen anion with some extent of hybridization effects between these orbitals.

Considering the composition of spinel Co$_3$O$_4$, six possible electronic transitions can occur when absorbing a photon at an energy higher than the band gap (Fig. 4-1(b)): these include two ligand-to-metal-charge-transfer (LMCT) pathways from O-$2p$ to the two types of cobalt cations, two metal-to-metal-charge-transfer (MMCT) transitions between different cobalt oxidation states, and one $d$-$d$ ligand field excitation within each of the Co$^{2+}$ and Co$^{3+}$ cations. Although the spatial overlap between two $d$-orbitals of separated cobalt cations seems to be small, a MMCT transition can still occur across an oxygen bridge if both $d$-orbitals have significant bonding characters with the same O-$2p$ orbital. High-pressure induced MMCT in Co$_3$O$_4$ from Co$^{2+}$ to Co$^{3+}$ has been observed experimentally, transforming the lattice structure from normal spinel to inverse spinel.\textsuperscript{97} All the LMCT and MMCT pathways involve cobalt oxidation state changes at one or both lattice sites, while $d$-$d$ excitations only modify the local electronic configuration without affecting the oxidation state of the cobalt ions.

Figure 4-2: UV/Vis absorption spectrum of thin-film Co$_3$O$_4$ on a quartz substrate prepared by the same procedure as described in the section 4-2.
The visible/infrared absorption spectrum of Co₃O₄ (Fig. 4-2) shows four distinguishable peaks at 0.8 eV, 0.9 eV, 1.6 eV and 2.8 eV, however there has been little success in assigning electronic transitions to these absorption peaks. Molecular orbitals in the presence of a ligand field have been constructed for an entire unit cell, and available transitions are compared with the visible/infrared absorption peaks.⁹⁸ With this approach the 2.8 eV peak is assigned to the O²⁻(2p) → Co³⁺(e_g) transition. Experimental interpretation has been made by monitoring the absorption spectrum changes as Co²⁺ in tetrahedral sites are gradually substituted by Zn²⁺.¹⁰⁰ That work suggests the broad peak at 2.8 eV actually consists of two transitions, and the lower and higher energy shoulders correspond to O²⁻(2p) → Co²⁺(t₂) and O²⁻(2p) → Co³⁺(e_g) charge transfer, respectively. Nevertheless, no direct observation and assignment of photo-excited states of Co₃O₄ have been published. Understanding how Co₃O₄ interacts with visible photons, including the identity of the initially photo-induced excited state and the subsequent carrier relaxation, can provide insightful explanations for the material's photocatalytic activity.

Time-resolved spectroscopy has been widely used to study ultrafast photophysical or photochemical processes following photon absorption. One common problem when applied to the condensed-phase, however, is that the complexity of the electronic structure makes the experimental excited-state spectrum, from the infrared to UV region, difficult to interpret. Transitions associated with core-levels, usually by probing with X-ray or extreme ultraviolet (XUV) photons, possess unique capabilities to distinguish different elements, oxidation states, local spin states and covalent/ionic bonding characteristics.²³,¹⁰¹,¹⁰² Taking cobalt oxide as an example, electronic structure changes occurring near cobalt atoms can be observed via the 58.9 eV cobalt M₂,₃-edge, which is the Co 3p⁶3d⁹ → 3p⁵3d⁸⁰⁺¹ dipole transition, and the difference between Co²⁺ and Co³⁺ can be separated. Moreover, the development of the high harmonic generation (HHG) technique enables conversion of widely available near-infrared 800 nm pulses to extreme ultraviolet pulses with femtoseconds²⁹,¹⁰³,¹⁰⁴ or even attoseconds³¹,¹⁰⁵ duration. These short pulses can be utilized as an ideal tool for studying ultrafast photochemical processes in transition-metal-containing condensed-phase systems.

Synchrotron light sources can provide high energy X-ray photons to probe transition metal L-edges, which generally show sharper features than M-edge absorption due to more obvious spin-orbit coupling effects in the n = 2 shell. The energy of photons used to probe L-edges of first-row transition metals (400 – 1200 eV) can also access the K-edge of the oxygen ligand (~540 eV), which provides the opportunity to study the valence charge distribution around both transition metal cations and oxygen ligands at once. However the mass absorption coefficients at the M-edge (~10⁵ cm²/g) are larger than at the L-edge (~10⁴ cm²/g) by an order of magnitude. This sensitivity makes M-edge absorption in the extreme ultraviolet region especially useful to measure samples at the nanometer scale. Transient X-ray absorption spectroscopy at the L-edge has been applied to investigate the electronic structure of cuprous oxide,³⁶ photo-induced spin crossover¹⁰² and excited-state molecular and electronic structure changes³⁰,¹⁰⁶,¹⁰⁷ in transition metal complexes, and ultrafast spin dynamics in condensed-phase.¹⁰⁸ Coherent optical phonons, ultrafast demagnetization dynamics and the excited-state character of hematite have also been studied by table-top HHG apparatuses.³⁵,¹⁰⁹,¹¹⁰

This work exploits the elemental and oxidation-state specificity of transient extreme ultraviolet spectroscopy. When pumped at 400 nm, the identity of the Co₃O₄ excited-state and the subsequent charge carrier relaxation process are resolved. This research provides evidence that 400 nm excitation induces specifically the O²⁻(2p) → Co³⁺(e_g) charge transfer transition.
Two sub-ps dynamics timescales are observed after the optical excitation: A 190 ± 10 fs fast lifetime of transient absorbance amplitude decay can be explained as Auger relaxation of extra charge carriers, which is supported by an increased decay rate with higher excitation fluences. An additional ~300 meV spectral red-shift that occurs in 535 ± 33 suggests hot carriers undergo relaxation toward the band edge via carrier-phonon scattering.

4.2 Experimental Methods

This research aims to study ultrafast charge carrier dynamics of thin-film Co$_3$O$_4$ following femtosecond 400 nm visible excitation. Changes of electronic structures after excitation are probed by measuring XUV transient absorption differences. The apparatus (Fig. 4-3) consists of an 800 nm Ti:Sapphire laser to generate high order harmonics as the probe and to produce frequency-doubled pulses for the pump excitation, a high vacuum system with high harmonic source, toroidal focusing mirror, and raster scanned sample, and a variable line space grating and X-ray charge coupled device (CCD) camera for spectral detection after the sample.

![Figure 4-3: Layout of the transient XUV absorption instrument.](image)

Figure 4-3: Layout of the transient XUV absorption instrument. High harmonics are generated in a semi-infinite gas cell (SIGC) with a two-color laser driver field (1.8 mJ, 40 fs at 800 nm + 20 µJ, 60 fs at 400 nm). The neon pressure in the SIGC is 100 Torr (1.3 × 10$^4$ Pascals). The residual 800/400 nm driver pulses are blocked by a 0.6 µm Al foil. The 400 nm pump beam is frequency-doubled from 800 nm near-infrared and the pump energy is reduced by a variable neutral density filter (VF). The instrument has to be under high vacuum (~10$^{-7}$ Torr) beyond the semi-infinite gas cell because air is highly absorptive to XUV photons.

Cobalt oxide thin-film samples are prepared by RF magnetron sputtering of ~10 nm cobalt metal on 100-nm Si$_3$N$_4$ substrates, followed by oxidation in ambient atmosphere in a tube furnace at 500°C for 1 hour and cooling naturally to room temperature. The actual sample thickness is not directly measured, but it is estimated by scaling the resonant M$_{2,3}$-edge absorption amplitude with the XUV absorption cross-section provided by the CXRO.$^{72}$ Four absorption peaks (0.82 eV, 0.93 eV, 1.64 eV and 2.81 eV) appear in the visible/infrared absorption spectra of thin-film Co$_3$O$_4$ on a quartz substrate prepared by the same procedures (Fig. 4-2), which agree with the literature values.$^{98}$ The composition and phase of spinel Co$_3$O$_4$ are confirmed by selected area electron diffraction (Fig. 4-4). Micro-Raman measurement shows four distinct Raman shift peaks (474, 518, 611 and 679 cm$^{-1}$, Fig. 4-5) that match reported signatures of spinel Co$_3$O$_4$.$^{111}$ Similarly, measurements were also made to confirm that the pump beam does not damage samples after each pump-probe measurement.
Figure 4-4: (a) Selected area electron diffraction (SAED) pattern of spinel \( \text{Co}_3\text{O}_4 \) thin-film. The concentric ring patterns are the result of overlapping of single crystal dot patterns at different crystal orientations. (b) Electron diffractogram of spinel \( \text{Co}_3\text{O}_4 \) thin-film measured before and after pump-probe experiment. The broad background underneath the diffraction peaks results from the amorphous \( \text{Si}_3\text{N}_4 \) substrate. Red line is the diffractogram taken on a sample illuminated by 2.33 mW 400 nm pump beam for 8 seconds, i.e. four repeated data acquisitions. Less than 10\% of CoO is formed due to the sample heating effect in vacuum environment by the pump beam.

Figure 4-5: Raman spectrum of fresh (black) and illuminated (red) spinel \( \text{Co}_3\text{O}_4 \) thin-film measured by micro-Raman technique. The signals are collected for 30 seconds as the sample is excited by 1.28 mW of 527 nm laser within a 5 \( \mu \)m diameter spot.

The Ti:Sapphire chirped pulse amplifier (Spitfire Pro, Spectra Physics) provides 3.5 mJ pulses spectrally centered at 800 nm at a 1 kHz repetition rate. High harmonic generation is accomplished by splitting and focusing \( \sim 1.8 \) mJ of the near-infrared fundamental pulses into a 40 cm long semi-infinite gas cell (SIGC) filled with 100 Torr (\( \sim 1.3 \times 10^4 \) Pascals) of neon. The laser peak intensity is \( 5.7 \times 10^{14} \) W cm\(^{-2} \) at the 100 \( \mu \)m diameter focus. About 20 \( \mu \)J of 400 nm light is mixed into the fundamental pulses in order to generate both odd- and even-order harmonics by breaking the electric field symmetry, so that the XUV photons will have more...
uniform spectral coverage. The use of a semi-infinite gas cell simplifies the alignment procedure of the high harmonic source and is able to generate extreme ultraviolet pulses with higher efficiency because of its longer interaction region compared to other short pathlength HHG geometries. The generated extreme ultraviolet pulses are used as a probe beam and possess $\sim 2 \times 10^{-10}$ J energy per pulse. After refocusing by a gold-coated toroidal mirror, the beam size of the XUV probe at the sample location is about 80 µm.

The pump beam is generated by frequency-doubling to 400 nm (FWHM $\approx$ 11 nm, Fig. 4-6) the rest of the split near-infrared pulse energy in a 100 µm thick type-I $\beta$-BaB$_2$O$_4$ (BBO) crystal. A variable neutral density filter controls the pump beam power, which is focused to a spot size of 150 µm diameter on the sample and adjusted to an average power between 0.86 to 2.70 mW at 1 kHz for the pump fluence dependence studies. Based on the size of the pump beam and the sample absorbance at 400 nm ($\sim$0.45, refer to Fig. 4-2), this is equivalent to 4.87 to 15.3 mJ/cm$^2$ fluence and 3 to $9 \times 10^{21}$ cm$^{-3}$ excited charge carrier density. After transmitting through the Co$_3$O$_4$ sample supported by the Si$_3$N$_4$ substrate, the extreme ultraviolet pulses are spectrally dispersed by a variable line-spacing grating onto a CCD camera (PIXIS-400, Princeton Instruments). On one 20 µm $\times$ 20 µm camera pixel, average photon counts are about $2 \times 10^4$ per second, and the energy range of the spectrometer is from 38 eV to 80 eV with $\sim$150 meV spectral resolution. The apparatus combines the spectrometer located after the sample, and the broadband nature of extreme ultraviolet pulses (50-72 eV) generated by HHG, to efficiently record transient spectra at multiple photon energies at once. The temporal resolution of the apparatus is limited by the $\sim$40 fs pump beam duration.

Figure 4-6: Red line: Spectrum of near-infrared (NIR) pulses used for high harmonics generation in a semi-infinite gas cell. Blue line: Second-order harmonics of near-infrared generated by frequency-doubling in a 100 µm thick type-I $\beta$-BaB$_2$O$_4$ (BBO). This is used as pump pulses for optical excitation of Co$_3$O$_4$.
such that each transient spectrum is taken at an unused sample spot. Spectra at 500 fs before time-zero (probe beam arrives prior to pump beam) are subtracted from spectra taken at every pump-probe delay in order to eliminate the artifacts of residual scattered light from the pump beam. Transient absorbance spectra at each individual pump-probe delay are averaged over 56 runs. Errors resulting from pump and probe beam fluctuations are less than 1% while the maximum differential absorbance signal is 20%. Electron diffraction shows that less than 10% of CoO is formed after four repeated pump-probe measurements at 2.33 mW average pump power (Fig. 4-4(b)). The heating effect by the pump pulses is believed to cause this sample reduction in high vacuum environment, however the extent of this effect should not alter the acquired XUV transient spectra.

4.3 Results and Discussion

4.3.1 Static XUV Absorption Spectrum and Fitting Results

Fig. 4-7 shows the resonant absorption edge of a thin-film Co$_3$O$_4$ sample. The resonant absorption near 60 eV indicates the Co $3p \rightarrow 3d$ transition, which demonstrates the elemental specificity of X-ray spectroscopy. The non-resonant absorption contributions extending from the valence electron ionization at ~ 20 eV have been subtracted from the raw spectrum. By scaling the amplitude of this cobalt M$_{2,3}$-edge with the absorption cross section available on CXRO, the thickness of the sample is approximated to be 22 nanometers. When comparing with the $\alpha$-Fe$_2$O$_3$ M-edge absorption, Co$_3$O$_4$ clearly exhibits a broader feature starting from 58 eV and extending above 70 eV. This is likely due to the existence of both Co$^{2+}$ and Co$^{3+}$ in the material.

![Figure 4-7: Static M-edge absorption spectrum of Co$_3$O$_4$ in the extreme ultraviolet region. Black line: experimental spectrum. Red line: spectrum calculated by charge transfer multiplet model. Blue sticks and dashed line: tetrahedrally coordinated Co$^{2+}$ absorption contribution. Green sticks and dashed line: octahedrally coordinated Co$^{3+}$ absorption contribution. The 1:2 Co$^{2+}$/Co$^{3+}$ stoichiometric ratio has been accounted for.](image-url)
This static absorption spectrum is fitted with the charge transfer multiplet model by using the program CTM4XAS55.\textsuperscript{112,113} Calculated Co\textsuperscript{2+} and Co\textsuperscript{3+} absorptions correspond to 3d\textsuperscript{4}(^1A_2) → 3p\textsuperscript{5}3d\textsuperscript{8} and 3d\textsuperscript{4}(^1A_1) → 3p\textsuperscript{5}3d\textsuperscript{7} transitions, respectively, followed by adding up the individual absorptions of Co\textsuperscript{2+} and Co\textsuperscript{3+} ions with 1:2 stoichiometric ratios. When calculating the multiplet effect resulting from the d-d electrostatic interaction, Slater integrals \( r^2 \), \( F^4 \), \( G^3 \), and \( G^3 \) are reduced to 60\% of the atomic parameters empirically in order to account for the configuration-interaction effect. Based on the actual spinel crystal structure, Co\textsuperscript{2+} is given tetrahedral ligand field symmetry in the calculation with a ligand field splitting energy between \( e \) and \( t_2 \) orbitals, termed 10Dq, equal to 0.3 eV, while Co\textsuperscript{3+} ion is located in a 10Dq = 1.8 eV octahedral field. These ligand field parameters, as well as the charge transfer parameter used to account for the orbital mixing between metal ions and surrounding oxygen ligands, are identical to those values used to fit the L-edge absorption spectrum of Co\textsubscript{3}O\textsubscript{4} by Morales et al.\textsuperscript{114} The amplitude integral of allowed transitions is then normalized to the number of \( d \)-electron vacancies (3 and 4 for Co\textsuperscript{2+} and Co\textsuperscript{3+}, respectively). To give a best match to the experimental data, the calculated stick spectra are broadened by a Lorentzian linewidth \( L_{\text{min}} \) below a certain onset energy \( E_{\text{onset}} \) and an increasing Lorentzian linewidth \( \Gamma = L_{\text{min}} + dL^b(E_{\text{onset}}) \) above the onset energy. This variable Lorentzian broadening accounts for the term-dependent Auger lifetimes of core-hole excited states, which are generally shorter for higher-energy transitions due to the presence of more decay channels.\textsuperscript{115} A Fano lineshape is then applied to the spectra with a Fano parameter \( q \) in order to account for the interference between the \( 3p \rightarrow 3d \) transition and the direct ionization of \( 3d \) electrons to the continuum. Finally, a 150 meV Gaussian instrumental broadening is applied to the individual spectra before summing up according to the stoichiometric ratio. Calculation parameters used in CTM4XAS55 and the broadening parameters for Co\textsuperscript{2+} and Co\textsuperscript{3+} are listed in Table 4-1. Considering the stoichiometric ratio and the number of \( d \)-electron vacancies, Co\textsuperscript{3+} should contribute more to the M-edge oscillator strength than Co\textsuperscript{2+} although it is not very obvious in Fig. 4-7. This is due to a significant amount of Co\textsuperscript{3+} absorption located above the 72 eV aluminum cut-off energy, which is not detectable in the experiment setup.

<table>
<thead>
<tr>
<th>Electronic Symmetry</th>
<th>Slater Integral\textsuperscript{a}</th>
<th>10Dq (eV)</th>
<th>( L_{\text{min}} ) (eV)\textsuperscript{b}</th>
<th>dL\textsuperscript{b}</th>
<th>( E_{\text{onset}} ) (eV)\textsuperscript{b}</th>
<th>q</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co\textsuperscript{2+} (T\textsubscript{d})</td>
<td>High spin: ( ^4A_2 )</td>
<td>0.60</td>
<td>0.3</td>
<td>0.1</td>
<td>0.42</td>
<td>55.8</td>
</tr>
<tr>
<td>Co\textsuperscript{3+} (O\textsubscript{h})</td>
<td>Low spin: ( ^1A_1 )</td>
<td>0.60</td>
<td>1.9</td>
<td>0.1</td>
<td>0.42</td>
<td>56.3</td>
</tr>
</tbody>
</table>

Table 4-1: Calculation and broadening parameters used for fitting of Co\textsubscript{3}O\textsubscript{4} ground state M-edge absorption spectrum. \( a \) Ratio relative to atomic parameters. \( b \) The variable Lorentzian linewidth \( \Gamma \) is approximated by the formula \( \Gamma = L_{\text{min}} + dL^b(E_{\text{onset}}) \).

According to the calculation, the pre-edge structure at 58 eV and the rising shoulder of the M-edge absorption at 61 eV are contributions from the tetrahedrally coordinated Co\textsuperscript{2+} ions, while absorption of Co\textsuperscript{3+} ions in octahedral sites occurs at the 64 eV peak and higher energy region. The offset between Co\textsuperscript{2+} and Co\textsuperscript{3+} absorptions helps interpret the transient XUV absorbance changes observed in the pump-probe experiment, and it further resolves which of the six band gap transition pathways the 400 nm pump pulse excites.
4.3.2 Photo-Induced XUV Absorbance Changes at Cobalt M-edge

When the thin-film Co$_3$O$_4$ is pumped by 2.33 µJ energy of 400 nm light, differential absorbance changes, relative to the static spectrum, are obtained, and several of these are shown at several pump-probe temporal delays in Fig. 4-8(a). Immediately after the visible excitation, XUV absorbance has increased in the region from 59 eV to 66 eV with a main peak at 62.4 eV. Meanwhile decreasing XUV absorbance, i.e. bleaching, appears on both sides of the positive absorbance change. From the kinetic traces at various photon energies in Fig. 4-8(b), it can be seen that the amplitude of the transient signal reaches a maximum within 50 femtoseconds before starting to decay. The transient signal retains a similar spectral shape during the decay, and eventually it shows no further apparent amplitude decrease out to much longer times. Experiments with pump-probe delays up to 200 picoseconds also indicate that the transient XUV absorbance difference barely changes after the first picosecond. The transient absorption spectra are further analyzed by doing global fits with a sequential two-state model ($A\overset{k}{\rightarrow}B$) with the Glotaran statistical software package.$^{116}$

Contour plots of the experimentally obtained data in the first two picoseconds using 2.33 µJ pump energy and the global fit results are shown in Fig. 4-9. No characteristic residual signal remains after the fitting procedure. Convoluted with a 45 fs Gaussian instrumental response function, the fit gives a 190 ± 10 fs decay time constant (1/k) from the initial excited state to a second state at this power density. The spectra of the two time-evolved excited states are shown in Fig. 4-10, one immediately induced by the laser pulse and one after the 190 fs decay, which lasts for at least 200 ps. Both possess very similar spectral shapes: a broad positive peak centered at 62.4 eV, with shallow, however broad bleaching on either side. One major difference between the two time-evolved spectra at the two different times is that the initial excited state undergoes a ~60% decrease in amplitude after transforming to the second and longer-lived state. When
normalizing the two time-evolved excited state spectra, another important experimental observation is that the positive peak in the second time-evolved state has red-shifted by ~300 meV, which is especially apparent at the higher energy shoulder.

Figure 4-9: (a) Experimental contour plot in the first 2 ps after the pump beam excitation. (b) Reconstructed contour plot from global fit results using a two-component sequential model.

Figure 4-10: Retrieved evolitional spectra by a two-component sequential model global fit. Black solid line: the excited state A immediately after 400 nm photoexcitation. Red solid line: the long-lived state B that the initial excited state A decays into. Red dotted line: state B spectrum after being normalized to the same peak amplitude as state A. Inset: Populations of state A and B versus time. It identifies a 190 ± 10 fs decay time constant (1/k) convoluted with a 45 fs Gaussian instrumental response function.
Since the bonding character is very ionic in Co$_3$O$_4$, the electron distribution is localized and better described by orbital-like wavefunctions than delocalized energy bands. An optical excitation can thus induce dramatic electron density redistribution at the sub-nanometer scale and changes of atomic oxidation states, which can be viewed as a charge transfer process. When comparing transient XUV spectra with the static Co$_3$O$_4$ absorption spectrum (Fig. 4-8(a)), it is clear that the positive absorbance change of excited states appears on the rising M-edge, which is mainly of Co$^{2+}$ character. This indicates that the 400 nm excitation induces the appearance of extra Co$^{2+}$ ions, possibly by the reduction of Co$^{3+}$ via either LMCT or MMCT pathways. This hypothesis will be tested by more sophisticated calculations with charge transfer multiplet codes (CTM4XAS55), by comparing the experimental spectrum to simulated spectra of each excitation pathway. The co-existence of two cobalt oxidation states (Co$^{2+}$ and Co$^{3+}$) and the oxygen anion in the spinel Co$_3$O$_4$ leads to a total number of six excitation pathways as shown in Fig. 4-1(b). The oxidation state and electronic symmetry of cobalt ions in each of the tetrahedral and octahedral sites for these six excited states are listed in Table 4-2. LMCT processes (pathways 1 and 2) and MMCT processes (pathways 3 and 4) change both cobalt oxidation states and the electronic symmetries at one or two lattice sites, while d-d excitation pathways (5 and 6) only involve local electronic symmetry changes.

<table>
<thead>
<tr>
<th>Excitation Pathway$^a$</th>
<th>Tetrahedral Site</th>
<th>Octahedral Site</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Oxidation State</td>
<td>Electronic Symmetry</td>
</tr>
<tr>
<td>LMCT</td>
<td>1</td>
<td>1+  $^3T_1$</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2+  $^4A_2$</td>
</tr>
<tr>
<td>MMCT</td>
<td>3</td>
<td>1+  $^3T_1$</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>3+  $^5E$</td>
</tr>
<tr>
<td>d-d excitation</td>
<td>5</td>
<td>2+  $^4T_2$</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>2+  $^4A_2$</td>
</tr>
<tr>
<td>Ground State</td>
<td>2+  $^4A_2$</td>
<td>3+  $^1A_1$</td>
</tr>
</tbody>
</table>

Table 4-2: Cobalt oxidation states and electronic symmetries at tetrahedral and octahedral lattice sites at each possible excited states. $^a$ Numbers indicating excitation pathways can be referred to Figure 4-1(b).

Because of the spin selection rule, electronic symmetries of the two d-d excited states are assigned to the lowest excited configurations with the same spin multiplicities on Tanabe-Sugano diagrams. In most cases, electronic symmetries for different cobalt oxidation states can be determined by simply adding (or removing) one electron to (or from) the ground static electronic configurations. Ligand field splitting energies are assumed to be unchanged immediately after the optical excitation, thus tetrahedral sites stay as high-spin and octahedral sites remain as low-spin. For MMCT from Co$^{2+}$ to Co$^{3+}$ (pathway 4), however, an electron can be removed from either a filled Co$^{2+}$ e orbital or a half-filled $t_2$ orbital and put into an empty Co$^{3+}$ e orbital, and the resultant electronic symmetry at the tetrahedral site could be different. Removing an electron...
from an $e$ orbital would oxidize $\text{Co}^{2+}$ to $\text{Co}^{3+}$ and leave four unpaired electrons on cobalt (three in $t_2$ orbitals and one in an $e$ orbital), just like a typical high-spin tetrahedral $d^6$ system with the most stable electronic configuration as $^5E$. If the electron is alternatively removed from a $t_2$ orbital, the tetrahedral site would have a triplet $\text{Co}^{3+}$ cation, which has only two unpaired electrons in each of the other two $t_2$ orbitals. DFT calculation has shown that the filled minority spin $e$ states have higher energy than majority spin $e$ and $t_2$ states and thus locate closer to the top of the valence band due to the spin exchange interaction.\textsuperscript{118} As a result, $^5E$ electronic symmetry is assigned to the tetrahedrally coordinated $\text{Co}^{3+}$ ion after the $\text{Co}^{2+}$-to-$\text{Co}^{3+}$ MMCT excitation.

Once each of the six possible excited states has been assigned to a set of cobalt oxidation states and electronic symmetries at two different lattice sites, their individual $3p \rightarrow 3d$ absorption spectra are calculated with charge transfer multiplet codes by using the CTM4XAS55 program. The ground state XUV absorption spectrum is then subtracted from each excited state spectrum in order to be compared with the transient data acquired by pump-probe experiments. The differential spectra between each excited state and ground state are shown in Fig. 4-11. Both LMCT excited states have XUV absorbance enhanced at lower energy and some bleaching at higher energy (Fig. 4-11(a)). This can be explained by the decrease of $3p$ electron binding energy as the cobalt oxidation number is reduced during the LMCT processes. In the same manner, the $\text{O}^{2-}(2p) \rightarrow \text{Co}^{2+}(t_2)$ LMCT state is shifted toward lower energy compared to the $\text{O}^{2-}(2p) \rightarrow \text{Co}^{3+}(e_g)$ LMCT state. The $\text{Co}^{3+}(t_{2g}) \rightarrow \text{Co}^{2+}(t_2)$ MMCT state has a characteristic bleaching signal at 63 eV with two enhanced absorbance regions on either side (Fig. 4-11(b)), indicating that the $\text{Co}^{2+}(T_d)$ absorption is red-shifted as it is reduced to $\text{Co}^+$ and the $\text{Co}^{3+}(O_h)$ absorption becomes blue-shifted as it is oxidized to $\text{Co}^{4+}$ after the MMCT excitation. As for the $\text{Co}^{2+}(e) \rightarrow \text{Co}^{3+}(e_g)$ MMCT excited state, it can be viewed as one $\text{Co}^{2+}$ ion exchanges its lattice symmetry with one $\text{Co}^{3+}$ ion. Although stoichiometry between $\text{Co}^{2+}/\text{Co}^{3+}$ remains at 1:2, the different lattice symmetry and spin configuration of the same metal cation can change its XUV absorption. Thus this MMCT to form a $\text{Co}^{3+}$ state has enhanced absorption from 64 to 68 eV. Although the amplitudes of these calculated differential spectra are somewhat arbitrary, it is clear that both $d$-$d$ excited states possess only very subtle changes with respect to the ground state. As a result, the amplitudes of differential spectra of the two $d$-$d$ excited states are much lower (less than 20\%) compared to those of LMCT and MMCT states (Fig. 4-11(c)). This is because the cobalt ions in these $d$-$d$ excited states still retain the same oxidation number and spin multiplicity. An implication is that the XUV absorption spectroscopy technique might not be as sensitive to changes of $d$-electron configuration compared to changes of oxidation state and spin state.
Figure 4-11: Differential XUV absorption spectra between ground state and calculated (a) LMCT excited states, (b) MMCT excited states and (c) d-d excited states. Spectra in blue lines indicate Co$^{2+}$ in tetrahedral site receives an electron from oxygen or Co$^{3+}$. Spectra in green lines indicate Co$^{3+}$ in octahedral site receives an electron from oxygen or Co$^{2+}$. Experimentally obtained transient spectra of the initial excited state A (black dashed line) and the long-lived state B (red dotted line) have been normalized and overlaid with calculated spectra.

Normalized spectra of the two time-evolved excited states obtained by the global fit of the experimental results are overlapped with these calculated differential spectra, and it can be seen that the O$^2-(2p) \rightarrow$ Co$^{3+}(e_g)$ LMCT state best matches the experimental spectral shape. The enhanced absorbance at 62 eV and bleaching above 66 eV are both well reproduced, although a 500 meV to 1 eV offset might exist between the calculation and experimental data. An excellent match between the calculated spectrum to experimental data is not expected here for two reasons. First, these charge transfer multiplet codes have been widely used to investigate the influence of local lattice symmetry and bonding character to XUV or X-ray absorption of transition metal based material in the ground state. In this study, although oxidation states and electronic symmetries of cobalt ions at each excited state have been carefully assigned, the XUV absorption spectra are still calculated in the same manner as treating ground state spectra. Many phenomena that exist in optically excited states, such as hot electrons and lattice structure
rearrangement, are entirely neglected in the calculation. The interaction between the core-hole and the photogenerated hole in the valence band is also not included. It is possible that once charge transfer happens, the ligand field splitting energy for the reduced/oxidized cobalt ions might have some instantaneous changes that are not considered in the current level of calculation. The second reason that the calculation does not match experimental spectra perfectly is that the calculated spectra at each lattice symmetric site are broadened by the same increasing Lorentzian linewidth formula $\Gamma = L_{\text{min}} + dL^*(E-E_{\text{onset}})$, with only the onset energy $E_{\text{onset}}$ adjusted according to the oxidation states. The fit to the experimental data can be improved if these broadening parameters can be carefully tested and adjusted for each individual excited state. In addition, the reduced absorbance from 52 to 58 eV in the transient XUV absorption spectra cannot be reproduced by the calculation. This low energy bleaching signal might correspond to a change of the non-resonant absorption contribution from the ionization of cobalt 3$d$ valence electrons, but not the $3p^6 3d^{n^2} \rightarrow 3p^5 3d^{n+1}$ core-level transitions.

After calculating differential absorbance spectra of all six possible excited states and comparing them to experimentally obtained results, it seems safe to conclude that 400 nm photoexcitation generates a $O^2- \rightarrow \text{Co}^{3+}$ LMCT state in spinel $\text{Co}_3\text{O}_4$. This is in agreement with the previous assignments of the $\text{Co}_3\text{O}_4$ band structure obtained theoretically$^{99}$ and experimentally$^{100}$, namely that the 2.8 eV absorption peak in the $\text{Co}_3\text{O}_4$ UV-Vis spectrum corresponds to the $O^2-(2p) \rightarrow \text{Co}^{3+}(e_g)$ transition. By comparing these findings with the current understanding of the catalytic mechanism on spinel cobalt oxide, insightful explanations for the material’s catalytic activities can be provided. For example, the $\text{Co}_3\text{O}_4$ (110) plane is known to play a crucial role in catalytic oxidation of CO, as demonstrated both theoretically$^{119,120}$ and experimentally$^{89}$. Adsorption of CO onto the (110) plane occurs preferably at exposed surface $\text{Co}^{3+}$ cations, and the subsequent abstraction of a neighboring oxygen oxidizes CO to CO$_2$ while leaving an oxygen vacancy and a partially reduced cobalt ion in the octahedral site. As for the photocatalytic activity for the oxygen evolution half-cell reaction (OER), the $\text{Co}_4\text{O}_4$ cubane structures formed by oxygen anions and octahedrally coordinated $\text{Co}^{3+}$ in spinel oxides are suggested to be the active sites for the 4-electron redox process, due to the structural similarity between the $\text{Co}_4\text{O}_4$ cubane and the $\text{CaMn}_4\text{O}_x$ catalytic core in the natural photosystem II water-oxidizing complex (PSII-WOC). This work identifies that photogenerated holes in the valence band are located near oxygen atoms and might directly be involved in the OER, while electrons are near cobalt ions in octahedral lattice sites. In addition, the oxidative activity of $\text{Co}^{3+}$ cations to be reduced to $\text{Co}^{2+}$ could also assist the redox processes on the nearby oxygen ligands. This study firstly observed and assigned the photoexcited state of $\text{Co}_3\text{O}_4$ by pumping the semiconductor material with 400 nm light. Preliminary results acquired by using different wavelengths between 480 and 800 nm to excited $\text{Co}_3\text{O}_4$ will be shown in Chapter 5.

### 4.3.3 Femtosecond Charge Carrier Dynamics in $\text{Co}_3\text{O}_4$

The two excited states shown in Fig. 4-10 have similar spectral shape; one can thus assume both states possess the same $O^2-(2p) \rightarrow \text{Co}^{3+}(e_g)$ charge transfer electronic character. However the amplitude of enhanced absorption decreases by $\sim$60% from the initial excited state to the long-lived state; also a $\sim$300 meV energy red-shift can be observed in the long-lived state. Since the amplitude of observed transient XUV absorbance change is proportional to the product of photogenerated charge carrier density and the transition probability change induced by each excited charge carrier, the rapid 190 fs decay can be associated with a decrease of charge carrier...
density near the cobalt atoms assuming the transition probability does not vary greatly. Carrier recombination can occur via both radiative and non-radiative pathways, but the timescale for carrier recombination is expected to be slower, in the nanosecond to microsecond range. Based on the sample absorbance at 400 nm (~0.45) and the 2.33 µJ pump energy focused to a 150 µm spot size, a very high charge carrier density \(8 \times 10^{21} \text{cm}^{-3}\) is initially created in the \(\text{Co}_3\text{O}_4\) thin-film. This would be characterized as 0.15 charge carriers per cobalt atom. Coulomb forces among these charge carriers can lead to Auger relaxation by either an ionization or recombination mechanism in order to reduce the charge carrier density and repulsive interactions. A recent \textit{ab initio} study using pseudopotential wave functions predicts that Coulomb mediated Auger processes in spatially confined semiconductors would occur on the time scale of 100 – 500 fs.\textsuperscript{122} In colloidal CdSe quantum dots, \(1\text{P}_e \rightarrow 1\text{S}_e\) electron relaxation dynamics has been measured with visible transient absorption techniques, and the 100 – 300 fs relaxation is believed to occur through Auger relaxation.\textsuperscript{123,124} Although charge carriers in thin-film \(\text{Co}_3\text{O}_4\) are not as spatially confined, an efficient Auger decay channel is still accessible due to the high charge carrier density.

Another possibility for the observed sub-picosecond dynamics is intersystem crossing (ISC) that commonly takes place in transition metal complexes. Although ISC has not been well studied in solid-state metal oxides, this nonadiabatic process can occur with anomalously fast rates (tens to hundreds of femtoseconds) in transition metal complexes in solution following an initial metal-to-ligand-charge-transfer (MLCT) photoexcitation,\textsuperscript{102,125,126} and the resulting excited state would have a very long lifetime. For this work, it would suggest the initial \(\text{O}_2^\rightarrow \text{Co}^{3+}\) LMCT state undergoes sub-picosecond ISC to a local \(d-d\) excited state with a different spin multiplicity. However, since the spectral shape remains almost unchanged during the 190 fs decay, it is unlikely that the electronic structure around the cobalt ions has changed dramatically, as it should with ISC. It might be possible that ISC occurs faster than the instrumental response function (45 fs), and all the observed transient XUV absorbance spectra are of the \(d-d\) excited state character. If this is the case, then the electronic symmetry of \(d-d\) excited states accessible by ISC is no longer limited to the two options (\(^4\text{T}_2\) for \(\text{Co}^{2+}\) and \(^1\text{T}_1\) for \(\text{Co}^{3+}\), respectively) listed in Table 4-2. Rather, additional electronic symmetries, such as \(^2\text{E}\) and \(^2\text{T}_1\) (low-spin) for \(\text{Co}^{2+}\), or \(^3\text{T}_1\) (intermediate-spin) and \(^5\text{T}_2\) (high-spin) for \(\text{Co}^{3+}\), should also be considered. More sophisticated simulation of the XUV absorption of these states is required, but initial results (Fig. 4-12) do not show that any of these local \(d-d\) states gives a better fit than the \(\text{O}_2^\rightarrow \text{Co}^{3+}\) LMCT state in Fig. 4-11(a). Although the intermediate-spin and high-spin \(d-d\) excited states of \(\text{Co}^{3+}\) do possess similar enhanced absorption features from 60 to 68 eV (Fig. 4-12(b)), the bleaching signal above 66 eV is not reproduced as well as the simulated \(\text{O}_2^\rightarrow \text{Co}^{3+}\) LMCT state. Thus the Auger relaxation is still the most likely explanation for the 190 fs rapid decay observed by the XUV probe.
Figure 4-12: (a) The differential XUV absorption spectra between ground state Co$^{2+}$ (high-spin, $^4A_2$) and calculated $d$-$d$ excited states, including $^4T_2$ (blue), $^4T_1$ (cyan), $^2T_1$ (orange) and $^2E$ (purple). (b) The differential XUV absorption spectra between ground state Co$^{3+}$ (low-spin, $^1A_1$) and calculated $d$-$d$ excited states, including $^1T_1$ (green), $^1T_2$ (cyan), $^3E$ (gray), $^3T_2$ (purple), $^3T_1$ (orange) and $^5T_2$ (magenta). Experimentally obtained transient spectra of the initial excited state A (black dashed line) and long-lived state B (red dotted line) have been normalized and overlaid with calculated spectra.

Since the Auger mechanism relies on the interactions between excited charge carriers, one can thus expect the Auger decay rate would increase as more charge carriers are generated by photoexcitation. The pump fluence dependence of the initial decay dynamics is studied by varying the average pump beam energy from 0.86 to 2.70 µJ (4.87 to 15.3 mJ/cm$^2$ based on a 150 µm diameter focus size). The kinetic traces at 62.4 eV at various pump energies are shown in Fig. 4-13(a). The amplitude of the initial maximum and the plateau at a time after one picosecond both scale with the pump power used, thus the possibility of multiphoton excitation can be excluded. However if higher pump power is used to pump the thin-film Co$_3$O$_4$ sample, the global fit gives shorter amplitude decay time constants, ranging from 269 fs at 0.86 µJ to 165 fs at 2.70 µJ (Fig. 4-13(b)). The dependence of the decay rate on pump energy, or excitation density strictly speaking, suggests that the Auger relaxation mechanism is responsible for the observed initial transient signal decay.

Figure 4-13: (a) Kinetics traces at 62.40 eV (maximum amplitude of the enhanced absorbance) as 400 nm pump beam energy varies from 0.86 to 2.70 µJ. (b) Decay time constants by global fit based on a two-component sequential model.
To determine whether the 300 meV spectral shifting is associated with the 150 – 300 fs amplitude decay, all the transient spectra after pump-probe temporal overlap are normalized at the maximum positive amplitude. Processed dynamic traces in Fig. 4-14 confirm that the spectral center of weight does shift to lower energy, as the enhanced XUV absorbance gains are weighted on the lower energy side and lose weight on the higher energy side. This spectral shifting, however, occurs with a 535 ± 33 fs time constant when 2.33 µJ pump energy is used, which is slower than the 190 fs amplitude decay at the same pump energy. The same spectral red-shift can still be observed at all pump energies applied, although it is difficult to determine whether the time constant associated with spectral shift also changes, or not, with different pump fluences. Nevertheless, this implies that two different carrier relaxation mechanisms might be occurring within the first 2 picoseconds after 400 nm photoexcitation. While Auger relaxation is most likely responsible for the overall short-lived charge carrier density decay, the most likely explanation for the slower observed spectral changes is relaxation of hot carriers via carrier-phonon interactions.

![Figure 4-14](image.png)

Figure 4-14: Top: Transient absorbance traces at 61.2, 62.0 and 64.0 eV at 2.33 µJ 400 nm pump energy. Bottom: Processed traces after normalizing the maximum amplitude of every transient spectrum after the pump-probe temporal overlap. Solid lines are fitted by a two-component sequential model global fit with a 535 fs time constant.

The pump photon energy (400 nm, 3.05 eV) is higher than the direct band gap (1.6 eV), thus photogenerated charge carriers would be formed with a significant amount of excess kinetic energy. Instantly after excitation the system is still in a non-thermalized state: the kinetic energy distribution of carriers does not fulfill a Boltzmann distribution, and the carriers are much hotter than the lattice. Relaxation of these “hot” carriers can occur through carrier-carrier scattering or carrier-phonon interactions.\(^1\)\(^2\)\(^7\) Carrier relaxation on the sub-ps timescale has been reported for CdS, another II-VI semiconductor, corresponding to Fröhlich coupling between charge carrier and longitudinal optical (LO) phonons.\(^1\)\(^2\)\(^8\) The 535 fs spectral shift dynamics can thus be associated with the exchange of energy between the charge carriers and the lattice as the carriers undergo relaxation to the band edge. Four fundamental LO phonon frequencies have been
identified for spinel Co$_3$O$_4$ at 219, 394, 619 and 683 cm$^{-1}$ (6.57, 11.8, 18.6 and 20.5 ps$^{-1}$, respectively), indicating that, during the first 500 fs, charge carriers can effectively dissipate excess energy to the lattice by fast excitation of phonons. The charge carriers being discussed here are not limited to the electrons, but can also be holes in the valence band. The O$^2$(2p) $\rightarrow$ Co$^{3+}$($e_g$) charge transfer excitation creates electrons near octahedrally coordinated cobalt cations and holes on oxygens. Although the XUV probe is sensitive only to the electronic distribution around cobalt cations, hole relaxation to the top of the valence band can also be the cause of the spectral red-shift. In addition, formation of a bound electron-hole pair after hot carrier relaxation can stabilize the system and modify the XUV absorption cross section. Another possibility is that the 535 fs spectral shift of the excited state corresponds to the trapping of charge carriers on surface defect states, and the lower lattice symmetry of these surface states could affect the XUV transition energies. Nevertheless, the latter case can be ruled out because trapping at surface states requires carrier diffusion and this can happen on a timescale no faster than picoseconds.

### 4.4 Conclusions

In summary, this study utilized femtosecond XUV pulses to study the photoexcited charge transfer process in mixed-valence spinel Co$_3$O$_4$, by monitoring absorbance changes at Co M-edge following the optical excitation. Combining transient XUV spectroscopy and charge transfer multiplet calculations, the photoexcited state of thin-film Co$_3$O$_4$ samples pumped by 400 nm light has been observed and assigned to the O$^2$(2p) $\rightarrow$ Co$^{3+}$($e_g$) LMCT state. The few-hundred femtosecond Auger relaxation immediately after photoexcitation decreases both the charge carrier density and transient signal amplitude, and the decay rate increases as more charge carriers are generated. A 300 meV spectral red-shift is caused by hot carrier relaxation to the band edge with a (535 fs)$^{-1}$ rate constant via carrier-phonon scatterings.
Chapter 5

Pump Wavelength Resolved Excited-State Dynamics in Spinel Cobalt Oxide (Co$_3$O$_4$)

In this chapter the charge carrier dynamics in thin-films of Co$_3$O$_4$ are investigated with multiple pump wavelengths in the 400 – 800 nm visible light region. As an extension of Chapter 4, differences in the spectral shape and carrier relaxation times are considered. It has been found that when longer pump wavelengths are used, the transient XUV spectral profile at the Co M-edge has more weight on the higher energy side, although the same O$^2_(2p) \rightarrow$ Co$^{3+}(e_g)$ LMCT excited state is still obtained. Broadening of the transient absorption spectra in the first 50 fs is universally observed and attributed to the carrier thermalization process after photoexcitation. Moreover, an intermediate excited state with 0.85 – 2.07 ps lifetime is extracted by a global fit analysis of the transient absorbance data acquired by using longer pump wavelengths.

5.1 Experimental Methods

The sample preparation method used in this study is identical to what has been described in Sec. 4.2 and so are the data acquisition procedures used for transient absorption experiments. Besides 400 nm, the Co$_3$O$_4$ thin-film samples are optically excited by four other wavelengths: 480, 520, 595, and 800 nm. The 800 nm pump beam is directly from the Ti:Sapphire amplifier, while the other three wavelengths are delivered by the TOPAS: in the TOPAS a signal beam at 1180 nm wavelength is produced first, which then undergoes frequency up-conversion to 595 and 480 nm via second-harmonic generation and sum-frequency generation with 800 nm, respectively; the 520 nm wavelength is produced by sum-frequency generation between 800 nm and a 1488 nm signal beam. Fig. 5-1 illustrates how each pump wavelength overlaps with the UV/visible absorption spectrum of Co$_3$O$_4$: Both the 480 and 520 nm spectrum (12 and 13 nm FWHM, respectively) lie on the low-energy side of the 2.81 eV absorption peak, which is also the electronic transition directly excited by the 400 nm wavelength (11 nm FWHM). The 800 nm pump wavelength (27 nm FWHM) excites the absorption feature near 1.64 eV, while the 595 nm wavelength (28 nm FWHM) locates between two absorption peaks. To create a similar charge carrier density in the sample, a neutral density filter wheel adjusts the pump pulse energy in the 2.0 – 5.8 µJ range based on the extinction coefficient difference at each wavelength.
5.2 Results and Discussion

The experimentally obtained transient absorbance changes near the Co M-edge are shown in Fig. 5-2. It should be noted that the excited-state spectra are only collected up to 2.8 ps time delay at 480 and 520 nm pump wavelengths, while up to 6 ps delays are measured at the other three wavelengths. Regardless what photon energy is exciting the Co$_3$O$_4$ sample, a strong enhanced absorption feature in the Co XUV spectrum from 59 to 66 eV always rises within the 40 fs instrumental response function. With careful comparison, nevertheless, a few subtle differences are found among these spectra, as will be discussed in the following sections.
Figure 5-2: Experimental contour plots of transient absorbance signals with respect to the pump-probe time delay (x-axis) and the XUV photon energy (y-axis). Each plot corresponds to a different pump wavelength: (a) 400 nm, (b) 480 nm, (c) 520 nm, (d) 595 nm, and (e) 800 nm.
5.2.1 Initial Excited-State Spectra

The transient absorbance spectra acquired immediately after photo-excitation at various wavelengths are shown in Fig. 5-3. Due to the similarity of all the spectra, and based on the assignment previously made in Chapter 4, the experimental observations suggest that the same $\text{O}^2(2p) \rightarrow \text{Co}^{3+}(e_g)$ charge-transfer transition is excited in Co$_3$O$_4$ at every wavelength. This finding is somewhat surprising because the UV/visible spectrum in Fig. 5-1 consists of at least two different absorption peaks, which have been assigned to distinct electronic transitions by previous studies.\textsuperscript{99,100} When compared closely, it can be seen that the amplitude ratio between both sides of the main signal exhibits a systematic change with respect to the pump wavelength: With 400 nm excitation, the shoulder-like structures at 60 and 65 eV are of the same intensity, however the enhanced absorption feature at 65 eV becomes more pronounced when longer pump wavelengths are used.

![Figure 5-3: Transient absorbance spectra of the initial excited states created by optical excitation at various wavelengths.](image)

Of the six possible optical excitation pathways listed in Table 4-2, the $\text{O}^2(2p) \rightarrow \text{Co}^{2+}(t_2)$ LMCT state is predicted to increase absorbance between 57 and 61 eV by the charge transfer multiplet calculation, while the $\text{Co}^{2+}(e) \rightarrow \text{Co}^{3+}(e_g)$ MMCT excited state gives an enhanced absorption feature at 65 eV (Fig. 4-11(a) and (b)). Therefore two explanations are possible for
the observed spectral difference in these initial excited states: In the first scenario, the \( \text{Co}_3\text{O}_4 \) band edge absorption at 1.64 eV could also be mainly of \( \text{O}^2-(2p) \rightarrow \text{Co}^{3+}(e_g) \) LMCT character. The higher energy levels in the conduction band, however, can possess more contribution from the \( \text{Co}^{2+} t_2 \) minority spin orbitals, as has been suggested by density functional theory (DFT) calculation using the GGA + U approximation. By utilizing pump pulses with shorter wavelengths, electrons are also excited from the oxygen \( 2p \) level into the empty \( \text{Co}^{2+} 3d \) orbitals via the higher conduction band. When probing the Co \( 3p \rightarrow 3d \) core level transition, a higher amplitude at the 60 eV absorption feature is expected in the measured differential XUV absorption spectrum, because the excited electrons are shared between the \( \text{Co}^{3+} \) and \( \text{Co}^{2+} \) cations.

In the alternative explanation, it could also be that the 2.81 eV peak in the UV/visible absorption spectrum corresponds to the \( \text{O}^2-(2p) \rightarrow \text{Co}^{3+}(e_g) \) LMCT excitation, and the top of the valence band has more contribution from the \( \text{Co}^{2+} \) orbital via hybridization between \( \text{Co}^{2+} \) and O. Therefore when the pump wavelength is varied from 400 nm to longer wavelength, the electronic transition starts to mix in some \( \text{Co}^{2+}(e) \rightarrow \text{Co}^{3+}(e_g) \) MMCT character, which can explain the higher enhanced absorption amplitude at 65 eV. Considering both mechanisms, the almost identical transient XUV absorption spectra at every pump wavelength indicates the existence of significant orbital hybridizations in both the valence and conduction bands, such that the optical excitation exhibits a slowly and smoothly varying interchange between the six possible excitation pathways, rather than an abrupt transition when different absorption peaks are excited.

5.2.2 Effect of Carrier Thermalization

Regardless of the wavelength used to excite the \( \text{Co}_3\text{O}_4 \) sample, a fast spectral broadening can be observed in the first 50 fs, as shown in Fig. 5-4. The initial response at the Co M-edge always exhibits several distinguishable peaks, however after 50 fs these peaks have broadened and merged into a single peak with shoulder-like structures. Since the duration of the pump pulses ranges from 40 to 60 fs in this study, the details of this dynamic cannot be completely resolved with the current temporal resolution. Nevertheless, this extremely fast linewidth modification of the core level absorption could be an indication of a carrier thermalization process: The energy distribution in an ensemble of electrons and holes does not follow Fermi-Dirac statistics immediately after photoexcitation, however a quasi-equilibrium state can be achieved by energy exchange between carriers through scattering events, which can be complete in less than 100 fs.
5.2.3 Difference in Excited-State Dynamics

A major difference found in this wavelength-resolved study is the decay behavior of the initially created excited state. As stated in Chapter 4, with 400 nm excitation the initial excited state undergoes a $190 \pm 10$ fs decay to $\sim 40\%$ of the maximum amplitude then stays unchanged over the next 2 ps. At 400 nm excitation, a complementary study has found the long-lived excited state decays back to the ground state with a $1.9 \pm 0.3$ ns time scale. At longer pump wavelengths, however, the decay of this long-lived state becomes faster, which is also apparent in Fig. 5-2. When the Co$_3$O$_4$ sample is pumped by 800 nm, it can be clearly seen that the decay is almost complete at 6 ps after the initial excitation. The difference of the decay behavior can be better visualized by comparing the energy lineouts at 62.4 eV, as shown in Fig. 5-5. The amplitude decay starts to level off after 500 fs at 400 nm pump wavelength, but continues decaying if 800 nm pump beam is used. At 595 nm pump wavelength, the lineout exhibits an increasing amplitude from 0.5 to 2 ps then starts to decay again.
A global fit analysis is used to model and reproduce the transient absorbance contour plots in Fig. 5-2, and the retrieved time constants (assuming a sequential kinetic model) are summarized in Table 5-1. Essentially at every pump wavelength the initial excited state undergoes an amplitude decay that is faster than 200 fs, and a long-lived state can be found with a lifetime longer than 10 ps. At pump wavelengths longer than 520 nm, however, it becomes necessary to add an intermediate state into the kinetic model in order to obtain a good fitting result. It is also this intermediate excited state, which has a lifetime ranging from 0.85 to 2.07 ps, that accounts for the faster observed decay when longer pump wavelengths are used.

<table>
<thead>
<tr>
<th>Pump Wavelength (nm)</th>
<th>Number of Components</th>
<th>$\tau_1$</th>
<th>$\tau_2$</th>
<th>$\tau_3^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>2</td>
<td>$128 \pm 20$ fs</td>
<td>--</td>
<td>$&gt; 19$ ps</td>
</tr>
<tr>
<td>480</td>
<td>2</td>
<td>$362 \pm 90$ fs</td>
<td>--</td>
<td>$&gt; 50$ ps</td>
</tr>
<tr>
<td>520$^b$</td>
<td>3</td>
<td>$130 \pm 31$ fs</td>
<td>$1.77 \pm 1.23$ ps</td>
<td>$&gt; 4$ ps</td>
</tr>
<tr>
<td>595</td>
<td>3</td>
<td>$147 \pm 29$ fs</td>
<td>$0.85 \pm 0.12$ ps</td>
<td>$8.15 \pm 0.47$ ps</td>
</tr>
<tr>
<td>800</td>
<td>3</td>
<td>$139 \pm 23$ fs</td>
<td>$2.07 \pm 0.25$ ps</td>
<td>$&gt; 24$ ps</td>
</tr>
</tbody>
</table>

Table 5-1: Result of the global fit analysis for the transient absorption traces acquired with 400, 595, and 800 nm pump wavelengths. $^a$ Since the longest pump-probe time delay is usually much shorter than the fitting results, the values are only set as the lower limit of the lifetime. $^b$ Only up to 2.8 ps pump-probe time delay have been measured.

Fig. 5-6 shows the spectral evolution for a sequential three-component kinetic model for 520, 595, and 800 nm pump wavelengths. The intensity ratio between the initial and intermediate excited states stays close to 0.4, similar to the value obtained at 400 nm pump wavelength using a two-component sequential model. At 520 and 595 nm pump wavelengths, nevertheless, a third spectral component retrieved by the global fit has higher intensity than the intermediate excited
state (Fig. 5-6(a) and (b)). These fitting results correlate well with the energy lineouts shown in Fig. 5-5, apart from the fact that when the 595 nm pump wavelength is used, an increasing spectral intensity at 62.4 eV is observed after 500 fs.

Figure 5-6: Retrieved spectra evolution assuming a sequential three-component model global fit at (a) 520 nm, (b) 595 nm, and (c) 800 nm pump wavelengths. The black lines are the initial excited states created by the pump pulses. The red lines are the intermediate state, and the blue lines are the spectra of the long-lived components. Insets: population evolution curves for the three spectral components.

5.3 Conclusions

It has been demonstrated that when thin-film Co$_3$O$_4$ is photo-excited by visible wavelengths between 400 and 800 nm, a similar enhanced absorbance feature from 59 to 66 eV is obtained by transient XUV absorption spectroscopy. The results indicate that the excited states have the same O$^2$($2p$) $\rightarrow$ Co$^{3+}$($e_g$) LMCT character. This deviates from the previous hypothesis that the 1.64 and 2.81 eV peaks in the UV/visible absorption spectrum of Co$_3$O$_4$ correspond to two distinct electronic transitions. The enhanced absorption feature at 65 eV does gain intensity when longer pump wavelengths are used, suggesting possible hybridization in both the valence and conduction bands. It is either that the top of the valence band consists of more Co$^{2+}$ $e$ orbital character, or higher unoccupied levels in the conduction band are more distributed between Co$^{3+}$ to Co$^{2+}$ cations. The transient XUV absorbance spectra exhibit very fast broadening that is completed in 50 fs, which could be an indicator of carrier thermalization dynamics. Lastly, an intermediate excited state can be found by global fitting if the pump wavelength is longer than 520 nm.
Chapter 6

Observing Photo-Induced Electron Transfer Dynamics in a Type II Si/TiO₂ Heterojunction

The electron transfer process in a type II Si/TiO₂ heterojunction is studied by means of transient XUV absorbance spectroscopy. The TiO₂ film is prepared with a large number of oxygen vacancies by not fully oxidizing the deposited Ti film. This works as a n-type semiconductor and forms a p-n junction with the p-type Si(100) substrate. Optical excitation using 520 nm wavelength initially creates excited carriers in the Si, and electron transfer across the p-n junction to the TiO₂ conduction band is monitored at the Ti 3p → 3d absorption edge at 32 – 50 eV. In preliminary results, an XUV absorption depletion near the conduction band edge indicates a possible electron transfer from Si to TiO₂, which occurs in a 254 ± 95 fs time scale. In addition, an enhanced absorption feature at ~ 1 – 2 eV below the conduction band edge appears instantaneously with the visible light excitation, which is attributed to a photodepletion of the oxygen defect states in TiO₂. Photoelectron emission spectra are also measured on similar Ti films that are evaporated at various background oxygen pressures, and a mid-gap state ~ 1 eV below the Fermi level is found on non-fully oxidized Ti films. This study utilizes the advantageous element specificity of the core level transition, and applies the method of transient XUV absorbance spectroscopy to a semiconductor heterostructure.

6.1 Introduction

In semiconductor materials, the energetically forbidden region between the highest occupied band (“valence band”) and the lowest empty band (“conduction band”) can be overcome by the energy of a visible photon, and thus band-to-band excitations can be achieved via optical absorption. It is this ability to interact with light that makes semiconductors of tremendous interest in both fundamental research and device applications. The earth-abundant first-row transition metal oxides (TMOs) have become promising candidates for solar energy conversion, such as for photoelectrodes and photocatalysts.¹³,⁸⁰,¹³¹–¹³³ Titanium dioxide (TiO₂) not only exhibits excellent electric conductivity and photoactivity, it also possesses excellent chemical and mechanical stabilities. Various photocatalytic applications of TiO₂ including water splitting and degradation of hazardous organic pollutants¹³⁴–¹³⁶ have been extensively investigated over the past few decades. However, the large intrinsic band gap of TiO₂ (3.2 and 3.0 eV for the anatase and rutile phases, respectively) only matches UV wavelengths, which accounts for less than 5% of the solar spectrum, for effectively generating photoexcited charge carriers. Advances in the synthesis of complex TiO₂-based nanomaterials allow the optical band
gap and photoactivity to be tailored, by either adding dopants, forming ternary oxides, or controlling the oxidation state and crystal phase. In addition, photoelectrochemical performance can be enhanced by coupling TiO₂ to another semiconductor with a narrower band gap, assuming the charge carriers generated in the narrow band gap material by visible light absorption can effectively migrate to TiO₂. This assisted charge carrier harvesting in TiO₂ has been demonstrated by incorporating p-type silicon, spinel cobalt oxide (Co₃O₄), and CdSe quantum dots. In this chapter, the electron transfer dynamics in a type II heterojunction system formed by p-Si and n-TiO₂ is directly probed by transient XUV absorption spectroscopy, which is capable of providing element-specific information on the charge carrier distribution. The p-Si part is selectively excited with 520 nm light, and the rate of electron transfer from silicon to the TiO₂ conduction band is measured by probing the depletion of the Ti 3p-to-3d core level absorption.

6.1.1 Semiconductor Doping

Two most common and well-studied crystal phases of TiO₂ are rutile (space group: P4₂/mmm) and anatase (space group: I₄₁/amd), respectively. In both phases the Ti⁴⁺ cations are 6-fold coordinated and located in lattice sites with the D₄h symmetry. One major difference between the two phases is the distortion inside the [TiO₆] octahedron: the average distance between Ti⁴⁺ cations is slightly larger in rutile, which therefore makes rutile the more thermodynamically stable phase. The anatase phase is dynamically stable, i.e. it does not transform to rutile unless heated above 700 °C, and it is often obtained when the synthesized TiO₂ material is of nanoscale size in at least one dimension. Given the d⁰-configuration of the Ti⁴⁺ cations, the calculated band structure of TiO₂ predicts it to be a charge-transfer semiconductor, i.e. the valence band mainly consists of the O 2p levels, while the conduction band minimum is dominated by the Ti 3d states.

Carrier concentration in a semiconductor can be increased and controlled by addition of donor or acceptor dopants in the case of n-type and p-type semiconductors, respectively. As illustrated in Fig. 6-1, the extra charge carriers are introduced by the dopant energy levels in the originally forbidden band gap; the presence of acceptor or donor levels allows more carriers to be easily excited via thermal energy fluctuations. The electrical resistivity ρ of a doped semiconductor is given as

\[ \rho = \frac{1}{\sigma} = \frac{1}{en\mu} \]  

(6.1)

where σ is the conductivity, e is the charge of an electron, n is the majority carrier concentration, and μ is the carrier mobility that is proportional to the average carrier scattering time \( \bar{\tau} \):

\[ \mu = \frac{e}{m^* \bar{\tau}} \]  

(6.2)

where \( m^* \) is the effective mass of charge carrier (electron or hole). Adding a dopant not only increases the carrier concentration, but meanwhile also raises the scattering probability of the carriers with the dopant sites; therefore the resistivity is determined by both the dopant element and the doping concentration. For example, the Si(100) substrates used in this study are p-type doped by boron atoms and have 10 – 20 Ohm-cm resistivity, which is equivalent to \( 7.0 \times 10^{14} – 1.3 \times 10^{15} \) cm⁻³ doping concentration.

116
Figure 6-1: Dopant in a semiconductor alters charge carrier concentration by introducing new energy levels in the band gap. (left) Empty acceptor levels close to the valence band maximum increase hole concentration in a \( p \)-type semiconductor. (right) In a \( n \)-type semiconductor, donor levels right below the conduction band minimum contribute extra electrons that can be thermally excited to the conduction band.

Even without any doping, \( \text{TiO}_2 \) is usually categorized as a \( n \)-type semiconductor because of the intrinsic defects existing in the lattice. This “self-doping” effect of \( \text{TiO}_2 \) results from two types of stoichiometric imbalance: oxygen vacancies \( V_O \) and titanium interstitials \( Ti_{int} \). As shown in Fig. 6-2, the three Ti ions that were supposed to form bonding with the oxygen in the vacant site are undercoordinated and partially reduced. Computational studies\(^{148-150} \) have suggested that the two extra electrons associated with \( V_O \) are partially localized on one or more vacancy-neighboring Ti sites and may delocalize further to the nearest 6-fold coordinated Ti cations. The electrical resistivity of \( \text{TiO}_2 \) sensitively decreases in response to increasing numbers of oxygen vacancies, which makes \( \text{TiO}_2 \) an useful candidate as an oxygen sensor.\(^{151} \)

Figure 6-2: In an anatase \( \text{TiO}_2 \) crystal, each \( \text{Ti}^{4+} \) ion (blue) is 6-fold coordinated while each \( \text{O}^{2-} \) ion (red) is 3-fold coordinated. An oxygen vacancy (pink) would make the three surrounding Ti ions (dark blue) partially reduced. In addition, extra \( \text{Ti}^{3+} \) ions can diffuse into interstitial sites.
It has also been discovered that when TiO$_2$ is annealed at a high temperature, Ti$^{4+}$ ions on the surface layer are reduced and may diffuse into the bulk,$^{152}$ occupying the interstitial sites of the lattice; the oxidation state of these $T_i$$_{int}$ species varies from 0 to +4, so that they may act as shallow electron donors. The presence of reduced Ti$^{3+}$ ions in bulk TiO$_2$, due to either $V$$_O$ or $T_i$$_{int}$, has been confirmed by electron paramagnetic resonance (EPR) experiments$^{153}$ and the binding energy shift on the Ti 3p core level.$^{154}$ In terms of the UV/Vis absorption spectrum, TiO$_2$ that is prepared with intrinsic defects exhibits non-zero absorption below the 3.0 – 3.2 eV band gap.$^{155}$ Theoretical studies have found new mid-gap states that are associated with the $V$$_O$ and $T_i$$_{int}$ defects with energy distributions ranging from 0.3 – 1.5 eV below the conduction band minimum.$^{148,149}$ The new absorption can either be a localized Ti $d$-$d$ excitation or an optical transition from a localized defect state to the delocalized conduction band.

The TiO$_2$ thin-films that are investigated in this work are prepared by titanium metal evaporation under a background oxygen pressure, where oxygen vacancies can be created by purposely reducing the O$_2$ pressure. Valence electron photoemission spectroscopy are used to characterize the defect states in TiO$_2$, and a mid-gap state about 1.0 eV below the Fermi energy is observed if the TiO$_2$ is not fully oxidized.

6.1.2 Heterojunction

A semiconductor heterojunction is formed at the interface of two crystalline semiconductors that have unequal band gaps. Depending on the alignment of the valence bands and conduction bands of two semiconductors, a heterojunction can be categorized into three classes (Fig. 6-3): (1) Type I heterojunction is defined for as a straddling gap, for which the wider band gap material has its conduction band higher and its valence band lower than that of the narrower band gap material; (2) Type II heterojunction has staggered band gaps, i.e. both the conduction and valence bands of one material are higher in energy compared to their analogues in the other material; (3) If the valence band maximum of one material is energetically higher than the conduction band minimum of the other material, it is defined as a type III heterojunction.

![Energy band alignments for each type of semiconductor heterojunction.](image)

Figure 6-3: Energy band alignments for each type of semiconductor heterojunction.

When a $p$-type semiconductor is brought in direct contact with a $n$-type semiconductor, as in this study where the $p$-Si is covered by a layer of $n$-TiO$_2$, charge carriers near the $p$-$n$ junction would move around to establish a new thermodynamic equilibrium. As denoted in Fig. 6-4(a), the energy bands of two materials are aligned with respect to the same vacuum level, i.e. the
energy of the conduction band minimum $E_c$ is determined by the electron affinity $\chi$; therefore the conduction band offset $\Delta E_c$ can be written as:

$$\Delta E_c = E_{c2} - E_{c1} = \chi_1 - \chi_2$$  \hspace{1cm} (6.3)

While the valence band offset is given by

$$\Delta E_v = (-\chi_2 - E_{g2}) - (-\chi_1 - E_{g1}) = \Delta E_c - \Delta E_g$$  \hspace{1cm} (6.4)

And the built-in voltage $V_{bi}$ is defined by the difference of the Fermi levels of the $p$-type and the $n$-type semiconductors.

$$eV_{bi} = E_{F,2} - E_{F,1} = \Delta E_c + k_BT \ln \frac{n_{e,2}N_{c,1}}{n_{e,1}N_{c,2}}$$  \hspace{1cm} (6.5)

where $n_e$ is the electron concentration, and $N_c$ is the effective density of states in the conduction band.

---

**Figure 6-4**: Band diagram of the $p$-Si/$n$-TiO$_2$ heterojunction. (a) Each semiconductor has a characteristic Fermi energy $E_F$ and a band gap $E_g$ separating the conduction band minimum $E_c$ and the valence band maximum $E_v$. (b) Energy bands of two semiconductors are aligned with respect to the same vacuum level, which has energy $\chi$ above $E_c$. Note that the charge carriers are not at a thermal equilibrium yet. (c) Charge carrier diffusion causes the band bending and the depletion region near the $p$-$n$ junction. An electric field is also induced by the charged regions near the interface.

The band alignment of $p$-Si/$n$-TiO2 forms a type II heterojunction, however the Fermi energy still exhibits discontinuity at the interface, indicating the thermodynamic equilibrium of charge carriers has yet to be achieved. Electrons would diffuse from the $n$-side, where the electron concentration is high, into the $p$-side of the junction; similarly, holes would diffuse from the $p$-side into the $n$-side. As both types of charge carriers diffuse in opposite directions, net negative and positive charge densities are built up in the $p$-side and $n$-side, respectively, and the
resulting electric field slows the carrier diffusion. At thermal equilibrium, the carrier drift caused by the electric field in the charged regions exactly cancels out the carrier diffusion components, and the Fermi level is constant throughout the system. A depletion region is formed near the p-n junction, where the charge carrier density is much lower than that in the bulk semiconductors. The “bending” of valence and conduction bands in the depletion region can be obtained via solving Poisson’s equation:

\[
\frac{d^2 \phi(z)}{dz^2} = -\frac{e}{\varepsilon_s} \left[ n_h(z) - n_e(z) + N_D - N_A \right] \tag{6.6}
\]

where \( z \) is the direction perpendicular to the p-n junction, \( \varepsilon_s \) is the electric permittivity, \( N_D \) and \( N_A \) are the doping concentrations of donor and acceptor, respectively. It should be noted that in Eq. (6.6) the carrier concentrations \( n_h(z) \) and \( n_e(z) \) also have dependences on the potential \( \phi(z) \). Under the depletion approximation, which states that the electric field only exists in the depletion region \((-l_p \leq z \leq l_n)\) and the free carrier charge can be ignored in the depletion region, solving Eq. (6.6) gives the modified conduction band edge energies as:

\[
\phi(z) = \begin{cases} 
-\frac{eN_p}{2\varepsilon_s}(z - l_n)^2 + E_{c2} & \text{for } 0 \leq z \leq l_n \\
\frac{eN_A}{2\varepsilon_s}(z + l_p)^2 + E_{c1} & \text{for } -l_p \leq z \leq 0
\end{cases} \tag{6.7}
\]

In a similar manner, the parabolic-like bending in the valence band maximum can also be described by solving Eq. (6.6). The width of the depletion region in both semiconductors is given as:

\[
l_p = \sqrt{\frac{2\varepsilon_s N_D V_{bi}}{e^2 N_A (N_A + N_D)}} \tag{6.8}
\]

\[
l_n = \sqrt{\frac{2\varepsilon_s N_A V_{bi}}{e^2 N_D (N_A + N_D)}} \tag{6.9}
\]

The result therefore depends on the relative doping concentrations between donor and acceptor, and the depletion region might exhibit asymmetric depths from the p-n junction into both semiconductors.

### 6.2 Experimental Methods

#### 6.2.1 Sample Preparation and Characterization

For the transient XUV absorption studies, TiO\(_2\) thin-films are prepared on 200 nm thick, 3 x 3 \( \text{mm}^2 \) single crystal (100) silicon membranes that are supported on 500 \( \mu \text{m} \) thick, 7.5 x 7.5 \( \text{mm}^2 \) silicon frames (SQ7300D, Norcada). All the sample preparation procedures are carried out in an ultra-high vacuum chamber with a base pressure lower than \( 2 \times 10^{-10} \text{ Torr} \) (2.7 \( \times \) 10\(^{-8}\) Pascal). A tungsten filament first heats up each Si membrane above 360 °C for 5 minutes in
order to desorb water molecules from the surface, then an Ar sputter gun is used to remove the surface oxide layer that is formed via silicon oxidation under atmosphere (Fig. 6-5). During the sputtering process, the surface of the Si membrane is bombarded by about 2 µA of Ar$^+$ ions at a kinetic energy of 300 eV for one hour.

Figure 6-5: Schematic of the experimental setup used for sample preparation and characterization. The chamber on the left is responsible for cleaning of Si (100) substrate, evaporation of Ti and generation of TiO$_2$, and Auger electron spectroscopy (AES). Optical layout on the right denotes where the Ar high harmonic emission is generated, energetically dispersed, and then refocused into the sample chamber for valence photoemission spectroscopy (PES) studies. Courtesy of Dr. Mihai E. Vaida.

The cleanliness of the Si substrate is verified by Auger electron spectroscopy (AES): as shown in Fig. 6-6(a), the oxygen and carbon signals are negligible in the as-prepared clean Si(100) surface after Ar$^+$-sputtering treatment. Titanium metal is then evaporated onto the Si substrate with $\sim 1 \times 10^{-9}$ Torr oxygen pressure in the chamber. Considering the Auger electrons from Si are less likely to escape the surface when a thicker Ti/TiO$_2$ layer is deposited, the Ti/Si signal ratio in an Auger electron spectrum can be used for calibration of the evaporation rate. The same methodology has been previously applied to the TiO$_2$ film growth on Mo substrates. In Fig. 6-6(b), a change of increasing slope of the Ti/Si peak ratio indicates the presence of the second Ti monolayer on the Si(100) substrate, which means it takes about 170 seconds to deposit a monolayer (ML) of Ti atoms. Based on the 4-hour evaporation time used for preparing samples, the sample thickness is estimated to be about 85 ML (or $\sim 32$ nm), which agrees well with the measured optical absorbance at the Ti M-edge (Fig. 6-7). Lattice mismatch between Si ($a = 0.3903$ nm) and the anatase phase of TiO$_2$ ($a = 0.3780$ nm, $c = 0.9628$ nm) is about 3%, therefore the lattice strain near the $p$-$n$ junction is not expected to be too large.
Figure 6-6: (a) Auger electron spectrum of the as-prepared clean Si(100) surface (black line), and the spectra taken after deposition of metallic Ti metal (red line) or an oxidized TiO$_2$ thin-film (blue line). The carbon signal near 200 eV is negligible in all three spectra. (b) Ti/Si Auger electron signal ratio with respect to the Ti evaporation time.

Figure 6-7: Static XUV absorption spectrum of a $n$-TiO$_2$ film prepared on a $p$-Si(100) substrate. The grey dotted line shows the simulated absorption of a 35 nm thick TiO$_2$ based on CXRO database.

6.2.2 Valence Photoemission

In the same ultra-high vacuum chamber that the TiO$_2$ thin-films are prepared in, photoemission spectroscopy is used for probing the mid-gap levels associated with the oxygen vacancies. Each sample is prepared at a different oxygen partial pressure, and every sample contains 5ML Ti by the same evaporation parameters. The experimental apparatus is shown in Fig. 6-5: about 1.4 mJ, 30 fs pulses at 800 nm wavelength provided by a Ti:Sapphire amplifier (Dragon, KMLabs) are focused into a semi-infinite gas cell filled with 30 Torr (4.0 x 10$^3$ Pascal) Ar for high-order harmonic generation. An XUV monochromator that consists of a plane diffraction grating, a cylindrical mirror, and a toroidal mirror selects the 27$^{th}$-order Ar harmonic emission ($E_{ph} = 40.8$ eV) to ionize the valence electrons from the sample at a 45° incidence.
angle. The sample surface is positioned 5 mm away from the photoelectron spectrometer (PES) entrance with the surface normal parallel to the PES axis. Typically a 5-10 V bias is applied to the sample surface in order to prevent cutting off the low energy electrons due to the work function difference between the sample and the PES. The PES consists of a home built time-of-flight tube that is 1-meter long and double-walled with mu-metal, and a microchannel-plate amplifier for photoelectron detection.

6.2.3 Transient XUV Absorbance at the Ti M\textsubscript{2,3}-edge

The detailed design of the transient XUV absorption apparatus has been discussed extensively in Chapter 2, therefore only a simplified version of the apparatus is shown in Fig. 6-8: the 35 fs infrared pulses with ~ 1.8 mJ energy at 800 nm center wavelength are focused into the semi-infinite gas cell that is filled with 25 Torr (3.3 × 10\textsuperscript{3} Pascal) Ar as the HHG medium. A 400 nm symmetry-breaking field used in the HHG process generates both odd- and even-order harmonics, and the resulting Ar harmonic spectrum provides photon energy coverage of 30 – 50 eV. After removing the residual 800 nm beam with a 0.6 µm Al foil, the XUV beam is refocused onto the sample as the probe beam for time-resolved experiments. The transmitted XUV is then energetically dispersed in the XUV spectrometer and detected by an X-ray CCD camera.

Figure 6-8: Experimental configuration for the 520 nm-pump/XUV-probe measurement of the Si/TiO\textsubscript{2} heterojunction.

Another 800 nm infrared beam of 1.4 mJ pulse energy is used for pumping an optical parametric amplifier (TOPAS-Prime, Light Conversion) that produces a signal beam output at 1488.13 nm. Sum frequency generation between the signal beam and the residual 800 nm gives ~80 µJ of 520 nm light (9 nm/10.3 THz FWHM) with ~60 fs pulse duration (Fig. 6-9). The pulse energy of the 520 nm pump beam and its temporal delay with respect to the XUV probe beam are controlled by a variable neutral density filter and a piezo motor driven stage, respectively. The pump beam is focused by a 500 mm focal length spherical focusing lens to a 120 µm diameter (FWHM) spot size, which is slightly larger than the 100 µm size of the Ar high harmonic emissions.
Figure 6-9: (a) Energy spectrum of the 520 nm pump pulses. The spectral bandwidth is 9 nm / 10.3 THz. (b) Intensity autocorrelation trace of the pump pulses by a 50 µm thick BBO (type I, θ = 48°). The Gaussian fit gives 59.8 ± 0.7 fs pulse duration.

Static absorption spectra are taken by dividing one pair of transmitted XUV spectra, that is each going through a TiO₂/Si sample and a bare Si membrane substrate, respectively. A total 32 sets of such spectrum are averaged for obtaining the spectrum shown in Fig. 6-7, with the accompanying error bars computed at 95% confidence interval. By scaling the amplitude of the resonant Ti M₃,3-edge absorption at 46 eV with the XUV absorption cross-section provided by the CXRO, the thickness of the TiO₂ film is approximated to be 35 nm, which is very close to the estimated value (32 nm) according to the Ti evaporation time. Time-resolved experiments are done at 3.7 µJ pump pulse energy, and at each pump-probe delay the differential optical density spectra are obtained by dividing alternating transmitted XUV spectra with pump beam on/off for 100 milliseconds each. A total of 280 differential optical density spectra are averaged at each temporal delay.

6.3 Results and Discussion

6.3.1 Alignment of Energy Bands

Photoemission spectra of 5ML Ti films at different oxidation extents are shown in Fig. 6-10 as well as the photoemission spectrum of the bare Si(100) substrate. The Fermi level of the metallic Ti layers prepared on Si(100), which is experimentally observed as the photoemission onset, is defined as the zero binding energy. When oxygen is let into the preparation chamber during Ti evaporation, even at a partial pressure as low as 1 × 10⁻⁹ Torr, a prominent photoemission feature appears and extends from 4 to 9 eV binding energy. This peak is attributed to the O 2p energy level, which has a major contribution to the valence band of TiO₂. It should be noted that the TiO₂ valence band maximum, which is determined by the onset of its photoemission, lies between 3.5 to 3.7 eV. This means the band gap of the prepared TiO₂ layer is larger than the reported values (3.0 and 3.2 eV for rutile and anatase phases, respectively), assuming the Fermi level of the n-type TiO₂ is near the conduction band minimum. This discrepancy may be explained by two aspects: Since only 5 ML of Ti are evaporated onto the Si(100) substrate, it is possible that the lattice strain near the interface slightly modifies the
electronic structure and thus expands the band gap. Alternatively, the Fermi levels of the oxidized Ti films might be shifted to lower energy than that of the metallic Ti layers. Therefore when the Fermi level of the metallic Ti is defined as the zero binding energy, the valence band maximum of the TiO$_2$ that is measured by photoemission would appear at a higher binding energy.

Figure 6-10: Photoemission spectra of 5 ML Ti evaporated on Si(100) substrates at different oxygen partial pressures. The 27$^{th}$-order Ar harmonic emission ($E_{ph} = 40.8$ eV) is used to ionize the electrons in the valence levels.

Besides the ionization of the $O\ 2p$ levels, an additional feature is found in the photoemission spectra if the background O$_2$ pressure during the Ti evaporation is lower than $2 \times 10^{-6}$ Torr. This new energy level first appears at $\sim 1$ eV binding energy at $1 \times 10^{-9}$ Torr O$_2$ pressure, and shifts to higher binding energy while decreasing in amplitude as the O$_2$ pressure is increased, and eventually disappears if the TiO$_2$ film is fully oxidized. The dependence on the background O$_2$ pressure of this new energy level, together with the 1.0 – 1.5 eV energy below the Fermi level, suggests that it comes from the partially reduced Ti cations near the oxygen vacancies in the TiO$_2$ lattice.

The photoemission spectrum taken on a Si(100) substrate shows the valence band maximum is about 0.4 eV lower than the metallic Ti Fermi level. Based on the aforementioned results and the band gaps of each semiconductor, the energy band alignment of the $p$-Si/$n$-TiO$_2$ heterostructure is summarized in Fig. 6-11. In this type II $p$-$n$ heterojunction, the 520 nm pump wavelength would excite only the bulk Si but not the wider band gap TiO$_2$, and the electron transfer from Si to TiO$_2$ in the conduction bands is energetically favorable. An XUV beam is used to probe the core level absorption from the localized Ti $3p$ level to the delocalized empty levels of Ti $3d$ character in the conduction band. This core level absorption would not be affected by the excited carrier population on the Si part of the heterojunction due to the elemental specificity; however once electrons move into the TiO$_2$ conduction band a decrease in the Ti $3p \rightarrow 3d$ absorption cross section is expected, because the empty density of states in the conduction band would be reduced. Therefore the electron transfer rate from Si to TiO$_2$ following the 520 nm optical excitation can be measured by monitoring the depletion of the Ti M-edge absorption.
Figure 6-11: Schematic of the pump-probe experiment on the Si/TiO$_2$ system and the relevant band diagram. Energy band alignment between two semiconductor forms a type II heterojunction, and additional defect states caused by the oxygen vacancies are $\sim$1.0 eV below the TiO$_2$ conduction band.

6.3.2 Electron Transfer from $p$-Si to $n$-TiO$_2$

The differential XUV absorbance spectra in response to the 520 nm excitation of the $p$-Si/$n$-TiO$_2$ heterojunction are shown in Fig. 6-12, and several noticeable changes are observed: First, a feature with positive optical density change ($\Delta$OD > 0) between 34 and 36 eV appears immediately after the photo-excitation. This enhanced absorbance signal shows a fast decay in the first 300 fs, but remains prominent until 4 ps after the excitation. When compared with the static TiO$_2$ XUV absorption spectrum (Fig. 6-7), which has the Ti M-edge onset at 37 eV, the transition energy for the new absorption is about 1-2 eV lower. The combination of the fast response to the photo-excitation, and the lower transition energy, strongly suggests the XUV absorbance change in the 34–36 eV region results from the direct excitation of the TiO$_2$ oxygen vacancy defect states into the conduction band: Although the band gap of bulk TiO$_2$ (3.0–3.2 eV) is too large to be excited with a photon with 520 nm wavelength (2.38 eV), there still exist some mid-gap states introduced by reduced Ti cations and oxygen vacancies that have been verified by both computational studies and valence photoemission experiments. The energy difference between the localized defect states with the conduction band allows excitation via one-photon absorption, and by doing so it opens up a new core level absorption pathway from the Ti 3$p$ level to the now depleted defect states. The 75 ± 37 fs exponential decay of this feature (Fig. 6-13(a)) can be related to two possible relaxation channels: (1) Recombination of the excited electron in the TiO$_2$ conduction band back to the defect states, which can explain the observed amplitude decay. (2) A lattice relaxation following a positive charge that is created on/near the defect location; this could mean the formation of a polaron or a lattice deformation around the defect, in order to stabilize the extra Coulomb interaction with the positive charge.
Figure 6-12: (a) Contour plot of the XUV absorbance change $\Delta mOD$ between 31 – 49 eV energy region (x-axis) with respect to the pump-probe time delay (y-axis). (b) Transient absorbance spectra measured on the Si/TiO$_2$ heterostructure at different times after the 520 nm photo-excitation. In the top panel, the static XUV absorption spectrum of TiO$_2$ is overlaid for comparison.

At about 200 fs after the photo-excitation, a negative optical density change ($\Delta OD < 0$) starts to appear at 43.6 eV. The growing time constant of this feature ($54 \pm 38$ fs) is comparable to the decay rate of the Ti 3$p$-to-defect absorption at 34 – 36 eV, therefore it can be attributed to the relaxed excited state at the defect locations. However, the possibility that an electron transfer from Si to TiO$_2$ causes this absorbance decrease cannot be entirely ruled out. These extra electrons from the excited Si would occupy certain energy levels in the TiO$_2$ conduction band and therefore prohibit the absorption from the Ti 3$p$ core level into the 3$d$-like conduction band. In order to clarify the exact cause of the decreased absorbance at 43.6 eV, a future control experiment will be done on a same n-TiO$_2$ film deposited on a Si$_3$N$_4$ substrate, which has an even wider band gap (5 eV) than TiO$_2$. As the electron transfer pathway across the heterostructure is no longer accessible, the decreased absorbance feature at 43.6 eV should vanish if it were caused by the filling of electrons into the conduction band.

In addition to the aforementioned excited-state changes, a shallower and slower decreasing optical density feature is found between 38 and 40 eV. Immediately after the photo-excitation a weak but fast absorbance increase is initially observed, possibly correlated to the defect state responses at lower energy, however soon it turns into a negative absorbance change with a $254 \pm 95$ fs time constant (Fig. 6-13(b)). Since this depletion occurs in the energy range close to the Ti M-edge absorption onset of TiO$_2$, it possibly reflects that the bottom of the conduction band is filled by the electrons migrating from the p-type Si.
Figure 6.13: (a) Transient absorbance traces at 34.5 (black) and 43.6 eV (red). The fit curve for 34.5 eV is a 60 fs wide Gaussian instrument response function convoluted with a 75 ± 37 fs exponential decay. The fit curve for 43.6 eV is a 54 ± 38 fs exponential rise convoluted with a 79 ± 32 fs exponential decay. (b) Transient absorbance trace at 38.9 eV, fit by the instrument response function and an exponential raise with 254 ± 95 fs time constant.

It should be noted that if the TiO$_2$ film is deposited at a higher oxygen background pressure, i.e. the number of oxygen vacancy sites is reduced, the transient absorbance changes at 34 – 36 eV and at 43.6 eV are not observed even at higher pump pulse energies. This also justifies that these changes are highly correlated to the defect states. Nevertheless, the slow-growing depletion feature at 39 eV is also very weak in the fully oxidized TiO$_2$ film. It cannot be ruled out that the density of defect states in the TiO$_2$ film, which is equivalent to the doping concentration, has a strong effect on the band-alignment near the p-n junction. Further investigations will require careful control and characterization of the doping level of the n-type TiO$_2$, as well as the correlation between the doping concentration and the electron transfer rate.

### 6.4 Conclusions and Perspectives

In summary, the ultrafast charge carrier dynamics in the p-Si/n-TiO$_2$ heterostructure has been studied by means of transient XUV absorbance measurement. Extra care is taken during the sample preparation to have a clean and well-controlled interface between two semiconductors. Instantaneous XUV absorbance changes in response to the 520 nm light illumination are due to the direct excitation from the Ti ions around the defect sites to the delocalized conduction band. In addition, a ~250 fs depletion at the onset of the Ti M-edge absorption could relate the electron transfer across the p-n junction.

In order to further clarify the heterojunction band diagram in Fig. 6.11, several additional measurements need be carried out. First, when determining the energy of the valence band maximum, the Fermi level of the oxidized Ti films must be carefully assigned. The referencing to the Fermi level of the metallic Ti layers, as is done in this study, might not be the most rigorous method. It would be helpful to have a separate metal substrate available, so that the photoemission spectra can be calibrated. Once the valence band offset $\Delta E_v$ is determined, the exact band gaps of the two semiconductors are required to calculate the conduction band offset.
$\Delta E_c$. This can be achieved by measuring the optical absorption spectrum of the two semiconductors separately. The anatase and rutile phases of TiO$_2$ would have different band gaps; the phase of the prepared TiO$_2$ film can be verified via Raman spectroscopy. Moreover, it has been reported that the anatase-to-rutile phase transition in TiO$_2$ nanoparticles can occur upon visible light irradiation in a vacuum environment$^{158}$; therefore the same Raman spectroscopy can be used to check if the TiO$_2$ structure has been changed during the pump-probe experiment.

In terms of the acquisition of the transient XUV absorbance spectra, the XUV flux fluctuation causes a higher noise level when Ar harmonics are used instead of Ne harmonics. This is due to the fact that the spacing between adjacent harmonic orders becomes wider at the low energy side of the XUV spectrometer, where the experiments on Ti have to be performed. Therefore in the raw transmitted Ar harmonic spectra there would be more low-flux regions even in the presence of the even-order harmonics. In the current study, the number of pump-probe time delays that are measured is slightly reduced for the purpose of longer data averaging, therefore the kinetic traces in Fig. 6-13 are fitted by time constants accompanied with large errors. As has been demonstrated in Chapter 3, efforts should be made for producing a more optimal Ar harmonic spectrum as the probe beam, such that the data acquisition can be more efficient.
Chapter 7

Outlook and Conclusion

The main focus of this dissertation is to apply a transient XUV absorption technique to study charge carrier dynamics in condensed phase systems, especially transition metal oxides. When this project was initiated in late 2009, almost all the existing high-order harmonic spectroscopic studies were still limited to the interaction between a strong laser electric field and an atom or a small molecule (at that time even this was a rare case). There have been numerous challenges during attempt to make the leap into solid-state systems. After nearly six years, it is encouraging to witness how far this research field has advanced. Tremendous breakthroughs have been made not only in this work or in the Leone group, but also in other relevant research groups located worldwide, in terms of using femtosecond and attosecond XUV techniques for investigating solid-state electron dynamics.

Experimentally one of the biggest challenges is to find suitable samples; this can be addressed from two aspects: First, not every element exhibits measurable absorption edges in the XUV photon energy range. Some commonly studied II-VI or III-V group semiconductors, such as CdSe, ZnS, or GaAs, do not show sharp resonant absorption features in transmissive XAS even though their core level binding energies fulfill the requirement. Second, attenuating lengths of XUV radiation are much shorter than that of soft and hard X-rays, which means the samples have to be prepared with small optical path lengths (< 30 nm). Technically there are various deposition methods for preparing thin-films with such a thickness requirement, however the delicacy and surface properties of the Si$_3$N$_4$ substrate add some extra constraints to these methods. Moreover, 0D or 1D nanomaterials would need to form a close-packed dispersion on the substrate, which is another practical challenge. Combining these factors, it explains why thin-films of transition metal oxides were chosen as the prototype system to be investigated by the transient XUV absorption technique. Not only do these transition metal elements exhibit strong and sharp $3p \rightarrow 3d$ absorption structures, but homogeneous films can also be easily obtained via sputtering or atomic layer deposition methods. Now that some initial successes have been achieved on these oxide compounds, and a robust methodology has been established, it would be worth investing more effort to expand the group of accessible materials. This can be done by either extending the high harmonic spectrum to higher photon energies, so that more elements can be studied, or by optimizing the instrument performance, so that weaker absorption features can be resolved.

Regarding the interpretation of the measured XAS spectra of either static or excited states, a better modeling of the spectra is still desired. Considering the core level absorption events that move a core electron to the empty states in the conduction band, the core levels can be generally treated as localized with significant atomic character, however an ambiguity appears when describing the electronic structures of valence and conduction bands. The charge transfer multiplet theory, which is used to model the excited-state M-edge absorption spectra in Chapter
4, views each transition metal cation as a small cluster coordinated by anionic ligands. In other words, the X-ray absorption spectrum is largely determined by the local configuration of $3d$ electrons, with some sort of perturbation from the solid-state effects. Alternatively, from the viewpoint of a delocalized energy band theory, the electronic transition probability via photon absorption depends more on the distribution of empty densities of states. If one transient spectrum exhibits enhanced absorbance below the static absorption edge, it would be interpreted by the charge multiplet theory as the reduction of the metal cation, but the energy band theory would explain the transient spectrum via the created electron vacancies in the valence band. One may perceive that band theory is better suited for describing metals and covalent semiconductors, while the charge transfer multiplet theory would include the interaction between $d$ electrons in ionic transition metal oxide compounds. Nonetheless the actual electronic structure might lie in between these two extremes, and seeking theoretical collaboration for higher-level XAS calculations would be beneficial to the experimental part of the research.

Early accomplishments of this study are mostly on resolving the carrier dynamics in single-component semiconductor systems, such as the excitation pathways and carrier relaxation processes in Fe$_2$O$_3$ and Co$_3$O$_4$ thin-films. Recently the capability of transient XUV absorption spectroscopy is expanded to more complicated heterojunction systems, taking advantage of the elemental specificity of the core level transitions. It would be an interesting modification if a bias voltage can be applied and controlled across the semiconductor heterojunction during a pump-probe measurement, such that the experimental conditions resemble what used in actual photoelectrochemical cells. Among other potential investigation targets, electron and hole injection dynamics from molecular light absorbers attached on the sample surface to the bulk semiconductor are also of scientific interest. Not only do these processes have numerous practical applications, but more insight into core level absorption can also be gained through related studies. For example, since Ti atom in TiO$_2$ has a $d^0$ configuration, the band gap excitation should be purely of O-to-Ti charge transfer character. The local electronic configuration changes around Ti atoms can be probed by monitoring the $3p \rightarrow 3d$ absorption edge, but it is difficult to know how the presence of holes in the valence band affect the core level absorption of Ti. If the electrons are injected into the empty conduction band from light-absorbing molecules, e.g. the Ru(dcbpy)$_2$(NCS)$_2$ (RuN3) complex that is widely used in dye-sensitized solar cells (DSSCs), modifications to the XUV absorption spectra by the holes are therefore eliminated.

To sum up, a reliable femtosecond XUV light source has been constructed and utilized for probing the core level transitions of several transition metal oxides. Optical excitation pathways in these semiconductors have been assigned by means of the XUV absorption spectroscopy with the assistance of charge transfer multiplet theory. Various charge carrier relaxation dynamics, including carrier-carrier and carrier-phonon scattering, are observed in the time-resolved experimental results. Electron transfer processes across a semiconductor heterojunction are also observed by the elemental specificity of the developed technique. Combining these findings, transient XUV absorption spectroscopy is proven to be a promising tool for studying electron dynamics in condensed phase materials, and deeper insights into yet more complex systems will continue to be gained in the future.
Appendix A

Excited-State Dynamics of Iron Pyrite

Iron pyrite (FeS$_2$) is an earth abundant material that has become a promising candidate for solar cell applications. FeS$_2$ not only possesses a low band gap ($E_g \sim 0.95$ eV) and a strong extinction coefficient ($\alpha > 10^5$ cm$^{-1}$ for $\lambda < 700$ nm), the long diffusion length of minority carriers (> 100 nm) also makes it an ideal photovoltaic material. However, solar cells that are made of FeS$_2$ have an abnormally low open-circuit voltage ($V_{OC}$), which hampers the solar energy conversion efficiency. Better knowledge of the FeS$_2$ band structure and the charge carrier relaxation pathways would be beneficial to the development of pyrite-based devices. Iron pyrite crystallizes in a NaCl-like structure (space group $Pa\bar{3}$), in which the Fe$^{2+}$ cations form a fcc lattice and the centroid of the S$_2^{2-}$ dimer anions occupy the Cl$^-$ sites in the rocksalt structure. Each Fe atom is coordinated by six S atoms that form an octahedron, while each S atom is tetrahedrally coordinated by one S atom and three Fe atoms. The approximately $O_h$ crystal symmetry reduces the Fe $d$ degeneracy into 2 $e_g$ orbitals and 3 $t_{2g}$ orbitals at a low-spin ($t_{2g}$)$^6$($e_g$)$^0$ configuration. Computational studies have found that the top of the valence band is dominated by the filled Fe $t_{2g}$ orbitals, and the S $3p$ orbitals have a wide spread deeper in the valence band (Fig. A-1). The Fe $e_g$ orbitals, on the other hand, strongly hybridize with the $pp\sigma^*$ anti-bonding orbital of the S$_2^{2-}$ dimer at the bottom of the conduction band.

![Figure A-1: Simplified band structure of FeS$_2$. The Fe 3$d$ orbitals are split into $e_g$ and $t_{2g}$ levels by the local $O_h$ symmetry, and the S 3$p$ orbitals in the S$_2^{2-}$ dimer form bonding and anti-bonding orbitals. The conduction band of FeS$_2$ is strongly hybridized between the Fe $e_g$ and S 3$p$ orbitals, while the top of the valence band is contributed solely by the Fe $t_{2g}$ orbitals.](#)
In the present study, the FeS$_2$ samples are prepared by Matt Lucas in the Alivisatos group. First an ~ 10 nm metallic Fe layer is sputtered onto the 100 nm Si$_3$N$_4$ substrate and then transformed to FeS$_2$ via vapor sulfurization. The static XUV absorption spectrum is shown in Fig. A-2, in which the Fe 3$p \rightarrow 3d$ transition energy is slightly higher than that of the hematite ($\alpha$-Fe$_2$O$_3$). FeS$_2$ also exhibits a higher absorption cross section above 60 eV, indicating strong hybridization between the Fe $e_g$ and S $pp\sigma^*$ orbitals.

![Figure A-2: Static XUV absorption spectrum of FeS$_2$ and Fe$_2$O$_3$ at the Fe M-edge.](image)

Time-resolved experiments are carried out using 800 nm as the pump wavelength. About 1.2 $\mu$J of pump energy excites the valence band electrons across the band gap, and the induced XUV absorbance changes are shown in Fig. A-3: Immediately after photoexcitation an enhanced absorbance feature appeared between 52 and 60 eV, and a bleaching signal is observed above 64 eV. The amplitudes of both the enhanced absorbance and the bleaching signal undergo fast decays in the first 300 fs then stay unchanged up to 2.5 ps after the pump excitation.

![Figure A-3: (a) Contour plot of the excited-state XUV absorbance changes after the 800 nm excitation with respect to pump-probe time delays. (b) Lineouts at 55.6 and 66.8 eV show, respectively, an enhanced absorbance and a bleaching signal; both appear faster than the 40 fs instrument response function. A 118 ± 28 fs exponential decay leads to a long-lived state.](image)
A global fit analysis to the data shown in Fig. A-3(a) gives a sequential two-state model (\( A \xrightarrow{k} B \)) with a 118 ± 28 fs decay time constant (1/k). The characteristic transient spectra of both the initial excited state A and the long-lived state B have qualitatively similar spectral features, but with ~70% difference in signal amplitude (Fig. A-4).

Figure A-4: Retrieved spectral evolution by a two-component sequential model global fit. Black solid line is the transient absorption spectrum of the initially created excited state A, which then undergoes a 118 ± 28 fs decay into state B (red solid line). The thin red line in the state B spectrum normalized at the same maximum amplitude as state A. Inset: Population of state A and B at different pump-probe time delays.

It should be noted that the pump pulses easily damaged the FeS\(_2\) thin-films. Initially the time-resolved measurements were done at the 400 nm pump wavelength; even when the sample is raster scanned during the data acquisition and each location is only illuminated by the pump beam for 1.5 second, significant XUV transmission changes are noticed. Inspection of the sample afterward found the dark color of the as-prepared FeS\(_2\) turns almost transparent, and a clear sample damage pattern that matches the raster grid is observed with an optical microscope (Fig. A-5(a)). In addition, the static absorption spectrum of FeS\(_2\) exhibits an ~1.5 eV red shift after a pump-probe experiment (Fig. A-5(b)), manifesting the extent of sample damage and possibly the reduction of Fe cations. When the 800 nm wavelength is used instead as the pump beam, degradation of FeS\(_2\) occurs at a slower rate, i.e. each spot can be illuminated for 8 seconds before the bleaching of sample color is visible. Since the 400 nm wavelength (\( E_{ph} \sim 3.0\) eV) is much larger than the FeS\(_2\) band gap, electrons can be excited from deeper in the valence band to higher in the conduction band. Based on the band structure of FeS\(_2\), the electronic transition from the S\(_2\)\(^{2-}\) bonding orbital into an anti-bonding orbital may be excited by a high-energy photon. Therefore the observed sample degradation could be related to the breaking of S-S chemical bonds, although this hypothesis needs to be supported by more rigorous sample characterization procedures. Interpretation of the transient spectra in Fig. A-4 and the associated dynamics have not been completed when this dissertation is written.
Figure A-5: (a) The optical microscope image shows damaged spots on a FeS$_2$ thin-film after illumination by a 400 nm pump beam. Spacing between adjacent spots matches the 100 µm step size used for the raster scan. (b) Change of static FeS$_2$ XUV absorption spectrum after 400 nm illumination.
Appendix B

Pump-Probe Measurement on Fe$_2$O$_3$ Nanoparticles

The first attempt at studying semiconductor nanoparticles on the existing experimental apparatus was carried out in October 2012. Five monolayers of Fe$_2$O$_3$ nanoparticles of ~ 6 nm size is prepared on a $3 \times 3$ mm$^2$ 100 µm thick Si$_3$N$_4$ substrate by a Langmuir-Blodgett deposition. The static XUV absorption spectrum of this nanoparticle assembly is shown in Fig. B-1. The absorption features and the peak positions of the Fe$_2$O$_3$ nanoparticles are very close to what is measured for Fe$_2$O$_3$ thin-films. When the amplitudes of the Fe M-edge are normalized, however, it can be seen that the Fe$_2$O$_3$ nanoparticle sample has a higher non-resonant absorption contribution than the thin-film Fe$_2$O$_3$. This additional non-resonant absorbance can be attributed to the carbon atoms of the oleic acid ligands that are used for passivating the nanoparticle surfaces.

![Figure B-1: Static XUV absorption spectra at the Fe M-edge of thin-film Fe$_2$O$_3$ (grey line) and Fe$_2$O$_3$ nanoparticles (blue line), respectively.](image)

The pump-probe experiment used 400 nm as the optical excitation wavelength, and the 3.0 µJ pump pulse energy is identical to what is used when studying the excited-state dynamics in a Fe$_2$O$_3$ thin-film. As shown in Fig. B-2(a), transient XUV absorbance changes near the Fe M-edge are distinguishable from the noise level. The spectral features are qualitatively similar to what are observed on thin-film Fe$_2$O$_3$: an enhanced absorption feature at 54 – 56 eV appears together with a bleaching signal at 57.5 eV. This suggests that the optical excitation of Fe$_2$O$_3$ nanoparticles also follows the ligand-to-metal charge transfer (O$^{2-}$ 2p $\rightarrow$ Fe$^{3+}$ 3d) pathway.
Despite demonstrating that collecting transient absorbance data from a close-packed nanoparticle assembly is feasible, the observed signal-to-noise (S/N) level is lower than what is achieved in the thin-film Fe$_2$O$_3$. Fig. B-3 compares the excited-state absorbance changes on the two types of Fe$_2$O$_3$ sample at 100 fs following the optical excitation, and it can be seen that even at the same pump energy (3.0 µJ) used for optical excitation, the signal amplitude of the thin-film is about three times higher than that of nanoparticles. This can be attributed to the difference in the Fe atomic density, which is expected to be higher in the bulk-like thin-film samples. From this preliminary study, it has been learned that transient XUV spectroscopy can be applied to nanoscale materials; however the sample homogeneity needs to be carefully controlled and improvements to signal to noise are desirable. The organic ligands that are used for passivating the nanoparticles have a significant non-resonant absorption contribution. Therefore at the same XUV transmission level, the density of transition metal atoms would be lower in the nanoparticle sample, so also will be the measured amplitude of the transient absorbance changes.

Figure B-3: Transient XUV absorbance spectra obtained 100 fs after 3.0 µJ 400 nm photoexcitation. The spectrum measured from a thin-film sample (red) has three times signal amplitude when compared to the nanoparticle assembly.
Appendix C

Pump-Probe Measurement on Co$_3$O$_4$ Nanocubes

In this study, Co$_3$O$_4$ nanocubes of 5 nm average size are prepared by collaborators in Yang’s group. The nanocubes are drop-cast onto a 100 nm Si$_3$N$_4$ substrate, and the spatial homogeneity of the sample is inspected by means of XUV transmission mapping that has been described in Chapter 3. Fig. C-1(a) shows that the XUV transmission is generally higher on the edges of the substrate, which means the nanocube sample density is lower compared to the central region of the substrate. Static absorption spectra taken at five different locations are compared with a 17 nm Co$_3$O$_4$ thin-film in Fig. C-1(b). Although the Co $3p \rightarrow 3d$ absorption peak at 63 eV are present in every spectra, in the high transmission region (location f and g) both the resonant and non-resonant absorption levels are lower than that in the high sample density region (location c, d, and e). Raman spectroscopy is used to characterize the composition of the nanoparticles. The four distinct Raman shift peaks (478, 530, 616, and 680 cm$^{-1}$) match the reported values of spinel cobalt oxide (Co$_3$O$_4$)$_{111}$ and are slightly blueshifted compared to the thin-film sample (Fig. C-2). The sharper Raman shift peaks exhibited by the nanocube Co$_3$O$_4$ also indicate the crystallinity is higher than that of Co$_3$O$_4$ thin-film.

Figure C-1: (a) XUV transmission map of a 2 × 2 mm$^2$ Si$_3$N$_4$ substrate that is drop-cast with 5 nm Co$_3$O$_4$ nanocubes. The static absorption spectra at the Co M-edge taken at locations c-f are compared in (b).
Figure C-2: Raman spectra of thin-film and nanocube Co$_3$O$_4$, taken with 1.28 mW of 528 nm excitation in a 5 µm diameter spot.

Optical excitation of the Co$_3$O$_4$ nanocube monodispersion used the 400 nm wavelength and 3.8 µJ pulse energy, and transient features that are distinct from the XUV absorbance changes on thin-films are obtained (Fig. C-3(a)). As has been shown in Chapter 4, excited states of thin-film Co$_3$O$_4$ exhibit a strong enhanced absorption centered at 62.4 eV. On the nanocube sample, however, a fast growing positive absorbance increase appears at 58.5 eV right after the optical excitation. At the same time, a shallow depletion region can be seen in the energy region above 61 eV. Initially it was conceived that a different excited state is created in the nanoscale Co$_3$O$_4$, however after careful inspection the new transient XUV absorption signal was attributed to sample degradation. The transmission map of the sample was measured again after a pump-probe experiment. As shown in Fig. C-3(c), the inhomogeneous pattern of the sample remains similar after a pump-probe scan, however the overall XUV transmission level has increased for about 4 times. The static absorption spectra not only exhibits a much lower non-resonant absorption level (Fig. C-3(d)), but the Co M-edge absorption peak has shifted by ~ 2 eV to lower energy. Since these dramatic sample composition changes occur during the pump-probe measurement, the obtained transient XUV spectra should be interpreted as a sample degradation process rather than a distinct excited state. Especially since the static absorption shows an energy redshift after sample degradation, the transient spectra in Fig. C-3(a) can be explained as the XUV absorbance difference before and after the degradation.
Figure C-3: (a) Transient XUV absorption spectra of Co$_3$O$_4$ nanocubes with 400 nm optical excitation. (b) Transient absorbance traces at 58.4 and 64.6 eV. (c) Transmission map of the same sample as in Fig. C-1(a), but taken after the pump-probe experiment. (d) Static XUV absorption spectra at location c and d labeled in Fig. C-1(a), after the pump-probe experiment the non-resonant absorption level exhibit a significant drop with the Co M-edge redshifted by ~2 eV.

Based on observations of the lower non-resonant absorption level, and the redshifting of the Co absorption edge, a sample degradation mechanism is proposed as in Fig. C-4: The pump pulses would heat up the illuminated sample area, so that the organic ligands surrounding the nanocubes are oxidized. In a vacuum chamber, oxidation of these organic ligands would require the extraction of oxygen from the nanocube surfaces. As a result, the Co cations in the nanocubes are reduced to a lower oxidation state, reflected by the dramatic redshift of the M-edge absorption. The decrease of the non-resonant absorption contribution can be explained by the reduced densities of both C and O atoms in the nanocube sample.

Figure C-4: Schematic of the proposed Co$_3$O$_4$ degrading mechanism under light illumination. The pump pulses heat up the sample and facilitate the oxidation of the organic ligands surrounding the nanocubes. Since this process happens in a vacuum environment, Co atoms are reduced to lower oxidation states.
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