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2.4 Instrument Response functions (IRF) for SORCE class photons in Fermi PASS 8 release. Top, exposure time in megaseconds for the 3FGL catalog in Galactic coordinates. Bottom four panels counter-clockwise: Effective area, 68% PSF containment radius for different photon classes, 95% containment radius, and Energy resolution.

3.1 Gamma-ray injection spectra from dark matter particles of mass $m_{\chi}$ annihilating to a variety of Standard Model final states. The x-axis is expressed as the ratio of the photon energy to the dark matter mass, typically denoted $x = E_{\gamma}/m_{\chi}$.

3.2 Positron injection spectra from dark matter particles of mass $m_{\chi}$ annihilating to a variety of Standard Model final states. The x-axis is expressed in terms of the fractional energy of the photon relative to the dark matter mass. Commonly called $x = E_{\gamma}/m_{\chi}$.

3.3 Antiproton injection spectra from dark matter particles of mass $m_{\chi}$ annihilating to a variety of Standard Model final states.

3.4 Antideuteron injection spectra from dark matter particles of mass $m_{\chi}$ annihilating to a variety of Standard Model final states, with coalescence momenta $p_0 = 160$ MeV. The x-axis is expressed in terms of the fractional energy of the photon relative to the dark matter mass. Commonly called $x = E_{\gamma}/m_{\chi}$.

3.5 Comparison of $d$ injection spectra for a 100 GeV WIMP candidate annihilating to $b\bar{b}$ using either the Coalescence prescription (red), or the alternative formation model of Ref. [8] (blue). Jagged lines are due to limited statistics.

3.6 Antideuteron injection spectra for different operators involved and different gravitino masses, as displayed in the legend. $dN$ is the average number of antideuterons with energy $dT$ generated in the decay of a single gravitino. In particular, we display spectra generated by the operators $\bar{u}_1d_1d_2$ (uds), $\bar{u}_2d_2d_3$ (cbs), $\bar{u}_3d_2d_3$ (tbs). Solid lines represent the heaviest accessible channel while dashed lines show the second heaviest. Dotted lines represent the case of a 2-body decay to $b$-quarks, which is often presented in antideuteron analyses. In shaded bands, we show the ranges of experimental detectability after accounting for solar modulation effects. The bands are for BESS (red), GAPS (green), AMS-02-L (blue), and AMS-02-H (gray). We have vertically offset the BESS band for readability (vertical normalizations for these bands are arbitrary). The energy range of the bands is identical for different gravitino masses, but in these coordinates the horizontal locations scale as a function of $m_{3/2}^{-1}$.

3.7 Injection spectra for $\bar{p}$, $d$, and $^{3}\text{He}$. For the latter two, uncertainty bands represent the uncertainties due to the extrapolated coalescence momentum. The $^{3}\text{He}$ contribution also includes contributions from Tritium which decays to $^{3}\text{He}$ shortly after injection.
3.8 Ratios of the production of \((^3\text{He} + ^3\text{H})\) to \(\bar{d}\) for Majorana dark matter annihilating to \(bb\) (left column) and \(W^+W^-\) (right column) final states integrated over the energy bands for the proposed GAPS (LDB) instrument. For each species, these bands were shifted for solar modulation according to a 500 MV Fisk potential. The solid blue vertical lines show nominal values for \(p_{A=2}^A\) with uncertainties (vertical shaded) while the horizontal lines show the \(A = 3\) coalescence momentum extrapolated using the nuclear binding energy (blue dashed) and heavy-ion data (black dot-dashed). White regions with no contours contained no Monte-Carlo events.  

3.9 Flux of \(^3\text{He}\) at the top of the atmosphere produced by dark matter annihilating to \(W^+W^-\) (top) and \(bb\) (bottom) final states assuming an NFW dark matter density profile. Flux is multiplied by 100 for \(W^+W^-\) with \(m_\chi = 1, 2\) TeV. The shaded vertical bands represent the energy-bands and proposed sensitivities for various GAPS and AMS-02 observations. Shaded uncertainty bands represent the MIN/MAX interstellar propagation models, although these are reduced to within a factor 4 of the central value after applying constraints from PAMELA measurements of the \(p\) spectrum. Nuclear physics uncertainties are not shown.  

3.10 Top, from left to right: Projected emission profiles for DM (NFW profile) times the F07 gas model, PEB+NS gas model, free electrons, and, for reference a NFW\(^2\) profile (DM annihilation). Bottom: Projected profiles of DM times cosmic-ray protons and electrons for representative energies of 1 GeV (two left-most panels) and 1 TeV (right-most two panels) as calculated with the GALPROP package, using the Yusifov [9] distribution of primary sources.  

4.1 The new Fermi bubbles template [10] is shown in red, and extends throughout the Galactic center region. The previous template versions [11] are shown by white contours. Also shown are the bounding windows for a typical inner Galaxy analysis (gold) and Galactic center analysis (green). The Fermi bubble’s interaction with and extension into the Galactic plane are poorly understood at present.  

4.2 Example of DBSCAN for a 3 point source Monte Carlo simulation showing in colored circles the \(\epsilon\)–neighborhoods for core points in each detected cluster. In this case, \(N_{min} = 3\).
4.3 Global cluster significance $S$ (colormap) and cluster count $N_{\text{clusters}}$ (black contours) as a function of the DBSCAN search-radius $\epsilon$ and count threshold $N_{\text{min}}$ for simulations of 20 point sources emitting 0,50,100 photons per source (left, center, right) in an isotropic background. Also shown is the background photon expectation (solid green) and a 3-sigma background fluctuation $N_{\text{min,}\sigma}=3$ (solid red). For a large region of the $\epsilon$ and $N_{\text{min}}$ parameter space, the correct number of clusters is found at high significance. .......................... 122

4.4 Schematic of DBSCAN3D procedure. A cylinder of height $2a\epsilon$ and radius $\epsilon$, called the $\epsilon$-neighborhood, is drawn around each point (small blue and red cylinders). Points are added as a cluster seed if their cylinders contain greater than $N_{\text{min}}$ photons. All points in within the small cylinders are deemed 'density-reachable', while if they they are themselves have greater than $N_{\text{min}}$ points, they are deemed 'density-connected'. In our implementation, the we ignore density-reachable points and the final cluster is formed by merging all points that are density-connected (roughly large-green cylinder). .......................... 123

4.5 Type-I and Type-II detection efficiencies with and without boosted decision trees. .......................... 133

4.6 Shown in black is the test statistics corresponding to adding a sliding 50 eV-wide window template to a null model consisting of 7 continuum bands (green hatched regions). In light blue we also overlay the raw XMM spectrum for the Galactic center. The 3.45-3.6 keV band is highlighted in gold. The brightest spectral line templates (with correct widths) are color coded according to the ratio of a given lines peak emissivity temperature to that of K XVIII. The TS stemming from adding a dark matter template is zero. .......................... 136

4.7 Distribution of 1.49 GHz luminosity ratio $L/L_{\text{MW,DM}}$ where $L$ is the total integrated luminosity and $L_{\text{MW,DM}}$ is the luminosity due to dark matter for the canonical Milky Way model. The benchmark luminosity for dark matter plus cosmic rays is indicated by the vertical line. The simulated sample contains 2000 runs randomly distributed in the parameter space of tab. 4.4 with mass restricted to lie within $0.25 - 2$ times the mass of the Milky Way. We plot the contributions due to dark matter only (dot-dashed blue) and to cosmic rays only (dashed red) against extrapolated luminosities of 66 Condon Atlas galaxies meeting morphological cuts compatible with the Milky Way (solid green). Only 11.2% of the simulated dark matter-induced haze luminosities are a factor 20 smaller than our benchmark value, and only 1.42% are a factor 100 smaller. Shown in shaded green are the 7 lowest background galaxies selected from the Condon Atlas. .......................... 139
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4.8 Event map of Fermi photons between 120-140 GeV (left) and a sample of pulsar Monte Carlo simulation (right) showing in colored circles the DBSCAN $\epsilon$-neighborhoods for core points in each detected cluster.

4.9 Distribution of global significance of detected clusters (S) expected from both Fermi-LAT (48 photons total, left) and H.E.S.S.-II (5000 photons total, right) observations of annihilating dark matter following a NFW profile (blue dashed), flat density profile (green dashed), Einasto profile (red dashed) and decaying dark matter following an NFW profile (cyan dashed), as well as models of emission from undetected groups of one (magenta solid), two (yellow), three (black), four (blue), five (green), and six (red) pulsars, compared to the clustering properties observed in the Fermi-LAT data binned from 120-140 GeV (magenta dot dash).

4.10 A set of empirically driven population models for a number of gamma-ray source classes, including blazars [12], radio galaxies [13], star forming galaxies [14], and millisecond pulsars [15]. Also shown is an estimate for the distribution of dark matter subhalos, calculated as in Ref. [16] (using the mass-concentration relationship of Ref. [17]) for the case of $m_{\text{DM}} = 35$ GeV and $\sigma v = 2 \times 10^{-26} \text{cm}^3/\text{s}$ to $b\bar{b}$.

4.11 The distribution of test statistic (TS) values for a population of 5200 randomly selected sky locations constrained to lie at a galactic latitude $-\text{b} > 30^\circ$ and at least $1^\circ$ ($5^\circ$) away from point-like (extended) 2FGL sources. We show the distribution of TS values when we no additional sky regions are excluded from our analysis (red solid with shaded poisson error bars), and when we make regions that lie within $0.5^\circ$ of a BZCAT source (blue dotted), within $1^\circ$ of a BZCAT source (blue dotted), within $1^\circ$ of a CRATES source (yellow solid), and within $1^\circ$ of either the BZCAT or CRATES sources (black solid). In the case that sky locations are constrained to lie at least $1^\circ$ away from any BZCAT or CRATES source, the density of TS $> 8.7$ locations is reduced by a factor of 2.1.

4.12 The ratio of the fraction of “blank sky” locations (at $-\text{b} > 30^\circ$) with TS $\{4, 8, 12, 16\}$ compared to that predicted by Fermi’s diffuse emission model, as a function of dark matter mass (assuming annihilations to $b\bar{b}$). For all curves, the sky locations are chosen to be at least $1^\circ$ ($5^\circ$) from 2FGL point (extended) sources. This ratio is reduced when we further mask around BZCAT and CRATES sources, as denoted in the key. Shaded regions represent Poisson errors. By masking regions near BZCAT and CRATES sources, we can significantly reduce the fraction of the sky with TS values larger than predicted by Fermi’s diffuse model. This conclusion is true for spectral shapes corresponding to wide range of dark matter masses.
5.1 Local interstellar positron flux due to a pulsar 100 pc away at various ages, and a high energy cutoff at $\gamma = 10^9$ and a power-law injection spectrum with index $\alpha = 2.2$. Based on the model from Ref. [18].

5.2 Propagation ratios $R(T) = \frac{P_{\text{num}}}{P_{\text{num}}^\text{tot}}$ for ($P_{\text{num}}$ in Eq. (5.21)) which show the enhancement or suppression of the antihelium flux with respect to antideuterons. MIN/MED/MAX interstellar propagation models are shown in blue/red/green for two values of the propagation cross-section: Annihilation only (solid lines) and total-inelastic (dashed lines). Also shown is the ratio of solar propagation functions in the Force Field Approximation (black solid).

5.3 Proton–anti-nuclei inelastic scattering cross-sections as parametrized in Ref. [19]. The non-annihilating inelastic cross-section for antideuterons is taken from Ref. [20]. Shown are the total inelastic (black), non-annihilating inelastic (red), and annihilation cross-sections for antihelium (solid) and antideuterons (dashed).

5.4 Summary of electron energy loss-timescales typical of the Milky Way in the disk and the Galactic center vicinity. The CMB energy density $w_{\text{CMB}} = 0.26$ eV cm$^{-3}$, while the (FIR$_{6\times10^{-3}eV}$, NIR$_{3\ eV}$, and Opt$_{3\ eV}$) radiation densities are set to $(2, 2, 0)$ eV cm$^{-3}$ top-left in disk; $(1, 9, 0)$ eV cm$^{-3}$ top-right CMZ; $(5000, 5000, 5000)$ eV cm$^{-3}$ inner 1 pc bottom-left. The matter density is $n_0 = 1$ cm$^{-3}$ in all cases except the bottom-right where $n_0 = 100$ cm$^{-3}$. Figure reprinted with permission from Ref. [7].

5.5 Dominant energy loss process for the radiation field densities shown in Figure 5.4. Figure reprinted with permission from Ref. [7].

6.1 Model of diffuse Galactic gamma rays from the Milky Way at 22.8 GeV. The total gamma-ray emission is composed of hadronic cosmic-ray interactions with gas ($\pi^0 \rightarrow \gamma\gamma$) and leptonic interactions with the gas (bremsstrahlung) and low-energy radiation fields (inverse Compton scattering). Also clearly visible are the Fermi bubbles.

xv
6.2 Spectral energy distribution of accelerated protons (power-law index $\alpha_{\text{injection}} = 2.0$ and cutoff at 100 TeV) and gamma rays resulting from inelastic collisions with interstellar material. The dominant emission into photons is via the decay $\pi^0 \rightarrow \gamma\gamma$ (solid brown). As can be seen, the gamma-ray spectrum follows the parent protons spectrum rather closely in the mid-energy range and the high-energy cutoff region. For all proton indices the low-energy turnover is a characteristic feature of the pion-decay emission. Also shown is the spectrum of electrons resulting from the inelastic $pp$-interactions via the decay chain $\pi^+ \rightarrow \mu^+ + \nu_\mu \rightarrow e^+\nu_e$ (dashed gray). For the synchrotron emission from these so-called secondary electrons a source with age $t_{\text{age}} = 1000$ yrs, and $B = 30\mu G$ has been assumed. The shaded gray region shows the sensitive range of current gamma-ray detectors (Fermi-LAT, IACTs). Reprinted with permission from Ref. [7].

6.3 Galprop model of diffuse Galactic $\pi^0 \rightarrow \gamma\gamma$ (left) and electron bremsstrahlung emission (right) from the Milky Way at 22.8 GeV. Units are the same as Fig. 6.1 and on a log$_{10}$ scale.

6.4 Spectral energy distribution of electrons at injection (light gray with $\alpha_{\text{injection}} = 2.0$) and the steady state including cooling (dashed dark gray) for a source with age $t_{\text{age}} = 1000$ yrs, $B = 100\mu G$, for a scenario in the inner 100 pc of our Galaxy. The cooling break in the electron spectrum at $\sim 1.2$ TeV is apparent in the steady-state electron distribution (dashed dark gray), in the synchrotron spectrum and in the IC spectrum. Also apparent is the turnover in the spectra at even higher energies due to KN cooling which incur catastrophic losses on the electrons. The case for a much lower $B$-Field of 3$\mu G$ is also shown in light gray. The shaded gray region shows the sensitive range of current gamma-ray detectors (Fermi-LAT, IACTs). Reprinted with permission from Ref. [7].

6.5 Galprop model of inverse Compton emission from the Milky Way at 22.8 GeV from each of the three ISRF components. Units are the same as Fig. 6.1 and on a log$_{10}$ scale.

6.6 Model variations in the $\gamma$-ray spectral energy distribution for cosmic-ray proton spectra following (in black) a broken power-law spectrum with $\Gamma_1 = 2, \Gamma_2 = 3$, and $p_{\text{br}} = 30$ GeV (see Eq. 8.11) and, in red, a flat power-law of index 2.82 representative of the ‘sea’ of Galactic protons.

6.7 Feynman Diagram for inverse Compton scattering. The incoming electron has high energy while the incoming electron is a low energy photon from the interstellar radiation field. The outgoing electron loses has only 10-30% of its initial energy while the outgoing photon is a high-energy gamma-ray (with $E \sim 70 - 95\%$ of the initial electron energy).
7.1 **Top Left:** The azimuthally averaged surface density of cosmic-ray source distributions used in this analysis. The distribution of supernova remnants is taken from Ref. [22] (SNR CB98) and Ref. [23] (SNR G15). The Yusifov [9] and Lorimer [24, 25] distributions use pulsars as a proxy for supernovae remnants while the cosmic-ray injection morphology tracing OB Stars is taken from Ref. [26]. The best fitting cosmic-ray injection rate globally and in the inner Galaxy (with no GCE template) is an admixture with 80% of cosmic-rays tracing SNR and 20% tracing the molecular gas density ($f_{H_2} = 0.2$) according to the star formation prescription presented in Section 7.1.0.7 (with $n_s = 1.5$ and $\rho_c = 0.1$ cm$^{-3}$). All distributions have dimension of length$^{-2}$ and are normalized in arbitrary units to have the same integrated source count. Note that the $H_2$ distribution contains a strong Galactic bar and spiral arms making it highly azimuthally asymmetric, as seen in the bottom panel. **Top Right:** Cumulative source count versus radius from the Galactic center for a variety of $f_{H_2}$ values, as well as the axisymmetric SNR-CB98 and Yusifov pulsar models. Also shown are observations of the fraction of the Milky Way’s total cosmic-ray injection rate produced within the CMZ as computed from either the average star formation rate within the CMZ (F04 [27], YZ09 including an upper limit [28], I12 [29], L12 [30]) relative to the total Galactic SFR of $1.65 \pm 0.19$ M$_\odot$ yr$^{-1}$ [31], estimates of the fractional SNR occurring within the CMZ (C11 [32]), or the fraction of Wolf-Rayet stars contained in the CMZ (R14 [33]). The F04 marker should be placed at $r = 50$ pc, though this is below the resolution of our model. **Bottom:** The primary cosmic ray source distribution derived from our star formation model for increasing values of $f_{H_2}$ assuming a Schmidt index $n_s = 1.5$ and a critical density $\rho_c = 0.1$ cm$^{-3}$. The leftmost panel corresponds to the pure SNR [22] source model while the center panels are typical of models providing improved fits to the full-sky $\gamma$-ray data.

7.2 **Top:** The cosmic-ray proton and electron+positron fluxes, for several representative energies, along the line-of-sight to the Galactic center ($l = b = 0^\circ$) after propagation in Galprop. Light to dark lines show increasing $f_{H_2}$. The distributions are normalized at the solar position $x = 8.5$ kpc, $y = 0, z \approx 0$ as indicated by a red ‘+’. **Bottom:** Steady state cosmic-ray surface density for protons (left two columns) and electrons (right two columns) at representative energies for generating $\gamma$-rays over the Fermi-LAT band. The top row shows the case of $f_{H_2} = 0$ corresponding to the traditional axisymmetric SNR CB98 [22] source density while the bottom row shows the case of $f_{H_2} = 0.2$ which includes the proposed new source density model. A white ‘+’ indicates the solar position, where the cosmic-ray densities have been normalized to unity.
7.3 Top row: HI (left) and H$_2$ (right) gas column densities (integrated over the z-direction) for the Galprop gas model after renormalizing each line of sight to the survey column density in 17 deconvolved galactocentric annuli. Bottom row: HI and H$_2$ gas distributions in the PEB gas model. For HI, the hydrogen spin temperature assumed here was 10$^5$ K and 170 K for Galprop and PEB, respectively, though it is allowed to vary in later fits. For H$_2$ we assume a constant CO $\rightarrow$ H$_2$ conversion factor $X_{CO} = 2 \times 10^{20}$ cm$^{-2}$ (K km s$^{-1}$)$^{-1}$ in this figure and when distributing primary cosmic-ray sources. For the generation of gamma-ray maps the value of $X_{CO}$ is allowed to float freely in 9 radial bins. Note that white regions are assumed to have gas densities of zero, -$y$ corresponds to positive Galactic longitudes from the solar position at $x$ = 8.5 kpc, and that the anomalous ring present in both maps between $R_\odot$ and the Galactic center with radius $R_\odot/2$ is an artifact of the velocity deconvolution.

7.4 Galprop’s ISRF model at the Galactic center from Ref. [34]. Note that a photon energy is given by $E_{ph} = 1.24eV(1\mu m/\lambda)$. 

7.5 Spectrum of the Galprop ISRF model at the Galactic center from Ref. [35].

8.1 The new Fermi bubbles template [10] used in this analysis is shown in red, and extends throughout the Galactic center region. The previous template versions [11] are shown by white contours. Also shown are the bounding windows for the inner Galaxy analysis (gold) and Galactic center analysis (green).

8.2 Left: Flux of the Galactic Center Excess in the inner Galaxy analysis using an NFW$\gamma$=1.05 GCE template. From top to bottom rows we also vary the Schmidt index ($n_s = 1.25, 1.5, 1.75$) and the fraction $f_{H2}$ of primary cosmic-ray sources distributed according to molecular gas as $Q_{Primary}(\vec{x}) \propto (n_{H2}(\vec{x}))^{n_s}$. The remaining fraction is distributed according to the observed azimuthally averaged surface density of supernova remnants [22]. Mod A is a benchmark model from Ref. [36]. Center: $\Delta \chi^2$ for the inner Galaxy analysis as $f_{H2}$ is varied. Red (blue) curves show the $\Delta \chi^2$ with (without) a GCE template included, with negative values indicating a better fit than Mod A+GCE. Inset numbers indicate the statistical preference (TS) for the inclusion of a GCE template in the fit. Right: $\Delta \chi^2$ for the three region global $X_{CO}$ fitting analysis (no GCE template is included in the global fitting). $\Delta \chi^2 = 0$ in this column corresponds to the the $f_{H2} = 0$ model, with negative values indicating an improved fit. The inner Galaxy and total-global ROIs have 1.65 $\times$ 10$^5$ and 1.89 $\times$ 10$^7$ degrees of freedom respectively.
8.3 Pixel-by-pixel $-2\Delta \ln(L)$ for $f_{H_2} = 0.2$ against the null model $f_{H_2} = 0.0$, integrated over all energy bands for the global $\gamma$-ray analysis in the local ($|b| \geq 8^\circ$), outer ($|b| < 8^\circ$, $|l| > 80^\circ$), and inner Galaxy ($|b| < 8^\circ$, $|l| < 80^\circ$) regions of interest, smoothed by a $0.5^\circ$ Gaussian kernel. Blue regions represent an improved fit compared with the axisymmetric source distributions. The outer and inner regions have been rescaled by a factor $1/2$ and $1/10$, respectively and the white ‘holes’ are due to point source masking, where the pixels have been weighted according to Eq. (4.18). Boxes indicate the edges of each global analysis ROI, and may produce discontinuities in the residuals since different model fits are imposed.

8.4 Inner Galaxy spectra of diffuse emission components with a GCE template (top) and without (bottom). Curves from transparent to opaque increase $f_{H_2}$ from 0 to 0.3 in increments of 0.05, with the $f_{H_2} = 0.2$ case marked by error bars. In the top panel, absolute fluxes below $10^{-7}$ GeV/cm$^2$/s/sr have been linearized in order to show negative fit values. The filled yellow error bars show correlated systematic uncertainties taken from ref. [36]. We have assumed here (with some motivation as described below) that these are comparable to the systematic errors of our new GDE models. Note that although the Fermi bubbles and isotropic spectra are allowed to float, deviations from the values determined using larger regions of interest are penalized by an externally imposed $\chi^2_{\text{ext}}$, as described in Sec. 8.1.2.3.

8.5 ICS flux as a function of longitude (dashed) and latitude (solid) along $b = 0$ and $l = 0$ for the cases of $f_{H_2} = 0$ (transparent lines) and $f_{H_2} = 0.2$ (opaque lines). Each line has been normalized to unity at $(l,b) = (0,20^\circ)$.

8.6 Inner Galaxy $\Delta \chi^2$ as a function of energy bin for representative values of $f_{H_2}$ with (red) and without (blue) dark matter. The zero point is with respect to Mod A without dark matter.

8.7 Left: Flux of the GCE template, for the inner Galaxy analysis as the star formation threshold density $\rho_s$ is varied. Center: $\Delta \chi^2$ for the inner Galaxy analysis with and without a GCE template included in the fit. Right: $\Delta \chi^2$ for the global analysis.

8.8 Fit statistics as star formation model parameters are varied. From left to right columns we show $\Delta \chi^2$ for the inner Galaxy with and without a GCE template (first two columns), total global $\Delta \chi^2$ with respect to $f_{H_2} = 0$ (third column), and the test statistic of the GCE template (right column). Lower (purple) values correspond to better fits except for the the rightmost column where purple regions indicate the minimal significance of an additional GCE component. Red ‘+’s indicate the Canonical model.
8.9 The log-likelihood fit (top) and best fit GCE spectrum (bottom) for values of \( f_{H_2} = 0.0 - 0.3 \), in models where all backgrounds are allowed to float independently in each energy bin (left), the isotropic and bubbles templates are fixed to their putative value in full sky fits to the data (center), and the isotropic, bubbles, and 3FGL point source templates are fixed to their nominal values (right). In nearly all cases a value of \( f_{H_2} = 0.1 \) is preferred by the data. We note that the NFW template remains statistically significant and maintains a consistent spectrum in all cases except for models where the 3FGL point sources are fixed to their default values, a result that is expected due to the significant degeneracy between point sources near the GC and the GCE template.

8.10 Same as Figure 8.9 for an analysis which masks the Galactic plane (\(|b| < 2^\circ\)) from the \(15^\circ \times 15^\circ\) ROI surrounding the GC.

8.11 Here we show 1\( \sigma \) uncertainty bands on the relative normalizations of diffuse background components in the unmasked GC analysis for fits including and excluding a GCE template, for the case of \( f_{H_2} = 0.0 \) (left) or \( f_{H_2} = 0.2 \) (right). Components include the combined \( \pi^0 \) and bremsstrahlung template (red), inverse Compton scattering template (ICS, blue), and isotropic background template (green). The GCE template in the Galactic center analysis is highly degenerate with the ICS template, especially in models with higher values of \( f_{H_2} \). The isotropic template is poorly constrained over the ROI. All results are shown over the \(15^\circ \times 15^\circ\) ROI of the GC analysis with no latitude mask applied.

8.12 Residual emission maps as \( f_{H_2} \) is increased for the inner Galaxy analysis with no GCE template included in the fit. Red indicates under-subtracted regions while blue indicates regions where the diffuse model is overly bright. All maps have been multiplied by the Galactic plane mask, weighted according to the 3FGL point-source mask defined by Eq. (4.18), and subsequently smoothed by a Gaussian kernel of \( \sigma = 0.5^\circ \).

8.13 Best fit flux for a window centered NFW \( \alpha = 1.05 \) template as the inner Galaxy analysis is transposed along the Galactic plane. Curves from light to dark increase \( f_{H_2} \) from 0 to 0.3 in increments of 0.05, with \( f_{H_2} = 0.2 \) case marked with error bars. The dotted lines are the 1\( \sigma \) (highly-correlated in energy) systematic uncertainties for residuals along the Galactic plane taken from Ref. [36]. Red ‘\times’ marks non-convergent fits.

8.14 Radial flux profile of the NFW \( \alpha = 1.05 \) annuli at three energies representative of the Galactic center excess. Curves from light to dark increase \( f_{H_2} \) from 0 to 0.3 in increments of 0.05, with the Canonical \( f_{H_2} = 0.2 \) model indicated by error bars. We also show arbitrarily normalized projected NFW flux profiles for inner slopes \( \alpha \in \{0.5, 1, 1.25\} \). Note that (i) the inner slope of the GCE template is fixed to \( \alpha = 1.05 \) before subdivision into annuli, which may slightly bias results, and (ii) that the vertical axes have been rescaled by a factor \(10^{-5}\).
8.15 **Top:** Preferred morphology (ellipticity $\epsilon$ and inner-slope $\alpha_{\text{NFW}}$) of the GCE template for increasing values of $f_{\text{H}_2}$. The left panel shows the $f_{\text{H}_2} = 0$ case with black `+' markers indicating the best fitting morphology for each $f_{\text{H}_2}$ sampled. The center two panels show the best-fitting inner Galaxy case with a GCE template and $f_{\text{H}_2} = 0.1$, as well as the $f_{\text{H}_2} = 0.2$ preferred by the global ROI. The right panel shows the preferred GCE morphology after marginalizing over $f_{\text{H}_2}$ – i.e. always choosing the value of $f_{\text{H}_2}$ which minimizes the $\chi^2$. Here contours indicate the best fitting value of $f_{\text{H}_2}$, with the overall best fitting case corresponding to $f_{\text{H}_2} = 0.1$. **Bottom:** Same left to right columns as above, but divided into four energy bins (top to bottom) showing the energy dependence of the morphology as $f_{\text{H}_2}$ is increased. We note that for $f_{\text{H}_2} \gtrsim 0.2$, the low energy GCE spectrum becomes negative and disk-aligned, indicating that the galactic diffuse emission model is too bright along the disk near the GC. At higher energies, the GCE template prefers to extend out of the disk.

8.16 Spectra of the GCE template in the inner Galaxy analysis as the ellipticity $\epsilon$ and inner-slope $\alpha_{\text{NFW}}$ of the GCE template is changed around our spherically symmetric Canonical $f_{\text{H}_2} = 0.2$ model. Disk-like models are favored at low energies where they can subtract the over-brightened disk, while higher energies favor a GCE template which is both flattened and elongated perpendicular to the disk.

8.17 The log-likelihood fit of our model to data in the Galactic center analysis, as a function of the inner slope of the NFW density profile for the GCE component ($\alpha$) and the axis ratio for extension parallel to ($<1$) or perpendicular to ($>1$) the Galactic plane. Contours represent rings of $\Delta \log(\mathcal{L}) = 20$. In the case of $f_{\text{H}_2} = 0.0$, we find that typical values ($\alpha \sim 1.0$ and an Axis Ratio of approximately unity) are favored. In the case of $f_{\text{H}_2} = 0.2$, this still holds, although there is some evidence for an emission component strongly elongated parallel to the Galactic plane.

8.18 Same as Figure 8.17 for a Galactic center model where the region $|b| < 2^\circ$ is masked from the analysis. Contours now represent changes of $\Delta \log(\mathcal{L}) = 10$. In the case $f_{\text{H}_2} = 0.0$, we find that the resulting emission profile is still roughly consistent with dark matter predictions, although profiles that are stretched parallel to the Galactic plane, and which are slightly cored near the Galactic center provide statistically better fits to the data. In the case of $f_{\text{H}_2} = 0.2$, the best fit profile becomes cored near the Galactic center, and prefers elongation parallel to the Galactic plane.
8.19 In two sets of panels, we show (top, middle, bottom) the GCE spectral variations, Inner Galaxy $\Delta \chi^2$, and Global $\Delta \chi^2$ as we vary global diffusion parameters around our Canonical $f_{H_2}$ model. The Canonical model parameter choice is shown in each case by a vertical pink line. **Top row:** The flux ratio in low/mid/high energy bands (0.3-1, 1-5, and 5-300 GeV) of the Galactic center excess spectrum relative to the GCE spectrum obtained using the Canonical model. Because the low-energy band (purple) is negative in the Canonical model, we reverse the slope and vertically offset the line (i.e. plot 2-Flux/Canonical) ensuring that decreasing values always indicate lower flux. **Middle Row:** Inner Galaxy $\Delta \chi^2$ with and without a GCE template. The test-statistic of the additional GCE template is indicated for each model, noting that maximal degeneracy between the GCE and the GDE model occurs when these lines are at closest approach. **Bottom Row:** Total and region-by-region global $\Delta \chi^2$ relative to the minimum over the parameter range. For $z_{\text{max}}$, $D_0$, $v_a$, and $\delta$, we also show 1-dimensional posteriors from two Global Bayesian analysis of measurements of the local cosmic-ray spectra. Blue/gold shaded bands show 68/95% posterior ranges from Ref. [37], and dark/light-blue from Ref. [38]. Best fit parameters are indicated in each case by red lines. See also footnote 10.

8.20 Statistics for the Inner Galaxy when varying $f_{H_2}$ and $v_{\text{wind}}$. **Left:** Test Statistic of the GCE template, with contours showing $\Delta \chi^2 \in \{-300, 0, 300\}$ (dot, solid, dashed) for the ‘No GCE’ Inner Galaxy fits. **Center:** $\Delta \chi^2$ for IG fits with No GCE template and the same contour levels, relative to the Canonical model. **Right:** Same as center, but for fits including a GCE template. In all panels, the box is comprised of ‘bounds’ and ‘most probable’ wind velocities from Ref. [39] on the vertical axis, and models which match the CMZ injection rates (See Sec. 7.1) on the horizontal.

8.21 Spectrum of the Galactic center excess as the wind velocity $v_{\text{wind}}$ is varied for $f_{H_2} = 0.3$ which well reproduces the observed SNe rate of the CMZ. Best fitting models without a GCE prefer wind velocities from 500-1000 km/s for $f_{H_2} = 0.3$. In all cases the GCE is reduced very far below the GCE spectrum of Mod A.

8.22 Same as Figure 8.21, for a Galactic center analysis in cases where the full $15^\circ \times 15^\circ$ ROI is analyzed, as well as an analysis where the region $|b| < 2^\circ$ is masked. Note the different scales for the log-likelihood fits to the data in each analysis. In all cases, the excess remains relatively bright, similar to the default results shown in Figures 8.9 and 8.10.
8.23 **Top-left:** Fitted values for $X_{\text{CO}}$ as $f_{\text{H}_2}$ is increased. **Top-right:** $X_{\text{CO}}$ for $f_{\text{H}_2} = 0.3$ as the Galactic center wind velocity $v_{\text{wind}}$ is increased. Also shown our $X_{\text{CO}}$-fitted version of Mod A, as well as the commonly used $X_{\text{CO}}$ profile from Ref. [40]. With the exception of the inner-most ring, all fitted values have statistical error bars $\lesssim 20\%$. **Bottom-left:** Inner Galaxy $\Delta \chi^2$ for the traditional SNR and Canonical models when limiting minimal value of $X_{\text{CO}}$ (in units of $10^{20} \text{ cm}^{-2} (\text{K km s}^{-1})^{-1}$). Traditional Galprop models combined with $\gamma$-ray observations suggest a value around $X_{\text{CO}} \approx 4 \times 10^{19} \text{ cm}^{-2} (\text{K km s}^{-1})^{-1}$ [41]. The impact on the Galactic center excess spectrum and significance is negligible. **Bottom-right:** Same, but for the global-inner analysis. Here the disk is unmasked and the fit quickly degrades as the minimal $X_{\text{CO}}$ is increased. Models which include winds help to alleviate this problem and allow for more realistic CMZ injection rates.

8.24 Dependence of fit components on choice of ROI for the inner Galaxy Analysis. **Left:** GDE and GCE component normalizations (averaged over 1-5 GeV) for $f_{\text{H}_2} = 0$ and $f_{\text{H}_2} = 0.2$ as the square ROI width is increased. All ROIs include a plane mask for $|b| < 2\degree$. **Right:** Same as left but for GCE template only. Gray lines mark the Galactic center and inner Galaxy ROIs.

8.25 **Top-left:** ICS emission over the Inner Galaxy ROI when adding a Gaussian cosmic-ray ‘spike’ of width $\sigma = 200$ and $N = 1.4\%$ versus our Canonical ($f_{\text{H}_2} = 0.2$) model. **Top-right:** Latitude and longitude profiles for ICS emission running through $l = 0\degree$, $b = 0\degree$ respectively. **Bottom:** GCE Spectrum and fit statistics of the inner Galaxy ROI as the spike normalization $N$ is varied in the Gaussian CMZ model. To be compared with Figure 8.2.

8.26 Spectrum of NFW $\gamma = 1.05$ template split into ten regions from Calore et al [36], with the active region indicated in red in the inset plots. Light to dark lines show the spectrum as $f_{\text{H}_2}$ is increased from 0 in increments of 0.05, with markers highlighting the $f_{\text{H}_2} = 0.2$ case. The black dashed lines indicate the best fit broken power-law spectrum with low (high) energy spectral index $\alpha_1$ ($\alpha_2$), and a break energy $E_{\text{br}}$. Note the vertical scale in units of $10^{-6} \text{ GeV cm}^{-2} \text{ sr}^{-1}$.

8.27 Same as Figure 8.9 for an analysis using the 1F1G catalog produces by [42], rather than the standard 3FGL catalog. The close comparison of these results with the results from the 3FGL point source population demonstrate the resilience of the GCE to changes in the $\gamma$-ray point source modeling.
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8.28 The density of cosmic-ray protons, at an energy of 2 GeV, projected along
the line of sight as a function of the angular distance from the Galactic cen-
ter in the spherically symmetric analytic diffusion approximation. Shown
in dotted blue lines is the evolution of an impulsive source after .5, 2.5,
19, 100, and 2000 Kyr from top to bottom. We also show our summed
impulse model (thick black), a 7.5 Myr old continuously emitting source
(thin black), and a stationary continuous source (black dashed). After
a convolution with the gas density profile, the summed impulse and 7.5
Myr old continuous models have γ-ray flux profiles which approximately
match that of an annihilating dark matter candidate following an NFW
of inner slope γ = 1.3 (shown in dashed red for several values of γ). The
shaded region shows the angular scales which are both above the Fermi-
LAT point-spread function (lower-bound ≈ 0.25°) and bright enough to
be differentiated from the background (upper bound ≈ 10° − 15°).

8.29 Projected flux density at 2 GeV as a function of from a proton source at
the Galactic center. For non-dark matter lines, results are derived from
a full Galprop simulation of diffusion and subsequent neutral pion decay
averaged over the north + south regions with the Galactic plane (|b| ± 1°)
masked out upon integration. In black we show radial flux profiles for our
summed impulsive (thick), a 7.5 Myr old continuous source (thin), and a
steady-state continuous source (dashed). In blue-dashed and blue-dotted
we show the individual impulsive sources at 100 Kyr and 2 Myr. Finally,
we show NFW profiles with inner slopes 1.3 and 1.1 in solid and dashed
red. Data points are taken from Daylan et al (2014) [43].

8.30 Hadronic γ-ray flux density at 2 GeV from an approximately central
source of high-energy protons integrated over the line-of-sight. We show
impulsive sources of increasing age in all panels with the exception of the
bottom-right which shows a continuously emitting source in steady state.
For each map, the fluxes are normalized to the maximum. For the ease of
comparing the morphology of the claimed GCE in Ref. [43] and shown in
their fig. 9, we employ a linear scale in the three upper panels. The three
lower panels employ, instead, a logarithmic scale to enhance the features
of the emission outside the Galactic plane region. Also overlaid are ref-
erence reticles in increments of 2 degrees and indicators of the Galactic
plane mask |b| < 1°. All maps have been smoothed by a Gaussian of
width σ = 0.25° to match Ref. [43].
8.31 Best-fit $\gamma$-ray spectra for various analyses for the excess emission in the Galactic center region. In each panel we show three models of the underlying proton spectrum: Solid lines show the hadronic $\gamma$-ray emission for a broken power law proton injection spectrum where both indices and the energy of the spectral break are varied. Dot-dashed lines employ the same functional form, but with the break in the spectral index fixed to $\Delta \Gamma = 1$. The dotted lines represent an exponentially cutoff proton spectrum. In clockwise order and from the top left, the panels show data from Daylan et al Pass 6V11 [43], Daylan et al Pass 7V6 [43], Gordan & Macías [44], and Abazajian et al [45]. Note that the top row is normalized by the solid angle, while the bottom rows are integrated over the respective regions of interest.

8.32 1, 2, and 3$\sigma$ confidence intervals for a broken power-law proton spectrum which steepens its index $\Gamma_1$ by one above the break energy $p_{br}$ (left panel), and an exponentially cutoff power law (right panel), fit to three extractions of the Galactic center excess spectrum (excluding Abazajian et al). In the top panel, the bands shaded along the x-axis represent the range of low-energy spectral indices for SNRs interacting with dense molecular clouds as measured by Fermi-LAT in Ref. [46]. The dark and dark+light shaded bands along the y-axis indicate spectral break momenta expected to occur in dense molecular clouds and more ambient molecular densities respectively. Also note that confidence regions for the two Daylan et al spectra do not include any systematic errors and hence the true confidence contours are likely to be significantly more extended.

8.33 Angular profile of two leptonic burst model at 2 GeV from Ref. [47].

9.1 Event map of Fermi photons between 120-140 GeV (left) and a sample 3 pulsar Monte Carlo simulation (right) showing in colored circles the DBSCAN $\epsilon$-neighborhoods for core points in each detected cluster.

9.2 Global cluster significance $S$ (filled colored contours) and total number of clusters $N_{clusters}$ for Fermi (ACT) simulations (above threshold $s > 1.29$ ($s > 2.0$); labeled contours) as a function of the DBSCAN search radius $\epsilon$ and core-point threshold $N_{min}$. The top row corresponds to Fermi simulations of 1 (left), 2 (center), and 3 (right) pulsar models while the bottom row is for ACT observations of 2 (left), 4 (center), and 6 (right) pulsar models. Results are relatively insensitive to large coincident regions in the scan parameter space for left and center columns, while the dependence on $N_{min}$ increases as the number of photons per pulsar approaches the background rate. Fermi simulation DBSCAN parameters are chosen to be $\epsilon = 0.35$, $N_{min} = 3$ while ACT simulation DBSCAN parameters are chosen to be $\epsilon = 0.05$, $N_{min} = 8$ as a compromise between the cluster detection efficiency and the significance over background.
Models for the clustering properties expected from both Fermi-LAT (48 photons total, left) and H.E.S.S.-II (5000 photons total, right) observations of annihilating dark matter following a NFW profile (blue dashed), flat density profile (green dashed), Einasto profile (red dashed) and decaying dark matter following an NFW profile (cyan dashed), as well as models of emission from undetected groups of one (magenta solid), two (yellow), three (black), four (blue), five (green), and six (red) pulsars, compared to the clustering properties observed in the Fermi-LAT data binned from 120-140 GeV (magenta dot dash). The top row shows the distribution of global significance of detected clusters ($S$, top row). All other quantities are calculated in the subspace of clusters with significance $s > 1.29$ ($s > 2$) for Fermi (ACT) simulations. Shown is the distribution of mean clustering radii (2nd row), the distribution of the total number of clusters detected (3rd row), and the distribution of the average number of member photons in each cluster with $s > 2$ (bottom).

Representative continuum photon maps for energies in the 4.2-5.5 keV range, centered on Sgr A* in the Galactic center (left) region and on the Perseus cluster (right). Count maps have been blurred using a Gaussian kernel with $\sigma = 2.5''$ and are log-scaled to highlight distinctive spatial features. In the right panel, the x-y axes are aligned with the equatorial axes and show the angular displacement from the cluster center. In both cases, bright point sources have been masked out.

Morphology of 8 plasma emission lines including the 3.5 keV band surrounding the Galactic center region after subtracting off the best-fit (ML) contribution from 5 continuum bands. For illustrative purposes, we normalize maps to the variance of each template. The band from 3.45-3.6 keV is also shown in the center-right panel. A black ‘+’ indicates the location of Sgr A* while the outer shell of the supernova remnant Sgr A East is approximately bounded by the ellipse shown, from Ref. [48].

Morphologies for the 8 plasma emission lines and the 3.5 keV band in the Perseus cluster after subtracting off the best-fit (ML) contribution from 5 continuum bands. The normalization prescription is as in Fig. [10.2].

$J$-factors sky-maps for a decaying dark matter candidate distributed as an NFW profile convolved with the XMM MOS instrument response functions and exposure masks for the Galactic center field (left) and the Perseus cluster (right).
10.5 Comparisons between 3.45-3.6 keV residuals after subtracting the best fit continuum + isotropic templates for different models of the continuum near the Galactic Center (top row) and the Perseus cluster (bottom row). Black ‘+’s in the top row indicate Sgr A* while the shell of SNR Sgr A East is shown by the black ellipse [48]. Maps have been smoothed by a Gaussian kernel with $\sigma = 20''$. For the high-energy continuum model, the GC and Perseus cluster maps have been rescaled by a factor 1/2 and 1/3, respectively, in order to maintain visibility on a common scale.

10.6 Radial and azimuthal profiles for the Galactic center (left panels) and for the Perseus cluster’s (right panels) un-smoothed residual maps shown in Fig 10.5. The shaded regions bracket alternative continuum models along with the best fitting NFW template (red), S XV Line (light blue), and Ar XVIII line (magenta). Poisson error bars are shown for our ‘All’ model. Azimuthal profiles rotate clockwise from the line pointing from the center (Sgr A* in the GC) to positive longitudes. In the top-right panel, we also show the steepest radial profile expected from photo-conversion of axion-like-particles (solid blue), calculated using formulae in Ref. [49] and convolved with the relevant masks and instrument response.

10.7 Shown in black is the test statistics corresponding to adding a sliding 50 eV-wide window template to a null model consisting of 7 continuum bands (green hatched regions). In light blue we also overlay the raw XMM spectrum for the Galactic center (top) and Perseus cluster (bottom). The 3.45-3.6 keV band is highlighted in gold. The brightest spectral line templates (with correct widths) are color coded according to the ratio of a given line’s peak emissivity temperature to that of K XVIII. $T_{\text{peak}}$ for K XVIII is also represented by a dashed line at 2.16 keV, visible in the Perseus plot. For both the Galactic center and Perseus the TS stemming from adding a dark matter template is zero.

11.1 The effect of variations in the nuisance parameters on the luminosity of the dark matter synchrotron haze at 1.49 GHz in units of the benchmark value, $L_{\text{MW}}$. We note that variations in $h_{\text{diff}}$ closely follow See Table 11.3 and text for more details.
11.2 Distribution of 1.49 GHz luminosity ratio $L/L_{MW,DM}$ where $L$ is the total integrated luminosity and $L_{MW,DM}$ is the luminosity due to dark matter for the canonical Milky Way model. The benchmark luminosity for dark matter plus cosmic rays is indicated by the vertical line. The simulated sample contains 2000 runs randomly distributed in the parameter space of tab. 11.3 with mass restricted to lie within $0.25 - 2$ times the mass of the Milky Way. We plot the contributions due to dark matter only (dot-dashed blue) and to cosmic rays only (dashed red) against extrapolated luminosities of 66 Condon Atlas galaxies meeting morphological cuts described in Section 11.1.1 (solid green). Only 11.2% of the simulated dark matter-induced haze luminosities are a factor 20 smaller than our benchmark value, and only 1.42% are a factor 100 smaller. Shown in shaded green are the 7 lowest background galaxies selected from the Condon Atlas.

11.3 Distribution of 1.49 GHz luminosity ratio $L/L_{MW,DM}$ where $L$ is the luminosity evaluated at a radius $r = 5$ kpc along the Galactic plane (dotted red), height $z = 1$ kpc above the Galactic Center (dashed blue) and $L_{MW,DM}$ is the luminosity due to dark matter for the canonical Milky Way model. The sample is identical to that of Figure 11.2 and we have repeated the integrated dark matter component (solid green).

11.4 Overlays of dark matter only contours from Galprop onto optical images obtained from the STScI Digitized Sky Survey. Units are mJy beam$^{-1}$. Contours are logarithmically spaced at levels $2^{n/2}$ for integer values $n$ with outermost contours $n = -2$ for M31 and $n = -3$ for all others. With the exception of NGC 4448, which has very large distance uncertainties, the optical dimensions are similar or slightly exceed those of the lowest detectable radio contours. The diffusion zone has been matched to the estimated physical axis size.

11.5 10 Kpc square overlay for M31 of Condon Atlas 1.485 GHz radio contours displayed over dark matter only predictions from Galprop. Units are mJy beam$^{-1}$ and the image has been corrected for distance, inclination, position angle, and beam solid angle. The colormap is linear while contours are logarithmically spaced at levels $2^{n/2}$ for integer values $n$ with outermost contours at the same level $n = -2$. Contour limits are computed using the conservative case (outermost observed contour) lying within $10^\circ$ major and minor axis $(r, z)$. Although the integrated and peak flux measurements do set limits for M31, the contour limits are the most stringent, constraining a dark matter haze at the $\lesssim 1\%$ level, relative to that of the Milky Way.
11.6 20 kpc-square overlays of Condon Atlas 1.485 GHz radio contours onto
dark matter only predictions from GALPROP. Units are mJy beam$^{-1}$
and images have been individually corrected for distance, inclination, po-
position angle, and beam solid angle. For NGC 4448, distance variations
correspond to minimum and maximum NED measurements centered on
the value from the Condon Atlas. For NGC 2683 and 4698, distances are
allowed to vary by 1 standard deviation from the mean based on NED
measurements. The colormap is linear while contours are logarithmically
spaced at levels $2^{n/2}$ for integer values $n$ with outermost contours at the
same level $n = -3$. A dark matter haze should produce a fairly symmetric
synchrotron signal. Here the irregular shapes of the observed contours of-
ten yield significant constraints along $r, z$, or both. Additionally, the peak
predicted contours are often substantially higher than what is observed.

11.7 Distribution of 30 and 44 GHz luminosity ratios $L/L_{\text{MW,DM}}$ where $L$
the total integrated luminosity and $L_{\text{MW,DM}}$ is the luminosity due to dark
matter for the canonical Milky Way model at the respective frequency.
Sample contains 2000 runs randomly distributed in the parameter space
of Table 11.3 with the mass restricted to lie within 0.25 to 2 times that
of the Milky Way. We plot the contributions due to dark matter (solid)
and cosmic rays (dashed) individually. At both 30 and 44 GHz, 6.5% and
1.4% of models show suppression greater than a factor of 100 compared to
the benchmark Milky Way model respectively. This indicates that higher
frequency observations from Planck will produce more robust limits on
dark matter origin of the haze.
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Detecting Dark Matter in the Milky Way with Cosmic and Gamma Radiation

by
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Over the last decade, experiments in high-energy astroparticle physics have reached unprecedented precision and sensitivity which span the electromagnetic and cosmic-ray spectra. These advances have opened a new window onto the universe for which little was previously known. Such dramatic increases in sensitivity lead naturally to claims of excess emission, which call for either revised astrophysical models or the existence of exotic new sources such as particle dark matter. Here we stand firmly with Occam, sharpening his razor by (i) developing new techniques for discriminating astrophysical signatures from those of dark matter, and (ii) by developing detailed foreground models which can explain excess signals and shed light on the underlying astrophysical processes at hand. We concentrate most directly on observations of Galactic gamma and cosmic rays, factoring the discussion into three related parts which each contain significant advancements from our cumulative works. In Part I we introduce concepts which are fundamental to the Indirect Detection of particle dark matter, including motivations, targets, experiments, production of Standard Model particles, and a variety of statistical techniques. In Part II we introduce basic and advanced modelling techniques for propagation of cosmic-rays through the Galaxy and describe astrophysical gamma-ray production, as well as presenting state-of-the-art propagation models of the Milky Way.
Finally, in Part III, we employ these models and techniques in order to study several indirect detection signals, including the Fermi GeV excess at the Galactic center, the Fermi 135 GeV line, the 3.5 keV line, and the WMAP-Planck haze.
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Part I

Indirect Detection Fundamentals
Chapter 1

Introduction

For more than 80 years, evidence for the existence of dark matter (DM) has accumulated into an overwhelming set of astronomical and cosmological observations. It is remarkable that this elusive matter component makes up 84% of all mass in the universe (26.8% of the total energy budget) \cite{53}, and yet has been observed only through its gravitational influence. And while the composition of dark matter remains mysterious, it has become a fundamental pillar of the Standard Cosmological Model, of Galaxy formation and evolution, as well as remaining the strongest evidence for particle physics beyond the Standard Model. This interdisciplinary interest gives rise to one of the most compelling open mysteries in modern Science; one which may well be solved over the coming decade.

Relatively little is known about dark matter, but much is known about what dark matter is not. Our current evidence for DM consists entirely of astronomical and cosmological observations which coherently point to a short list of fundamental concepts.
1. The gravitational influence of dark matter is observed over seven orders of magnitude in distance scale from dwarf galaxies on small $\mathcal{O}(100 \text{ pc})$ scales, up to the Cosmic Microwave Background radiation (CMB) at the largest $\mathcal{O}(1 \text{ Gpc})$ observable scales in the universe.

2. Above several kiloparsecs, dark matter is extremely well modelled in the $\Lambda$CDM paradigm, where the dark matter is a cold (non-relativistic) collisionless fluid in an approximately flat Friedmann-Lematre-Robertson-Walker cosmology with a positive cosmological constant. On the scales of individual Galaxy and dwarf Galaxy cores, observations deviate from simple $\Lambda$CDM predictions, but the impact of astrophysical feedback processes and/or small DM self-interactions remain an important and open question.

3. Dark matter particles still exist today and therefore must be stable (or have lifetimes much longer than the age of the universe) and have zero, or extremely suppressed couplings to the electromagnetic and strong nuclear force – i.e. their electric and color charges must be approximately zero.

4. No Standard Model particle meets the above requirements except neutrinos. Neutrinos are both thermally under-produced as well as being relativistic at decoupling, making them 'hot' such that small scale structures cannot form. There are thus no viable SM candidates for dark matter.

5. Theoretical modifications to gravity have been unable to reproduce the success of $\Lambda$CDM across these scales simultaneously, and have failed to explain the observed
matter distributions in colliding Galaxy clusters. Compact baryonic objects such as primordial black holes or MAssive Compact Halo Objects (MACHOs) face similar difficulties and are ruled as DM candidates.

Recounting the evidence for dark matter provides a rich and informative window on the subject which simultaneously lends credence to the both the power of astronomical observations, and to the importance of understanding astrophysical uncertainties. Here we will by no means provide an exhaustive account (as in Ref.[54]), nor will we provide a historical account [55]. Instead, we will review the most compelling evidence beginning from (astronomically) small scales and working up to the size of the observable universe, providing appreciation for the depth of the mystery. The evolution of the universe in the Standard Cosmological Model is shown in Figure 1.1 and will provide a useful schematic for the following two sections. We are working backwards in terms of the formation of cosmological structure, and the reader is encouraged to consult Figure 1.1 throughout the discussion.
Figure 1.1: The history of the Universe in the Standard Cosmological Model. Image credit to the European Space Agency.
1.1 Evidence for Dark Matter

The smallest structures in the universe which contain both visible matter and appreciable mass fractions of dark matter are Dwarf galaxies. The Milky Way is orbited by many of these satellites which include among them the bright Large and Small Magellanic clouds (LMC and SMC). Until the turn of the century few dwarf galaxies had been detected. The advent of the Sloan Digital Sky Survey increased the count to 24 with an additional 17 “ultra-faints” detected in the first two years of operation by the Dark Energy Survey and an additional 6 detected using PanSTARRs and other surveys. Compared to Globular clusters, these systems are characterized by their much larger half-light-radii (typically several hundred parsecs) as well as their very large mass-to-light ratios, stellar kinematics, and chemical abundances. While the total mass of globular clusters is observed to be dominated by stars, measurements of stellar velocity dispersions inside dwarf galaxies reveal mass-to-light ratios of order $\sim 100$, and radial dispersion profiles which do not match the baryon content alone. Some examples are shown in the left panel of Figure 1.2 and indicate that the mass content of dwarfs is strongly dominated by dark matter by a factor of at least a few.

At slightly larger scales ($\approx 10$ kpc), we can measure the mass profile of nearby spiral galaxies by observing the rotational velocities of stars or orbiting gas clouds as a function of radius. In 1970, Vera Rubin and Kent Ford found that HII regions in the

\footnote{For this same reason, dwarf galaxies remain one of the most attractive indirect detection targets owing to their negligible astrophysical backgrounds. Interestingly, the DM density profiles in dwarf galaxy cores are also found (perhaps arguably) to be much less “cusped” than predicted by ΛCDM simulations, possibly hinting at warm dark matter, dark matter self-interactions, or just demonstrating that astrophysical feedback is yet not well understood.}
outer radii of the Andromeda Galaxy were rotating much faster than expected from the visible matter content along alone [60]. Most of the baryons are contained within the inner 10-20 kpc of the Galaxy, and bodies outside of this are expected to follow Keplerian orbits with velocities falling off as $v_{\text{orb}} \propto 1/r$. Instead the rotation curves are observed to be flat out to very large distances showing that the baryons are embedded inside of large dark matter halos. This behavior is observed in nearly all spiral galaxies that have measured rotation curves, including the Milky Way (see e.g. right panel of Figure 1.2).

![Figure 1.2: Left: Stellar velocity dispersions inside three Milky Way "dwarf" satellites from Ref. [1]. Solid lines show fits which include a dark matter profile while dotted lines show fits including only the visible matter. Right: Rotational velocity curves for NGC 3198 [2] showing contributions from the visible matter disk and the fitted dark matter halo.](image)

On even larger scales (∼1-10 Mpc), we can look at clusters of galaxies. The first convincing evidence for dark matter (and even the name) arose here, in Fritz Zwicky’s seminal 1933 paper [61]. Similar to dwarf galaxies, redshifts of individual galaxies in a cluster (here the Coma cluster) can be measured and used to determine the total gravita-
tional mass via the virial theorem – relating the average gravitational potential energy to
the kinetic “temperature” of the galaxies. Zwicky found that the the measured velocity
dispersions indicated a total cluster mass around 500 times more than the Galactic mass
(which incidentally only makes up 20% of the baryon content of clusters, with the other
80% in the form of hot gas in the Intergalactic medium (IGM)).

Today, much more precise estimates of cluster matter density profiles can be
obtained through X-ray observations of the hot ∼keV gas in the IGM along with gravi-
tational lensing measurements, which reveal the total matter distributions by measuring
the spacetime distortions of background objects. Nowhere is this more dramatically
demonstrated than in the Bullet Cluster [3], shown in Figure 1.3. Here, two clusters
have collided and passed through each other. The hot IGM gas has formed bow shocks
and heated through the merger, while the majority of the two cluster masses are concen-
trated in lobes on either side of the interaction region. Since the bullet cluster discovery,
at least five additional dissociative cluster mergers [62, 63] have been detected2.

Beyond super-cluster scales, we move to cosmological probes with the majority
of these being based on measurements of large scale structure formation in the early
universe, and proceeding to later epochs. The non-linear structures we observe today
– i.e. galaxies and clusters of galaxies – formed much earlier than is possible with
baryons alone. In particular, observations of the CMB radiation reveal that substantial
structure growth had already taken place by the time of CMB decoupling. In contrast,

2Notably, there have been recent claims [64, 65] of self-interacting dark matter causing an effective
drag which displaces the collisionless stellar masses from the dark matter. At present, the uncertainties
in such systems are highly underestimated, but nonetheless provide an intriguing probe of new physics.
Figure 1.3: Composite image of the Bullet Cluster [3]. Blue regions of the image indicate the mass density profile as determined through gravitational lensing while red regions show the concentration of hot gas making up around 80% of the cluster’s bayronic matter content. The discrepancy between the two regions shows that the vast majority of the cluster mass is made up by approximately collisionless dark matter.

Baryons, leptons, and photons remain in thermal equilibrium before recombination such that the primordial density fluctuations present at the end of inflation become washed out (due to coupling with the photon bath). Dark matter is required in order to form these deep gravitational wells early on, and promote the expedite the growth of baryon cooling and collapse after recombination. The most precise and striking measurements of the dark matter density relative to matter arise by measuring the relative heights of acoustic peaks in the power spectrum of the CMB which yield dark matter density of $\Omega_c h^2 = 0.1199 \pm 0.0022$ and a baryon density $\Omega_b h^2 = 0.02222 \pm 0.00023$ [53]. Here, the relative height of the third peak of the CMB power spectrum in particular shows that dark matter strongly enhances the baryon compression phase by increasing the effective (gravitational) spring-constant in the acoustic oscillations [66].
After decoupling, several tracers of structure formation can be used to constrain dark matter. One technique uses two-point correlations of galaxies in large scale surveys such as SDSS to measure acoustic oscillations in the baryon-photon plasma. The structure and intensity of these Baryon Acoustic Oscillations (BAO), depend sensitively on the dark matter density. An additional probe of structure is given by the so-called Lyman-\(\alpha\) forest. Here, redshifted photons from background quasars are absorbed by neutral hydrogen as they propagate to Earth. This creates absorption lines at different wavelengths which depends on the distance to the intervening hydrogen clouds. Performed over large regions of sky, this provides a 3D map of the baryons, and allows for one to determine the evolution of structure at very early formation epochs.

Even before recombination, the relative abundances of light nuclear species (D, \(^3\)He, \(^4\)He, and \(^7\)Li) provide critical input to the standard cosmological picture. Big Bang Nucleosynthesis (BBN) is currently the earliest available observation of the universe (if you do not include present day production of high energy particles as early), and occurred at temperatures near the QCD phase transition \(T \sim \Lambda_{\text{QCD}} \approx 1 \text{MeV}\). The present day nuclear abundances are very well reproduced in the SM (except for \(^7\)Li) and are sensitive to the number of relativistic degrees of freedom at these temperatures. If dark matter remains in equilibrium at these low temperatures, these abundances are not correctly replicated, implying that dark matter cannot contribute additional d.o.f. if its mass lies below \(m_\chi \lesssim 5 \text{MeV}^2\) (see Ref. [67, 68] for a review on BBN and particle dark matter). Perhaps more importantly, the baryon density is constrained to be \(\Omega_b \approx 0.04 \pm .02\) [69], in line with (later) measurements of the CMB. Thus, there is
a need already for dark matter at the primordial phase of the universe before stars and galaxies formed, practically eliminating the possibility of hidden baryonic objects as an explanation of DM, unless they arose from non-interacting primordial black holes (which are now almost entirely ruled out) [70].

In summary, evidence on large scales and at the earliest times, down to the highly non-linear structures we live in today all point toward the existence of dark matter. The difference in types of systems, timescales, and spatial scales provide overwhelming evidence which is extraordinarily difficult to reproduce with modified gravity, or compact baryonic objects. In the next section we explore connections between dark matter and particle physics which provides a variety of well motivated cold dark matter candidates.

1.2 Motivations for Particle Dark Matter

This overwhelming evidence for dark matter places in front of us, a mystery with only two solutions. Either we require new physics beyond the Standard Model, or we modify our model of gravitation. Particle dark matter is most strongly justified given the scale independent success of CDM cosmology, the lack of successful theories of modified gravity (and lack of external motivation for these modifications), and the knowledge that all known matter exists as particles described (at low energies) by a quantum field theory. Here we restrict our attention to cold particle dark matter candidates.

The space of suitable models is infinite, provoking the model builder to follow one or more guiding principles when positing a new theory. If other anomalous results are detected in experimental data, and can be reasonably related to dark matter, the
most promising approach may be to construct theories which incorporate both dark matter and new other physics signals. In the absence of confident new physics signals, the phenomenologist may also have strong theoretical grounds for proposing a model, such as minimizing the new field content, utilizing “naturalness” arguments to explain model parameters, fitting models into symmetries or symmetry breaking structures. For dark matter, the most prolific class of models is by far that of Weakly Interacting Massive Particles (WIMPs), which naturally connects our need for additional electroweak scale physics to the correct dark matter relic abundance.

The Standard Model (SM) is plagued by the so-called hierarchy problem. Fermion loops dominated by the top-quark introduce divergences into the Higgs mass which are quadratic in the cutoff scale of the theory, either the GUT or planck scale in the SM alone. In order to reproduce the recently measured Higgs mass of 125 GeV \[71, 72\], the SM requires either an extraordinary fine parameter tuning (roughly 1 part in \(10^{14}\)),
or the presence of new physics which cancels this divergence or lowers the effective cut-off. This lack of “naturalness” in the SM motivates the exploration of new physics near the electroweak scale ($\Lambda \sim m_W$) which reproduce the Higgs mass with closer to $\mathcal{O}(1)$ parameter tunings. This concept motivates many BSM theories such as supersymmetry, universal extra-dimensions or little Higgs theories, which carry natural stable, cold dark matter candidates.

One of the most remarkable coincidences (which we hope is not coincidental) is that the correct “relic-abundance” of dark matter is naturally reproduced if one assumes couplings near the Fermi coupling $G_F$ between the dark matter and SM states, and a weak scale DM mass $m_\chi \sim m_W$. This theoretical observation is referred to as the “WIMP miracle”, and the dark matter is produced thermally in the early universe.

For this standard production scenario, matter, radiation, and DM are in equilibrium when the universe is hot relative to dark matter mass ($T > m_\chi$). As the universe expands with a scale-factor $a(t)$ and rate $\dot{a}(t)/a(t) \equiv H$, the temperature cools. Initially, the co-moving DM number density $n_{\text{eq}}$ remains constant with interactions occur at a rate $\Gamma_{\text{ann}} = \langle \sigma_{\text{ann}}v \rangle n_{\text{eq}}$, where the angle brackets represent a thermal average over the relative velocities of the dark matter profile (see Ref. [73] for a pedagogical review). $n_{\text{eq}}$ is governed by a Boltzmann factor dark matter, and when the temperature of the Universe drops below $m_\chi$, the WIMP production rate runs as $e^{-m_\chi/T}$. Soon after, when $T \approx m_\chi/20$, the DM annihilation rate is comparable to the Hubble rate $H$, the

---

3In other words, the diagram shown in Figure 1.4 proceed freely left to right such that particles are created and destroyed until a minimal Gibbs free energy of system is attained. Because of the precise overlap with statistical mechanics, we call this type of equilibrium chemical equilibrium. Equilibrium up and down on this diagram is called kinetic equilibrium. When these (usually elastic) scatters between the SM and DM cease to exist we call this kinetic decoupling which occurs strictly after chemical decoupling.
DM density “freezes-out”, and the co-moving number density remains constant, leaving a relic abundance of DM that we hope is detectable today. At recombination, the benchmark dark matter density is given by $\Omega_c h^2 \approx 3 \times 10^{-26} \text{ cm}^3 \text{ s}^{-1} \langle \sigma v \rangle$, which provides a baseline cross-section for detecting WIMP dark matter today (though e.g. strongly velocity dependent cross-sections may suppress the current interaction).

These profoundly deep connections between particle physics and cosmology have led to an intense concentration of efforts around the detection of WIMPs on three frontiers: collider production, direct detection, and indirect detection. These probes
provide different lenses to test DM models and collectively comprise the framework known as “dark matter complementarity” [74]. This can be schematically represented by the different arrows of time on the Feynman diagram shown in Figure 1.4.

Collider searches aim to discover new particles through their production at either hadron colliders such as the LHC (see e.g. Reviews [75, 76, 77]) or at future $e^+e^-$ colliders [78]. Direct detection experiments utilize large and extremely low-background underground detectors to observe the nuclear recoils following the scattering of a WIMP from the Milky Way halo off of target nuclei [79]. The final view, indirect detection, looks to the sky for signatures of dark matter pair-annihilations or decays of DM into Standard Model particles, including observations of cosmic-rays, electromagnetic radiation, and neutrinos. Ultimately, the identification of particle dark matter will require confirmation on at least two of these fronts to be confident, although a detection in any channel provides search strategies to the others.

It is important to not let theoretical preconceptions bias our view. Dark matter does not need to be a WIMP. In fact, it does not need to interact with the Standard Model at all. The lack of robust detections of new particles in direct detection and collider searches has recently led many to study alternative models for dark matter which include, for example, axions to solve the strong-CP problem, or sterile neutrinos as a solution to neutrino masses as well as a plethora of exotic candidates [80, 54]. In some models, if the dark matter self interactions are large enough to strongly modify stellar cooling, halo shapes, or cluster merger morphologies, then some hope still remains for further constraining dark matter’s particle properties without direct observation. At a
basic level, it is also remarkable that our universe contains an $\mathcal{O}(1)$ ratio of dark matter to baryonic matter ($\Omega_c/\Omega_b \approx 5$) indicating that the dark sector and Standard Model Lagrangians are likely to be related at some energy scale\footnote{Some models, such as asymmetric dark matter (ADM), even use this as a starting point for the theory (see e.g. the review of Ref. [81]).}. In this thesis, we will focus almost entirely on the indirect detection of WIMP dark matter using Galactic cosmic and gamma-rays.

1.3 An Overview of This Work

In the previous section, we described a very general approach to indirect detection. In an ideal world, we would just have to design an instrument with enough sensitivity to detect an appreciable number of annihilation events. With the sole exception of heavy antimatter probes, this is far from being true. The Milky Way consists of many high energy astrophysical sources including supernovae remnants (SNR), pulsars, and a central supermassive black hole. These objects accelerate cosmic-rays to ultra-relativistic energies which propagate through the Galaxy until either escaping or interacting with interstellar gas and low-energy radiation, generating both additional cosmic-rays and bright diffuse gamma-ray emission, with additional gamma rays produced directly in pulsar magnetospheres, as well as by background starburst galaxies and blazars. These astrophysical “backgrounds” far exceed those expected from dark matter and in this regime, detecting a weak dark matter signal with any degree of confidence is a tall order, which often requires (i) new techniques for discriminating dark
matter signals from astrophysics, and (ii) updated astrophysical models of cosmic-ray propagation, and the ensuing diffuse Galactic gamma-ray emission.

This thesis is divided into three parts which are intended to not only highlight several of our own contributions to the field, but to provide a solid foundation for both future indirect detection studies and improved modeling of Galactic cosmic and gamma-ray physics. The first two parts provide essential background, methodology for calculating/computing both signals and backgrounds, and an overview of statistical techniques and strategies for separating the two. This includes several of our own contributions, while the final part focuses on the application of these methods to several claims of indirect detection signals.

*Part I, Indirect Detection Fundamentals:* We present foundational knowledge for calculating and detecting indirect detection signals from dark matter. This includes targets, an overview of current and future experimental efforts, search strategies, statistical techniques, and injection spectra of standard model particles by dark matter. Our major statistical contributions include novel applications of several techniques such as clustering algorithms, new uses of multi-linear template regression, and an improved calibration of background uncertainties for dwarf galaxy searches. In addition, we perform the first calculation of anti-helium injection rates from dark matter as well as exploring models where dark matter interacts with cosmic-rays or interstellar gas.

*Part II, Modeling of Galactic Cosmic and Gamma Rays:* Cosmic and gamma ray back-
grounds in the Milky Way typically dominate signals from dark matter. It is crucial to understand both the uncertainties, and astrophysical possibilities before claiming detection of an excess. In Part II we first develop simplified cosmic-ray propagation models and apply them to cosmic-ray nuclei. We then promote the simplified models into a full precision numerical treatment of propagation including an extensive discussion of high-energy radiation (and synchrotron) emitted from cosmic-rays. We then describe in detail state-of-the-art propagation models and models of gas, cosmic-ray sources, magnetic fields, and interstellar radiation fields for the Milky Way. Our most significant contributions include developing new precision cosmic-ray source models, the use of new Galactic gas distributions, the addition of Galactic center winds to propagation simulations, the first detailed study of cosmic-ray bursts and time-dependent effects near the Galactic center, discussions of the shortcomings of modern models at the Galactic center, and new propagation methods for antihelium nuclei.

Part III, Indirect Detection Signals: Enormous leaps forward in experimental capability over the past two decades have begun to probe exciting and new astrophysics while also becoming sensitive to much of the thermal WIMP model space. These advancements have led naturally to claims of signals in excess of known astrophysical backgrounds. As we have zealously pointed out in almost every case, these astrophysical backgrounds contain large and unexplored systematic uncertainties. Here we apply the methods and models developed over the previous two parts toward rigorously testing the robustness of claimed indirect detection signals, including
most prominently the Fermi GeV Galactic center excess, the Fermi 135 GeV line, the 3.5 keV X-ray line, and the WMAP-Planck haze\footnote{We omit a discussion of the TeV positron excess here, although the propagation models from Parts I/II can be directly applied to these cases. Similar to most of the other signals discussed, cosmic-ray positrons generated by nearby pulsars provide an excellent fit to the data without the need for dark matter.} This section contains the most substantial body of work, and has been instrumental in providing a voice for astrophysical uncertainties across the indirect detection field. In studying the GeV gamma-ray excess at the Galactic center, we presented two major results: (i) Bursts of cosmic-ray injection can reproduce many of the GeV excess properties, and (ii) previous models of the Galactic center diffuse gamma-ray emission completely neglect cosmic-rays born at the Galactic center, which when added, eliminate most of excess. When examining the 135 GeV line, we employ clustering methods to eliminate the only known astrophysical background (pulsars), showing that the line must be dark matter or a systematic issue (as is the case now). In the case of the 3.5 keV line, we perform a template analysis to show that the morphology of the line signal correlates strongly with known plasma lines in the Galactic Center, and excluding a dark matter interpretation of the signal. Finally, we test the origins of the WMAP-Planck haze, showing that if due to dark matter, there must be mechanisms in place to suppress the corresponding synchrotron radiation in nearby spiral galaxies with similar properties to the Milky Way.
Chapter 2

Indirect Detection of Particle Dark Matter

2.1 Estimating Rates

If particle dark matter interacts with the Standard Model non-gravitationally, we can probe its particle properties indirectly using searches for photons, neutrinos, or charged cosmic rays which are produced during the pair-annihilation ($\chi\chi \rightarrow \text{SM}$) or decay ($\chi \rightarrow \text{SM}$) into SM states. From a purely observational point of view, the indirect detection signatures of dark matter model can typically be specified by three quantities [80]:

1. Abundance: How much dark matter occupies a given phase space in some astrophysical system? For models without a strong velocity dependent cross-section, it suffices to know the spatial density $\rho_\chi(\vec{r})$, with the number density of dark matter
given by \( n_\chi = \rho_\chi / m_\chi \).

2. *Energy Scale:* What is the mass or momentum range of interest? For cold dark matter particles with velocity independent cross-sections, the dark matter mass is sufficient to specify the energy scale.

3. *SM Production:* What is the cross-section or decay rate into each SM particle (rate + branching fractions)?

At this point, the rate of injection into the interstellar medium can be calculated by a basic product of these terms. It is useful to split the discussion here into the two indirect detection cases: photons and neutrinos which travel in straight lines from their injection points, versus cosmic-rays which bend through the Galaxy’s magnetic field and must be propagated using models of the Milky Way.

### 2.1.1 Gamma-Rays and Neutrinos

We begin by calculating the flux and spectrum for the former case, noting that \( \gamma \) applies equally to neutrinos.

\[
\frac{d\Phi_\gamma}{dE_\gamma} = \int_{\Delta\Omega} \int_{l.o.s.} \rho(l, b, z)^2 \ d\Omega dz \left \{ \frac{1}{4\pi} \sum_f \frac{(\sigma v)_{\chi \chi \rightarrow f} dN_f^f}{2m_\chi^2} \right \} P.P. \quad \text{(Annihilation)}
\]

\[
\frac{d\Phi_\gamma}{dE_\gamma} = \int_{\Delta\Omega} \int_{l.o.s.} \rho(l, b, z) d\Omega dz \left \{ \frac{1}{4\pi} \sum_f \frac{\Gamma_{\chi \rightarrow f} dN_f^f}{m_\chi} \right \} P.P. \quad \text{(Decay)}
\]
Here, we have factorized the flux into two terms. The first encapsulates the astrophysics, revealing the model-independent part of the rate, integrating over the line of sight and the solid angle of the observation\footnote{Note that for cross-sections $\langle \sigma v \rangle$ which are velocity independent, these cannot be factored, and the integral must be performed over the full momentum space, with $\langle \sigma(v) v \rangle$ under the integrand.} The second term consists of the particle physics factors. First, the isotropic emission leads to a $1/4\pi$ from the, while the summation is performed over all of the SM final states. For annihilating dark matter, the factor 2 in the denominator becomes 4 if the DM is not its own antiparticle. At this point, known physics can be used to calculate the injection spectrum $dN_f^\gamma/dE$ of e.g. photons, given the initial SM annihilation product $f$ (see Chapter 3).

We now have a differential flux $d\phi_\gamma/dE_\gamma$ which is usually given in units of $[\text{cm}^{-2} \text{s}^{-1} \text{E}^{-1}]$ and we see that the number of events can be determined by multiplication with the effective area of an instrument, and an exposure time.

$$dN_\gamma = A_{\text{eff}} \cdot t_{\text{exp}} \cdot \frac{d\phi_\gamma}{dE} \quad (2.3)$$

In Section 2.4, we will discuss these quantities for several ongoing and future experiments. In order to be detected, a dark matter model must have at least some events when integrated over some energy band and it must have enough events to be observable over the astrophysical background uncertainty ($N_{\text{DM}} \gtrsim \sqrt{N_{\text{BG}}}$). Why have we kept the flux differential in energy? Because the spectrum is almost always important in trying to distinguish backgrounds. Throughout this thesis we will also see that the morphology of a signal (i.e. the differential of $J$ in solid angle) is often just as important when...
the size of the object of interest is larger than the angular resolution of our instrument.

For gamma-rays and X-rays in the Galactic center for example, both the spectrum and morphology (which may or may not be energy dependent) must be used to help disentangle backgrounds.

2.1.2 Cosmic-Rays

Cosmic-rays differ from photons and neutrinos due to their propagation through the Galaxy. Because cosmic-rays are charged\(^\text{2}\), we must calculate not only their injection, but also their motion through the Milky Way’s magnetic fields, and their interactions with gas and radiation, as well as further propagation through the Solar System’s magnetic field. This leads to a complicated detection strategy which requires the inversion of a very difficult partial differential equation in order to try and reconstruct the properties of the cosmic-ray source. Here we focus on calculating the injection of cosmic-rays from dark matter, and discuss these propagation model in great detail throughout Part II.

The particles of interest are those that are stable and include electrons, protons, antiprotons, positrons, as well as heavier antimatter species such as anti-deuterium (\(^\bar{d}\)) and anti-helium-3 (\(^{\bar{3}}\text{He}\)). The injection rate of a cosmic-ray species “CR” at a given spatial position is given by

\[
\Gamma_{\text{CR}}(\mathbf{r}) = \rho(\mathbf{r})^2 \sum_f \frac{\langle \sigma v \rangle_{\chi \chi \rightarrow f} dN_{\text{CR}}^f}{2m_\chi} \frac{dE}{dE} \tag{2.4}
\]

\(^{\text{Annihilation}}\)

\(^{2}\text{Recall that free neutrons beta decay with a half-life of } \tau \approx 611 \text{ s.}\)
\[
\Gamma_{\text{CR}}(\vec{r}) = \rho(\vec{r}) \sum_f \frac{\Gamma_{\chi \rightarrow f} dN_{\text{CR}}^f}{m_\chi dE} \tag{2.5}
\]

At this point, one must propagate the injected particles through the Galaxy using an analytic, semi-analytic (i.e. Green’s functions), or numerical treatment such as Galprop \cite{82-83, 84, 85, 86} or Dragon \cite{87}. For antiprotons, numerical treatments are necessary due to the complex astrophysical backgrounds and tertiary scattering. For heavier species, it is usually sufficient to use two-zone diffusion models as most interactions with gas result in fragmentation or annihilation of the nucleus. The electron and positron backgrounds should be calculated with numerical treatments due to the rapid energy losses and secondary production which is sensitive to the local distribution of gas in the Galaxy. One may, however, obtain reasonable results with analytic formulae when calculating primary sources such as dark matter or nearby pulsars.

### 2.2 Dark Matter Halo Profiles

Our above calculation of indirect detection rates requires us to know the dark matter density. For gamma-rays, and annihilation in particular, we must understand the halo profile at the most dense points, the Centers of dwarfs or the center of the Milky Way. Detailed N-body simulations in $\Lambda CDM$ cosmologies provide a wealth of information on the density of dark matter at all of these scales. However, we also know that baryonic effects, and potentially dark matter self-interactions may play an important role in these systems. In this Section we will start with the classical benchmark
halo models, and then briefly discuss the state of understanding regarding baryonic interactions. It is typical in the literature to show results for multiple halo profiles, or to generalize the models and scan parametrically when a signal is detected (as claimed in the Galactic center).

In addition to the density profile, the clumping of substructures can also play an important role, and is probed by simulations, as are the velocity distributions of the dark matter profiles. Here, the main models of interest are those s-wave dominated and are therefore independent of the DM velocity distributions. We will thus proceed under this assumption and the assumption that the DM is cold. At this point, dark matter only simulations reveal several underlying principles.

1. The halo profiles are approximately scale invariant in form, characterized from supercluster scales to Galactic subhalo scales by a single concentration parameter that depends on the formation time and mass.

2. Dark matter halos tend to be cuspy, with the inner regions running as approximately $\rho \sim r^{-1}$.

3. Structure forms hierarchically from the bottom up, i.e. first on small scales and then on larger scales.

4. Halos are triaxial ellipsoids with up to 40% enhancements along the major axis not being uncommon. Typically these halos are assumed to be spherical in indirect detection.

The focus here is on galactic sized halos, although various reviews can be found
Figure 2.1: Left: Common dark matter density profiles used in the Milky Way. Right: Annihilation projected annihilation densities integrated along the line of sight for common DM profiles. Integrating this distribution over solid angle yields a J-factor. All profiles have been normalized at the solar position of 8 kpc to have a density $\rho = 4\text{GeVcm}^{-3}$, which discuss different mass regimes such as clusters of galaxies, or smaller subhalo structure [88]. In Figure 2.1 we show the halo profiles described below, as well as the projection of the squared profile along the line-of-sight, which yields the differential J-factor. One can immediately see that different profiles can lead to more than an order of magnitude difference in the indirect detection flux expected from the Galactic center.

### 2.2.1 Navarro-Frenk-White (NFW) Profile

The NFW profile [89, 90] is by far the most common used in the literature. It provides an excellent fit to halo masses over 9 orders of magnitude from globular to galaxy clusters (in DM only simulations) and has the generalized form,

$$
\rho(r) = \left(\frac{r_s}{r}\right)^\gamma \frac{\rho_0}{(1 + r/r_s)^{3-\gamma}},
$$

where $\gamma = 1$ in the usual case and $\gamma > 1$ for contracted (more-cuspy) halos and
$r_s$ is the halo scale-radius where the slope has an index $-2$ (for $\gamma = 1$). In the Milky Way, $\rho_0$ is typically normalized to match the locally determined dark matter density $\rho(r = 8\text{kpc}) = 0.4^{+1.6}_{-0.2} \text{GeV cm}^{-3}$ [91] and $r_s$ is usually taken to be around 20 kpc. For other systems, $\rho_0$ is typically replaced by a concentration parameter $c$ defined as the ratio of the virial radius and the scale radius. The following relation relates the two parametrizations.

$$M = 4\pi \rho_0 r_s^3 \left[ \ln(1 + c) - \frac{c}{1 + c} \right]$$

(2.7)

where $M$ is the virial mass – i.e. the mass within the virial radius which is typically defined as the radius where the dark matter density is 200 times the critical density ($R_{200}$). For many cluster size systems $c \approx 20$, although it is both halo mass dependent, redshift varying, and depends on the cluster core parameters (e.g. cool core or not?). For dwarf galaxies, stellar velocity measurements reveal more cored profiles and $c \approx 5$ [92], and are not well fit by an NFW profile.

### 2.2.2 Einasto Profile

For galaxy sized halos, and for dwarf galaxies, the Einasto profile provides at least as good of a fit as an NFW. Simulations show that the log-density profile varies continuously with radius according to the differential equation

$$\frac{d \ln \rho}{d \ln r} = -2 \left( \frac{r}{r_s} \right)^\alpha$$

(2.8)
with a curvature parameter $1/\alpha$ and $r_s$ the radius at which the log-slope is -2. This is integrated to obtain the Einasto density profile \[93\].

\[
\rho(r) = \rho_s \exp \left( -\frac{2}{\alpha} \left( \frac{r}{r_s} \right)^{-\alpha} - 1 \right).
\] (2.9)

Typical scale factors for the Milky Way are $r_s = 20$ kpc and $\alpha = 0.16$.

### 2.2.3 Burkert Profile

The Burkert \[94\] profile models highly cored profiles, and developed to provide a better fit than an NFW for dwarf galaxies, where the observed concentrations are extremely low. For the Milky Way, it is often used as a very conservatively low estimate of the central dark matter density. It does not possess a cusp and the scale radius is usually taken to be around 6 kpc for the Milky Way.

\[
\rho(r) = \frac{\rho_0 r_s^3}{(r_s + r)(r_s^2 + r^2)}.
\] (2.10)

### 2.2.4 Isothermal Profile

Pure isothermal profiles falloff as $r^{-2}$, which provide a flat rotation curve. At the center of the Galaxy however, the density diverges unphysically and must be softened. The “pseudo-isothermal” profile has a cored region at the center characterized by a core radius $r_c \sim 1$ kpc. While disk dominated galaxies are fit well by isothermal and NFW profiles, low-mass galaxies have been (observationally) much better fit by pseudo-isothermal profiles \[95\].
\[
\rho(r) = \frac{\rho_0}{1 + (r/r_c)^2} \tag{2.11}
\]

2.2.5 The Impact of Baryons

Baryons dominate the gravitational potential in the central regions of galaxies such as the Milky Way. There is currently no consensus on how they impact the profile of the inner dark matter cores. Current simulations incorporating baryons and feedback processes are limited in resolution by both the gravitational softening length as well as the particle resolution and the accuracy of the subgrid physics which includes cooling and feedback mechanisms that must be phenomenologically calibrated. Two contrasting theories are often cited.

The first is known as adiabatic contraction. As baryons cool, they enhance the potential at the Galactic center by dragging in dark matter, both through the enhanced potential and dynamical friction. This steepens the inner DM profile \[96, 97, 98\]. On the other hand, this culmination of cool baryons triggers star formation or strong accretion onto the central black holes which can lead to violent bursts of feedback which expel gas from the system. This infall-feedback loop then repeats in an episodic fashion, which reduces the central potential and softens the DM density profile \[99, 100, 101\]. These issues are of great interest for modern simulation studies, but the balance between effects remains sensitively dependent on the implementation of sub-grid physics.
2.3 Indirect Detection Targets

In the previous section we determined concretely the rates of dark matter indirect detection signals in both photon/neutrino channels and cosmic-ray searches. We review here the potential targets for both cases.

2.3.1 Gamma-Ray Searches

Gamma-rays provide an excellent probe of particle dark matter for two reasons. First, all SM final states will produce gamma-rays when the energy scale of the annihilation \( m_\chi \gg m_e \). This occurs via either hadron showers (\( \chi\chi \to X \to \pi^0 + X \to \gamma\gamma \)) or final state radiation which both produce a diffuse spectral signature which cuts off for \( E_\gamma > m_\chi \), or from direct emission (\( \chi\chi \to \gamma\gamma, Z\gamma \)) which produces a line-like signature at energies \( E_\gamma \approx m_\chi \) or \( E_\gamma \approx m_\chi (1 - m_Z^2/(2m_\chi^2)) \) respectively. Second, gamma-rays propagate with straight trajectories, meaning they point directly back to the source. We can therefore point our detectors toward regions of high dark matter density. As we saw in Equations (2.1-2.2), the gamma-ray flux from annihilation (decay) depends quadratically (linearly) on the dark matter density. This implies that we can set robust limits on nearly all WIMP models by performing long exposures on the cores of dwarfs, galaxies, or galaxy clusters.

\[^3\]Owing to the identical form of Eqn. 2.4 for neutrinos and gamma-rays, most gamma-ray targets are also promising for neutrino searches. Neutrinos however, are able to travel unimposed through solid matter. For most WIMP dark matter models, the DM can be captured inside the astronomical bodies such as the Sun and Earth making them equally attractive targets for signatures of dark matter. We do not explore these neutrino-only targets here. For a recent review on the methods and status of neutrino dark matter searches see e.g. Ref. [102].

\[^4\]Even neutrino final states can radiate a weak boson on, or off-shell.
Fortunately, astrophysical backgrounds exist in most places\footnote{We are fortunate in this regard because cosmic-ray physics has an immense amount to teach us about high-energy astrophysical objects and environments. In Part III, we see several examples of extraordinarily interesting systems. For this reason, one should avoid simply saying “background” without qualifying the awesomeness of the background.} and one must counterbalance the background flux, complexity, and spectrum against the signal properties. In Figure 2.2 we show a schematic of common targets, although background complexity depends strongly on the energy range and annihilation spectrum of interest. Here we briefly review the pros and cons of common targets crudely ordered by in decreasing usefulness. Note that this ordering depends significantly on whether the DM annihilates or decays, as well as the energy (or more generally type of EM radiation) being observed.

\textit{Dwarf Galaxies:} Among all the indirect detection targets, gamma-rays from Milky Way dwarf satellites remain the “golden channel”, having essentially no astrophysical
background other than galaxies lying in the background along the line-of-sight\(^6\).

Because there are now more than thirty known ultra-faints orbiting the Milky Way, several collaborations have performed joint-likelihood searches which combine (usually null) Fermi-LAT gamma-ray measurements of each galaxy while also marginalizing over the uncertain J-factors of at least 15 of the most promising targets \(^{106}\) as well as teaming up with higher energy ground based Air Cherenkov telescopes such as MAGIC \(^{107}\). So far, no significant detections have arisen other the Ret II. The Fermi-LAT constraints are considered extremely robust and mark the cleanest of all indirect detection signals. They also provide cross-constraints on other purported indirect detection signals such as the GeV Galactic center gamma-ray excess.

*The Galactic Center:* The center of the Milky Way makes up the brightest of all gamma-ray signals. It is extremely close, lying at \(d = 8\) kpc (compared to 30-200 kpc for dwarfs), and contains a very large dark matter core. These lead to an expected J-factor which is roughly 5 orders of magnitude greater than dwarfs. However, the center of the Milky Way shows signatures similar to nearby star-forming galaxies and is just becoming understood. The *Fermi* telescope is just now providing a high-resolution window at GeV energies, while radio observations from *Planck* and other multiwavelength observations are beginning to show a coherent story of cosmic-ray physics and star formation histories. In addition, the number of

\(^6\)A gamma-ray counterpart has recently been detected in the ultra-faint galaxy Reticulum II \(^{103}\) which is compatible with the Galactic center GeV excess. However, there are radio-bright galaxies overlapping that have not been conclusively disentangled as potential progenitors \(^{104}\). See also the discussion in Section \(^{4.7}\) and Ref \(^{105}\).
millisecond pulsars in the region is highly uncertain, providing a background at GeV energies which is nearly indistinguishable from that of dark matter. We will discuss the Galactic center GeV excess in depth throughout Chapter 8. Additional claims of detection have also arisen here including the 135 GeV line, the 511 keV poistron line, the 3.5 keV line, and the WMAP-Planck haze. Each of these has proven to be astrophysical or instrumental in nature, underscoring the complexity of the backgrounds here, even in cases where the spectral signatures were originally thought to be unique to dark matter.

*Galaxy Clusters:* Galaxy clusters are extremely interesting objects from the perspective of cosmic-ray physics and dark matter physics, owing to their huge dark-mass fraction. While prospects for detection of any gamma-rays remains bright, no clusters have yet been detected [108], even though comparable gamma-ray intensities are expected from cosmic-rays interactions with the radiation and hot gas in the intergalactic medium. The current upper limits on the dark matter annihilation cross-section remain 1-2 orders of magnitude below the dwarf constraints [109]. For decaying DM, galaxy clusters actually outperform dwarf galaxies. Perhaps more interesting are observations at lower energies including the 3.5 keV X-ray line detected in several clusters (see Sec. 10 for a review) as well as radio constraints on dark matter to leptons via non-observation of synchrotron emission [110]. Upcoming radio observations from the Low Frequency Array (LOFAR) and Square Kilometer Array (SKA) will shed further light on these objects.
Isotropic Gamma-Ray Backgrounds (IGRB): Diffuse gamma-ray emission across the full sky can also be used to constrain dark matter models [111]. The isotropic gamma-ray background contains contributions from all unresolved point sources in the universe, which include contributions from dark matter. These backgrounds can thus be difficult to disentangle, since both are isotropic. We must also subtract the Galactic astrophysical foreground emission and the smooth Galactic DM halo contribution (which can also be used to detect DM). These constraints thus dependent on both the model of foreground, and the model of extragalactic emission assumed. They significantly under-perform dwarf constraints for annihilation signals, while remaining quite competitive for decaying DM.

Local Galaxies: Local group galaxies such as Andromeda typically contain the same problems as the Milky Way center, but are not as bright (see e.g. [112]). The cosmic-ray physics and pulsar populations are not well understood, and detection is difficult at these distances. Recently, potential excess compatible with the GeV excess has been reported by the Fermi LAT collaboration in the Large Magellenic Cloud (LMC) [113], however, similar observations in the SMC [114] have revealed no such excess, and the background models contain only very simple models for the associated diffuse emission whereas the LMC contains active star forming regions alongside only very loosely constrained cosmic-ray diffusion.

Dark Matter Subhalos: Dark matter structures form hierarchically, with the number density of a given halo mass increasing as a power-law in the mass. They are also
expected to be nearby, and bright enough to be detected, although we do not know where they are a priori. Recent estimates from N-body simulations \cite{115} suggest that for a representative 40 GeV dark matter candidate annihilating to quarks, approximately 10 subhalos may have already been detected in the Fermi-LAT 3FGL catalog \cite{116} as unassociated point sources. These appear as point-like, or very slightly extended sources with no multi-wavelength counterparts \cite{117}. While these targets are intriguing, one must make dedicated multi-wavelength follow up observations before a given candidate becomes interesting, and it should be detected gravitationally via microlensing.

**Globular Clusters:** There has been at least one attempt \cite{118} at detecting dark matter signals from Milky Way globular clusters. However, the mass of such systems is dominated by stars, and they contain many bright pulsars which complicate the backgrounds in the GeV regime \cite{119}. They therefore make worse targets than Milky Way satellites for detecting dark matter.

These targets comprise the mainstream. However, new methods and models are rapidly being developed, while new experimental probes are arriving every year (see Sec. 2.4). One of the most fertile areas of new growth is the use of much more multiwavelength data to better constrain backgrounds, combined with Bayesian methods for marginalizing over unknown systematics.
2.3.2 Cosmic-Ray Searches

In order to search for dark matter using cosmic-rays, we must focus on a domain where the large astrophysical backgrounds are highly suppressed. This is not the case for cosmic-ray protons, electrons, or nuclei which are abundantly produced in the Galaxy by shock-accelerating e.g. protons and electrons in ionized plasmas. Antimatter however, is scarce in the universe. It is produced astrophysically, only through high-energy particle processes such as pair production in pulsar magnetospheres, jets of Active Galactic Nuclei (AGN), or via cosmic-ray spallation\textsuperscript{7}. For most models of dark matter annihilation, SM particles are produced in particle-antiparticle pairs, and often decay through chains of final state radiation and/or hadronization which produce antimatter. There are two classes of cosmic-ray searches which are sensitive to these dark matter signatures: high-energy positrons and anti-nuclei searches up to atomic number 3 including $\bar{p}, \bar{d},$ and $\bar{3}\text{He}$.

As cosmic-rays propagate from their injection site throughout the Galaxy, they both lose energy and leak out of the diffusion halo, such that only relatively local sources can be detected. The radius of this detection neighbourhood depends strongly on both the species ($e^+ / e^-$ vs nuclei) as well as the energy.

**Leptons:** At the energies of interest begin at the positron mass $E = .511$ MeV, where ionization and coulomb losses restrict cosmic-rays to a very small window. At several hundred MeV, the energy loss time-scales of order 1 Gyr, but diffusion is

\textsuperscript{7}Spallation is the interaction of a high energy cosmic ray with at-rest interstellar gas. The corresponding proton-proton collision produces many high-energy jets of particles, the most abundant of which are charged and neutral pions which produce photons, electrons, and positrons ($\pi^0 \rightarrow \gamma\gamma, \pi^\pm \rightarrow \nu l^\pm$).
slow, and the particles leak from the Galaxy, limiting the window of influence to under 5 kpc. Above 1 GeV, the synchrotron and Inverse Compton losses losses are quadratic in energy, and the diffusion radius at 1 TeV is limited to several hundred parsecs of the Solar System \[83\].

**Nuclei:** For nuclear species, energy losses are not crucial for dark matter searches, and the diffusion radius at the mean residence time\[^8\] determines the detection neighborhood. For typical energies near 1-500 GeV, this is between 5-10 kpc.

With potential exceptions for ultra-high-energy cosmic rays (UHECRs have \(E \gtrsim 10^{18} \text{ eV}\)), dark matter searches using cosmic-rays are therefore limited to our own Galactic dark matter halo, or very nearby dark matter substructures embedded within the Galactic DM halo, and are hardly sensitive even to the dark matter rich Galactic center region.

### 2.4 Experiments

Indirect detection experiments span a large and diverse array of astronomical and astroparticle datasets. The field is also rapidly evolving as searches for more exotic (non-WIMP) candidates garner attention following null detections in direct and collider searches. Here we concentrate on upcoming gamma and cosmic-ray observatories with special focus on the response characteristics of *Fermi’s* Large Area Telescope (LAT).

A comprehensive review of current and planned indirect detection experiments can be

\[^8\] The cosmic-ray residence time is the lifetime of cosmic-rays living in the Galaxy before escaping the Galactic diffusion halo.
found in Ref. [120], which much of this Section is adapted from, although this review does not include less common detection methods such as radio or X-rays.

2.4.1 Current and Planned Experiments

In Table 2.4.1 we show current and planned gamma-ray and cosmic-ray experiments along with estimates of their baseline performance characteristics. It is very important to note that – for a given experiment – these characteristics are typically strongly dependent on both the energy range under consideration and the spatial position on the sky. Precise characteristics can be easily obtained in the technical reports for each experiment. Recall from Chapter 2 that the number of detected events from dark matter runs as

\[ N \sim (4\pi)^{-1} \Gamma_{DM} N_{DM} A t_{exp} \]  

(2.12)

where \( \Gamma_{DM} \) is the rate of annihilation or decays integrated over the volume of interest, \( N_{DM} \) is the number of photons falling within the detectors energy range, \( A \) is the effective area, and \( t_{exp} \) is the approximate exposure time. This allows us to quite simply estimate the magnitude of detectable events for a given model, at least in the case of electromagnetic radiation or neutrinos.

For all of their differences, cosmic and gamma-ray experiments are often purposed for both, as the detectors are typically designed to detect hadronic and electromagnetic showers. This allows us to more sensibly classify experiments in two broad categories: satellite or balloon born missions versus ground based detectors.
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Satellite based detectors which have the advantage of escaping the Earth’s atmosphere thereby obtaining direct cosmic and gamma ray measurements which are easily distinguished through for example, an external layer around the tracker designed to veto charged particles (anti-coincidence shield). Satellites are also payload limited which implies that the detector volume (and thus the effective area) must be relatively small, of order 1 m$^2$. However, many are designed to observe very large fields of view, if not the entire sky, and additionally compensate for this reduced area with high duty cycles as well as exposure times across the full sky on the order of years ($\pi \times 10^7$ s). Most have excellent energy resolution and the gamma-ray detectors have good angular resolution, at least below 0.5 degrees at energies above a few 10s of GeV, typically reduced to several degrees below 1 GeV, in the Compton regime.

Ground based observatories utilize the Earth’s atmosphere as a calorimeter. As high energy cosmic-rays or gamma rays impact the atmosphere, either hadronic or electromagnetic showers ensue and can be detected on the ground by their Cherenkov radiation. These Imaging Air Cherenkov Telescopes (IACTs or ACTs) have the principle advantage of offering enormous collection areas on the order of km$^2$ which is $10^6$ times larger than space based observatories. In addition, they can easily probe extremely high energies, where the limited volume and mass of satellites cannot fully contain particles above a few TeV. However, their limited duty cycle and small field of views provide only targeted observations with typically 100-10$^3$ hr exposures. Furthermore, electrons and gamma-rays can not be efficiently distinguished, due to the identical EM shower profiles. Protons have distinct showers, but are very abundant and lead to large approximately
isotropic background contamination. IACTs are unable to detect showers below about 25 GeV, making them unsuitable for observations in the Compton regime.

Why are we interested in energy and angular resolution? Currently dark matter searches for continuum spectra are complicated by a huge abundance of point sources and diffuse astrophysical backgrounds toward the Galactic center. This includes both systematic effects and the potential of the GeV GC excess having originated from pulsars. Enhanced angular resolution allows for clean resolution and separation of these sources so that diffuse emission can be studied independently. The angular profiles of diffuse emission also offers clues as to it’s origin, allowing for example, the separation of gas correlated emission versus Inverse Compton. It may also allow for the detection of energy dependent morphologies. Energy resolution, on the other hand, is crucial to searches for gamma-ray lines.

Let us now break the gamma-ray observatories into several partly overlapping energy ranges. We show the sensitivities of the experiments discussed below in Figure 2.3.
Compton Regime ($E_\gamma \lesssim 100$ MeV): Just above X-rays, the soft gamma-ray window is the least well explored of the entire observable electromagnetic spectrum. Measurements at such low energies are challenging, with Compton scattering dominating the photon interaction cross-section at below 10 MeV, and pair-production taking over above this. Current experiments based on silicon trackers have sensitivity only down to tens of MeV, and possess extremely large point-spread-functions that limit their scientific value at these energies. Previous observatories such as COMPTEL provided coverage over these energies, but with a very large PSF and small effective area. New efforts such as the ComPair mission [6] aim at a 2-3 order of magnitude improvement in effective area with an angular resolution of a few degrees. The dark matter applications of such an instrument are limited for WIMPs (due to the Lee-Weinberg limit, see Ch. 3), but it may provide an excellent search opportunity for decaying candidates such as heavy sterile neutrinos or more exotic spectral lines [121]. Perhaps most importantly, it will shed light on the 511 keV positron excess, and on diffuse emission associated with low-energy electrons below the $\pi^0$ production threshold, as well as a wide variety of astrophysical objects at low gamma-ray energies.

GeV Regime ($100$ MeV $\lesssim E_\gamma \lesssim 250$ GeV): *Fermi* has revolutionized gamma-ray astronomy in the GeV regime and below we dedicate an entire section to understanding its performance. The scientific goals of the instrument are many, but include as a major component the detection of WIMP dark matter below 100 GeV. It’s angular resolution and effective area are sufficient to probe thermal relic cross-sections, and
the survey mode allows for simultaneous pointing toward all the potential targets mentioned in Section 2.3. The most notable remaining signal is the Galactic center GeV excess, but previously there was also excitement over a gamma-ray line at 135 GeV detected toward the Galactic center. Besides the robust limits (and potential detection) placed on WIMP dark matter models, Fermi has provided an unprecedented view of GeV astrophysics including the detection of more than 3500 high-energy sources now in the 3FGL [116], 117 gamma-ray pulsars [122], and at least 14 supernova remnants [123], confirming them for the first time as accelerators of cosmic-rays (at least a fraction of Galactic CRs). Future comparable missions include Gamma-400 which will over above all, an order of magnitude improvement in angular resolution. This is crucial for both astrophysics, and for understanding the true nature of the GeV Galactic center excess.

High Energy Regime ($100 \text{ GeV} \lesssim E_\gamma \lesssim 100 \text{ TeV}$): At high energies, the current state of the art active instruments include HAWC, HESS, MAGIC, and VERITAS, which are similar in sensitivity. These are currently probing interaction cross-sections about 1 order of magnitude above the thermal value. The upcoming CTA proposal will have a strongly enhanced effective area and coverage of the Galactic center region which will allow the thermal cross-section to be probed for dark matter masses between 100 GeV and $\approx 10$ TeV candidates annihilating to $b\bar{b}$. Near the Galactic center, astrophysical backgrounds above 100 GeV are not very important for setting limits, or discovery of dark matter, making the GC an extremely attractive target which is about an order of magnitude better than dwarfs. Astro-
physically, HESS will provide excellent angular resolution and sensitivity to sources in the GC region, on the Fermi Bubbles, and on pulsars and SNR throughout the Galaxy. Unfortunately, it will not shed light on the GCE excess, which lies just out of reach at the low energy edge of CTA’s sensitivity.

For cosmic-rays, several ongoing experiments provide data on electrons, positrons, protons, antiprotons, and heavier nuclei including secondary to primary ratios such as B/C, up to several hundred GeV. Pamela provides excellent coverage of at lower energies, while AMS-02 has recently provided by far the most accurate CR spectra to-date. The most intriguing result is the confirmation of the rising positron fraction up to at least 450 GeV, though higher energy measurements are needed to identify the source of the excess as 1 or more pulsars, alternative cosmic-ray propagation models, or perhaps dark matter. The antiproton spectrum from AMS is marginally compatible with current numerical CR propagation models, although a very tenuous excess may be present and would be revealed by higher energy measurements. The proposed CR observatory CALET [124] will provide sensitivity at these very high energies, up to 1 TeV for positrons, protons/antiprotons, and B/C, with exploratory analysis up to several TeV.

2.4.2 Fermi-LAT Instrument Response

In order to gain further insight into the experimental side of indirect detection, and to better understand instrumental response functions, we consider here some basic building blocks for working with Fermi data. Thanks to the Freedom of Information Act, NASA missions are required to release their data to the public. This has led to an
Figure 2.4: Instrument Response functions (IRF) for SORCE class photons in Fermi PASS 8 release. Top, exposure time in megaseconds for the 3FGL catalog in Galactic coordinates. Bottom four panels counter-clockwise: Effective area, 68% PSF containment radius for different photon classes, 95% containment radius, and Energy resolution.

incredible flourishing of astrophysical and new physics analyses over the years.⁹

⁹The Fermi web page [http://fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/] provides comprehensive documentation for running analysis using their Fermi Science Tools. For point source analyses, these tools are reasonably fast to use, but for large ROIs, such as fitting diffuse windows, I have developed my own binned likelihood analysis package in python called GammaLike which is much faster. These tools are briefly discussed in Appendix A.1.
Often we have a model for the flux of some astrophysical source, which is given as a function of angular position and energy. A flux density map \( \frac{d^2 \phi}{d\Omega dE} \) of this sort will have units of photons/cm\(^2\)/s/sr/GeV units. In order to compare such a model against the observed data, we must convolve the model against the instrumental response functions (IRFs) of Fermi. This includes three essential elements:

1. Exposure Maps: The first quantity that must be calculated is the effective exposure on a sky segment which is the product of the effective area and the live exposure time. Although Fermi does survey the full sky, its acceptance is not uniform, and therefore different sky locations are exposed with different effective areas and different time exposures. The Fermi Science Tools (FST) provide tools to calculate these exposure maps which have units of [cm\(^2\) s]. The exposure time used for the 3FGL catalog is shown in the Top panel of Fig 2.4, while the effective area as a function of energy is shown in the mid-left panel.

2. The Point Spread Function: The instrument has finite spatial resolution and we must smooth the input model using the point spread function as the convolution kernel. For diffuse sources that are relatively smooth, a Gaussian kernel of order the PSF containment radius is usually sufficient. For point sources, one must use the true PSF which can be determined using the `gtpsf` tool in the FST. Some example PSF containment radii are shown in the bottom two panels of Figure 2.4, where the photons have been divided into quartiles to form different PSF classes. Note the strong energy dependence of the PSF which is approximately a power
law in containment radius below 10 GeV and nearly constant above 10 GeV.

3. Energy Dispersion: The instrument also has finite energy resolution. For Fermi this is strongly energy dependent, but is better than 10% over the nominal acceptance range. For smooth continuum spectra, this implies that energy convolution is not very important. However, when searching for gamma-ray lines or comparably sharp spectral features, the energy resolution must be taken into account.

For the purposes of simulating photon events, one can easily write a simple Monte-Carlo simulation with acceptance-rejection sampling, or inverse-transform sampling over these various distributions (which can be obtained from the Fermi Tools). An example of this can be found in Sections 4.4 where we model individual photons near the Galactic center. My own GammaCAP package also includes tools for simulating photon data, and the FST include their own gtobssim simulator\textsuperscript{10} Models for the gamma-ray flux are discussed in detail throughout Part III of this thesis. Methods for comparing models against Fermi photon data (which consists of an event record for each gamma-ray – i.e. location, energy, time, etc.) will be discussed throughout Chapter 4.

\textsuperscript{10}In my personal opinion, this is so slow that it is not worth using in cases where one does not need very fine resolution. This is usually the case for dark matter where we are integrating over years, and often dealing with diffuse sources and continuum spectra.
<table>
<thead>
<tr>
<th>Experiment</th>
<th>Target</th>
<th>Energy range</th>
<th>$\mathcal{A}$</th>
<th>$\theta_{\text{exp}}$</th>
<th>$t_{\text{exp}}$</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMS</td>
<td>$e^+/e^-$, anti-nuclei</td>
<td>1GeV-1TeV</td>
<td>0.5 m² sr</td>
<td>5 yr</td>
<td>Magnet Spectrometer, Running</td>
<td></td>
</tr>
<tr>
<td>Fermi</td>
<td>Photons, $e^+/e^-$</td>
<td>50MeV - 500GeV</td>
<td>0.9 m²</td>
<td>0.3° E$&gt;10$ GeV</td>
<td>10 yr Pair Telescope and Calorimeter, Running</td>
<td></td>
</tr>
<tr>
<td>HESS</td>
<td>Photons, $e^-$</td>
<td>30GeV-100TeV</td>
<td>0.5 km²</td>
<td>0.2°</td>
<td>100-10³ hr Atmospheric Cherenkov Telescope (ACT), Running</td>
<td></td>
</tr>
<tr>
<td>MAGIC</td>
<td>Photons, $e^+/e^-$</td>
<td>25GeV-30TeV</td>
<td>240 m²</td>
<td>0.1°</td>
<td>100-10³ hr ACT, Running</td>
<td></td>
</tr>
<tr>
<td>PAMELA</td>
<td>$e^+/e^-$, anti-nuclei</td>
<td>0.4GeV-200GeV</td>
<td>200 cm²</td>
<td>10 yr</td>
<td>Satellite</td>
<td></td>
</tr>
<tr>
<td>VERITAS</td>
<td>Photons, $e^+/e^-$</td>
<td>100GeV - 50TeV</td>
<td>$10^5$ m²</td>
<td>0.05-0.1°</td>
<td>100-10³ hr ACT, Running</td>
<td></td>
</tr>
<tr>
<td>Planned:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CALET</td>
<td>$e^+/e^-$, photons</td>
<td>10GeV-10TeV</td>
<td>1.2 m² sr</td>
<td>0.3°</td>
<td>5 years Calorimeter</td>
<td></td>
</tr>
<tr>
<td>CTA</td>
<td>Photons</td>
<td>25GeV-100TeV</td>
<td>1 km²</td>
<td>0.1°</td>
<td>100-10³ hr ACT</td>
<td></td>
</tr>
<tr>
<td>GAMMA-400</td>
<td>Photons</td>
<td>100MeV-3TeV</td>
<td>1 m²</td>
<td>0.01°</td>
<td>10 years Pair Telescope</td>
<td></td>
</tr>
<tr>
<td>GAPS</td>
<td>Anti-deuterons</td>
<td>.1-3GeV/n</td>
<td>5 m² sr</td>
<td>10-21 days</td>
<td>TOF, X-ray and Pion detection</td>
<td></td>
</tr>
<tr>
<td>HAWC</td>
<td>Photons, $e^+/e^-$</td>
<td>100GeV-100TeV</td>
<td>.25 km²</td>
<td>0.3°</td>
<td>5-10 years Water Cherenkov, Air Shower Surface Array</td>
<td></td>
</tr>
<tr>
<td>CompPair</td>
<td>Photons</td>
<td>200keV-500MeV</td>
<td>500 cm²</td>
<td>3°</td>
<td>5-10 yr Compton Pair-Production</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1: Current and planned cosmic and gamma-ray experiments.
Chapter 3

Astrophysical Signatures of Particle Dark Matter

In this chapter we review the calculation of injection spectra from dark matter annihilations and decays. Having discussed already the halo profiles common to the Milky Way, understanding the injection spectrum \(dN/dE\) in Eq. 2.1 will allow us to compute the gamma-ray flux expected at the Milky. For cosmic-rays, the injection spectrum multiplied by the annihilation or decay rate yields the source term across the Galaxy, but we cannot estimate the flux at Earth until propagation effects are taken into account (the subject of Part II).

3.1 Electromagnetic Radiation From Dark Matter

Dark matter annihilations and decays radiate in a variety of ways. The most common in indirect searches is primary, or prompt radiation, which is comprised of all the
photons originating from the location of annihilation. This includes, for example, direct
annihilation into lines or virtual internal bremsstrahlung [125], or the radiation coming
from electromagnetic or hadronic showering of the annihilation final state. We review
the core concepts here, and point the interested reader toward good pedagogical and
computational resources which exist in the literature. Depending on the level of sophis-
tication, these calculations can be very involved, and/or computationally heavy. Barring
necessary exceptions, it is recommended that precomputed tables from PPPC4DM [126]
(Poor Particle Physicists Cookbook for Dark Matter) be used.

Secondary radiation signatures of dark matter annihilation or decay is a growing
subject. Dark matter models which have significant branching fractions to leptonic
species will ultimately produce an abundance of high-energy electrons. These radiate
as they propagate through the Galaxy via synchrotron, inverse-Compton, and electron
bremsstrahlung. These calculations are identical to those used to calculate energy losses
and emission from astrophysical cosmic-rays which are described in Chapter 6.

3.1.1 Gamma-rays from WIMPs

Dark matter annihilations and decays generically produce associated gamma-
rays. For any production of SM particles, the photon spectrum can be calculated using
Monte Carlo codes such as Pythia [127] or Herwig [128]. In this context, these codes
simulate a generic resonance, typically a spin-0 state of mass $2m_\chi$, with a single decay
channel chosen by the user, such as $W^+W^-$, $q\bar{q}, l\bar{l}, ZZ, gg, hh, Z\gamma$. These particles are

[http://www.marcocirelli.net/PPPC4DMID.html](http://www.marcocirelli.net/PPPC4DMID.html)
Figure 3.1: Gamma-ray injection spectra from dark matter particles of mass $m_\chi$ annihilating to a variety of Standard Model final states. The x-axis is expresses as the ratio of the photon energy to the dark matter mass, typically denoted $x = E_\gamma/m_\chi$.

then hadronized and one can examine the distribution of final state particles. An example code for such a setup can be found in example main07.cc in the pythia sample directory. For non-hardronic (and non-line-like) states such as $e^+e^-$ and $\mu^+\mu^-$, analytic formulae are directly available [129]. Here, $q\bar{q}$ can be any of the quark species, although typically the quark-antiquark spectra are relatively similar, other than the top-quark which decays hadronically.

Figure 3.1 shows sample gamma-ray injection spectrum for representative dark matter masses annihilating into a variety of SM final states. Here one observes a very general difference between leptonic and hadronic final states. Hadronic final states have more rounded and lower-energy spectra compared with leptonic final states which produce hard final state radiation – particularly $\tau^+\tau^-$. Several notes are in order regarding the use of using Monte-Carlo codes. Perhaps most importantly, HERWIG and Pythia employ different hadronization models which leads to a theoretical uncertainty on the injection spectrum. The former is based on cluster model, while Pythia is based on a color-string model, and the differences are...
detailed in Ref. [126]. These uncertainties are not important for $q\bar{q}$, but they do result in a nearly factor 2 difference for $gg$ final states and more for $\tau^+\tau^-$. Second, one should be aware that different energy regimes may demand different tunings of the hadron models. For $\gamma$-rays, this is not as important, but for nuclear cosmic-rays, this can be relevant [130]. Third, we note that for dark matter masses below about 5 GeV, these simulations break down, and one must use elaborate formalisms based on, for example, chiral perturbation theory. Finally, we note that these results pertain to two-body final states. While 1 body final states are forbidden by energy-momentum conservation, three body final states do exist, for example, in R-parity violating SUSY scenarios [131]. In these cases, the hard-process must be generated in more modern Monte Carlo codes which include three-body phase space generation (such as MadGraph [132]) and then the parton level event files must be hadronized separately using Pythia.

### 3.1.2 X-ray Lines

Prompt radiation from dark matter can also exist at lower energies. X-ray lines can arise in a variety of particle physics scenarios via the decay of a dark sector particle which includes a photon. Many such models have arisen as potential explanations for the 511 keV line [133] and/or the 3.5 keV line [134].

Typically these X-ray signatures do not arise from WIMP candidates. However, there are scenarios such as eXcited dark matter [135], where two dark sector particle masses are almost degenerate, with a mass splitting $\delta m_\chi$ lying in the X-ray regime can radiate such a line after de-excitation. Similarly, there have been recent proposals for
upscattering of dark matter particles via interactions with astrophysical plasmas [121].

More traditional explanations include sterile neutrinos, which can potentially provide avenues to successful baryogenesis via leptogenesis, to the generation of the observed pattern of (active) neutrino masses and mixing, and to providing a dark matter candidate which can alleviate certain small-scale issues of cold dark matter scenarios [136]. Model building efforts were also directed toward constructing a consistent new-physics picture that could reconcile varying signal strengths across different objects, especially in the context of axion-like particles photo-converting to 3.5 keV photons in the presence of magnetic fields (see e.g. Ref. [137, 138, 139, 140, 141] for early studies of this scenario). Such signals continue to be interesting, particularly with the next generation of X-ray\(^2\) and low-energy gamma-ray experiments such as CompPair [6].

### 3.2 Cosmic Ray Production from Dark Matter

Within the paradigm of Weakly Interacting Massive Particle (WIMP) dark matter, the pair-annihilation or decay of dark matter particles generically yields high-energy matter and antimatter cosmic rays. While the former are usually buried under large fluxes of cosmic rays of more ordinary astrophysical origin, antimatter is rare enough that a signal from dark matter might be distinguishable and detectable with the current generation of experiments. Antimatter searches for dark matter currently include measurements of the high-energy positron spectrum, as well as anti-nuclei such

\(^2\)Unfortunately, the Astro-H X-ray spectrometer was to provide the most interesting contraints on X-ray lines, but was destroyed after launch by a software error which mistakenly spun the spacecraft until it broke apart.
as antiprotons, antideuterons, and antihelium, which each have their own merits. Here we review each case, applying special attention to the production of antideuterons from gravitino decays and antihelium production from dark matter candidates.

3.2.1 Positrons ($e^+$)

One of the oldest potential indirect detection signals is the anomalous rise in the positron fraction, first detected at high-significance by PAMELA [142] and confirmed by AMS [143]. While secondary positrons are generated through spallation of CR nuclei with interstellar gas, the spectrum is expected to be very soft, and falls off rapidly (faster than $E^{-3}$) above a few GeV. In contrast to this, the positron fraction is observed to rise above 10 GeV and up to at least 450 GeV, where the current detection limit stands. At these energies, positrons are confined by energy losses to within less than a kiloparsec of their production sites, leaving two possibilities: dark matter, or nearby pulsars. The latter option is explored extensively in Ref. [144], while the former has been explored in many references (see e.g. Ref. [145]). Propagation uncertainties continue to mask the true nature of the excess, but dark matter is recently looking less favorable as the statistics improve and multi-messenger constraints become stronger, namely from antiproton constraints on the annihilation cross-sections, which must be boosted well above the thermal relic value to explain such a strong positron signal.

The positron injection from dark matter is found in the same way as gamma-rays: via Monte Carlo. In Figure 3.2 we show the injection spectra from Pythia (from PPPC4DM [126]) for dark matter annihilations to a variety of Standard Model final states.
states. At this point, the particles must be propagated as discussed in Sec. 5.1.

3.2.2 Antiprotons ($\bar{p}$)

While astrophysical accelerators of high-energy positrons such as pulsars’ magnetospheres are well-known, observations of cosmic anti-nuclei might provide a unique window into physics beyond the Standard Model and may provide a discovery route to unveil the nature of particle dark matter.

Measurements of the cosmic-ray antiproton spectrum by BESS [146, 147, 148] and PAMELA [149] currently provide the best limits on cosmic-ray antiprotons $\bar{p}$ in excess of the astrophysical background. On a short time-scale, AMS-02 will provide the most accurate cosmic-ray proton and antiproton spectrum to date, placing stringent limits on propagation parameters and excess signals. One well motivated origin for such an excess is the annihilation or decay of WIMPs to hadronic final states – generic to models coupling WIMPs to the weak gauge bosons or quarks (e.g. $W^+W^-$ or $b\bar{b}$).
Figure 3.3: Antiproton injection spectra from dark matter particles of mass $m_\chi$ annihilating to a variety of Standard Model final states.

Similar to positrons and gamma-rays, antiproton injection spectra can be obtained directly from Pythia for standard two body final states. Sample spectra are shown in Figure 3.3. It is obvious that hadronically decaying final states produce the most robust detection prospects and limits.

While large astrophysical backgrounds often prohibit the clean disentanglement of exotic sources, a recent analysis of the 1-year AMS-02 antiproton data has produced robust constraints on WIMP annihilation to quarks which reach below the thermal-relic cross-section for dark matter masses $10 \leq m_\chi \leq 200$ GeV [150].

3.2.3 Antideuterons ($\bar{d}$)

In addition to antiprotons, Ref. [151] proposed new physics searches using heavier anti-nuclei such as antideuteron ($\bar{d}$), antihelium-3 ($\bar{^3}\text{He}$), or antitritium ($\bar{^3}\text{H}$) forming from hadronic neutralino annihilation products. Although such production is of course highly correlated with the antiproton spectrum, the secondary astrophysical background decreases much more rapidly than the expected signal as the atomic number $A$ is in-
creased [20]. In particular, secondary antinuclei production from the spallation of high-energy cosmic rays – i.e. the scattering of cosmic-ray protons off of cold interstellar hydrogen and helium – quickly becomes kinematically suppressed for heavier nuclei for three reasons:

(i) the constituent nucleons must lie in a small volume of phase space in order to form anti-nuclei, leading to a production suppression of roughly $10^{2A} - 10^{3A}$. While this is the case for both primary (e.g. dark matter) and secondary anti-nuclei, the secondary background is further suppressed by the rapid falloff of cosmic-ray protons at high energies. The dominant spallation processes which generate $\bar{p}$, $\bar{D}$, and $\bar{^3He}/\bar{^3H}$ have production thresholds of $E_p = 7m_p$, $17m_p$, and $30m_p$ respectively while the proton flux above 10 GeV falls as $\phi_p \propto E_p^{-2.82}$ [152].

(ii) because of the high production threshold, the spallation products are typically highly boosted, carrying kinetic energies above 5 GeV/n (GeV per nucleon). For dark matter, the spectrum peaks instead below 1 GeV/n for annihilation channels where the hadronization frame is not boosted (e.g. $q\bar{q}$ or near threshold $W^+W^-$).

(iii) finally, in contrast to $\bar{p}$, $\bar{d}$ and $\bar{^3He}$ easily fragment as they undergo inelastic collisions (due to their low binding energies). This prevents efficient energy loss during interstellar transport which would otherwise redistribute the higher-energy background spectrum toward lower energies.

These three factors lead to precipitous decline in the secondary $\bar{d}$ and $\bar{^3He}$ backgrounds below $\sim 5$ GeV/n, enhancing the signal to background by several orders of magnitude for each increase in atomic number. Proposed anti-nuclei searches exploit this point and
are designed to observe below 1 GeV/n where the secondary/primary ratio for \(^3\)He is \(\lesssim 10^{-5}\). This provides a truly zero-background channel for \(A \geq 3\) at the expense of a significantly lower signal flux and it is precisely this feature which motivates dark matter searches using anti-nuclei.

Dark matter production of antideuterons and the observational prospects at AMS-02 and GAPS have been thoroughly investigated (see e.g. [151, 153, 154, 155, 156, 157, 158]). For an optimistic scenario of \(\sim 100\) GeV thermal WIMPs annihilating to \(\bar{b}b\), the latter two state-of-the-art analyses predict \(O(0.1 - 10)\) \(\overline{d}\) signal events – with backgrounds a factor \(O(10 - 50)\) smaller – to be measured by a GAPS Long Duration Balloon flight (LDB+). In the following subsection we detail two methods for calculating the \(\overline{d}\) injection spectrum.

### 3.2.3.1 The Coalescence Model

In any process producing antinucleons, it is possible for antiprotons and antineutrons to bind together into a nucleus and produce antideuterons. The traditional formation model, known as the ‘coalescence mechanism’, was designed to empirically describe nuclei production in heavy-ion collisions based on the phase-space distributions of the constituent nucleons. It possesses a single energy-independent parameter, the coalescence momenta \(p_0\), and assumes that if any antineutron and antiproton pair have relative invariant 4-momenta \((k_n - k_p)^2 = (\Delta \vec{k})^2 - (\Delta E)^2 \leq p_0^2\), they will fuse and form an antideuteron. The parameter \(p_0\) is then tuned to match collider measurements of \(\overline{d}\) production.
It has long been known that this model cannot accommodate the available data for a single value of the coalescence momenta to better than a factor of $\sim 3$. Despite this simplistic model, an improved prescription is largely hindered by limited collider data for production of antideuterons from $e^+e^-$ collisions at high energies, as well as a lacking understanding of the underlying nuclear formation dynamics. However, recently renewed interest in antideuteron searches have led to at least two important improvements. First, it was pointed out in Ref. [156] that the isotropic nucleon distribution functions used in analytic estimates of formation rates led to an artificial suppression of the $\bar{D}$ production rate at large center of mass energies. In particular, the jet structure of high-energy showers introduces significant angular correlations between nucleons. One must therefore run Monte Carlo simulations and apply the coalescence mechanism on an event-by-event basis using the simulated phase space distributions of protons and neutrons. Second, it was realized that the antideuteron wave-function is spatially localized to $\approx 2$ fm and contributions to the nucleon population from long-lived baryons should be omitted, as they decay at large relative distances from the other particles in the shower. In practice, weakly decaying baryons are then excluded by stabilizing particles with a lifetime $\tau > 2\text{fm}/c$ with a negligible dependence on this parameter due to the large gap between weak and hadronic timescales.

In order to fix the coalescence parameter we must choose a value which reproduces a measured rate. As previous studies have noted, a single value of the coalescence momentum cannot simultaneously reproduce rates from different underlying processes such as pp vs $e^+e^-$. While this can be slightly improved by tuning the hadronization
Figure 3.4: Antideuteron injection spectra from dark matter particles of mass $m_{\chi}$ annihilating to a variety of Standard Model final states, with coalescence momenta $p_0 = 160$ MeV. The x-axis is expressed in terms of the fractional energy of the photon relative to the dark matter mass. Commonly called $x = E_{\gamma}/m_{\chi}$. Parameters, we follow previous studies which use electron-positron collisions more likely to resemble a dark matter scenario – i.e. color singlets that are not composite. Following the approach of Refs. [158, 157, 154], we use $e^+e^- \rightarrow \bar{d}$ measurements from ALEPH at the $Z^0$ resonance, finding $(5.9 \pm 1.8 \pm .5) \times 10^{-6}$ antideuterons per hadronic $Z^0$-decay with $\bar{d}$ momenta 0.62-1.03 GeV/c and polar angle $|\cos \theta| < 0.95$ ([159]). We find a value $p_0^A = 0.192 \pm 0.030$ GeV/c consistent with Refs. [158, 157].

In Figure 3.4 we show the $\bar{d}$ spectrum for WIMP annihilations to SM final states taken from PPPC4DM [126]. These models use a coalescence momentum of $p_0 = 0.16$ MeV and do not include stabilization of long-lived particles. In any case, we see similar behavior as for antiprotons, hadronic final states lead to the largest number of $\bar{d}$ per annihilation event. Due to the high boost of final state particles for very heavy dark matter, the jets become more collimated and produce more $\bar{d}$ per event than the more spherically symmetric angular distributions of lower mass annihilations.

A code for calculating $\bar{d}$ yields with Pythia is provided in Appendix A.2 and in-
cludes both the coalescence prescription as well as alternative formation model presented in the next section.

### 3.2.3.2 An Alternative Formation Model

It has recently been pointed out that the coalescence model is unable to reproduce measurements of \( \bar{d} \) production from the ALIVE experiment at the LHC \cite{8}. Ref. \cite{8} have thus devised an alternative probabilistic model which produced \( \bar{d} \) by tallying the viable neutron capture processes, \( \bar{p}n \rightarrow \bar{d}X \) or \( \bar{n}n \rightarrow \bar{d}X \). At low relative momenta, this is dominated by radiative capture, \( \bar{p}n \rightarrow \bar{d} + \gamma \), while hadronic final states take over for center-of-mass energies larger than the pion mass (e.g. \( \bar{p}p \) or \( \bar{n}n \rightarrow \bar{d} + N\pi \)). The cross-sections for each of these eight processes are parameterized \cite{8} as a function of the invariant 4-momenta and can be used to generate antideuterons probabilistically based on the ratio of each cross-section to a total cross section \( \sigma_0 \), which is the only free parameter of the model. Thus \( \bar{d} \) are generated if, for a relative momenta \( k \),

\[
\text{Uniform Rand.}(0,1) < P(\bar{N}_1\bar{N}_2 \rightarrow \bar{d}X_i|k) = \frac{\sigma_{\bar{N}_1\bar{N}_2 \rightarrow \bar{d}X_i}(k)}{\sigma_0}. \quad (3.1)
\]

Where \( N_1 \) and \( N_2 \) are all possible combinations of \( \bar{p} \) and \( \bar{n} \) in the final state particle listing for each event. This leads not only to different production rates, but improves the spectral distribution of \( \bar{d} \) by taking into account the capture process. In Fig. 3.5 we show the antideuteron injection spectrum for a 100 GeV WIMP going to \( b\bar{b} \) in both the Coalescence framework, and the alternative formation model. At energies relevant for current and future experiments, the new formation model provides approx-
imately a factor 2 enhancement at these dark matter masses. Since this model only changes production, the observable fluxes between the formation models and are simply rescaled (after shifting by solar modulation) versions of each other.

A code for calculating $\bar{d}$ yields using this alternative formation model in Pythia 8 is provided in Appendix A.2.

### 3.2.3.3 Antideuteron from Gravitino Decays

In contrast to the two-body phase spaces discussed above, gravitinos in $R$-parity violating supersymmetry can produce antiprotons and $\bar{d}$ through baryonic $R$-parity violating operators. Constraints on the couplings are currently competitive with those from antiprotons and are expected to improve substantially with the results of
AMS-02. While the full details can be found in Ref. [160], we provide details of the injection spectrum here in order to highlight deviations from the typical WIMP→ two-body scenario.

In supersymmetric theories, $\mathcal{R}$-parity\cite{161,162} is usually introduced to remove unwanted dimension four operators that would lead to fast proton decay; the renormalizable $\mathcal{R}$-parity violating superpotential is:

$$W_{\mathcal{R}PV} = \mu_i L_i \phi_u + \lambda^i_{ijk} L_i L_j \bar{\ell}_k + \lambda''_{ijk} L_i Q_j \bar{d}_k + \lambda''_{ijk} \bar{u}_i \bar{d}_j \bar{d}_k , \quad (3.2)$$

where the indices are generation indices, $i,j,k = 1,\ldots,3$, and only antisymmetric combinations of $i,j$ (respectively, $j,k$) are allowed in $\lambda$ (respectively, $\lambda''$). The first three operators violate lepton number while the last violates baryon number, and both types of operators are involved in proton decay. It is then possible for the proton to be stable if only one type of operators is allowed, leaving $B$ (or $L$) as an accidental symmetry of the theory\cite{163,164}.

Recently, Ref. [130] provided the first antideuteron constraints for gravitinos decaying through a variety of $\mathcal{R}$-parity violating operators. One novel feature of their analysis is the detailed treatment of the Monte Carlo parameters controlling the hadronization model which are tuned to reproduce a wider array of experimental antideuteron production rates. Here, much of the same production and propagation framework is used, but we do not vary the hadronization model in order to extract the model-dependent features of gravitino decay, and compare them to standard treatments of decaying dark matter. In doing so, we can provide simple scaling relations which allow $\mathcal{BRPV}$ coupling
constraints to be easily adapted from future updated measurements and more sophisticated propagation schemes that are presented in the context of two-body decays to heavy quark pairs.

For our study, we first use Feynrules v2.0 package [165] (using a modified version of the gld-grv [166] and RPV-MSSM [167] model files) to translate our $R$-parity violating Lagrangian into a UFO format readable by matrix element generators. The matrix elements and phase space for the hard process $\hat{G} \rightarrow \bar{u}_i \bar{d}_j \bar{d}_k$ are then generated using MadGraph v5.0 and MadEvent [132]. Finally, these parton level distributions are fed into Pythia 8.1 [168] for showering and hadronization.

In Figure 3.6, we show the typical antideuteron injection spectra for a gravitino decay of mass $m_{3/2} = 10$ GeV, 30 GeV, 100 GeV, 1 TeV, and 10 TeV. In solid lines, we show the spectra from the heaviest accessible channel, which is expected to dominate the decay rate in scenarios with flavor symmetries, while dashed lines show the second heaviest contribution. For comparison, we also show the spectra for a standard dark-matter decay to $b\bar{b}$ in dotted lines. Shaded bands show the acceptance energies for BESS (red), GAPS (green), the low-energy band of AMS-02 (blue), and the high energy band of AMS-02 (gray). Here we assume that the spectra will be shifted to lower energies as the antideuterons propagate through the heliosphere and shift each band upward in energy due to the Fisk potential $\phi_f = 500$ MV acting on a unit electric charge in accordance with the Gleeson & Axford Force Field approximation [169]. The vertical normalization of each energy band is arbitrary and we have slightly offset the BESS band in order to

\footnote{In the case of the cbs channel at 10 GeV we observe no events.}
Figure 3.6: Antideuteron injection spectra for different operators involved and different gravitino masses, as displayed in the legend. $dN$ is the average number of antideuterons with energy $dT$ generated in the decay of a single gravitino. In particular, we display spectra generated by the operators $\bar{u}_1d_1\bar{d}_2$ ($uds$), $\bar{u}_2d_2\bar{d}_3$ ($cbs$), $\bar{u}_3\bar{d}_2\bar{d}_3$ ($tbs$). Solid lines represent the heaviest accessible channel while dashed lines show the second heaviest. Dotted lines represent the case of a 2-body decay to $b$-quarks, which is often presented in antideuteron analyses. In shaded bands, we show the ranges of experimental detectability after accounting for solar modulation effects. The bands are for BESS (red), GAPS (green), AMS-02-L (blue), and AMS-02-H (gray). We have vertically offset the BESS band for readability (vertical normalizations for these bands are arbitrary). The energy range of the bands is identical for different gravitino masses, but in these coordinates the horizontal locations scale as a function of $m_{3/2}^{-1}$.

keep the others visible. We note that while the energy range of each experiment is fixed, they are rescaled by a factor $m_{3/2}^{-1}$ in these dimensionless coordinates. With the injection spectra now in hand, several observations can be made:

1. Comparing between decay channels, we see that the second lightest quark mass channels have a significantly harder spectrum than the heaviest. For $m_{3/2}$ less
than a few hundred GeV, these low mass final state channels yield slightly more detectable antideuterons. Such behavior is also evidenced in Ref. [130] where the light quark channels provide the best limits on the trilinear BRPV coupling. Interestingly, this behavior reverses for $m_{3/2} \gtrsim 1$ TeV, where the heaviest quark channel dominates by a factor $\sim 20 - 30\%$ over the detectable low energies. One explanation may be the following: Increased jet multiplicity as the 2nd and 3rd generation quarks cascade down to $u$ and $d$ type quarks will divide the gravitino’s energy. For low masses, this could sufficiently raise the threshold where heavy channels can consistently form the requisite number of protons and neutrons. When the gravitino mass is very high, each jet will contain energy $E \gg m_p$, and the 3-tiered decay of the top-quark will effectively soften the otherwise harder spectrum.

2. Compared with the 2-body decay to $b\bar{b}$, we see a significantly softer spectrum for our gravitino decay in all cases. This results in a mild enhancement in detectable antideuterons of $\mathcal{O}(50\%)$ for $m_{3/2} \approx 50$ GeV increasing to a significant factor $\approx 3$ above 1 TeV. This is mostly attributed to the higher initial multiplicity of quarks in the final state of the hard process which splits the initial gravitino energy into three final states rather than two. In addition to this, the 3-body phase-space allows the hard jets to occasionally align, and thus increase the probability of a neutron and proton coalescing. In the 2-body case, jets are forced back-to-back for a decay at rest, and are therefore less likely to have cross-jet correlations.

3. The formation model used here is distinct from Ref. [130]. Notably, we use Pythia
for hadronization (based on the string fragmentation model) while in Ref. [130], Herwig++ (based on the cluster hadronization model) is used. It has been shown in Ref. [170] that differences between the two different models can lead to substantially different preferred values of the coalescence momentum and variances in the spectrum of anti-deuterons produced. Furthermore, our coalescence momentum is fit to a single data-point at the $Z^0$-resonance while the Ref. [130] varies the parameters of the hadronization model in order to reproduce results from $e^+e^-$ and $pp$ collisions at 50 GeV-7 TeV. We therefore expect to see some level of disagreement at higher gravitino masses. In fact, we do find a significant enhancement in our yield (integrated over the low-energy experimental bands) of around 30% at 50 GeV up to 300% at 1 TeV. As this is an artifact of the underlying hadronization and coalescence model, it occurs independent of the two results enumerated above for which the comparison is based on a common framework.

3.2.4 Antihelium-3 ($^3\overline{\text{He}}$)

In this section we discuss the coalescence model for the production of $^3\overline{\text{He}}$ and calculate its formation rate relative to $\overline{d}$. In Part II of this thesis we employ a simple diffusion model in order to calculate the expected flux of $^3\overline{\text{He}}$ at the solar position, and the penetration of $^3\overline{\text{He}}$ into the heliosphere. Here we simply take this model as is and show results for the Antihelium flux at Earth. In Section 3.2.4.2 we discuss flux scaling relations, calculate the flux, and discuss the possibility for $^3\overline{\text{He}}$ observation in both the current and upcoming AMS-02 and GAPS-LDB(+) experiments, as well as a future
GAPS satellite mission. Finally, we discuss the significance of our results to the current search for cosmic-ray anti-nucleons.

### 3.2.4.1 \( A = 3 \) Coalescence

We consider a fermionic Majorana dark matter candidate of mass \( m_\chi \) annihilating into the colored or color-neutral final states \( \bar{b}b \) and \( W^+W^- \) through a generic, spin-0, \( s \)-channel resonance. In the absence of an analytic description of atomic nuclei formation, we employ the coalescence model described above in Sec. 3.2.3.1 as a simple, single-parameter phenomenological approach to describe the formation of light elements from the distributions of protons and neutrons in high energy collisions [171, 172]. In the antideuteron case, the coalescence model assumes that nucleons with a relative invariant four-momenta \( (k_n - k_p)^2 = (\Delta \vec{k})^2 - (\Delta E)^2 \) less than a coalescence momentum \( p_0 \), will bind together and form a nucleus.

For antihelium, the coalescence prescription is nearly identical. When more than three particles are involved there are two obvious ways to define the coalescence mechanism. One can either require that each of the relative momenta lie within a ‘minimum bounding momentum-sphere’ of diameter \( p_0^{A=3} \) (dubbed MBS here), or we can require that the relative invariant 4-momenta of each particle-pair is less than \( p_0^{A=3} \) (dubbed particle-pairing or PP here). If we consider a triangle with sides equal to the relative momenta of two particles, the two methods coincide for obtuse and right triangles. For acute triangles, however, the value of \( p_0^{A=3} \) required to form a nucleus can be up to 15% larger than the PP case. The MBS prescription also avoids unnatural
kinks in the required value of \( p_0^{A=3} \) as the inclusive angle of this triangle is varied. We therefore choose MBS which always underestimates the yield with respect to the particle-pairing method for identical values of \( p_0^{A=3} \). From a simple Monte-Carlo which assumes an isotropic distribution of nucleon momenta, we estimate that MBS produces only approximately 6% fewer antihelium, although this difference becomes compounded exponentially for heavier elements. Without an understanding of the strong dynamics of nuclear formation, it is not important to consider one method as ‘more accurate than another’, but the difference should be kept in mind when comparing results between studies.

For nuclei of atomic number \( A \), the coalescence model predicts a production rate \( R(A) \propto p_0^{3(A-1)} \), making \( ^3\text{He} \) predictions particularly sensitive to nuclear physics uncertainties. The choice of coalescence momentum is known to have significant dependence on the details of the underlying scattering process and is measured to be larger for \( A = 3 \) than \( A = 2 \) [173]. While heavy-ion collisions provide the only available constraints on \( ^3\text{He} \) production, they do not resemble the dynamics of dark matter annihilation. In an attempt to bracket the effect of this uncertainty on the resulting \( ^3\text{He} \) spectrum, we derive values for the \( A = 3 \) coalescence momentum, \( p_0^{A=3} \), using two different methods. In the first method, we choose to scale the antideuteron coalescence momentum, \( p_0^{A=2} \), up to \( p_0^{A=3} \) following the theoretically motivated scaling of Ref. [174], in which \( p_0 \sim \sqrt{B} \) for total nuclear binding energy \( B \):

\[
p_0^{A=3} = \sqrt{B_{^3\text{He}}/B_D} \; p_0^{A=2} = 0.357 \pm 0.059 \text{ GeV/c.} \tag{3.3}
\]
As a second method, we use heavy-ion results from the Berkeley Bevalac collider which fit $\bar{d}$, $^3\text{H}$, and $^3\text{He}$ coalescence momenta for several collision species (C+C up to Ar+Pb) at incident energies from 0.4-2.1 GeV/n [173]. Averaging the measured $p_0^{A=3}/p_0^{A=2}$ (molecular targets excluded) we infer the relation

$$p_0^{A=3} = 1.28 \ p_0^{A=2} = 0.246 \pm 0.038 \ \text{GeV/c.}$$

(3.4)

Without parton-level production rates, such as $pp \rightarrow ^3\text{He}$ at the LHC we need to rely on the outlined ad-hoc schemes, which yield the largest systematic uncertainty on the final flux. In the remainder of this analysis, we use the binding energies to determine $p_0^{A=3}$.

Formation of antihelium-3 proceeds through two channels: directly through coalescence of $\bar{p}\bar{n}\bar{n}$, and through the formation and decay of tritium ($\bar{p}\bar{n}\bar{n}$). As noted in Ref. [175], the former channel is suppressed by the Coulomb repulsion of the antiprotons, while the tritium channel is not. Although it is not clear what this suppression factor is, a conservative approach ignores the direct antihelium-3 channel completely. Tritium is stable on collider timescales, and therefore we can directly study the relative production rates. Data from the Bevalac [173] and CERN-SPS [176] heavy-ion collisions indicates that the ratio of tritium to antihelium-3 production rates $\epsilon = R_{\text{H3}}/R_{\text{He3}}$ varies between 0 and 1, perhaps as an increasing function the center of mass energy with efficiency near unity around $O(50 \ \text{GeV})$. For the rest of this analysis we choose $\epsilon = 1$, but one may simply rescale $dN/dE$ (or the final flux presented later) by a factor $(1+\epsilon)/2$ to regain full generality. We note that this uncertainty is small compared to the weakly constrained coalescence momentum.
Figure 3.7: Injection spectra for $\bar{p}$, $\bar{d}$, and $^{3}\text{He}$. For the latter two, uncertainty bands represent the uncertainties due to the extrapolated coalescence momentum. The $^{3}\text{He}$ contribution also includes contributions from Tritium which decays to $^{3}\text{He}$ shortly after injection.

In Figure 3.7 we show the injection spectra for $\bar{p}$, $\bar{d}$, and $^{3}\text{He}$ together for representative masses and final states, along with uncertainties on the coalescence momenta discussed above. In Figure 3.8 we show ratios of the $^{3}\text{He}$ to $\bar{d}$ injection spectra integrated over the energy band 0.1-0.25 GeV/n relevant for the upcoming GAPS Long Duration Balloon Flights (LDB and LDB+) as a function of the $A = 2$ and $A = 3$ coalescence momenta, for four different combinations of the dark matter pair-annihilation final state ($b\bar{b}$ in the left panels, $WW$ in the right panels) and mass (10, 1000 and 2000 GeV). The
GAPS energy bands are quoted for kinetic energies at the top of Earth’s atmosphere, after the particle momenta have been shifted by propagation through the heliosphere. Solar modulation will be discussed in detail in Section 5.1.4, but for concreteness, we integrate the $^3\text{He}$ and $^3\bar{\text{H}}$ yields over bands shifted according to a Fisk potential of 500 MV in Figure 3.8.

Figure 3.8: Ratios of the production of $(^3\text{He} + ^3\bar{\text{H}})$ to $^3\bar{\text{d}}$ for Majorana dark matter annihilating to $b\bar{b}$ (left column) and $W^+W^-$ (right column) final states integrated over the energy bands for the proposed GAPS (LDB) instrument. For each species, these bands were shifted for solar modulation according to a 500 MV Fisk potential. The solid blue vertical lines show nominal values for $p_A^{A=2}$ with uncertainties (vertical shaded) while the horizontal lines show the $A = 3$ coalescence momentum extrapolated using the nuclear binding energy (blue dashed) and heavy-ion data (black dot-dashed). White regions with no contours contained no Monte-Carlo events.

The uncertainties on the coalescence momentum for $A = 2$ are represented by
the vertical shaded bands. For $A = 3$ coalescence momenta, the two horizontal lines in each panel represent scaling with the binding energy (blue-dashed line) and heavy-ion collisions (black dot-dashed). Regions with no visible contours produced no antihelium in the $2 \times 10^{10}$ annihilation events simulated while the ‘wavy’ lines are due to limited Monte Carlo statistics. We see that for most masses and final states that are potentially detectable (see discussion in Section 2.4) one should expect $10^{-3} - 10^{-2}$ antihelium for each detected antideuteron. In the case of 10 GeV annihilation to b-quarks, the ratio is slightly lower as antihelium with a GAPS detectable kinetic energy requires a total energy of around 4.5 GeV. However, this quickly increases toward the higher mass results as the dark matter mass is increased away from this threshold. The effects induced by propagation of $\bar{d}$ relative to $\bar{^3He}$ are explored in the next section, but are sub-dominant compared with the nuclear physics uncertainties here. In Sec. 2.4 we compute the actual flux and determine the detection prospects for future experiments.

### 3.2.4.2 Detection Prospects for Current and Future Experiments

We have calculated injection spectra and propagation functions for $\bar{^3He}$, discussed the most important differences with respect to $\bar{d}$, and presented ratios for the conversion of $\bar{d}$ spectrum into $\bar{^3He}$. For concreteness, we reiterate the procedure here and show the most important scaling relations.

Given an antideuteron flux (or event rate) $\Phi_{\bar{d}}$, the antihelium flux is related
through the following equation:

\[
\Phi_{\He^+}(T_{\text{TOA}}) = R_{\text{IS}}(T_{\text{IS}}) \cdot R_{\text{solar}}(T_{\text{IS}}) \left( \frac{p_A^0}{p_{A=3}^0} \right)^6 \times \left( \frac{\overline{p}_{A=2}}{\overline{p}_{A=2}^0} \right)^3 \cdot R_{\text{PP}}(T_{\text{IS}}, m_\chi, f, \Phi_{\D}(T_{\text{IS}} - e\phi_F/2))
\]

(3.5)

where \(\overline{p}_{A=3} = 0.357\) GeV/c and \(\overline{p}_{A=2} = 0.192\) GeV/c. Here, \(T_{\text{IS}} = T_{\text{TOA}} + (2/3) e\phi_F\). \(R_{\text{PP}}\) is the particle production ratio, shown for GAPS energies from Fig. 3.8 for the benchmark coalescence momenta. It is only a weak function of energy for the low energies relevant to these studies. \(R_{\text{IS}}(T_{\text{IS}})\) and \(R_{\text{solar}}(T_{\text{IS}})\) are interstellar propagation ratios and the shifted solar ratios shown in Fig. 3.8. This expression allows one to easily take more detailed analyses of \(d\) spectra, rates or counts (as found in, for example, Refs. [158, 157]) and scale them to the \(^3\He\) case, as well as incorporate new coalescence momentum measurements when they become available.

We then compute the flux at the top of Earth’s atmosphere for a set of benchmark cases using the same dark matter models we considered in Sec. 3.2.4 and the propagation setup described in Sec. 5.1.3. In particular, we adopt \(p_0^{A=2} = 0.192, p_0^{A=3} = 0.357\), MED propagation parameters, and use the slightly more optimistic “MethodANN” value for the antihelium interaction cross-section with the ISM.

In Figure 3.9 we present the flux at the top of the Earth’s atmosphere for dark matter annihilating to \(W^+W^-\) and \(b\bar{b}\) final states with a thermally-averaged pair annihilation cross section \(\langle \sigma v \rangle = 3 \times 10^{-26}\) cm\(^3\)/s as well as propagation uncertainties. Also shown are the latest sensitivities for AMS-02, GAPS(LDB/LDB+) [177] and a GAPS(SAT) mission as proposed in Ref. [178]. We note that the propagation uncertainties largely cancel after applying \(\bar{p}\) constraints from PAMELA while the uncertainty in
the $A = 3$ coalescence momentum leads to a flux uncertainty of 1-3 orders of magnitude (not-shown), independent of $\bar{p}$ constraints. The astrophysical $^{3}\text{He}$ background peaks with a flux of $10^{-12}$ $[\text{m}^2 \text{s sr GeV/n}]^{-1}$ at approximately 20 GeV/n\cite{20}. This is off-scale over all energies shown and rapidly declines at lower energies. By 1 GeV/n the flux has already dropped by another factor $10^2$. Over the low energies covered by GAPS it can be considered zero relative to the primaries.

For the case of decaying dark matter, the flux can be easily estimated from the annihilation case by modifying terms in Eq. \eqref{eq:5.21}. First, the squared terms become linear as the reaction rate now traces the dark matter density $\rho_{\text{DM}}$ rather than $\rho_{\text{DM}}^2$. The numerical factor and thermal cross-section can then be replaced by finding an ‘equivalent lifetime’, $\tau$, which provides an average flux equal to the annihilation case (for $\langle \sigma v \rangle = 3 \times 10^{-26} \text{cm}^3/\text{s}$). The term containing $\langle \sigma v \rangle$ is then replaced by $(\tau_0/\tau)$. As benchmarks, for dark matter decaying to $b\bar{b}$ with mass $m_{\chi}^{\text{dec}} = 20$ GeV we find $\tau_0 \approx 7.5 \times 10^{26}$ s, while for dark matter decaying to $W^+W^-$ with mass $m_{\chi}^{\text{dec}} = 200$ GeV, $\tau_0 \approx 7.5 \times 10^{27}$ s. Here we note that $m_{\chi}^{\text{dec}} = 2m_{\chi}$.

In the case of annihilation to heavy quarks, the very recent analysis of Ref. \cite{179} has updated antiproton constraints on WIMP annihilation to heavy quarks. Specifically, a thermal WIMP annihilating to heavy quarks is ruled out by current Fermi and PAMELA measurements up to approximately 30 GeV while AMS-02 should probe a thermal cross-section up to $\sim 200$ GeV very soon. The antiproton flux is a very important indicator which is directly correlated to the production of heavier anti-nuclei. However, the coalescence momentum for $\bar{d}$ and $^{3}\text{He}$ can float independently of such mea-
Figure 3.9: Flux of $^3\text{He}$ at the top of the atmosphere produced by dark matter annihilating to $W^+W^-$ (top) and $b\bar{b}$ (bottom) final states assuming an NFW dark matter density profile. Flux is multiplied by 100 for $W^+W^-$ with $m_\chi = 1, 2$ TeV. The shaded vertical bands represent the energy-bands and proposed sensitivities for various GAPS and AMS-02 observations. Shaded uncertainty bands represent the MIN/MAX interstellar propagation models, although these are reduced to within a factor 4 of the central value after applying constraints from PAMELA measurements of the $\bar{p}$ spectrum. Nuclear physics uncertainties are not shown.

measurements and it is therefore not unreasonable that a $\bar{\chi}$ excess could be observed in-spite of an expected exclusion from antiprotons. For antihelium, an antiproton constraints are even less direct than the case of $\bar{\pi}$ due to the unconstrained coalescence momentum.

It is clear that the current generation of experiments is very unlikely to be sensitive to primary antihelium from dark matter annihilation. Future generation satellite born experiments using a GAPS(SAT) detector, as initially proposed in Ref. [178], could potentially be sensitive to WIMPs annihilating to $W^+W^-$ near threshold and $b\bar{b}$ at $\lesssim 10$ GeV. Unfortunately, higher masses quickly become undetectable, particularly in the $W^+W^-$ case. If a convincing $\bar{\chi}$ signal is observed at GAPS or AMS-02, follow-
up $^3\text{He}$ observations may be needed to confidently rule out misidentified astrophysical secondaries.

There are two important technical instrumental differences in $^3\text{He}$ detection compared to $^\text{d}$ which are not incorporated into our analysis. GAPS works by measuring X-ray cascades emitted during the formation of exotic atoms from antimatter and the gas target. This technique requires the particle to stop completely inside the detector, and the large volume and weight required could be prohibitive for satellite based missions. This also reduces the high-energy acceptance for heavier nuclei such as helium. Finally, searches at even lower energies increase the importance of geomagnetic field effects and would require a satellite very close to the geomagnetic poles.

Due to the low production rate of cosmic-ray anti-nuclei in interstellar proton-gas interactions, the observation of such particles remains an intriguing avenue for a positive signal from dark matter annihilation. We have modeled the production rates of $A = 3$ cosmic-ray antinuclei by employing the PYTHIA event generator to reconstruct the angular distribution of baryons on an event-by-event basis. Noting that the larger binding energy of $^3\text{He}$ compared to $^\text{d}$ theoretically motivates a larger coalescence momentum for $^3\text{He}$, we have shown that the expected $^3\text{He}$ flux at the solar position lies significantly above the “four order of magnitude” suppression of $A = 3$ anti-nuclei compared to $A = 2$ anti-nuclei, which is naively expected by the coalescence model. While it is still likely that $^\text{d}$ would be discovered well before $^3\text{He}$, this analysis shows that observations of $^3\text{He}$ are both technically feasible for future experiments, and may be essential to confirm that any $^\text{d}$ observation does, in fact, correspond to the discovery of...
a dark matter particle.

Using the known instrumental configurations of current experiments, we have also shown that $^3\text{He}$ is not detectable by AMS-02, or the current configuration of GAPS LDB+. However, the signal can possibly be detected by a future GAPS satellite mission. Moreover, an observation of $\Upsilon$ during either of the earlier missions will greatly constrain the parameter space of astrophysical propagation models, allowing for a more accurate forecast of the instrumental qualities necessary in order to detect the $^3\text{He}$ signal with a future satellite mission.

3.3 Dark Matter Interactions with Cosmic-Rays and Interstellar Matter

With the advent of large-scale sky surveys at frequencies spanning most of the electromagnetic spectrum, from radio to gamma rays, our theoretical understanding of astrophysical diffuse electromagnetic emission processes is confronting the test of observation in an unprecedented and detailed way. Perhaps not surprisingly, at several frequencies diffuse emission models have, at times, fallen short of providing a satisfactory match to observations. Interestingly, in many cases such shortcomings are centered towards the inner regions of the Galaxy, a rich, and relatively poorly understood region. Over the years, some such excesses have found plausible explanations in the realm of “traditional” astrophysical processes, or in previously under-estimated emission from
populations of astrophysical objects. In some cases, however, it has also been argued that the detected excess might have a “non-traditional” origin, possibly connected with new physics.

Perhaps the longest-standing and most widely known such excess is the 511 keV line detected from a broad angular region by INTEGRAL/SPI [133]. At larger energy, COMPTEL reported an excess across the energy range between 1-20 MeV [180]. Diffuse X-ray emission from the Galactic bulge region, with an approximately thermal spectrum with a very large associated plasma temperature (around 10 keV), has also been reported from Chandra data after point-source subtraction [181] 4. At radio frequencies WMAP revealed excess microwave emission at frequencies between 23 and 61 GHz, an excess known as WMAP haze [182]. This radio “haze” has also been confirmed with Planck observations [183]. Finally, several groups have identified an extended excess of gamma rays from the Galactic center region and from the inner Galaxy, in the few GeV range [184, 185, 45], not to be confused with the Fermi Bubbles [21].

While astrophysical counterparts have been identified that might explain in part or entirely the excesses listed above, several studies have focused on the possible connection of the observed excess emissions with new physics, and specifically with particle dark matter. Dark matter pair-annihilation or decay produces electromagnetic emission both as a result of prompt photon emission from, e.g., neutral pion decay or internal bremsstrahlung or loop-mediated direct annihilation into photons, as well as from secondary mechanisms: the latter mechanism depends on how electrons and

4Astrophysical heating mechanisms at the Galactic center can also produce such a hot gas component as well.
positrons, produced in dark matter annihilation or decay, loose energy via synchrotron, inverse Compton, Coulomb scattering and bremsstrahlung [186, 187].

As far as the primary emission is concerned, the predicted morphology follows the integral along the line of sight of the dark matter number density (squared) for decay (annihilation, respectively). For the secondary emission, instead, the morphology is complicated by the magnetic field structure and gas and electron densities [188].

Alternately, some of the excesses listed above have been associated with slightly less trivial new physics models, where the dark matter electromagnetic emission effectively depends on the environmental cosmic-ray population. Such models include, for example, macroscopic quark nuggets [189, 190, 191, 192], which would emit via several different mechanisms: free electrons would annihilate with positrons in the nugget’s electroosphere producing a 511 keV line; more energetic cosmic ray electrons would penetrate deeper and potentially produce photons in the COMPTEL energy range; cosmic-ray protons penetrating into the quark matter would produce hadronic jets potentially responsible for bremsstrahlung emission in the X-ray frequencies relevant for the Chandra excess; for proton cosmic rays penetrating deeper in the nugget, the complete absorption would eventually yield thermal photons with energies in the WMAP haze range (for a detailed review of all these mechanisms, see Ref. [190, 191]).

In eXcited dark matter (XDM) [135] scenarios an excited dark matter state exists at energies of a few MeV above the ground state. Such state, in the original model’s incarnation, is populated by self-collisions of the dark matter particles, yielding subsequent electron-positron pairs that could explain the 511 keV line signal [135]; how-
ever, it is possible to envision modifications to the model which would entail collisions with Galactic cosmic rays, given a sufficiently large dark matter interaction with relevant cosmic-ray species. We describe one such scenario in Section 3.3.1 below.

Other scenarios where electromagnetic emission originates from elastic scattering of dark matter particles off of cosmic rays (or vice versa) were considered in Ref. [193, 194, 195], albeit no specific connection with any of the diffuse excesses was attempted. The relevant cosmic-ray populations are, in this case, high-energy cosmic-ray protons and electrons [195]. As also discussed in the next Section 3.3.1, lower-energy radiation is expected from scattering off of interstellar gas or free electrons.

We emphasize that while the models listed above, especially the macroscopic quark nugget model [189, 190], provide some motivation for our study, our results are entirely model-independent, and are intrinsically motivated by the generic possibility that dark matter interacts with cosmic rays and interstellar matter to produce diffuse electromagnetic emission. We present here detailed predictions for the morphology of any model where electromagnetic emission stems from interactions of dark matter with ordinary matter in the Galaxy, and the validity and scope of the present work is thus defined by this intent, and not by how compelling specific example models are. Section 3.3.1 provides quantitative estimates of the signals expected in specific example model realizations.

The generic feature of the class of models our study applies to is thus that the electromagnetic emission is proportional to the integral along the line of sight of the dark matter density times the density of a charged cosmic ray species. In this
section, we consider four classes of such cosmic ray species: (i) low-energy protons; (ii) low-energy free electrons; (iii) intermediate energy (1 GeV) cosmic-ray electrons and protons; and (iv) high-energy (1 TeV) cosmic-ray electrons and protons. We then compare the predicted average longitudinal and latitudinal intensity profiles for the four cases (in some instances we even adopt more than one model for a given case) both with the morphological prediction for dark matter annihilation and with the observed excess emission intensity.

The remainder of this section is structured as follows: in sec. 3.3.2 we describe the dark matter and cosmic-ray densities we employ in our analysis; sec. 3.3.3 details on the calculation of the resulting emission profiles.

3.3.1 Estimates of Expected Signals for Selected Example Models

In this section we estimate rates for processes where dark matter scattering off cosmic rays or interstellar material produces radiation. Specifically, we consider (i) the antiquark nuggets model discussed extensively in Ref. [189, 190, 191, 196, 197, 192, 198], (ii) a (novel) modified version of “exciting dark matter”, and (iii) models of dark matter scattering off of cosmic rays along the lines of those considered in Ref. [194].

(i) The flux of photons originating from cosmic rays interacting with antiquark nuggets has been first estimated in Ref. [189]. The rate of events per unit volume is

\[
\frac{dW}{dV dt} \simeq \frac{4\pi R^2}{B} \cdot v \cdot n_B \cdot n_{DM}
\]

(3.6)

with \(R\) the radius of the nuggets and \(B\) the number of nucleons in a nugget\(^5\) and \(n_B,DM\)

\(^5\)These two quantities are related by the typical baryon number density in a color superconducting
the baryonic and dark matter number densities, respectively. Inserting numerical values, the estimate for the flux $\phi$ gives

$$\phi = \int dr \Delta \Omega \frac{dW}{dV dt} \simeq 10^{-3} \text{cm}^{-2} \text{s}^{-1} \left( \frac{10^{33}}{B} \right)^{1/3}$$

yielding, for the nuggets’ expected baryon charge $B \approx 10^{20} - 10^{33}$, fluxes adequate to explain the diffuse excesses mentioned above.

(ii) As alluded to above, it is possible to construct models of “exciting” dark matter that would also produce photons from the de-excitation of the dark matter excited state, produced by interactions of the lower-mass dark matter state with cosmic rays. To be more specific, we consider a model with two real scalar fields $\phi_{1,2}$, singlet under all Standard Model gauge interactions, with a single dimension-six effective operator describing the interactions of the new scalars between themselves and with Standard Model fermions $f$ as follows:

$$\mathcal{L} = \mathcal{L}_{\text{SM}} + \left( \sum_{i=1,2} \partial_{\mu} \phi_{i} \partial^{\mu} \phi_{i} - m_{i}^{2} \phi_{i}^{2} \right) + \phi_{1} \phi_{2} \frac{H \bar{f} f + \text{h.c.}}{M^{2}}. \quad (3.8)$$

With the interaction term in Eq. (3.8), assuming $m_{1} < m_{2}$, $\phi_{1}$ is absolutely stable. The excitation process $\phi_{1} + f \rightarrow \phi_{2} + f$, where $f$ is either a quark or an electron or a neutrino, leads to the subsequent decay $\phi_{2} \rightarrow \phi_{1} + \bar{f} f$ and the production of radiation either by radiative processes associated with $f$, or via standard hadronization processes and production of neutral pions if $f$ is a quark. Note that we are not aware of any significant, model-independent collider constraints on the effective scale $M$ of the interaction term, while model-dependent constraints might exist, but are left to further studies.

---

Phase, $n_{CS} \simeq 3n_{0}$, where $n_{0} \sim (108 \text{ MeV})^{3}$ is the nuclear saturation density, by $B \simeq \frac{4}{3} R^{3} n_{CS}$.
The model of Eq. (3.8) leads to a collision rate per unit volume given by

$$\frac{dW}{dV \, dt} \simeq \sigma \cdot v \cdot n_f \cdot n_{DM}$$

(3.9)

with $n_f$ the relevant species number density for cosmic rays or interstellar medium particles. The cross section $\sigma \approx \left(\frac{v}{M^2}\right)^2$, with $v$ the Standard Model Higgs vev $v \simeq 246$ GeV. The flux resulting from the rate of Eq. (3.9) reads

$$\phi = \int dr \Delta \Omega \frac{dW}{dV \, dt} \simeq 10^{-8} \text{cm}^{-2} \text{s}^{-1} \left(\frac{GeV}{m_1}\right) \left(\frac{5 \text{ TeV}}{M}\right)^4.$$  (3.10)

As a result, there exist a variety of ranges of dark matter particle masses $m_1$ and interaction scales $M$ that produce a detectable signal in the context of this framework.

(iii) Ref. [194] draws somewhat pessimistic conclusions about electroweak-interacting dark matter interacting with high-energy cosmic rays and leading to the production of a large enough radiation yield in the final state. Although it was shown there that detectable signals are possible even in the specific framework of supersymmetry, the conclusions primarily depended on two assumptions: (1) electro-weak scale and electro-weak interacting dark matter, and (2) interactions off of (relatively rare) high-energy cosmic rays. Relaxing either one of these assumptions, for example considering lighter and more strongly interacting dark matter, or considering interstellar gas as the primary target material would entirely change the conclusions. Let us be quantitative on the second case: scattering off of low-energy electrons would change the relevant flux of scattering particles

$$E \frac{d\phi_e}{dE} \big|_{1 \text{ GeV}} \approx \text{few} \times 10^{-1} \text{cm}^{-2} \text{s}^{-1} \rightarrow n_e \cdot v_{\text{rel}} \approx 10^8 \text{cm}^{-2} \text{s}^{-1},$$
thus increasing the expected radiative rates by around 9 orders of magnitude. Key here is that while Ref. [194] focused exclusively on gamma rays and WIMPs, a broader radiation wavelength target would yield drastically different conclusions and detectable signals.

3.3.2 Density Distributions

In this section we describe each of the matter distributions used throughout this study, including the density distribution of dark matter (sec. 3.3.2), as motivated by the results of current generation N-body simulations; the density of Galactic cosmic-rays for energies between a few hundred MeV and several TeV (sec. 3.3.2.3), as derived through numerical simulations of cosmic-ray propagation; the distributions of interstellar gas (sec. 3.3.2.3 in two recent and distinct modeling approaches; and, finally, the most up-to-date model of the Galactic distribution of free electrons (sec. 3.3.2.4). For dark matter, cosmic rays, and gas we also discuss the dominant sources of uncertainty and attempt to bracket the range of state-of-the-art models.

3.3.2.1 Dark Matter

We employ as our benchmark dark matter profile a Navarro-Frenk-White (NFW) [89] profile with inner slope $\alpha = 1$ and scaling radius $r_s = 20$ kpc (see Eq. 2.6). In order to assess the uncertainties due to choice of dark matter profiles, we also utilize a steeper (more ‘cusped’) generalized NFW with an inner slope of $\alpha = 1.2$; this is in part motivated by recent measurements of the GeV excess [184, 185, 45]; a steeper inner slope
is physically motivated in the context of halo evolution including adiabatic contraction. On the opposite extreme, we consider a cored Einasto profile with $\alpha_E = 0.16$ (see Eq. 2.8). We are not concerned with relative normalizations here since we are exclusively interested in the morphological predictions of the models under consideration, not the overall emission intensity. The functional forms of the two dark matter density profiles are given in section 2.2.

In Figure 3.10, we show, in the right-most top panel, the integrated line-of-sight dark matter density squared (i.e. the morphology corresponding to an annihilating dark matter candidate) for the case of the NFW profile. This morphology is of course azimuthally symmetric, and sharply centrally peaked. In the following two sections we will compare this benchmark scenario to more exotic morphologies arising from dark matter interactions with cosmic-ray protons and electrons, interstellar gas, and free electrons.

3.3.2.2 Interstellar Gas

Some models of dark matter – see e.g. Ref. 180 190 – predict interactions with Galactic gas and/or free electrons. Both of these distributions are strongly peaked toward the Galactic center (GC), and a detailed understanding of the inner few kpc of the Galaxy are needed to formulate solid predictions for the resulting morphology.

The gas density in the Milky Way is typically described by summing contributions from three dynamically distinct components of hydrogen gas in molecular, atomic, and ionized phases. The former two overwhelmingly dominate the gas density near the
GC, and are therefore the most important here.

The three-dimensional distribution of gas in the Galaxy can be determined with excellent accuracy by combining surveys of atomic transition lines with a Galactic rotation curve. For atomic hydrogen, the hyperfine transition at 21 cm provides a direct observable. In the optically thin limit the column density is related to the observed brightness temperature by a single parameter: the hydrogen spin temperature $T_S$. In the case of molecular hydrogen, the lack of a permanent dipole moment requires, instead, use of a tracer gas, the CO($J = 1 \rightarrow 0$) transition, which is related to the molecular hydrogen density through a conversion factor $X_{\text{CO}}$. This factor is, in principle, spatially varying.

The deconvolution technique described above relies on a relative velocity between the gas and the Solar System. In the direction of the GC, the gas is co-rotating, implying no kinematic resolution, leading to a distance degeneracy along lines of sight near Galactic longitudes $l \approx 0$. This problem is compounded by the so-called ‘near-far ambiguity’ which corresponds two distances to the same radial velocity in the inner Galaxy. In order to alleviate such problems, one can incorporate a model into the deconvolution procedure. For CO (H$_2$ by proxy), we use the gas model from Pohl, Englmaier and Bissantz (PEB), Ref. [199], which combines the survey of Dame et al [200] with a gas flow model derived from hydrodynamic simulations as well as interpolation of the spiral arms across the line-of-sight toward the GC. Not only does this provide a significant improvement in the l.o.s. gas distribution toward the Galactic center, but it importantly reconstructs a prominent Galactic bar and the intervening spiral arms.
For atomic hydrogen, Nakanishi and Sofue (NS), Ref. [201], assume, instead an analytic model of hydrodynamic equilibrium for the scale height of HI as a function of Galactic radius and uses the Leiden-Argentine-Bonn survey [202] 21 cm survey. This combination provides a high resolution model of $H_2$ and HI which we denote PEB+NS.

One can alternatively attempt to build a three-dimensional model based on observations of individual structures that are prominent in the region. This is the approach of Refs.[203, 204] which predicate two primary disk components in the inner 3 kpc of the Galaxy: a dense “Central Molecular Zone” approximately centered on the GC and aligned with the Galactic Plane, as well as a holed “Galactic-Bulge-disk” which is rotated at 13.5° counter-clockwise to the Galactic plane as well as having it’s major axis inclined $\approx 45^\circ$ away from the line of sight, which is notably much larger than the PEB+NS case, leading to a larger projected extent. Beyond the inner 3 kpc, we use an azimuthally averaged gas profile from Ref. [205] to describe the molecular phase, and the HI profile from Ref [206], corrected to the updated normalizations of Ref. [207]. We collectively refer to this model as Ferri`ere 2007 (F07).

For both the PEB+NS and F07 models, we incorporate the contributions of dark gas – i.e. molecular hydrogen not traced by CO emission, and atomic hydrogen missed due to the assumption of a uniform spin temperature – by re-normalizing the total ‘analytic’ HI column density along each line of sight to that of the GALPROP map.

Essentially, this involves a fitting, in addition to HI and H2, a dust template [208] to gamma-ray data. The detailed construction of this template is described in detail in

\[ \text{rbands_hi12_v2_qleg_zmax1_Ts150_EBV_mag5_limit.fits.gz} \]
Finally, for both models, we also include a contribution from warm, hot, and very hot phases of ionized hydrogen based on the NE2001 model for free electrons, described below. The specific implementation we use is described in Refs. 203, 204.

We note that the precise gas distribution in the outer galaxy is of only marginal importance due to the central peak in the dark matter (DM) density profile. Consequently, we assume both $T_s = 150 K$ and $X_{CO} = 2 \times 10^{20} \text{ cm}^{-2} (\text{K km/s})^{-1}$ and neglect spatial dependence of either one of these quantities. Although spatial variations are certainly present in both components 40, 213, we expect the effect of this on the morphology of the Gas×DM profile to be small in the GC region of interest.

### 3.3.2.3 Cosmic-Rays

In order to obtain the steady state distribution of cosmic-rays in the Galaxy, we use the numerical code GALPROP v54.r25047, which encompasses all of the physics relevant for cosmic-ray transport through the galaxy including energy losses, primary source distributions, and re-acceleration. A detailed description of the physics can be found at the dedicated Web Site8.

Our default diffusion setup consists the model $S^{Z4R20T150C5}$ in Ref 210. This model features a standard set of diffusion parameters fit to local observations of a variety of primary and secondary species including protons, helium, electrons, positrons,

---

7Current versions of GALPROP are available at http://galprop.sourceforge.net/
8http://galprop.stanford.edu
B/C, and $^{10}$Be/$^{9}$Be\cite{210}. The simulations assume cylindrical geometry with free escape boundary conditions from a diffusion halo of radius 20 kpc and half-height 4 kpc. Because the dark matter profiles are strongly centrally peaked, most of the reasonable variations related to the diffusion setup and geometry are unimportant to the final cosmic ray (CR) morphology. This includes the halo height, provided $z_{\text{max}}$ is greater than a few kpc and the CR energy of interest is less than a few TeV, at which point CR propagation transitions to the rectilinear regime. Notably, since we are concerned with the morphology and not the spectrum of cosmic rays, parameters describing diffusive re-acceleration and injection spectra are irrelevant. The energy dependence of the diffusion constant will have only a very minimal effect on morphology at the very lowest and highest energies. For definiteness, we use here a diffusion coefficient $D(R) = 5.3 \times 10^{28} \text{cm}^2 \text{s}^{-1} (R/4 \text{ GV})^{1/3}$.

Of particular interest to this analysis is the distribution of primary cosmic-ray sources. In what follows, we show predictions for four tracers of supernova remnants, believed to generate the majority of Galactic cosmic-rays. These are based on the observed surface densities of Galactic pulsars (Yusifov\cite{9} and Lorimer\cite{25}), OB stars\cite{26}, and supernova remnants (SNR\cite{22}). Each of these distributions suffer from substantial uncertainties in the inner 1-2 kpc due to both statistics and systematics surrounding correction for selection effects. In fact, the latter three distributions are parametrized such that the surface density is zero at the Galactic center, while the Yusifov case is non-zero, leading to a potentially large difference in CR densities in this region. Simulations of neutron star populations in the Milky Way’s gravitational potential also indicate a non-zero central density\cite{214}, with certain models predicting a strong peak. Finally,
it is difficult to rule out the possibility of a cataclysmic event, or enhanced injection of

cosmic-rays at the GC, as may be evidenced by the Fermi Bubbles [215], and perhaps

the Galactic Center γ-ray Excess itself (see e.g. Refs. [216, 217]). Fortunately, only for

low kinetic energies – and only for very high energies for the case of $e^\pm$ – does this have

a significant impact on the CR distributions, which become substantially smoothed af-

ter diffusion. In what follows, we do not include these more speculative CR source

distributions.

3.3.2.4 Free Electrons

The density of free electrons $n_e$ in the Milky Way has been mapped to rea-

sonably good precision by fitting complex multicomponent models to a thousands of

measurements including primarily pulsar dispersion measures (the line-of-sight integral

of the $n_e$), temporal and angular broadening of radio pulses sensitive to variations in $n_e$,

and emission measures (the line-of-sight integral of $n_e^2$). Combining this huge body of

information has lead to the development of the so-called NE2001 model [211, 212].

NE2001 contains 5 component classes: (i) smooth components including a thin

and thick disc as well as 4 logarithmic spiral arms, (ii) a Galactic center region consisting

of a Gaussian component in radius and scale height, (iii) a 4 component local ISM region,

(iv) 78 clumped HII regions, and (v) 16 void regions. The only region with high DM
density is the Galactic center, and thus we only include contributions from the dense and

thin (140 pc) disk, the lower density thick disk, and the small, but very dense Galactic
center components. We neglect the spiral arms, which do not extend to the inner 3 kpc
of the Galaxy as well as clumps and voids which provide only weak and small angular scale \( \theta \ll 1^\circ \) perturbations to the overall density profile in the GC direction.

We also utilize a correction to the thick disk scale-height proposed in Ref. [218] after recalibrating the NE2001 model while avoiding strong HII regions in the Galactic plane. This correction roughly doubles the height of the thick disk to \( \approx 2 \) kpc, which for our purposes leads to a substantial broadening of the expected emission to high latitudes and is therefore less disk-like and more spherically symmetric. Ref. [219] provides a recent comparison and recalibration of all models of the free electron density. Importantly, they are all based on approximately the same ingredients, with the primary differences in the smooth components being the thick disk scale-height. The model used here is the thickest, and thus offers the most optimistic scenario for fitting a DM \( \times \) free electron signal to an approximately spherical excess. As we will see below, the primary motivation for modeling such emission is to explain the sharp excess observed at 511 keV by INTEGRAL/SPI and even this optimistic model is too disk-like to explain the signal.

As a final note, the next generation of free electron models are likely to incorporate all-sky surveys of the hydrogen-\( \alpha \) emission line, perhaps leading to a significant modification of the model presented here. Under the assumption that the number density of ionized hydrogen (i.e. free protons) is equal to the number density of free electrons, the \( \text{H}\alpha \) intensity is directly proportional to the emission measure [220]. Unfortunately, such corrections are non-trivial and prone to large errors due to the quadratic dependence of the integrand on \( n_e \).
3.3.3 Morphological Profiles

Figure 3.10: *Top, from left to right:* Projected emission profiles for DM (NFW profile) times the F07 gas model, PEB+NS gas model, free electrons, and, for reference a NFW\(^2\) profile (DM annihilation). *Bottom:* Projected profiles of DM times cosmic-ray protons and electrons for representative energies of 1 GeV (two left-most panels) and 1 TeV (right-most two panels) as calculated with the GALPROP package, using the Yusifov\(^9\) distribution of primary sources.

With the matter distributions as specified above, we can now perform the line-of-sight convolution of dark matter with our gas models (meaning the integral along the line of sight of dark matter times relevant cosmic ray or gas density). In the top row of Figure 7.3 we show the projected emission profiles for an NFW profile convolved with the F07 and PEB+NS gas models, the NE2001 free electron model, and a standard NFW...
profile in order to compare against a standard annihilation morphology. In each case, use of either a contracted NFW or Einasto profile would lead to a slightly brighter and cuspier, or fainter and more cored profile in the innermost regions and each template has been normalized to its maximal value, with no other salient differences.

The F07 gas model possesses a very bright central core due to the highly concentrated CMZ zone surrounding the galactic nucleus (not to be confused with the even denser circum-nuclear ring \[221\] which occupies the innermost \(\approx\)10 pc and is below the scale probed here). Emission from the bulge disk can be seen in the diagonally oriented flares on either side. Beyond 5 degrees from the GC, the thin molecular and atomic disks dominate the emission and do not significantly extent to high latitudes making it nearly impossible to obtain a spherical excess. Similarly, the empirically derived PEB+NS model, shows a bright central disk which more smoothly falls off into the broader Galactic disks. In addition, the high latitude emission is significantly enhanced with respect to F07. Still, the overall profile lacks azimuthal symmetry and we can conclude that a truly spherical excess is not well fit by DM \(\times\) gas profile.

The case of free electrons is more subtle. Here, we observe a thick disk extending beyond 2 kpc \((b \gtrsim 15^\circ)\) which, combined with the DM halo produces a roughly spherical emission profile. A very bright emission disk can be observed at the Galactic center, though the angular extent is less than The thin disk, however adds a distinct elongation along the plane making the averaged longitude profile significantly less steep.

In the bottom row of Figure 7.3 we show projected emission templates for benchmark cosmic-ray protons and electrons at 1 GeV and 1 TeV, using a Yusifov
profile for the primary source distribution. For low and high energy protons, as well as low energy electrons, the CR density is relatively uniform over the region of interest, leading approximately to the same profile as would be expected from dark matter decays. For electrons and positrons, inverse-Compton and synchrotron energy loss timescales ($\tau_{\text{ics, sync}} \propto E^{-2}$) limit the diffusion radius to $R_{\text{diff}} = \sqrt{D(E)\tau_{\text{ics, sync}}} \approx 7.5\text{kpc}/E_{\text{GeV}}$ for our choice of parameters, implying that the CR distributions will depend significantly on energy above a few tens of GeV as the cosmic-rays lose energy before propagating farther than a few kpc from their production region (provided the primary source distribution is not uniform). Supernova remnants are highly concentrated in the plane of the Galaxy, resulting in a full-width-half-max of only a few hundred parsecs near 1 TeV. Therefore any dark matter model which predicts emission due to interactions with high energy electrons or positrons will result in a significantly disk-like morphology.

An important caveat should be kept in mind before excluding models based solely on a disk-like component. Namely that most “excess” signals rely on fitting and subtracting off a complicated background model especially at low Galactic latitudes. In some cases, particularly those with gas correlated backgrounds, this fitting procedure can potentially also subtract off a disk component which was actually part of the signal. For example, the background models used to obtain the Galactic Center excess rely on fitting independent gas annuli to gamma-ray data without including any model for excess emission. Thus if the Galactic center excess actually contains a disk-like (gas correlated) component this could be ‘hiding’ in the artificially enhanced background normalization. One way to alleviate such issues is to fit all components simultaneously rather than
relying on residual emission alone.

Finally, we provide skymaps in FITS file format as well as Python scripts at the supplemental materials web page\footnote{http://planck.ucsc.edu/dmcr-morphology} for each combination of halo profile/gas model/free electron model, as well as logarithmically spaced templates in CR energy. Details about the files and model assumptions are provided on the same web page. We also provide example scripts demonstrating how to specify and integrate an arbitrary three-dimensional distribution against the cosmic-ray, free $e^-$, and gas models which may be found useful in other contexts. See also Section \ref{sec:code} for additional code links.

We carried out a model-independent study of scenarios where diffuse electromagnetic emission originates from interactions of dark matter particles with the interstellar gas, free electrons or Galactic cosmic rays. We assumed that the relevant morphology depends on the integrated line-of-sight product of the dark matter particle density times the relevant gas/cosmic-ray density. The key motivation to consider such models is that a variety of large-scale diffuse excesses in the general direction of the Galactic center have been identified, at wavelengths ranging from radio to gamma rays, and that a variety of particle physics scenarios have been proposed that rely on dark matter interacting with Galactic gas or cosmic rays.

We considered a variety of state-of-the-art gas density models, and well-motivated cosmic ray models, utilizing several different assumed injection source distribution profiles. We produced the relevant latitudinal and longitudinal profiles, and we are making our results available publicly on the web.
While our results are generic to any model that predicates diffuse electromagnetic emission from dark matter interactions with cosmic rays or with interstellar matter, our results apply to certain specific models, most notably the macroscopic quark nugget of Ref. \cite{189,190}.
Chapter 4

Search Strategies and Statistical Methods

One of the most challenging aspects of indirect detection studies is determining methods which can robustly reject astrophysical backgrounds. In other words, if an anomalous or unexplained excess is detected in some experiment, how can we maximally differentiate dark matter from backgrounds? If no signal is detected, we would like to set upper limits on dark matter models which incorporate known astrophysical uncertainties. Many techniques have been and continue to be developed, leading to an intriguing overlap between indirect detection and statistics. Comparative analyses are always similar in structure and typically involve four basic steps: Model the signal, model the background, compare, estimate systematic uncertainties.

First we must describe the signal model. For gamma rays, X rays, or neutrinos, dark matter models are usually simple to understand since the only relevant uncertain-
ties are in the halo profile, dark matter mass, and final state. All of these elements are easy to calculate using the elements presented in Chapters 2 and 3. Depending on the experiment, these signals must be convolved with the instrumental response functions (e.g., for raw Fermi data), while some experiments provide data which has already undergone a deconvolution with the instrument response (for example AMS-02 which provides a spectrum rather than raw events). For cosmic-ray models, the situation is more complicated and we must apply propagation in order to determine the flux at Earth. This propagation has many parameters, and therefore introduces a large signal uncertainty. For such tasks one can either pick models which bound the signal uncertainties, or preferably, utilize a Bayesian approach which uses additional observations to constrain the backgrounds.

Second, we must calculate the background models. There are at least two scenarios where the calculation of backgrounds is substantially simplified: spectral lines – where there are few or no astrophysical backgrounds and the continuum signals can be estimated directly from the data – and heavy antimatter signatures (\( ^{\text{3}}\text{He} \)), where the backgrounds are very far below the expected signal. For most other situations, just calculating the backgrounds requires significant domain expertise, and the uncertainties are poorly constrained, poorly understood and may involve high-dimensional parameter spaces that prohibit exhaustive exploration of uncertainties. Even dwarf searches which are thought to be a golden channel for dark matter detection, involve poorly understood

\footnote{In most studies, the cross section \( \langle \sigma v \rangle \) is left freely floating and gets fit to the signal since it is simply directly proportional to the signal intensity (and thus only requires a multiplication of the signal). The other quantities require a full re-computation of the DM signal so they are often done on a discrete grid.}
backgrounds from unresolved point sources which must be calibrated using observations of ‘blank sky’ (see Sec 4.7).

At this point the data, signal models, and background models have been determined, and hypothesis testing must be performed. We want to choose a technique which provides the best possible statistical power in discriminating the signal from background. We always at least have spectral information, and the most common technique is to use $\chi^2$ tests along with likelihood ratio tests (See sec. 4.1). In cases where we also have spatial information (as is usually the case with electromagnetic or neutrinos searches) the inference becomes much more powerful and we often perform multi-linear template regression, clustering, or some significance measure to separate components simultaneously in spectrum and morphology. In some cases, it may also be suitable to check for a time dependent of the signal which would indicate astrophysical origins. In cases where no signal is detected, we can use these statistical tests to set upper limits on e.g. the dark matter annihilation cross-sections.

Finally, once initial fits are performed, we are faced with understanding the systematics arising from the signal and background uncertainties, as well as instrumental and analysis uncertainties. This is typically the most difficult portion of any analysis, and is often more art than science, being far from a well constrained problem. For signal detections, one should at minimum account for the look-elsewhere effect (also called trials-factors), and try to provide bounds on uncertainties which might include three cases: a very conservative estimate of background uncertainties, a best guess at parameters, and a very strong statement if some assumptions hold. Because many indirect
detection signals have been heavily scrutinized before, the next level of analysis often involves either applying more advanced statistical techniques to the data or performing better estimations of systematic uncertainties using e.g. simulation plus Markov Chain Monte Carlo (MCMC) or importance nested sampling (MultiNest).

In this section, we provide brief descriptions of these techniques and their applications, along with references for the statistical descriptions, example usages, and codes (several of which are our own).

4.1 Maximum Likelihood Estimation

A concise, but through review of basic statistics for physicists can be found in the Particle Data Group summaries [222]. Here we review the most pertinent concepts for indirect detection studies.

Suppose we have a set of measurements $x$ and a vector of parameters defining our model $\theta = (\theta_0, ... \theta_N)$. The likelihood function is then defined as $L = P(x|\theta)$ and proportional (not-equal) to the probability of the parameter set. While the likelihood function is not a probability distribution itself, maximizing the likelihood will provides the most probable parameters given the observed data, and is thus useful for both inference and hypothesis testing.

Computing the likelihood requires us to specify the full joint probability distribution over the data. However, if these are independently distributed (i.e. the joint PDF can be factorized) as is often the case in physics applications, then we can write

the likelihood as

\[ L(\theta) = \prod_{i=1}^{n} f_i(x_i; \theta), \quad (4.1) \]

where \( f_i(x_i; \theta) \) is the PDF corresponding to observation \( i \). This may or may not be the same as \( f_{i+1} \) if, for example, the error bars differ for different observations, or the observations are drawn from different processes. Due to the product over PDFs, our likelihood function can quickly underflow floating point operations, and it is usually easier to work with logarithms. Since \( \log(L) \) is a monotonic transformation this will not change the maximum.

Now the maximum may be found by setting the partial derivatives with respect to each \( \theta_i \).

\[ \frac{\partial \log L}{\partial \theta_i} = 0, \quad i = 1, ..., N. \quad (4.2) \]

For many problems we simply solve the optimization numerically by minimizing \(-\log L\). When computing the log-likelihood here, we do not care about additive constants, and can drop anything that does not depend on \( \theta \).

As an example, suppose we have a model which predicts \( \mu_i \) events in each bin as a function of \( \theta \), and we want to fit against a data set with \( N \) bins containing \( x_i \) events.

---

\[ A \text{ great library for these types of optimization problems is iMinuit, developed at CERN which also includes tools for estimating confidence intervals. The python version is particularly easy to work with at https://pypi.python.org/pypi/iminuit.} \]
with Gaussian distributed error bars $\sigma_i$ for each bin. Then the PDF for each bin is

$$f_i(x_i; \theta) = \frac{1}{\sqrt{2\pi}\sigma_i} \exp\left(\frac{-(\mu_i - x_i)^2}{2\sigma_i^2}\right).$$  \hspace{1cm} (4.3)

Our log-likelihood is therefore,

$$L(\theta) = -\frac{N}{2}\log(2\pi) - \sum_{i=1}^{N} \left[\frac{1}{2} \log(\sigma_i) - \frac{(\mu_i - x_i)^2}{2\sigma_i^2}\right],$$  \hspace{1cm} (4.4)

and we optimize $\theta$ such that this quantity is maximised.

For counting photons, we will typically utilize the Poisson distribution rather than a Gaussian. For observed data (or bin counts) $x_i$, the likelihood is given by

$$L = \prod_{i=1}^{N} \frac{\mu_i^{x_i} e^{-\mu_i}}{x_i!},$$  \hspace{1cm} (4.5)

where $\mu_i$ is the predicted model count for bin $i$. Then the log-likelihood is given by,

$$\log L = \sum_{i=1}^{N} \left[-\mu_i(\theta) + x_i - x_i \log \frac{x_i}{\mu_i(\theta)}\right].$$  \hspace{1cm} (4.6)

Where the last term is defined to be zero when $x_i = 0$.

### 4.1.1 Parameter Estimation

From a frequentist perspective, the model parameters $\theta$ have a single value known by god. The goal of parameter estimation is to determine both a point estimator $\hat{\theta}$ for this true value based on the data. We then would like to draw confidence intervals
around our estimator where we estimate e.g. a 95% chance of the true $\theta$ lying in the interval. This differs from the Bayesian perspective given in Sec. 4.2.

Different estimators possess different properties, and we should choose those which best fit our situation and desired knowledge. The most important properties of interest are consistency (does the value of the estimator converge given more data), bias (does our estimator converge to the true value), efficiency (what is the ratio of the minimal possible variance to the estimator variance), and robustness (how sensitive is the estimator to deviations from assumptions or outliers etc...). Maximum likelihood estimators are the most commonly applied in physics applications because they are unbiased, are very efficient, and are reasonably robust.

The inverse covariance matrix $V^{-1}$ for a set of maximum likelihood estimators $\hat{\theta}$ can be estimated via

$$
(\hat{V}^{-1})_{i,j} = -\left. \frac{\partial^2 \log L}{\partial \theta_i \partial \theta_j} \right|_{\hat{\theta}}.
$$

(4.7)

For an error of $s$-standard deviations, the contour hyper-surface of the estimator is defined around the maximum likelihood $L_{\text{max}}$ as

$$
\log L(\theta') = \log L_{\text{max}} - s^2/2.
$$

(4.8)

For systems with low covariance between parameters, the diagonal elements of the covariance matrix will provide a reasonable approximation of the variance for each $\theta_i$. However, in many of the approaches we will see below, parameters can be extremely degenerate, and the covariances must be estimated in order to accurately reflect the uncertainties (i.e. the error ellipse is not aligned with the axis). In these high covariance
cases, confidence intervals for a given parameter are reported as the min/max parameter
value taken along the error ellipse.

4.1.2 Hypothesis Testing and Goodness of Fit

A hypothesis $H$ is a model, or range of models. We often would like to test,
for example, whether one model performs better than another model, or whether some
parameter lies outside/inside of a given interval. Suppose we have a null hypothesis $H_0$.
We would like a rule for determining whether a competing hypothesis $H_1$ rejects the null
at some probability $\alpha$.

Suppose we have a *simple* hypothesis so that the null and test model differ only
by the chosen parameter values ($H_0 : \theta = \theta_0$, $H_1 : \theta = \theta_1$). We define a statistic

$$\lambda = \frac{L(\theta_0|x)}{L(\theta_1|x)}$$

(4.9)

Here, $\lambda$ will be small if $H_1$ is much more probable and large if the $H_0$ is more probable
given the data. We can reject the null hypothesis at a significance level $\alpha$, when

$$\alpha = P(\lambda(X) \leq \eta|H_0),$$

(4.10)

where $\eta$ must be calculated from the integral.

For our purposes, we more often have a *composite* hypothesis, where the pa-
rameters of interest are some subset of the full parameter space $\theta \in \Theta_0 \subset \Theta$. We can
then calculate the test statistic (TS) via a likelihood ratio test and Wilk’s theorem

$$TS = -2 \log(\lambda) = -2(\log(L(H_0|x)) - \log(L(H_1|x))).$$ (4.11)

In the large sample size limit, $TS$ is distributed as a $\chi^2$ distribution with $\dim(\Theta) - \dim(\Theta_0)$ degrees of freedom – i.e. the difference in the number of parameters in the alternative model versus null model. Thus, a p-value for rejecting the null can be directly calculated via the $\chi^2$.

In cases where the likelihood is difficult to calculate (i.e. the PDF is unknown), one can use Monte Carlo simulation to determine distributions and provide a robust estimate of p-values technique which makes no assumptions about the distribution of the test statistics (see for example the clustering case of Ch.9).

Goodness of fit can be also be estimated from the likelihood function via Wilks’ theorem. Typically we minimize the quantity $-2 \log(\hat{\lambda})$, which for $N$ bins and $m$ parameters, obeys a $\chi^2$ distribution with $N - m$ degrees of freedom. This is known as a Pearson’s $\chi^2$ test. If our bin counts are relatively large so that our Poisson distribution is approximately Gaussian, then we can estimate a p-value by integrating the $\chi^2$ distribution with $n_d$ degrees of freedom.

$$p = \int_{\chi^2}^{\infty} f_{\chi^2}(z, n_d)dz.$$ (4.12)

If we do not know the distribution of the bins or bin, then we can still estimate p-values via Monte Carlo methods (see Sec. 4.6).
4.2 Bayesian Methods

Much of the scientific world is gradually moving toward Bayesian methods, which provide much improved expression of uncertainties as well as the incorporation of prior beliefs, which allow us to impart expert knowledge, model constraints, or previous measurements into our final probabilistic model. The increase in computational power and efficient sampling methods is also likely responsible for this shift, which allows previously intractable models scans to be computed.

More fundamentally, the Bayesian approach to statistics demotes the parameters themselves to be random variables in contrast to the frequentist approach, which assumes the model parameters have a true value. For example, a confidence interval is now expressed as “there is a 95% probability that the parameter value is lies within our bounds” compared to “there is a 95% probability that our bounds contain the true parameter value”. In other words, Bayesians believe that the model itself is probabilistic.

The fundamental expression of Bayesian statistics is Bayes’ Theorem,

$$p(\theta|x) = \frac{P(x|\theta)\pi(\theta)}{\int P(x|\theta')\pi(\theta')d\theta'},$$

where all of the known information is expressed by the posterior distribution $p(\theta|x)$ which is proportional to the composed of the likelihood function $P(x|\theta)$ and the prior distribution $\pi(\theta)$, for the parameters. The denominator is known as the evidence which can be used to provide an estimate of the model fit versus model complexity, effectively implementing Occam’s Razor in a quantitative way. Typically, we just want
to draw samples from the posterior, and we are less concerned with model comparison.

The prior $\pi(\theta)$ expresses the subjective beliefs about the parameter values. However, it can be formulated in an objective way, in a procedure known as *Objective Bayes*. Often we choose non-informative priors in order to express our initial ignorance. A uniform distribution is often used in practice, although one should take care to ensure that the prior is uniform in the correct space. For example, if we take a flat prior over a logarithmic parameter, then the prior itself is not uniform, but rather log-uniform, and our posterior will be highly biased. In general, a non-linear function of $\theta$ will require a non-uniform prior in order to be non-informative. These are called Jeffreys’ Priors, and they can be computed using the Fisher information matrix [222].

One of the most powerful features of Bayesian statistics is that one may iteratively draw samples from the posterior and feed back the gained information into the prior for the next sample draw. This idea leads to a variety of importance sampling and Markov Chain Monte Carlo methods which efficiently sample from the posterior distributions. These methods are commonly employed in large scans over parameter space, with the MultiNest [223] algorithm being the (current) de-facto standard in cosmology and astrophysics.

### 4.3 Template Regression

Above we outlined the classical (frequentist) statistical elements which are most commonly used in indirect detection. In this section we discuss *template regression* which is just a binned likelihood analysis over both spatial pixels (data morphology) and energy
bins (spectrum) and is commonly used in gamma-ray analyses. The first step is to bin our data in three dimensions: Galactic latitude, longitude, and energy binning.

The choice of binning should be carefully considered. The finer the binning, the less information we are throwing away, however, when we applied Wilk’s theorem in the previous section, we required the assumption of Gaussian bins rather than a Poisson distribution. We should therefore make sure that we average at least 5-10 photons per bin. Furthermore, the information gain from very fine spatial binning is limited by the angular resolution of the instrument, and we may want to trade off spatial resolution for spectral resolution. In most analyses of Fermi data spatial binning than 1/8° – 1/2° is typically used, along with 10-30 logarithmically spaced energy bins over the energy range of Fermi (~100 MeV-500 GeV). However, the photon spectrum decreases rapidly and it can be useful to define an energy binning procedure which compensates for this.

One choice advocated recently is the recursive definition,

\[
E_{j+1} = \left( E_1^{1-\Gamma} - \frac{E_{\text{min}}^{1-\Gamma} - E_1^{1-\Gamma}}{n_{\text{bins}}} \right)^{\frac{1}{1-\Gamma}},
\]

for \( j \in [0, 1, \ldots n_{\text{bins}}] \). This spacing provides an equal number of photons in each bin for a power-law spectrum with index \( \Gamma \). A hard index of \( \Gamma = 1.45 \) is a good choice to balance loss of statistics and unreasonably large bin widths at high energies. This binning is also used in our analysis of the Galactic Center excess in Sec. 8.1.

\(^4\)Over large sky segments, we often use Healpix (http://healpix.sourceforge.net/) binning which provides pixels with equal area, rather than latitude-longitude which shrink as we move toward the celestial poles. This healpix mapping maps the full sky’s spherical surface into a one dimensional array of pixels. In the Cartesian case, we can do the same by just assigning a unique index to each pixel. We actually therefore think of 2-dimensional binning in space and energy.
Next we must choose the model components we wish to include in the template fitting which might include an isotropic emission component, models of the Galactic diffuse emission, dark matter, and/or point sources. As discussed in Sec. 2.4.2, we must transform the raw astrophysical flux models into event counts in the instrument space via convolutions with the instrumental response functions. At this point, we can fit the best linear combination of our model templates to the data. For a each template indexed by $k$, the model counts $\mu_{ij}$ for a given pixel $i$ and energy bin $j$ are given by a summing over each template count $n_{k}$ times the energy dependent normalizations $\theta_{j}^{k}$

$$\mu_{ij}(\theta) = \sum_{k}^{N_{\text{comp}}} \theta_{j}^{k} n_{ij}^{k}. \tag{4.15}$$

The normalizations $\theta_{j}^{k}$ are the parameters which must be fitted in our model. As defined above, the spectrum of each fit component is allowed to float in each energy bin. For templates or regions with high degeneracy, or low statistics, this can lead to noisy fits. In many cases we may want to reduce the number of fit parameters by fixing the spectrum or spectral form, for example, to a power-law, broken power-law, or a power law with an exponential cutoff. Commonly used spectral forms can be found on the Fermi-LAT web page.

Now, the $\chi^{2}$ of the fit is given by,

$$\chi^{2} \equiv -2 \ln \mathcal{L} = 2 \sum_{i,j} (\mu_{ij}(\theta) - x_{ij} \ln \mu_{ij}(\theta)) \tag{4.16}$$
where $x_{ij}$ is the observed number of photons in pixel $i$ and energy bin $j$. This defines the objective function for the optimization. Find the weights $\theta$ which minimize $\chi^2$. We may impose additional constraints on this objective function such as point source masking or external constraints as discussed in Sections 4.3.3 and 4.3.2 below. In the next section we present a variety of commonly used templates.

4.3.1 Example Templates

The components chosen for any template fitting procedure obviously depend on the specific problem and analysis goals. Here we review some commonly employed for fitting to Fermi gamma-ray data. However, one should also keep in mind more data-driven alternatives such as the analysis presented in Chapter 10 where empirically determined templates are used to place strong limits on dark matter origins of the 3.5 keV X-ray line.

- **Galactic Diffuse Emission (GDE):** There are three basic components to diffuse emission from the Milky Way. All arise from interactions of Galactic cosmic-rays with interstellar matter ($\pi^0$ and bremsstrahlung) and low-energy radiation fields (ICS: Inverse Compton Scattering). These components can be calculated using sophisticated numerical codes such as Galprop, but involve substantial uncertainties in the Galactic plane, particularly at the Galactic center. The entirety of Part II of this thesis is devoted to computing GDE models, and great care should be taken for analysis of diffuse sources near the Galactic plane. For gamma-ray analysis of small point-like, or slightly extended sources (less than 5 degrees), the Fermi
collaboration provides a diffuse Galactic emission model which is derived by empirically fitting templates of diffuse emission to the data and via wavelet filtering technique.\(^6\)

- **Point Sources (PSC):** The contribution of point sources is typically based on *Fermi*’s 4 year third point source catalog, 3FGL [111], which includes more than 3000 point sources and 13 extended sources. In regions containing many point sources, the spectrum and normalization of each source is often fixed to the 3FGL values and the finite angular resolution of the *Fermi-LAT* is taken into account by smearing photons according to the precise energy dependent point spread function (PSF).

  An additional note should be kept in mind: If the diffuse model in the fit is changing significantly in the fit (as it does near the Galactic plane), then the inferred point source fluxes will also change. If the point sources are not too dense, then one can refit sources with diffuse model. However, this often introduces a problematic number of degrees of freedom. If point sources are to be held fixed, one should perform masking as described in Sec. 4.3.3 below to reduce bias from mis-modeled point sources.

- **Isotropic Gamma-Ray Background (IGRB):** The IGRB template is composed of the population of unresolved, extra-galactic $\gamma$-ray emitters, a distribution which should be roughly isotropic over the full sky. Often this needs to be constrained

\(^6\)A brief description of the diffuse background model can be found at [http://fermi.gsfc.nasa.gov/ssc/data/access/lat/Model_details/FSSC_model_diffuse_reprocessed_v12.pdf](http://fermi.gsfc.nasa.gov/ssc/data/access/lat/Model_details/FSSC_model_diffuse_reprocessed_v12.pdf)
Figure 4.1: The new Fermi bubbles template \cite{10} is shown in red, and extends throughout the Galactic center region. The previous template versions \cite{11} are shown by white contours. Also shown are the bounding windows for a typical inner Galaxy analysis (gold) and Galactic center analysis (green). The Fermi bubble’s interaction with and extension into the Galactic plane are poorly understood at present.

over small ROIs by measurements over the full sky. We refer the reader to Sec. 4.3.2 which describes such constraints. A thorough description of the isotropic gamma-ray background can be found in Ref. \cite{225}.

- **Fermi Bubbles:** The flux and spectrum of the Fermi bubbles is assumed to be spatially uniform over the region defined in Ref. \cite{11} with more recent corrections made near the Galactic plane \cite{10} which are shown in Figure 4.1. Typically the North and South Lobes are not modelled independently. Similarly to the isotropic template above, it is common to impose the spectrum from the latest Fermi Collaboration paper \cite{226}.  
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• **Dark Matter:** Dark matter templates in the Galactic center can be found by integrating the halo profiles presented in Section 2.2 over the line-of-sight. Often several halo models are presented, but NFW is the most common, and often different analyses scan over the inner slope. In the case of dwarf galaxies, the templates are based on the best fitting halo profiles using stellar kinematics data.

### 4.3.2 External Fit Constraints

In some cases, we may want to add external constraints on the template normalizations. While most optimization software allows for hard limits on the min/max values of the fit parameters, we may want to impose a more subtle penalty. For example, when analysing regions of interest (ROI) near the Galactic center, we have large scale structures such as the isotropic or Fermi Bubbles that are bigger than the ROI under analysis. Often the spectrum of these components has been measured over larger very large ROI, and is poorly constrained over a narrow window. The corresponding template normalizations should then be constrained by adding an additional penalty to Eq. (4.16) based on the external $\chi^2_{\text{ext}}$ calculated from the flux and uncertainties over the larger ROI. This takes the form

\[
\chi^2_{\text{ext}} = \sum_i \left( \frac{\phi_i - \bar{\phi}_i}{\Delta \phi_i} \right)^2
\]  

where $\phi_i$ is the flux in energy bin $i$ and $\bar{\phi}_i$ and $\Delta \phi_i$ are the mean and standard deviation. This could include for example, the IGRB flux of Ref. [225], or the Fermi Bubbles flux of Ref. [226]. Further modifications to the objective function can be imposed if one wants
to incorporate prior beliefs – in the Bayesian sense – on the fitting procedure.

### 4.3.3 Adaptive Point Source Masking

When analyzing diffuse emission in regions rich with point sources, the analysis results can depend significantly on the point source masking technique employed. In many cases near the Galactic plane, the inferred point source fluxes can vary significantly as the diffuse background model is changed. Ideally, one should fit each point source simultaneously to the diffuse components, but in practice this often introduces too much degeneracy and too many parameters. It is therefore common to mask point sources when studying large regions of interest.

Ref. [36] developed the weighting coefficient $w_{i,j}$ which allows for adaptive source masking based on the ratio of the point (or extended) source flux $\mu_{i,j}^{PSC}$ to the diffuse flux $\mu_{i,j}^{BG}$,

$$w_{i,j} \equiv \left[ \left( \frac{\mu_{i,j}^{PSC}}{f_{PSC} \mu_{i,j}^{BG}} \right)^{\alpha_{PSC}} + 1 \right]^{-1}.$$  \hspace{1cm} (4.18)

Here $f_{PSC}$ and $\alpha_{PSC}$ determine the point source masking threshold and transition rate from masked to unmasked pixels [36]. Good choices for Fermi data is $f_{PSC} = 0.1$ and $\alpha_{PSC} = 5$.

The weight coefficient can now be applied to each pixel, and Eq. (4.16) becomes,

$$\chi^2 \equiv -2 \ln L + \chi^2_{\text{ext}}$$  \hspace{1cm} (4.19)

$$= 2 \sum_{i,j} w_{ij} (\mu_{ij} - \theta_{ij} \ln \mu_{ij}) + \chi^2_{\text{ext}}.$$  \hspace{1cm} (4.20)

with $\chi^2_{\text{ext}}$ often set to zero, but potentially defined by Eq. (4.17).
4.4 Density Based Photon Clustering

In the era of publicly accessible all-sky gamma-ray surveys such as the dataset provided by the Fermi-LAT collaboration, one of the most important tasks is the identification of diffuse and point-like emission sources in sparse gamma-ray data. Unlike traditional astrophysical point-source identification, one does not have a pixel based image built from many soft photons without significant binning which sacrifices small scale angular information that can be crucial to determining morphological properties of the emission source.

Here we explore a simple cluster Density Based Spatial Clustering for Applications with Noise (DBSCAN) as an alternative to current point source catalog ‘seeding’ methods such as wavelet transforms, and present our own modifications which adaptively vary the algorithm’s parameters in order to account for variable density backgrounds (noise). A python Package GammaCAP has been developed in support of this goal. Details of the calculations are described below, while codes and tutorials are described in App. A.3. In Chapter 9 we also present a novel use of DBSCAN to discern point-like sources from diffuse sources at the Galactic center. Other notable approaches include use of the Minimal Spanning Tree algorithms [227], however these cannot account for variable density backgrounds and must be run on small fields of view.

When photon statistics are not sparse, point source detection or ‘seeding’ can be done using wavelet transforms over the photon density in order to pick out point-like sources over the smoother diffuse background. This approach is used in constructing the
initial candidate source seeds for the 3FGL catalog [116]. At higher energies, the photon fields become extremely sparse and one must revert to more sensitive methods.

The seeding stage of analysis is intended to determine candidates for a maximum likelihood analysis. In addition we provide a significance measure which can also be used as a less sophisticated test-statistic. In its two dimensional incarnation, the algorithm has two free parameters which are demonstrated to be tightly correlated with the size of the PSF and the local background levels. The PSF is known precisely, and the background levels can typically be estimated to within 25% using either a map of the diffuse galactic and isotropic extragalactic backgrounds, or by directly examining photon data surrounding the region of interest. With these two free parameters correlated and constrained, one can optimize them to given choice of balance background rejection and detection efficiency. This provides the basic analysis layer which is often adequate.

If necessary, the detection threshold can be further lowered by implementing a post processing step. To this end, we construct a variety of observables for each cluster – e.g. size, eccentricity, density profile, significance, etc... – and employ machine learning classifiers to reject contamination from spurious clusters. Widely used for event identification in particle physics, Boosted Decision Trees (BDTs) are trained via Monte Carlo to cut and correlate these observables until an optimal signal/background binning is achieved. At this stage, detection and contamination efficiencies can be reevaluated and an adaptive search algorithm can be implemented on the gamma-ray sky which is robust, has deeper sensitivity, and has well defined statistical properties.

In order to classify the spatial morphology of a set of photons in a statistically
robust way, we employ the Density Based Spatial Clustering of Applications with Noise (DBSCAN) algorithm [228], which is capable of both distinguishing cluster points from noise and constraining the maximum connectivity size based on the instrumental point-spread function. The 2-dimensional DBSCAN algorithm possesses two input parameters, corresponding to the assumed radius ($\epsilon$) of each cluster neighborhood and the number of points ($N_{\text{min}}$) which must be contained within a neighborhood to form a new cluster or add to an existing cluster. Our implementation of DBSCAN, which is modified from the Scikit-Learn python package, works as follows:

1. For each photon in the input list, define the ‘$\epsilon$-neighborhood’ as a circle of radius $\epsilon$ centered on the photon of interest.

2. If a photon’s $\epsilon$-neighborhood contains greater than $N_{\text{min}}$ photons a new cluster is formed and that point is marked as a ‘core point’.

3. Two core photons are considered ‘density-connected’ if they are mutually contained with in each other’s $\epsilon$-neighborhoods. All density connected photons are then merged into a single cluster.

4. Require any cluster to contain at least 3 core points.

Traditional DBSCAN implementations also define the notion of ‘density reachable’ to indicate points which are not themselves density-connected, but which lie within a core point’s $\epsilon$-neighborhood. This property is, however, not symmetric, and cluster assignment can be ambiguous depending on the input ordering of the data. Our algorithm ignores density-reachable points, thus ensuring deterministic results. We note
that a different modification of the DBSCAN algorithm has already been employed on Fermi-LAT data in the past [229].

To exemplify the use of the DBSCAN algorithm, Figure 4.2 shows the DBSCAN analysis of the Fermi-LAT photon events measured with an energy between 120 – 140 GeV (left), and of a simulated model containing two point sources near the galactic center (right). In each case, we show the DBSCAN $\epsilon$-neighborhoods for each core point of each detected cluster. For the Fermi results, DBSCAN finds only one cluster (interestingly centered on the actual Galactic center location!), while in the 3 pulsar simulation case, the algorithm correctly identifies three clusters, at the positions corresponding to where the pulsar photons were generated. The following discussion explains in detail the procedure we employ to apply DBSCAN to $\gamma$-ray data.

### 4.4.1 Cluster Significance Measure

We employ the likelihood ratio proposed by Li & Ma to calculate the cluster significance, $s$, over the background in terms of the number of cluster photons $N_s$ and background photons $N_b$:

$$s = \sqrt{2 \left( N_s \ln \left( \frac{2N_s}{N_s + N_b} \right) + N_b \ln \left( \frac{2N_b}{N_s + N_b} \right) \right)}.$$  

(4.21)

Here, $N_b$ represents the expected background counts, determined either by integrating a diffuse background model over the cluster area, or by evaluating the counts in an annulus surrounding the cluster, while $N_s$ is the total photon count (signal + background) contained in the cluster. As long as $N_s$ and $N_b$ are not too sparse, one can equate a cluster with significance $s$ to an “$s$-standard deviation observation”. Thus a cluster significance
Figure 4.2: Example of DBSCAN for a 3 point source Monte Carlo simulation showing in colored circles the $\epsilon$–neighborhoods for core points in each detected cluster. In this case, $N_{\text{min}} = 3$.

$s = 2$ implies the cluster is a $2\sigma$ fluctuation above the mean background. We will use this nomenclature throughout our analysis.

With the individual cluster significance in hand, we define the “global” significance $S$ as the mean significance of each detected cluster weighted by the number of photons in that cluster.

4.4.2 Tuning DBSCAN Parameters $N_{\text{min}}$ and $\epsilon$

We now would like to optimize the choices of the DBSCAN parameters $\epsilon$ and $N_{\text{min}}$ such that the significance is maximized while rejecting fake clusters caused by fluctuations in the background. In choosing $\epsilon$ and $N_{\text{min}}$, we must incorporate two important
considerations.

First, $\epsilon$ is highly constrained by the instrumental point-spread function. Choosing $\epsilon$ too large is non-physical and results in incorrect clustering properties due to the inclusion of background photons. Choosing $\epsilon$ too small is acceptable provided there are enough photons to accurately reconstruct the cluster (i.e. so that the cluster does not fragment into several sub-clusters). A satisfactory trade off is to choose $\epsilon$ equal to the 68% containment radius of the cluster, $r_{68}$. Long PSF tails are typical e.g. Fermi-LAT, and $\epsilon = r_{68}$ is significantly smaller than the 95% containment radius, while ensuring that the core of the cluster is still resolved. In cases where the photon densities are very high, it may be desirable to reduce this in order to more accurately reconstruct cluster properties.

Second, the background count can be estimated either by evaluating a background model at that point or by examining the background count near the cluster of interest. Thus for a given $\epsilon$, we can choose $N_{\text{min}}$ according to the level of Poisson fluctuation above the mean, $N_{\text{min},\sigma}$, according to the following relations.

\begin{align}
N_{\text{BG}} &= \rho_{\text{BG}} \pi \epsilon^2 \quad (4.22) \\
N_{\text{min}} &= N_{\text{BG}} + N_{\text{min},\sigma} \sqrt{N_{\text{BG}}} \quad (4.23)
\end{align}

In order to test these guidelines, we now simulate a reasonable set of point sources distributed amongst background noise. In particular, we simulate 20 point sources emitting $N_{\text{sig}}$ photons with a Gaussian PSF of $r_{68} = 1$ deg. The sources are distributed over a $30^\circ \times 30^\circ$ window with an isotropic background density $\rho_{\text{BG}} = 10$
photons per square degree. Next we scan over \((\epsilon, N_{\text{min}})\) parameter space and examine the resulting global significance \(S\) and detected cluster count \(N_{\text{clusters}}\).

In Figure 4.3 we show \(S\) and \(N_{\text{clusters}}\) for three cases of increasing signal flux \(N_{\text{sig}} = \{0, 50, 100\}\) photons. The colormap shows the global significances while the black labeled contours show \(N_{\text{clusters}}\). Ideally, \(N_{\text{clusters}} = 20\) except for in the background only case, while the significance is maximized along this constraint. We also show the lines for the expected background level \((N_{\text{min},\sigma} = 0)\) and 3\(\sigma\) fluctuation \((N_{\text{min},\sigma} = 3)\) as detailed in Equation 4.23. The regions of high significance in the lower-right of each panel represent the case where all points in the simulation begin clustering together and are non-physical. This behavior is expected as the cluster threshold \(N_{\text{min}}\) drops below the background level. When the real signal is increased, regions of higher significance begin developing above the lines of \(N_{\text{min},\sigma} = 3\), where the cluster count is also found at the correct value of 20. For example, the large yellow patch in the right hand panel shows a large region where clusters are correctly identified and background noise is strongly rejected. If we move to slightly higher \(N_{\text{min},\sigma}\) (e.g. \(N_{\text{min},\sigma} = 4\)) we lose some detection efficiency, but are also more robust against background fluctuations. Eventually, we will also employ cuts and boosted decision tree classifiers to further reject fake clusters based on their observed properties.

We have established simple relationships for selecting the values of the DB-SCAN parameters \(\epsilon\) and \(N_{\text{min}}\) based on two physical inputs: the point-spread function and an estimate of the local background density. With these selections in mind, we can now discuss a 3-dimensional DBSCAN where we extend the search along the time axis.
4.4.3 Extending DBSCAN to 3-dimensions

Beyond the 2D spatial case, DBSCAN may also be used in higher dimensions including temporal and spectral extensions, provided a metric can be found which appropriately relates these to the spatial dimensions. One such novel application is to look for transient phenomena which would otherwise be washed out by the integrated background signal. The methods mentioned above are readily extensible to this case and can potentially provide a new catalog of of interesting transient gamma-ray sources.

3-dimensional searches are performed by drawing a cylinder of radius $\epsilon$ and half-height $a$ around each point, with the axis aligned along the time direction. The number of points is then counted and if it is larger than a threshold $N_{\text{min}}$ then it is considered as a cluster seed. Two cluster seeds which lie within each others cylinders are called “density-connected” and are merged into a single cluster. If a point is within
the cylinder of a cluster seed, but it does not itself surpass the $N_{\text{min}}$ threshold, then it is called “density-reachable.” We show a schematic diagram of a 3-Dimensional DBSCAN search in Figure 4.4.
In traditional DBSCAN implementations, density-reachable points are included in the final cluster assignments. However, these introduce a complication. There is an ambiguity in cluster assignment when a point is density-reachable by two clusters. This introduces non-deterministic results dependent on the ordering of the input points, although this is a relatively rare occurrence for true gamma-ray sources. There are two ways to resolve this issue.

- First is the approach taken by Ref. [229] where clusters are connected through mutual density-reachable points. This fixes the ambiguity, but can lead highly asymmetrically shaped clusters. This may be desirable for diffuse source searches, or to resolve non-point-like structures.

- A second is to only use points which are density-connected as this is a symmetric property, and cluster assignment is unambiguous. In this Chapter, we are interested in point sources and thus we chose the latter which is has higher fidelity to the actual cluster center. Given that the spatial extent of point-sources is highly-constrained by the instrumental PSF, we can simply increase epsilon to account for a lower detection efficiency at the cluster boundaries.

Finally, we require a cluster to have at least 3 density-connected points to be valid. We have outlined the basic algorithm, which is quite simple. It remains to determine the choices of $a$, $\epsilon$, and $N_{\text{min}}$. The latter two will follow from the 2-dimensional DBSCAN case, while the first is new. First we will define several useful properties of the clusters and discuss the parameters relevant to 3-dimensional DBSCAN simulations.
and searches.

### 4.4.4 Simulation Parameters and Clustering Properties

In this section set up an idealized Monte Carlo to simulate point sources in the presence of an isotropic background. Our goal is to discover relationships between scan parameters that will allow us to generalize and adapt DBSCAN scan realistic data where the background level varies significantly. Our simulation includes a Gaussian approximation to the Fermi PSF and simulates an isotropic background of spatial photon density $\rho_{BG}$. Point sources are simulated to burst $N^{\text{on}}\gamma$ photons homogeneously over a period $t_{\text{burst}}$ and do not emits when not bursting. The simulation volume is taken to be large enough that edge effects are negligible.

Following the 2-dimensional results, we choose $\epsilon = \epsilon_{68} = 1^\circ$ and do not consider variations on $\epsilon$. We also note the following relationships between the background photon count $N_{BG}$ expected in a DBSCAN cylinder, the 2-d (spatial) photon density $\rho_{BG}$, and a parameter $N_{\text{min},\sigma}$ which is the z-score of the background level used for DBSCAN parameter $N_{\text{min}}$.

$$N_{BG} = \rho_{BG} \pi \epsilon^2 \left( \frac{2 \ a}{48 \text{ months}} \right) \quad (4.24)$$

$$N_{\text{min}} = N_{BG} + N_{\text{min},\sigma} \sqrt{N_{BG}} \quad (4.25)$$

We then take parameters listed in Table 4.1 and discretely vary them individually.

---

7'Spatial-density' implies integration along the time axis and the density is in counts per square degree.
ually over the range Min-Max with all other parameters held at their ‘Default’ value in order to understand how the cluster properties vary as a function of $a$.

<table>
<thead>
<tr>
<th>Param</th>
<th>Min</th>
<th>Default</th>
<th>Max</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>DBSCAN spatial search radius.</td>
</tr>
<tr>
<td>$a$</td>
<td>0.1</td>
<td>1</td>
<td>10</td>
<td>DBSCAN temporal search half-height.</td>
</tr>
<tr>
<td>$N_{\text{min},\sigma}$</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>DBSCAN $N_{\text{min}}$ z-score over the expected background.</td>
</tr>
<tr>
<td>$\rho_{BG}$</td>
<td>1</td>
<td>10</td>
<td>50</td>
<td>2-D Spatial background photon Density.</td>
</tr>
<tr>
<td>$N^{\text{sig-on}}$</td>
<td>0</td>
<td>100</td>
<td>200</td>
<td>Number of signal photons in burst.</td>
</tr>
<tr>
<td>$t_{\text{burst}}$</td>
<td>1</td>
<td>6</td>
<td>12</td>
<td>Length of signal burst in months.</td>
</tr>
</tbody>
</table>

Table 4.1: Monte Carlo and DBSCAN parameters relevant to the tuning of $a$.

For each point in the parameter space, 96 simulations run and properties listed in Table 4.2 are computed in the following way. For each cluster in a simulation the properties are individually computed. We then average the individual quantities together using the number of points in each the cluster as averaging weights. (For $N_{\text{Members}}$, the significances are used as weights instead.) Finally, this is repeated for 96 simulations and the behavior averaged. The weighting allows us to focus on the actual true cluster properties rather than diluting with small false clusters. Ultimately, these false clusters will be removed in the post-processing step by feeding their properties into a boosted

---

*Because of results for DBSCAN parameters $\epsilon$ and $N_{\text{min}}$ from the 2D case, we expect that these will generalize to the 3D case, although we do retest $N_{\text{min}}$. Because we are now parsing data as a function of time and space, we have decreased the number of photons per $\epsilon$-neighborhood (the DBSCAN volume surrounding each point). Because we need at least three points per $\epsilon$-neighborhood, and typically many more to accurately reconstruct cluster properties, it follows that we must either increase the search volume (i.e. $\epsilon$ or $a$), lower $N_{\text{min}}$, or increase the energy bin width.*
decision tree classifier which will designate them as real or fake.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Description</th>
<th>Ideal Behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s$</td>
<td>Cluster Significance (Li &amp; Ma 1983)</td>
<td>Proportional to $N^{\text{sig-on}}/\sqrt{N_{\text{BG}}}$</td>
</tr>
<tr>
<td>$R$</td>
<td>Spatial Radius</td>
<td>Roughly PSF size $\sim r_{95} \approx 1.5^\circ$</td>
</tr>
<tr>
<td>$T$</td>
<td>Temporal Length</td>
<td>Should be $t_{\text{burst}}$</td>
</tr>
<tr>
<td>$N_{\text{clus}}$</td>
<td>Number of clusters with significance $s &gt; 2$</td>
<td>1 for this Monte Carlo.</td>
</tr>
<tr>
<td>$N_{\text{Members}}$</td>
<td>Number of photons per cluster</td>
<td>$N^{\text{sig-on}} + N_{\text{bg}}$</td>
</tr>
</tbody>
</table>

Table 4.2: Simulation averaged clustering properties useful for selecting correct DBSCAN parameter $a$.

4.4.5 Choosing the Temporal Search Half-Height $a$

The temporal search half-height $a$ should be chosen according to three ordered conditions:

1. Large enough so that real clusters do not fragment into multiple smaller clusters.

This “fragmentation threshold” is dependent primarily on the density of background photons for faint sources as these are the dominant contribution to low signal clusters. However, for sources with short, but bright light curves, this is often much too long of an interval. One must choose $a$ such that the mean number of photons expected in an $\epsilon$-neighborhood cylinder of volume $V = \pi \epsilon^2 (2a)$ is greater than 3, which is the lowest number of photons able to form a cluster. For a total simulation time of $T_{\text{total}}$, which is 48 mo here, this condition can be cast in
the following inequality.

\[
N_{\text{expected}}^\gamma = 2a \left( \frac{\rho_{\text{BG}}}{T_{\text{total}}} \pi \varepsilon^2 + \frac{0.68}{t_{\text{burst}}} N_{\text{sig-on}} \right) \gtrsim 3 \quad (4.26)
\]

2. \(a\) should be smaller than the physical cluster size. Otherwise clusters become contaminated, linearly in \(a\), by background photons. If looking for a 6 month long source, \(a \approx 3\) is reasonable unless attempting to detect very weak signals in which case it may be necessary to slightly increase \(a\) to achieve a high enough count in each \(\varepsilon\)-neighborhood.

3. With the above conditions met, one should then choose \(a\) so that the cluster properties match the simulated input values, while also suppressing spurious clusters formed from background fluctuations.

When searching for low signal-to-background clusters, the background photons provide the scaffolding that enables low significance clusters to link together when the signal only slightly surpasses the clustering threshold. Therefore the value obtained through Eqn. (4.26) \(a\) should define the lower limit on \(a\) given the type of signal one wishes to search for. Given a lower cutoff on the number of signal photons, and longest burst time attempted in the search (or equivalently a minimal signal photon density), Eqn. (4.26) can be solved for the minimum \(a\) that will resolve such a signal. In our simulation, we would like to determine the thresholds of this detection method and we will therefore work in the limit \(N_{\text{sig-on}} \rightarrow 0\). Inputting the parameters of our simulation, we solve Eqn. (4.26) and obtain \(a = 1.5\) mo. This is the lowest usable value for \(a\) before fragmenting a low density cluster, but is not suitable for brighter searches.
Unfortunately, \( a \) cannot be chosen to simultaneously search for both short-duration bright sources and longer-duration faint sources unless the background-only fragmentation limit provides a value of \( a \) which is satisfactorily small. Lowering \( a \) implicitly decreases the detection efficiency for clusters with small counts. However, if there are an abundance of photons, lower \( a \) will result in the optimal reconstruction of the clustering properties, and the highest significance. Intuitively, we are increasing the granularity of the search pattern which results in a more precise discovery of the cluster properties at the expense of detection efficiency.

### 4.4.6 Summary of DBSCAN Parameter Selection

To summarize this section, we have derived physical relations for the three DBSCAN parameters \( \epsilon, N_{\text{min}}, \) and \( a \) based on the instrumental point spread function and the background photon density. We have also shown that the scan results are robust to variations in these parameters and correctly reproduce the basic cluster properties provided that the photon population is not too sparse. We recap default parameter choices below:

\[ \epsilon : \text{The DBSCAN spatial search radius, } \epsilon, \text{ should be chosen near the 68\% PSF containment radius } r_{68}. \text{ Decreasing this provides more accurate cluster reconstruction at the expense of sensitivity, while substantially enlarging it leads to poor cluster reconstruction as unphysical background noise is commonly incorporated.} \]

\[ \epsilon = r_{68} \quad (4.27) \]
$N_{\text{min}}$ : The DBSCAN threshold, $N_{\text{min}}$, should be chosen based upon the local background density and the size of the search region. Assuming Poisson statistics one can then choose the parameter $N_{\text{min},\sigma} \in [3 - 7]$ which is the z-score of $N_{\text{min}}$ with respect to the mean background. One can then adaptively vary the DBSCAN photon threshold with a single parameter based upon either a model of the diffuse background or through explicit evaluation of events surrounding the area of interest. Given a spatial background density $\rho_{BG}$ and a total exposure time $T_{\text{total}}$ we can choose $N_{\text{min}}$ according to the following.

\begin{align*}
N_{BG} &= \rho_{BG} \pi \epsilon^2 \left( \frac{2 \ a}{T_{\text{total}}} \right) \quad (4.28) \\
N_{\text{min}} &= N_{BG} + N_{\text{min},\sigma} \sqrt{N_{BG}} \quad (4.29)
\end{align*}

$a$ : The DBSCAN temporal search half-height, $a$, should be chosen as small as possible as long as it does not fragment real low-signal clusters for data with $\gtrsim 20$ photons/deg$^2$. Much like choosing $\epsilon$, this ensures that cluster properties are accurately reconstructed while also preserving sensitivity to smaller bursts. This should not be chosen adaptively because it defines the lower limit on the search sensitivity. That is to say that one cannot reliably search for signals with $t_{\text{burst}} \lessapprox 2a$\footnote{If it is necessary to lower this, it should be accompanied by increased cuts on cluster significances so that the fragmented clusters are not included in the final sample.} The fragmentation limit is then based on the region of lowest background density and is given by,
\[
a = \frac{3}{2} \left( \frac{T_{\text{total}}}{\rho_{BG} \pi \epsilon^2} \right)
\]  
(4.30)

4.4.7 Post-Processing with Boosted Decision Trees

DBSCAN outputs a set of cluster assignments from which we construct the properties listed in Tab. 4.2. While a major advantage of this algorithm is its high efficiency in the presence of sparse data, it is useless without a thorough understanding of the number of background contamination, and particularly, the tradeoff between efficiency and noise. When attempting to optimize this tradeoff, it is critical to perform a post-processing step which intelligently uses the clustering properties to classify the clusters as real or false, rather than simply using parametric cuts (e.g. requiring more than N members). Ideally, such a classifier should exploit not only cuts on several parameters, but also correlations between them.

Machine learning algorithms provide a powerful solution to such a problem and have been widely implemented in a variety of information sciences, notably high-energy physics for event classification. Decision trees are one such algorithm in which a hierarchy of binary nodes classifies an event as ‘signal’ or ‘background’ based on a vector of computed properties.

First, one must generate a training sample with both background and signal events. The training procedure then proceeds as follows. Beginning with one of the properties, an initial node is formed by picking a ‘splitting value’ which classifies an event as either signal or background. For each of these ‘branches’ another property is
used to split the sample into secondary branches. This procedure is repeated until all properties have been exhausted, ending in ‘leaf’ nodes. The tunings at each node are varied until an optimal classification has been achieved. ‘Boosting’ defines a procedure for re-weighting events that have been misclassified and subsequently generating a new tree. This is typically reiterated several hundred times and leads to significantly higher stability and robustness of the final classifier to changes in the training sample. For a detailed discussion of boosted decision trees see arXiv:0408124.

For our purposes, the decision tree is simply used as a black box which can easily be trained through mock Monte Carlo data. Using the scikit-learn toolkit we implement a BDT using 7 cluster metrics listed in Tab. 4.3.

<table>
<thead>
<tr>
<th>Param</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>s</td>
<td>Cluster significance.</td>
</tr>
<tr>
<td>Members</td>
<td>Number of cluster members.</td>
</tr>
<tr>
<td>Size95X</td>
<td>95% Semi-major axis from principle component analysis.</td>
</tr>
<tr>
<td>Size95Y</td>
<td>95% Semi-minor axis from principle component analysis.</td>
</tr>
<tr>
<td>Size95T</td>
<td>95% Containment time.</td>
</tr>
<tr>
<td>MedR</td>
<td>Median radius from centroid.</td>
</tr>
<tr>
<td>MedT</td>
<td>Median temporal distance from centroid.</td>
</tr>
</tbody>
</table>

Table 4.3: Features used in boosted decision tree classification.

\(^{10}\)Strictly speaking the decision trees are a white-box algorithm which can be easily visualized and understood. However, our objective here is simply to understand the classification efficiencies.
Next, we simulate a central point source with $r_{68} = 1^\circ$ in a $20^\circ \times 20^\circ \times 24$ mo window of background density $\rho_{BG} = 10 \, \text{deg}^{-2}$. To showcase the power of BDTs we first simulate a 6 month long source with a variable number of photons. Clusters detected with centroids outside of the central $1^\circ \times 1^\circ$ degree window are classified as false while within this region are considered real. For each signal photon density we then use 500 simulations to train a BDT and another 500 as a test sample.

![Figure 4.5](image.png)

Figure 4.5: Type-I and Type-II detection efficiencies with and without boosted decision trees.

In Fig. 4.5 we show results for several values of $N_{\text{min,} \sigma}$ (with $\epsilon = 1, a = 1$). The left panel shows the detection efficiency as a function of the source photon density while the right panel shows the background contamination as a function of $N_{\text{min,} \sigma}$. As expected, we see that increasing $N_{\text{min,} \sigma}$ results in slightly higher detection thresholds, but dramatically reduced background contamination. We also see that the decision tree does not significantly impact the detection threshold while producing at least an order of magnitude suppression of false clusters. It should be noted, however, that we have simulated a fixed length, fixed density source and thus we expect the BDT to be very
well trained to this particular signal. In realistic scenarios we would like to detect sources with variable duration and signal density.

4.5 Sideband Subtraction

The morphology of dark matter emission is well understood and should be spherically symmetric to within 20-30%. Astrophysical components near the Galactic center on the other hand, tend to possess asymmetries and are often oriented along the disk, in some bipolar configuration, or emanating from individual structures such as point sources or molecular clouds. In cases where photon sparsity is not a problem, this makes morphology an excellent method of distinguishing source classes.

Spectral lines offer an additional benefit over the template regression methods discussed above in that they allow the construction of background templates from the data itself. These continuum backgrounds can be empirically determined by looking at narrow “sidebands” on either side of the line energy and will strongly outperform theoretical models. Alternatively to template analysis, one might use other methods, such as clustering, to compare the signal morphologies of the signal and backgrounds. Several points should be considered when utilizing the sidebands.

1. The energy resolution of the instrument must be well understood, and the sideband templates must not include significant overlap with the signal region.

2. Astrophysical background morphologies are always energy dependent, due to e.g. energy dependent cosmic-ray transport, varying plasma temperatures (for X-rays),
or due to the differing spectrum of emission components. The primary assumption of sideband subtraction is that these backgrounds change slowly enough that after subtracting sidebands out of the signal region, the background residuals will be smaller than the signal in question.

3. The spectral width chosen to build the sideband template should be balanced against the rate of background energy dependence mentioned above and photon statistics. The spatial binning should be chosen so that there are many photons per pixel in order to assure that these sidebands are statistically stable (i.e. $N \gg \sqrt{N}$ for pixels in critical regions.

In addition to simply testing the residual morphology against dark matter, one can also check the compatibility of the line morphology with alternative source models or for correlations with nearby astrophysical lines. We take this exact approach when examining the morphology of the 3.5 keV line at the Galactic center and Perseus cluster throughout Chapter 10.

As an example of this sideband subtraction technique, we show in Figure 4.6 a scanning window analysis from the 3.5 keV results. The FWHM energy resolution of the instrument is about 100 eV and the 3.5 keV line is shown by the gold band. We then fit freely floating background templates (photons from the green bands) against the line data as the null hypothesis. Next, we look at the Test Statistic (TS) (see Eq. (4.11) of adding one additional template comprised of a 50 eV scanning window in energy (plotted in black). The results show that the signal region very strongly correlates with
Figure 4.6: Shown in black is the test statistics corresponding to adding a sliding 50 eV-wide window template to a null model consisting of 7 continuum bands (green hatched regions). In light blue we also overlay the raw XMM spectrum for the Galactic center. The 3.45-3.6 keV band is highlighted in gold. The brightest spectral line templates (with correct widths) are color coded according to the ratio of a given lines peak emissivity temperature to that of K XVIII. The TS stemming from adding a dark matter template is zero.

nearby X-ray plasma lines, while a dark matter template does not yield any improved fit (TS= 0). This provides strong evidence against a dark matter interpretation of the 3.5 keV line at the Galactic center using a combination of template regression and sideband subtraction.

Even in the case of sparse photon fields, sidebands may provide enough statistical power to differentiate the morphologies of the continuum background and signals, although template regression is unlikely to be the most powerful approach in these cases.
4.6 Monte Carlo Methods

Given the typical complexity of the physical systems we are studying, Monte Carlo simulation is one of the most powerful tools in the statistical arsenal. In cases where the distribution of a test statistic is \textit{a priori} unknown, one can directly compute the PDF and determine the p-value of the data under the various hypotheses. This approach is best represented by example. Here we summarize two such analyses – testing the dark matter origins of the WMAP/Planck Haze and differentiating point sources from dark matter as progenitors of the 135 GeV line. These procedures are described in full detail in Chapters\textsuperscript{11} and \textsuperscript{9}. 

4.6.1 Example I: The WMAP/Planck Haze

The WMAP haze is a diffuse radio halo which emanates from the Galactic Center up to very high Galactic latitudes. Before detection by the Planck satellite which conclusively linked the haze morphology to the Fermi Bubbles, it was plausible that this signal was generated by synchrotron emission from high-energy leptons produced in dark matter annihilations. If indeed due to dark matter, similar halos should be detected around spiral galaxies which are physically similar to the Milky Way. Using numerical simulations of cosmic-ray physics, we can sample from the range of physical diffusion scenarios and magnetic fields for Milky-Way-type galaxies and determine what fraction of these models are compatible with the data. By doing this with and without dark matter included in the simulations, we can determine the distributions of the null and alternative hypotheses.
Table 4.4: Nuisance parameters employed to estimate the range for a dark matter induced haze in external spiral galaxies.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>[units]</th>
<th>$c_{1.f.}$</th>
<th>Central</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_0$</td>
<td>$\mu$G</td>
<td>2</td>
<td>60</td>
<td>30</td>
<td>120</td>
</tr>
<tr>
<td>$r_0$</td>
<td>kpc</td>
<td>2</td>
<td>4.0</td>
<td>2.0</td>
<td>8.0</td>
</tr>
<tr>
<td>$z_0$</td>
<td>kpc</td>
<td>2</td>
<td>1.8</td>
<td>0.9</td>
<td>3.6</td>
</tr>
<tr>
<td>$D_0$</td>
<td>cm$^2$s$^{-1}$</td>
<td>10</td>
<td>$1.0 \times 10^{29}$</td>
<td>$1.0 \times 10^{28}$</td>
<td>$1.0 \times 10^{30}$</td>
</tr>
<tr>
<td>$h_{\text{diff}}$</td>
<td>kpc</td>
<td>10-2</td>
<td>16</td>
<td>1.6</td>
<td>32</td>
</tr>
<tr>
<td>$R_{\text{diff}}$</td>
<td>kpc</td>
<td>2</td>
<td>20</td>
<td>10</td>
<td>40</td>
</tr>
</tbody>
</table>

$\rho_0$ GeV cm$^{-3}$

| $\rho_0$ | GeV cm$^{-3}$ | 5 | 0.30 | 0.06 | 1.50 |
| $r_s$     | kpc          | 2 | 22   | 11   | 44   |
| $\alpha$  |              | 1.5 | 1.0 | 0.67 | 1.5 |

In Table 4.4, we show the parameter space and distribution of our simulations which include parameters for magnetic fields, diffusion, radiation field density, and dark matter profiles. Next, we generate several thousand random samples from this space, running simulations in each case with and without dark matter. We can then calculate the luminosity of the radio haze due to dark matter, compared to the radio haze due to cosmic-rays in each case and compare it against that of the Milky Way (which is about 1/20). This is shown in Figure 4.7. We calculate that the fraction less than 10% of simulated systems have such faint hazes if dark matter annihilates to pure leptons. This provides some evidence that the WMAP haze luminosity is likely too low to be from dark matter alone. Similarly, in external spiral galaxies, the hazes due to dark matter must be suppressed to be compatible.
Figure 4.7: Distribution of 1.49 GHz luminosity ratio $L/L_{MW,DM}$ where $L$ is the total integrated luminosity and $L_{MW,DM}$ is the luminosity due to dark matter for the canonical Milky Way model. The benchmark luminosity for dark matter plus cosmic rays is indicated by the vertical line. The simulated sample contains 2000 runs randomly distributed in the parameter space of tab. 4.4 with mass restricted to lie within $0.25 - 2$ times the mass of the Milky Way. We plot the contributions due to dark matter only (dot-dashed blue) and to cosmic rays only (dashed red) against extrapolated luminosities of 66 Condon Atlas galaxies meeting morphological cuts compatible with the Milky Way (solid green). Only 11.2% of the simulated dark matter-induced haze luminosities are a factor 20 smaller than our benchmark value, and only 1.42% are a factor 100 smaller. Shown in shaded green are the 7 lowest background galaxies selected from the Condon Atlas.

There are several lessons which are important here. We have chosen to sample a large dimensional parameter space randomly, but we have not specified prior distributions over the parameter spaces, which almost certainly impact the results. When sampling we should ensure that our priors are reasonable for each parameter, if not very conservative, and we should ensure that the number of samples is sufficiently large to
cover most of the sampling space. This latter problem becomes exponentially worse with the number of dimensions\textsuperscript{11}. However, this sampling allowed us to compute a very difficult problem via simulation, even though we did not have any knowledge of the underlying distribution of the test statistic.

4.6.2 Example II: The 135 GeV Line

The 135 GeV line detected in the Galactic center by Fermi’s Large Area Telescope drew huge attention from the particle physics community due to the lack of known astrophysical backgrounds that could produce such a narrow signal. One potential astrophysical background was proposed in which Pulsar winds could accelerate nearly monochromatic electrons which would generate gamma-ray lines through inverse Compton scattering with the thermal photons emitted from the pulsar’s surface. In the energy band and spatial region of interest, only about 50 photons were detected by Fermi, so that the data is extremely sparse. The diffuse astrophysical background makes up around 75% of these photons and one must then differentiate between (i) a small number of pulsars which are point sources, or a diffuse dark matter model which follows, for example, an NFW profile.

The first step in differentiating these sources is to write Monte Carlo simulations of the photon fields. We can use acceptance rejection sampling over the signal + background models (see Ref. [222] for a review of MC methods) to determine the true location of the photons. The photon locations must then be modulated by Fermi’s point

\textsuperscript{11}In statistics this is known as the “curse of dimensionality”.
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spread function. Now we can generate a large ensemble of realizations and look at the properties of each source model relative to the data. The goal is to rule out a small number of point sources, which would eliminate known and proposed astrophysical sources leaving only systematics or dark matter as viable candidates. Clustering algorithms are very sensitive to point sources over sparse data and therefore provide a natural fit to this problem.

In Figure 4.8 we show the data from Fermi between 120-140 GeV\textsuperscript{12} in the left panel and a simulation containing three pulsars in the right panel. The colored rings show the results from running the DBSCAN algorithm on each case. Clearly, the clustering properties look different in these two cases, but how robust is this? How can we quantify the discriminatory ability? The answer is to determine a Test Statistic for clustering, and then look at the distribution of this statistic for each model. We define the clustering significance according to Equation (4.21), and define the Global clustering

\textsuperscript{12}At this point in time the line was centered on 130 GeV, which was later shifted to 135 GeV after recalibrating the calorimetry.
significance as the weighted average of each cluster significance, weighted by the number of points in the cluster. This global significance provides our test statistic.

Figure 4.9: Distribution of global significance of detected clusters (S) expected from both Fermi-LAT (48 photons total, left) and H.E.S.S.-II (5000 photons total, right) observations of annihilating dark matter following a NFW profile (blue dashed), flat density profile (green dashed), Einasto profile (red dashed) and decaying dark matter following an NFW profile (cyan dashed), as well as models of emission from undetected groups of one (magenta solid), two (yellow), three (black), four (blue), five (green), and six (red) pulsars, compared to the clustering properties observed in the Fermi-LAT data binned from 120-140 GeV (magenta dot dash).

In Figure 4.9 we show the results of these simulations for dark matter and models with 1-6 pulsars in the case of Fermi-LAT observations and projected observations with IACTs. The magenta line on the left panel shows the Fermi data, which is clearly a much lower significance than the 1-2 pulsar cases. The p-value for rejecting the (null) pulsar model is given by calculating the fraction of simulations with less clustering significance than the data. This was able to rule out models with 3 or fewer pulsars at 95% confidence and shows that IACT are very effective at constraining point source origins. Recently [230], a similar Monte Carlo approach has been used to test a point source origins of the Galactic Center excess using wavelet methods as opposed to clustering. In both cases however, Monte Carlo can be used to directly compute statistical
properties with no knowledge of the distributions in question.

4.7 Blank Sky Calibration

When searching the sky for point sources, or slightly extended sources such as dwarf galaxies, it is critical to understand the systematic uncertainties of the background in order to correctly estimate the significance of the detection. For example, consider a null model, say the diffuse Galactic background and an isotropic template, and an alternative model which adds an additional template from dark matter annihilations in a dwarf Galaxy. The Poisson likelihood ratio tests discussed in Sec. 4.1 provides a purely statistical measure of the model preference, while in reality there may be substantial systematic uncertainties if, for example, there is a non-negligible contribution from unresolved point-sources in the background.

We can estimate these systematic probabilities by examining the Poisson TS over 'blank sky' positions. That is, we can choose random positions in the sky – away from known 3FGL sources for example – and determine the probability of detecting 'unresolved' point sources above a certain significance level. This then provides an empirically determined estimate of systematic uncertainties, much like Monte Carlo methods, but without having to model the backgrounds. The distribution of blank-sky TS can then be used to recalibrate the true significance measure.

In the following section we present novel methods for incorporating multi-wavelength information into the choice of blank sky positions and show that this can considerably reduce systematic uncertainties, and hence increase the estimated sensitiv-
ity of Fermi-LAT to searches for gamma-ray emission from Milky Way satellites.

4.7.1 Improving the Sensitivity of Fermi to Dark Matter Annihilation in Dwarf Galaxies

The Milky Way’s dwarf spheroidal galaxies (dSphs) represent a very promising set of targets for indirect dark matter searches. Although the flux of gamma-rays from dark matter annihilating in these systems is predicted to be considerably lower than from the Galactic Center, the lower astrophysical backgrounds make dSphs comparably sensitive to annihilating dark matter. Furthermore, precision stellar rotation measurements have been used to directly constrain the dark matter density profiles of many dSphs, making it possible to predict the dark matter annihilation rate within such systems.

Several groups have analyzed dSphs as observed by the Fermi-LAT [231, 232, 233, 234, 50]. The most recent of these efforts was carried out by the Fermi-LAT collaboration, which investigated a stacked population of 25 dSphs, using four years of data [50]. The expected sensitivity of this analysis was sufficient to exclude dark matter with an annihilation cross section equal to the standard estimate for a thermal relic ($\sigma v \simeq 2 - 3 \times 10^{-26}$ cm$^3$/s) for masses below $m_{DM} \sim 90$ GeV in the case of annihilation to $b\bar{b}$. If this expected sensitivity had been realized, the resulting limit would have been the most stringent to date, exceeding those derived from gamma-ray observations of the Galactic Center [233], galaxy clusters [236, 237], or the isotropic gamma-ray background [238, 239, 240]. However, the actual limit obtained by this analysis was significantly weaker than expected (by a factor of $\sim 4-5$ for $m_{DM} \simeq 10 - 100$ GeV).
The difference between the expected and actual limits was greatest for a dark matter particle of mass $m_{DM} \sim 25$ GeV annihilating to $b\bar{b}$. At this mass, an excess corresponding to a test statistic (TS) of 8.7 was found. Interestingly, the normalization and spectral shape of this excess are consistent with those produced by dark matter models capable of accounting for the gamma-ray signal observed from the Galactic Center (e.g. with $m_{DM} \sim 30-40$ GeV and a cross section of $\sigma v = (1.7 - 2.3) \times 10^{-26}$ cm$^3$s$^{-1}$ to $b\bar{b}$ [43, 241, 242, 243, 244, 245, 45, 246]).

If one assumes that the astrophysical emission models employed by the Fermi-LAT team are entirely accurate (to the level of Poisson noise), a TS=8.7 excess would correspond to a local significance of 2.95$\sigma$. This level of accuracy, however, is not expected for current astrophysical background models. In order to empirically quantify this mismodeling, the Fermi-LAT team studied 7500 random “blank sky” locations at galactic latitudes comparable to the dSph population ($-b- > 30^\circ$) and at least 1$^\circ$ (5$^\circ$) from any point source (extended source) in the 2FGL catalog [247]. They then calculated the TS value obtained by placing a mock dSph at each location, and used the probability distribution of these residuals to convert the TS value of the dSph analysis into a significance. This method found “blank sky” locations yielding TS>8.7 to be more common (by a factor of 8.9) than predicted by the background model. When this is taken into account, the statistical significance of the measured dSph excess is reduced to a local value of 2.2$\sigma$\footnote{The Fermi-LAT collaboration analysis includes a trials factor of approximately 3, due to the multiplicity of dark matter models they test. However, if dSphs are being studied in order to confirm or exclude a dark matter interpretation of the signal observed from the Galactic Center, then this trials factor is irrelevant. In this section we only consider the local significance of the dwarf excess.}.
The Fermi Collaboration has been non-committal regarding the departures of their background model from the observed distribution, mentioning both the presence of unresolved point sources and imperfect diffuse background modeling as possible factors \[50\]. To estimate the contribution to this deviation from unresolved point sources, we have considered empirically constrained population models for a number of gamma-ray source classes, including blazars \[12\], radio galaxies \[13\], star forming galaxies \[14\], and millisecond pulsars \[15\]. In Fig. 4.10 we plot the flux distribution predicted for these source population models, in the range likely to lead to TS \(\sim 8.7\) departures from the background model, determined by explicitly simulating power-law point sources \((dN/dE \propto E^{-2.2})\) at random high-latitude sky locations, and subsequently determining the TS values as a function of the angular offset between the true source position, and
the analysis model position. Although radio galaxies and starforming galaxies are each predicted to provide non-negligible contributions to Fermi’s unresolved source population, blazars constitute the largest number of such sources. This is not surprising given that blazars are the most numerous point sources in the high-latitude gamma-ray sky and are thought to be responsible for the majority of the anisotropy observed in the extragalactic gamma-ray background (which is dominated by sources just below the Fermi-LAT point source detection threshold) \[248, 249, 250, 251, 252, 253\].

To estimate the impact of these unresolved sources on the Fermi dSph analysis,
we simulated the gamma-ray signal from the unresolved source model shown in Fig. 4.10 assuming a $dN/dE \propto E^{-2.2}$ spectral shape for blazars, radio galaxies and starforming galaxies scattered uniformly at high-latitudes. We then analyzed a new random set of blank sky-locations and examined the resulting TS distribution. This simulation found that these unresolved sources could account for approximately $\sim 80 \pm 5\%$ of the $TS > 8.7$ “blank sky” locations observed in the Fermi dSph analysis. We emphasize that the error on the above figure is purely statistical and neglects the much larger systematic uncertainties surrounding blazar, radio galaxy, and starforming galaxy population models. Nonetheless, this calculation leads us to conclude that unresolved sources are likely to be responsible for most of the observed deviations from Fermi’s diffuse background model.

We can utilize multi-wavelength information to reduce the impact of unresolved sources on Fermi’s dSph analysis. Notably, radio surveys have located a significant population of blazars, star-forming galaxies, radio galaxies, and pulsars which do not appear in the 2FGL catalog, but that are nonetheless likely to be significant gamma-ray emitters. Such sources will appear in the Fermi analysis as small departures from the background model.

In this letter, we utilize two multi-wavelength source catalogs. The first of these is the Roma-BZCAT Multi-Frequency Catalog of Blazars (BZCAT), which currently contains 3149 known blazar sources [254], 2274 of which are located at high galactic latitude ($-b -> 30\degree$)\(^{14}\). Second, we make use of the more than 11,000 bright

\(^{14}\)The BZCAT catalog contains blazars detected by multiple surveys, and has a highly anisotropic sensitivity. For example, the catalog contains 1472 sources with $b > 30\degree$ and only 802 sources with $b < -30\degree$.\]
Figure 4.12: The ratio of the fraction of “blank sky” locations (at $|b| > 30^\circ$) with $TS > \{4, 8, 12, 16\}$ compared to that predicted by Fermi’s diffuse emission model, as a function of dark matter mass (assuming annihilations to $b\bar{b}$). For all curves, the sky locations are chosen to be at least $1^\circ$ ($5^\circ$) from 2FGL point (extended) sources. This ratio is reduced when we further mask around BZCAT and CRATES sources, as denoted in the key. Shaded regions represent Poisson errors. By masking regions near BZCAT and CRATES sources, we can significantly reduce the fraction of the sky with TS values larger than predicted by Fermi’s diffuse model. This conclusion is true for spectral shapes corresponding to wide range of dark matter masses.

flat-spectrum radio sources observed by the Combined Radio All-Sky Targeted Eight-GHz Survey (CRATES) [255]. CRATES claims an all-sky exposure down to 65 mJy at 4.8 GHz. While the nature of these sources is not classified, their spectra are often consistent with source classes likely to produce significant gamma-ray emission.

The strategy we propose here is to use the information provided by BZCAT and CRATES to select regions of the “blank sky” that are the least likely to contain significant emission from unresolved gamma-ray point sources. To study the impact of
such an approach, we use 4 years of Fermi-LAT data and calculate the distribution of TS values obtained for a set of 5,200 high-latitude (|b| > 30°) blank sky locations, each chosen to lie at least \{0°, 0.5°, 1°\} from the nearest BZCAT or CRATES source. For each location, we extract the Fermi-LAT data using photons from the P7REP\_CLEAN event class between 0.5-500 GeV, using standard analysis cuts\(^\text{[15]}\).

The precise choice of masking radius will be inherently linked to the details of the point spread function. This includes the choice of event class, photon conversion type, and the low-energy cutoff\(^\text{[16]}\). Importantly, masks extending beyond 1° were found to produce no significant change to the results presented below and a detailed study of alternative photon selections is reserved for future works.

To calculate the TS for each location, we employ the gtlike tool utilizing the MINUIT algorithm to create a best fit model, including a mock point source at the chosen location, as well as all 2FGL sources and the P7v15 and P7REP\_CLEAN\_V15 diffuse and isotropic background models. We note that in the Fermi-LAT analysis, the mock sources are not point sources, but instead include 300 realizations of each dSph \(^\text{[50]}\). However, the Fermi-LAT collaboration notes that this has only a marginal effect on the calculated TS for each source. We have confirmed this result and find that our measurement falls within the statistical errors of the Fermi-LAT measurement when no BZCAT or CRATES sources are masked. In Fig. 4.11, we plot the cumulative distribution of TS values for the different masking choices, assuming that the mock sources have a spectrum equivalent to

\(^{15}\text{DATA\_QUAL = 1 && LAT\_CONFIG = 1 && ABS(ROCK\_ANGLE) < 52}\)

\(^{16}\text{In this latter case, the effective mask size is actually nearly independent of the low energy cutoff due to a balancing between the approximate power-law increase in PSF radius and the improved source localization from } N^{-1/2} \text{ photon statistics.}\)
a 25 GeV dark matter particle annihilating to $\bar{b}b$, calculated using PYTHIA 8.183 [168].

When considering only “blank sky” locations more than 1° from any BZCAT or CRATES source, the diffuse background model provides a much better description of the data. In particular, for the case shown in Fig. 4.11, the cumulative density of TS≥8.7 residuals is reduced by a factor of 2.1 after applying this cut. This effect modestly increases the significance of the TS=8.7 excess observed by the Fermi collaboration from 2.2$\sigma$ to 2.5$\sigma$.

In Fig. 4.12 we show the impact of these cuts as a function of the dark matter mass.

Of course, the correction described in the previous paragraph can only be self-consistently applied to the excess found in Ref. [50] if we ensure that the dSph fields are not also contaminated by BZCAT or CRATES sources. Notably, the Fermi-LAT team reanalyzed the regions of interest around each dSph, and found no new point sources within 1°, decreasing the likelihood that any bright sources are contaminating the dwarf analysis.

In Table 4.5 we list the dSphs used in the Fermi-LAT analysis which are located within 1° of at least one BZCAT or CRATES source. Of most interest are the three dSphs which dominate the excess observed by Fermi: Segue 1, Ursa Major II, and Willman 1 [50]. Although, these three dSphs each have one BZCAT or CRATES source within this radius, none of these sources are particularly nearby (all are > 0.7° away). In order to test the impact of these three sources, we utilize the Fermi tools and calculate their TS values to be 0.00, 4.23 and 9.71 for J100955+160223 (0.70° from Segue 1), J0854+6218 (0.91° from Ursa Major II) and J1048+5009 (0.87° from Willman 1), respectively. In order to estimate the TS value of these sources as evaluated at the
location of the dSphs under investigation, we produce 50 simulations for a location 0.7° from a simulated TS=10 source. These simulations revealed that the residual TS from the misidentification of the source is TS<1, corresponding to ≤10% of the actual source TS. This indicates that these three BZCAT and CRATES sources are unlikely to be responsible for a significant fraction of the dSph excess. However, we note that a more thorough re-analysis of the dSph population should investigate the potential for low-TS emission from this population.

Finally, the fraction of blank sky locations with higher than expected TS values may also include a contribution from dark matter subhalos [256, 257, 248]. Most important for the case at hand are those subhalos with masses just below those of the dSphs themselves, which are universally predicted by numerical simulations [258, 259]. These sources are expected to be distributed nearly isotropically across the sky, with an angular extent that is generally much smaller than the Fermi-LAT point-spread function. In Fig. 4.10, we show the flux distribution of such sources, as calculated in Ref. [16] (but updated using the mass-concentration relationship of Ref. [17]), for the case of $m_{\text{DM}}=35$ GeV and $\sigma v = 2 \times 10^{-26}$ cm$^3$/s to $\bar{b}\bar{b}$. From this figure, we see that while dark matter subhalos are unlikely to dominate Fermi’s unresolved source population, they may represent a significant class of unassociated gamma-ray sources, as has been noted before [256, 257, 248]. This population is qualitatively different from that of blazars or radio bright galaxies in that while the latter sources constitute a background that could be effectively eliminated using multi-wavelength information, the former corresponds to an irreducible background, with a predicted luminosity that is directly proportional to
that of the dSphs being investigated. The “blank-sky” background modeling employed in Fermi’s dSph analysis naturally includes regions of the sky populated by such sub-
halos, potentially producing an excess of high-TS sources because of the existence of a
dark matter annihilation signal, rather than in lieu of it.

In this section, we have investigated three effects that may alter the interpretation of the TS=8.7 excess observed in the stacked population of dSphs by the Fermi-LAT Collaboration in Ref. [50]:

- We point out the general importance of using multiwavelength catalogs to account for unresolved point source contamination in both regions of interest, and in blank sky calibrations.

- We show, in the specific case of Fermi, that more than 50% of the TS>8.7 residuals observed in blank sky locations are the result of sources identified in the BZCAT and CRATES catalogs. Recent population models of blazars, radio galaxies, and starforming galaxies lead us to expect that an even greater fraction of such residuals are the result of unresolved point sources.

- Although BZCAT and CRATES sources are found within 1° of 14 of the 25 dSphs analyzed in Ref. [50], the three dSphs most responsible for the observed excess (Segue 1, Ursa Major II, Willman 1) have no such sources within 0.7°, making them unlikely to be highly contaminated.

- For the range of dark matter masses and cross sections currently being probed by gamma-ray observations of dSphs, one expects a flux distribution of dark matter
<table>
<thead>
<tr>
<th>dSph</th>
<th>Nearby Blazars (Distance to dSph °)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bootes 1</td>
<td>J1359+1436 (.13) J1401+1350 (.74) J140136+151303 (0.80)</td>
</tr>
<tr>
<td>Bootes 3</td>
<td>J135948+270834 (0.71)</td>
</tr>
<tr>
<td>Canes Venatici 1</td>
<td>J132457+325160 (0.97)</td>
</tr>
<tr>
<td>Draco</td>
<td>J1715+5724 (0.85)</td>
</tr>
<tr>
<td>Hercules</td>
<td>J162737+121550 (0.95)</td>
</tr>
<tr>
<td>Leo 4</td>
<td>J1133+0015 (0.80) J113631-005250 (0.98)</td>
</tr>
<tr>
<td>Leo 5</td>
<td>J1131+0234 (.40) J1132+0237 (.58) J112940+021817 (0.38)</td>
</tr>
<tr>
<td>Pisces 2</td>
<td>J225823+051634 (0.68) J230153+060906 (0.87)</td>
</tr>
<tr>
<td>Sculptor</td>
<td>J0100-3337* (0.04) J010107-334758 (0.24) J005817-334755 (0.41) J005819-341957 (0.76) J010307-342458 (0.97)</td>
</tr>
<tr>
<td>Segue 1</td>
<td>J100955+160223 (0.70)</td>
</tr>
<tr>
<td>Sextans</td>
<td>J1010-0290* (0.70) J101454-005506 (0.82)</td>
</tr>
<tr>
<td>Ursa Major 1</td>
<td>J103034+513236 (0.77)</td>
</tr>
<tr>
<td>Ursa Major 2</td>
<td>J0854+6218* (0.91)</td>
</tr>
<tr>
<td>Willman 1</td>
<td>J1048+5009 (0.87)</td>
</tr>
</tbody>
</table>

Table 4.5: A list of BZCAT and CRATES sources that lie within 1° of a dwarf spheroidal galaxy studied by Fermi-LAT team [50]. The distance to the source (in degrees) is given in parentheses. Any source detected in both catalogs is listed with the BZCAT coordinates and marked with an asterisk.

subhalos that would account for ~5-10% of the unresolved source population. Even if all astrophysical sources are accurately modeled, these subhalos will constitute an irreducible background for gamma-ray studies of dSphs.
4.8 Multi-Wavelength and Multi-Messenger Studies

Multi-wavelength studies provide excellent opportunities to separate astrophysical emitters from those of dark matter. High energy cosmic-ray electrons produced in dark matter annihilations or decays will generate potentially detectable cosmic-rays, synchrotron, inverse Compton scattering (ICS), bremsstrahlung, and potentially neutrinos from charged pion decay. Currently, synchrotron signatures are the most widely adopted multi-wavelength probe which, given a magnetic field model for the Galaxy, allows one to constrain both the spectrum and normalization of the electron cosmic-rays, helping to break the degeneracy (from gamma-rays alone) between hadronic sources or prompt emission from dark matter. Such methods will be crucial to disentangling cosmic-ray populations near the Galactic center, where radio and gamma-ray observations can be used in tandem to constrain the astrophysical scenarios. In addition, utilizing the full joint-likelihood function over radio and gamma-rays will provide powerful constraints on cosmic-ray propagation scenarios in the Milky Way, leading ultimately to a much more consistent limits on dark matter models from cosmic-rays.

Secondary radiation from dark matter annihilations in the Milky Way Galactic Center is discussed in several references \[260, 261\], and the basic methods will be outlined in Section 6. Ultimately, the sensitivity of these methods is limited by uncertainties in the magnetic fields and interstellar radiation fields. However, these models are ever-evolving with new astronomical datasets such as polarization data from the Planck Satellite, and massive stellar surveys such as Pan-Starrs.
Multi-messenger searches expand this scenario to include the direct detection of neutrinos and charged cosmic-rays from dark matter in complement with e.g. gamma-ray studies. Combining these measurements can often lead to extremely stringent constraints on parameter space, particularly when utilizing anti-proton constraints in combination with gamma-ray data. Before performing any indirect detection study on a specific particle model, one should check that the model is not excluded by any available constraints.

4.9 ROI Optimization

When examining sharp spectral features near the detection limit of an instrument and when bright astrophysical backgrounds are present, it is highly advantageous to choose select regions of interest which are optimized to the expected signal. The use of this technique was pioneered in Ref. [125] when trying first detecting the Fermi 135 GeV line.

The technique is simple: choose pixels which will optimize your signal-to-noise ratio. The method requires a candidate signal (choose a dark matter profile) and a background model. The background model can be a model, such as the Fermi diffuse model, or it can be empirically determined by integrating photons from the sidebands. For example, Ref. [125] chooses an NFW profile for the signal, and integrates photons below 40 GeV to determine the background model.

The optimal region of interest is then the one which maximizes the signal-to-noise $R$ over all pixels $i$. Given a background count $c_i$ and signal count $\mu_i$, the signal-to-noise for each pixel is given by $R_i = \mu_i/c_i$, with the overall SNR over a set of
pixels $\mathcal{T}$ given by,

$$R \equiv \frac{\sum_{i \in \mathcal{T}} \mu_i}{\sqrt{\sum_{i \in \mathcal{T}} c_i}}. \quad (4.31)$$

An efficient Greedy-style algorithm for optimizing the included pixels $\mathcal{T}$ is given in Ref. [125].

### 4.10 Point Source Separation Methods

The clustering algorithms described above are extremely sensitive to point-like versus diffuse emission classes when the photon statistics are sparse. At lower energies these methods are slow and more difficult to calibrate, but the photon statistics are greater, and we can typically bin data into pixels. Below, we describe three methods in the literature which can be used to discern point sources from diffuse sources on binned data.

#### 4.10.1 Wavelets

Wavelet transform methods have long been ubiquitous in astronomical image processing [262] for the detection of point sources, and large diffuse structures. Their use on Fermi gamma-ray data has included both seeding for point source catalogs [116] and for discerning sub-threshold point sources in the inner Galaxy [263]. More generally, wavelets provide a very similar method to the clustering algorithms discussed earlier, but in cases where there are many photons. At the basic level, wavelet transforms allow for simultaneous localization of a signal in both spatial and frequency domains (compared
with Fourier methods which localize only in frequency). By convolving the input image against a set of wavelet basis functions, one can select out point sources by examining wavelet coefficients that are maximized for a given point-spread function.

Ref. [263] utilized these methods to show strong evidence for populations of unresolved point sources near the Galactic center in the 1-3 GeV band. By a convolution of the wavelet filter with the binned photon image, one can determine the significance distribution of sub-threshold (not in 3FGL) point sources in the data. Then, just as we did with clustering algorithms in Sec. 4.6 and Ch. 9, one can use Monte Carlo simulations of different source models in order to differentiate a dark-matter-like model versus a model of point source origin.

### 4.10.2 Non-Poissonian Template Fitting

Another alternative method for determining point source statistics at the Galactic Center is the use of Non-Poissonian template fitting (NPTF) [264]. In usual template fits, the photon statistics are emitted via a Poisson process. Specifically, the probability of a pixel \( i \) registering \( k \) photons with a mean \( \mu_i \) is Poissonian, where \( \mu_i \) is the sum of all templates (see Eq. 4.15).

NPTF instead assumes that a given pixel contains contributions from several sources obeying a source count distribution per flux interval \( F \), \( dN_i/dF \), which can be spatially varying. While the sum of two or more Poisson random variables is Poisson, the source distribution itself is not Poissonian, leading to a flux which does not obey a Poisson statistic. Three quantities must be specified: the form of \( dN_i/dF \), the spatial
variation of $dN_i/df$. From here, one can calculate $\mu_i$ semi-analytically [265].

Ref. [264] uses these methods in the inner Galaxy to test for the possibility of a new millisecond pulsar component as the source of the GeV Galactic Center Excess. The source distribution $dN_i/df$ is taken to be a broken power-law with a free break flux and high/low indices which are constant in space. The normalization of the distribution is then varied depending on the population model which includes three components: (i) an exponential disk, (ii) an isotropic point source distribution and (iii) an NFW-like pulsar distribution. One can then use Bayesian methods like MultiNest to sample from the posterior distribution. In this case, the posteriors are reduced to point estimates in the form of Bayes factors which show a preference for an NFW-like point source distribution over an NFW profile at $TS \approx 36$ (statistical only). Over such a large field of view, and with such large systematics present, this is not a large significance. Future work along these lines should also examine more than one spectral bin, spectral evolution with distance from the Galactic center, and the impact of systematic uncertainties in diffuse modelling.

4.10.3 D³PO (Denoising, Deconvolving, and Decomposing Photon Observations)

In trying to separate point source from diffuse emission sources, an alternative algorithm is the D³PO filter originally proposed in Ref. [266]. In order to discriminate between these morphologically different signal components, a probabilistic algorithm is derived in the language of information field theory based on a hierarchical Bayesian pa-
rameter model. The signal inference exploits prior information on the spatial correlation structure of the diffuse component and the brightness distribution of the spatially uncorrelated point-like sources. Python libraries are also included at http://wwwmpa.mpa-garching.mpg.de/ift/d3po/.

A significant advantage of this method is that it does not require a background model, which is instead estimated based on the data. A significant limitation of this algorithm is that it cannot separate between diffuse components and hence is not useful in many cases for dark matter indirect detection. However, an interesting application of such an algorithm would be toward the inner Galaxy at GeV energies where there is still uncertainty about the point source or diffuse origin of the GeV excess.
Part II

Modeling of Galactic Cosmic and Gamma Rays
Chapter 5

Propagation of Galactic Cosmic Rays

High energy charged particles are injected into the interstellar medium, either through astrophysical mechanisms – such as diffusive shock acceleration and pair-production in pulsar magnetospheres – or through exotic processes which might include production via annihilating dark matter. These cosmic-rays twist, lose energy, and escape as they propagate through the Galaxy. In this chapter we detail both analytic and numerical treatments of cosmic-ray propagation. The analytic models are limited to nearby sources of electrons and positrons as well as heavy nuclei generated from dark matter. We detail methods for the propagation of Antihelium which were not previously available in the literature, and include several python codes for performing analytic propagation.

The numerical propagation treatment of this Chapter contains the details of cosmic-ray transport in modern codes, leaving the details of radiation and models of the Milky Way to Chapter 6 and Chapter 7, respectively, where the latter contains models
for the Galactic magnetic fields, gas and cosmic-ray source distributions, and interstellar radiation fields. The content of these three chapters represents the state-of-the-art and future directions for numerical models of diffuse Galactic gamma-ray emission, which critically underlays all analyses of the Galactic center region below 100 GeV. A good understanding of these concepts and the Galprop code provides the reader with ample opportunity for research at the forefront of cosmic-ray physics and dark matter searches in the Milky Way.

5.1 Analytic Propagation Schemes

5.1.1 Diffusion From a Single Instantaneous Source

In this section we consider spherically symmetric diffusion from a single point-like source. We take the standard diffusion approximation which takes into account diffusion with energy-losses, but not reacceleration or convection effects. The transport equation reduces to the following form.

\[
\frac{\partial \psi}{\partial t} = \frac{D}{R^2} \frac{\partial}{\partial R} R^2 \frac{\partial \psi}{\partial R} + \frac{\partial}{\partial \gamma} (P \psi) + Q. \tag{5.1}
\]

Here \( \psi(R, t, \gamma) \) is the particle distribution function, with \( \gamma = E/mc^2 \). \( P(\gamma) = -d\gamma/dt \) is the continous energy loss rate, which is assumed to be spatially uniform. \( D(\gamma) \) is the diffusion coefficient which is energy dependent, but spatially homogeneous and isotropic. \( Q \) is the source particle injection rate. For a \( \delta \)-functional source in time and space, one
can analytically solve for the full time dependent solution \[18\].

\[
\psi(R, t, \gamma) = \frac{Q(\gamma t) P(\gamma)}{\pi^{3/2} P(\gamma) R_{\text{dif}}^{3/2}} \exp\left(-\frac{R^2}{R_{\text{dif}}^2}\right),
\]

where \(\gamma_t \equiv g^{-1}(T - t)\), where \(g^{-1}(T)\) is the inverse function of \(g(\gamma)\)

\[
T = \int^{\gamma_*}_{\gamma} \frac{d\gamma'}{P(\gamma')} = g(\gamma).
\]

where \(\gamma_*\) is the maximal particle energy injected into the ISM (\(10^{15}\) eV/m for example). Thus \(\gamma_t\) is the initial energy of particles which cool to a Lorentz factor \(\gamma\) over time \(t\). The effective diffusion radius \(R_{\text{dif}}\) for a particle of initial energy \(\gamma\) is given by

\[
R_{\text{dif}}(\gamma, t) = 2\sqrt{\Delta u},
\]

with \(\Delta u\)

\[
\Delta u(\gamma, \gamma_t) = \int^{\gamma_*}_{\gamma} \frac{D(x)dx}{P(x)}.
\]

Thus spherically symmetric diffusion is a Gaussian diffusion process, which is energy dependent, both through energy losses, and through the energy dependence of the diffusion coefficient.

Notice that this form is general and we have not yet specified the energy loss-function, except that it is uniform. Equation \[5.2\] is the Green function for sources localized in time and space. We can therefore integrate it against any source distribution.
For a stationary (continuously emitting for all time) point source, this yields,

\[ \psi(R, \gamma) = \frac{1}{8\pi^{3/2}} \frac{P(\gamma)}{P(\gamma)} \int_{\gamma}^{\infty} Q(x) \exp \left( -\frac{R^2}{4\Delta u(\gamma, x)} \right) dx. \]  

(5.6)

For protons above 1 GeV, the energy loss timescales are much longer than the residence time (time till escape) of the Milky Way, and can be safely neglected in this approximation. The diffusion radius at a given time then reduces to \( R_{\text{diff}}(\gamma) = 2\sqrt{D(\gamma)t_{\text{diff}}} \). In the case of strong energy losses, \( t_{\text{diff}} \) becomes the energy loss timescale, providing a useful way to estimate the size of diffusion zones at different energies.

The diffusion coefficient is typically taken to be energy dependent following a power-law of index \( \delta \) in rigidity \( R \)

\[ D(E) = D_0 \left( \frac{R}{4GV} \right)^\delta = 5 \times 10^{28} \text{cm}^2/\text{s} \left( \frac{R}{4GV} \right)^\delta \]  

(5.7)

In Appendix A.6 we provide a python code for the above which is useful for calculating the positron spectrum at Earth from a nearby pulsar following the methods of Ref. [18]. More generally, this is a Green’s function which can be integrated over any injection spectrum over space and time. In Figure 5.1, we show an example of the local interstellar positron spectrum for a pulsar which instantaneously injects positrons with a spectrum \( dN/dE \propto E^{-2.2} \) and cutoff at \( \gamma = 10^9 \), and with a variable age and distance of 100 pc. A useful application of this is constraining pulsars in the distance vs. age plane as an explanation for the positron excess. We have assumed the energy loss model presented in the following Section.
Figure 5.1: Local interstellar positron flux due to a pulsar 100 pc away at various ages, and a high energy cutoff at $\gamma = 10^9$ and a power-law injection spectrum with index $\alpha = 2.2$. Based on the model from Ref. [18].

The state of the art semi-analytic treatment of nearby lepton propagation is given in Ref. [267], which presents all details necessary for accurate calculations.

5.1.2 Approximate Energy Losses for Ultra-Relativistic Electrons

Propagating high energy electrons lose energy quickly through two mechanisms: inverse-Compton scattering and synchrotron. These energy loss rates depend on the interstellar radiation field and magnetic field strength respectively, and increase quadratically with the electron energy. This leads to extremely tight confinement at energies above a few GeV – on the order of several hundred parsecs. At lower energy, ionization losses take over, and in between, bremsstrahlung losses are non-negligible. We present full formulations in Section 5.2 but for nearby sources, such as pulsars, we can assume
simplified models. The electron energy loss rate can be approximated by
\[ P(\gamma) = p_0 + p_1 \gamma + p_2 \gamma^2. \] (5.8)

Here \( p_0 = 2\pi(e^2/(m_e c^2))^2 c A_i n \approx 6 \times 10^{-13} \text{ns}^{-1} \) for ionization losses where \( A_i \) is a weak logarithmic function of \( \gamma \). \( n \) is the neutral interstellar gas density in \( \text{cm}^{-3} \). \( p_1 \approx 10^{-15} \text{ns}^{-1} \) accounts for bremsstrahlung. Finally, \( p_2 = 5.2 \times 10^{-20} w_0/(1 \text{ev}\text{cm}^{-3}) \text{s}^{-1} \) includes the ICS and synchrotron contributions, where \( w_0 = w_B + w_{\text{CMB}} + w_{\text{opt}} \) is the energy density in the magnetic field, CMB, and optical+FIR from starlight and dust reprocessing, respectively. Near the Solar System, \( w_B = 0.6 \text{ev/cm}^{-3} \) for a magnetic field strength of \( B_0 = 5 \mu \text{G} \), \( w_{\text{CMB}} = 0.25 \text{ev/cm}^{-3} \) uniformly through space, and \( w_{\text{opt}} = 0.5 \text{ev/cm}^{-3} \). The ICS losses in Eq. (5.8) correspond to the Thomson limit, which breaks down at very high energies (\( \gamma \gtrsim 10^5 \) is known as the Klein-Nishina Regime).

### 5.1.3 The Two-Zone Diffusion Model

In the absence of strong energy losses, as is the case for nuclear cosmic-ray species, interstellar propagation can be implemented via the well known stationary, cylindrically symmetric, two-zone diffusion model [268]. Two-zone diffusion consists of a thin Galactic disk of half-height \( h = 100 \text{ pm} \) – in which cosmic-ray species interact with interstellar gas – combined with a large cylindrical diffusion halo, specified by a variable half-height \( L \) and radius of \( R \), typically assumed to be 20 kpc.

The full model is then parametrized by an additional three components: an energy dependent diffusion constant \( K(T) = K_0 \beta R^\delta \) with spectral index \( \delta \), \( \beta = v/c \) and rigidity \( R \equiv p(\text{GeV})/Z \) where \( Z \) is proton number, and \( V_c \), which characterizes
Galactic wind convection. This model neglects energy losses and reacceleration terms, neither of which are expected to play an important role for nuclei. It is then possible to write the propagation in terms of the following stationary transport equation:

\[
0 = \frac{\partial n}{\partial t} = \nabla \cdot (K(T, r, z) \nabla n) - \nabla \cdot (V_c \text{ sign}(z) \hat{k} n) - 2h\delta(z)\Gamma_{\text{int}}n + Q(T, r, z). \tag{5.9}
\]

Here \(n(T, r, z)\) is the cosmic-ray number density and \(\Gamma_{\text{int}}\) is the interaction rate for the nuclei of interest with the ISM. These rates are discussed extensively in Sec. [5.1.3.1].

In the case of the nuclei injected by DM annihilation, the source term on the right hand side of the transport equation is given by:

\[
Q(r, z, E) = \frac{1}{2} \langle \sigma v \rangle \frac{dN}{dE} \left( \frac{\rho(r, z)}{m_\chi} \right)^2 \tag{5.10}
\]

where \(\langle \sigma v \rangle\) is the thermally-averaged DM pair-annihilation cross section, \(dN/dE\) is the injection spectrum, and \(\rho(r, z)\) denotes the galactic-halo DM density-distribution. For \(\rho(r, z)\) we assume spherical symmetry and we adopt the profiles described in Sec. 2.2. The galactocentric distance \(r_\odot\) and the local DM density \(\rho_\odot\) have been fixed to the following values: \(r_\odot = 8.5\) kpc, \(\rho_\odot = 0.39\) GeV cm\(^{-3}\).

The transport equation may now be solved analytically via a Bessel series expansion.

\[
n(r, z, E) = \sum_i N^E_1(z) J_0 \left( \frac{\zeta_i r}{R} \right) \tag{5.11}
\]

where \(J_0\) is the zeroth-order Bessel function of the first kind and \(\zeta_i\) are its zeros of index \(i\). Due to the Bessel expansion, Eq. (5.9) transforms into a set of ordinary differential
equations for the functions $N_i(z|E)$ (with the energy $E$ merely playing the role of a label), each with the following source term:

$$q_i^E(z) = \frac{2}{[J_1(\zeta_i R)]^2} \int_0^R dr J_0 \left( \frac{\zeta_i r}{R} \right) q_d(r, z, E)$$

(5.12)

where $J_1$ is the first-order Bessel function of the first kind. The solution at the Earth’s position $(r = r_\odot, z = 0)$ is given by:

$$N_i^E(0) = \frac{e^{-aL} y_i^E(L)}{B_i \sinh(S_iL/2)}$$

(5.13)

where we have defined:

$$a = (V_c)/(2K_0)$$

(5.14)

$$S_i = 2[a^2 + (\zeta_i/R)^2]$$

(5.15)

$$A_i = (V_c + 2h\Gamma_{ann})/(K_0 S_i)$$

(5.16)

$$B_i = K S_i[A_i + \coth(S_iL/2)]$$

(5.17)

and where:

$$y_i^E(z) = 2 \int_0^z d\zeta' e^{a(z-z')} \sinh \left[ \frac{S_i(z-z')}{2} \right] q_i^E(z')$$

(5.18)

The interstellar flux can finally be expressed as:

$$\phi(E) = \frac{\beta}{4\pi} n(r = r_\odot, z = 0, E) = \frac{\beta}{4\pi} \left( \frac{\rho_\odot}{m_\chi} \right)^2 R(E) \frac{1}{2} \langle \sigma v \rangle \frac{dN}{dE}$$

(5.19)

The spatial dependencies are captured by the “propagation function” $R_d(E)$:

$$R_i(E) = \sum_{i=1}^{\infty} J_0 \left( \frac{\zeta_i r_\odot}{R} \right) \exp \left( \frac{V_c L}{2K} \right) \frac{y_i^E(L)}{B_i \sinh(S_iL/2)}$$

(5.20)

The four parameters $L, K_0, \delta$, and $V_c$ are then varied over the space consistent with the measured ratio of boron to carbon, with values producing the MIN/MED/MAX
flux tabulated in Ref. [269]. The resulting uncertainty in the flux spans three orders of magnitude for any nuclear species. It is notable that the Min model has now been ruled out by examining the frequency spectrum and latitudinal profile of the diffuse galactic synchrotron emission [270] which probes the lepton spectrum and density profile. These require halo-heights greater than 2 kpc.

While this uncertainty is large for all nuclear species, the propagation scenario is further constrained by the secondary flux of antiprotons. In other words the propagation setup can be constrained by assuming no additional source contributions. Now, the $\bar{d}$ and $^3\text{He}$ fluxes are tightly correlated to $\bar{p}$, whose flux is well measured by PAMELA. The propagation uncertainty on the maximal $\bar{d}$ (and $^3\text{He}$ ) flux allowed by the measured $p/\bar{p}$ ratio is then reduced to within a factor 4 of the MED model [158]. Upcoming antiproton results from AMS-02 will tighten this upper-limit and the large nuclear physics will certainly dominate in the case of antihelium. As was discussed in Section 3.2.4, the $^3\text{He}$ production rate (and thus flux) is sensitive to the sixth power of $p_0^{A=3}$. This is by far the dominant uncertainty, making updated collider production rates for $\bar{d}$ and $^3\text{He}$ a crucial factor in any estimate of a heavy anti-nucleon flux.

The flux at the Solar System due to dark matter can now be found by numerically integrating the dark matter annihilation rates over the dark matter halo and solving the transport equation analytically. For local dark matter density $\rho_0$, dark matter mass $m_\chi$, and thermal cross-section $\langle \sigma v \rangle$, the antihelium flux at the boundary of the

\[ \text{flux} = \text{annihilation rate} \times \text{transport equation} \]

We emphasize that propagation parameters are still fit using B/C and not to the measured $p/\bar{p}$ ratio which is only used to constrain the maximal propagation model.
Solar System is given by

\[ \Phi_{\text{IS}}^\text{He}(T) = \left( \frac{\rho_0}{0.39 \text{ GeVcm}^{-2}} \right)^2 \left( \frac{100 \text{ GeV}}{m_\chi} \right)^2 \times \left( \frac{\langle \sigma v \rangle}{3 \times 10^{-26} \text{cm}^3/\text{s}} \right) \cdot R(T) \cdot \frac{dN(T)}{dT}, \]  

(5.21)

where \( R(T) \) is the energy dependent numerical output of the propagation code and \( dN/dT \) is the antinuclei injection spectrum from Chapter.

![Figure 5.2: Propagation ratios \( R(T) = P_{\text{He}}^\text{num}/P_D^\text{num} \) for \( P_{\text{num}} \) in Eq. (5.21)](image)

In Figure 5.2 we show the ratio \( P_{\text{He}}^\text{num}/P_D^\text{num} \) for the MIN/MED/MAX propagation models and two values of the interaction rate, \( \Gamma_{\text{int}} \). As we will discuss in § 5.1.3.1, uncertainty in the antihelium cross-section with interstellar gas can lead to a \( \sim 25\% \)
enhancement or suppression of the antihelium flux relative to that of antideuterons. Of mild importance is the higher nuclear binding energy of $^3\text{He}$ compared to the very weakly bound $\bar{d}$ case. While this can more efficiently deplete the higher energy population where the non-annihilating inelastic cross-section dominates, the low energies of interest here are not significantly enhanced by tertiary contributions which are ignored in our treatment.

In-fact, the two-zone diffusion model neglects all diffusion in momentum space, the most important of which may be a proper treatment of interstellar re-acceleration. Several of these schemes, including diffusive re-acceleration, have been applied to the propagation of elements in more sophisticated numerical codes. While these attempts have been successful in reproducing otherwise anomalous peaks in the secondary to primary ratios of heavy elements such as B/C, they encounter problems for light elements. In particular, diffusive re-acceleration results in a spectral bump near 2 GeV/n for p and He which is not observed and the primary injection spectra must be artificially broken to compensate. This leads to an overestimate of the primary p and He flux by a factor $\sim 2$ [271]. As we are concerned with light & low energy nuclei, and no consensus on re-acceleration has been reached for this regime, we proceed without incorporating any re-acceleration mechanism. This results in a primary spectrum within 20% of measurements at low energies [271].
5.1.3.1 Nuclear Interaction Cross Sections

In this section we discuss $^3\text{He}$ and $\overline{\text{H}}$ interaction rates with the ISM. $\Gamma_{\text{int}}$ in Eq. (5.9) is given by:

$$\Gamma_{\text{int}} = (n_H + 4^{2/3}n_{\text{He}}) \nu \sigma_{\text{He},p}$$  \hspace{1cm} (5.22)

where we have assumed the H and He gas cross-sections are related by a geometrical factor $4^{2/3}$. For the Galactic Disk’s interstellar hydrogen and helium densities we use $n_H = 1 \text{ cm}^{-3}$ and $n_{\text{He}} = 0.07n_H$. $\nu$ is the antihelium velocity through the ISM, and $\sigma_{\text{He},p}$ is interaction cross-section of antihelium with protons.

Direct measurements of the antihelium-proton annihilation and inelastic cross-sections needed in Eq. (5.22) are not available. Instead, we use the parameterizations in from Moskalenko, Strong, & Ormes [19] for the total inelastic, non-annihilating inelastic, and annihilation cross sections. For an atomic nucleus $(A, |Z|)$ impingent on a stationary proton with kinetic energy per nucleon $T$, these are given in mb by

$$\sigma_{\overline{p}A}^{\text{tot}} = A^{2/3}[48.2 + 19T^{−0.55} + (0.1 − 0.18T^{−1.2})Z$$

$$+ 0.0012T^{−1.5}Z^2]$$

$$\sigma_{\overline{p}A}^{\text{ann}} = \sigma_{\overline{p}A}^{\text{tot}} − \sigma_{\overline{p}A}^{\text{non−ann}}$$  \hspace{1cm} (5.24)

$$\sigma_{\overline{p}A}^{\text{non−ann}} = \sigma_{pA}^{\text{inel}}$$  \hspace{1cm} (5.25)

In the last equation, we assume that the non-annihilating inelastic cross-section for an antiproton-nucleus interaction is the same as the proton-nucleus interaction which can
be well-approximated by

\[
\sigma_{pA}^{\text{inel}} = 45A^{0.7}[1 + 0.016 \sin(5.3 - 2.63 \ln A)]
\]

\[
\times \begin{cases} 
1 - 0.62e^{-T/0.2} \sin \left( \frac{10.9}{(10^3 T)^{0.2}} \right), & T \leq 3; \\
1, & T > 3;
\end{cases}
\]

Figure 5.3: Proton–anti-nuclei inelastic scattering cross-sections as parametrized in Ref. [19]. The non-annihilating inelastic cross-section for antideuterons is taken from Ref. [20]. Shown are the total inelastic (black), non-annihilating inelastic (red), and annihilation cross-sections for antihelium (solid) and antideuterons (dashed).

In Figure 5.3 we plot the three cross-sections for antihelium and antideuterons as a function of the kinetic energy per nucleon. For the special case of \( \overline{d} \), we take the parameterization from Tan & Ng [272] for total-inelastic cross-section, and an empirically determined non-annihilating inelastic cross-section which is very small due to the exceptionally low binding energy of \( \overline{d} \) [20]. Peaking at approximately 4 mb, this leads to a much higher probability of annihilation during inelastic scattering than the antihelium case. We see that antihelium possesses an inelastic cross-section roughly 2
times larger than antideuterons at 1 GeV/n, while the opposite is true of the annihilation cross-sections. In principle this implies a proportionally larger tertiary contribution for antihelium, where nuclear excitations remove kinetic energy during scattering. In order to determine the relevance of this, one must also estimate the typical number of scatterings during propagation. Assuming a cosmic-ray residence time $\tau_{\text{res}} \approx 5 \times 10^6$ yr \footnotemark[273] (which is only a weak function of rigidity, scaling at most as $R^{-0.6}$) \footnotetext[273]{[273]}, a mean hydrogen density $n_H = 1 \text{ cm}^{-2}$, and a typical interaction cross-section $\sigma \approx 100$ mb, the number of scatters can be found by comparing the residence path length $c \tau_{\text{res}}$ with the mean free path $\lambda$:

$$N_{\text{scatters}} = \frac{c \tau_{\text{res}}}{\lambda} = c \tau_{\text{res}} n_H \sigma \approx 0.2.$$ \hfill (5.26)

With only a 20% chance of scattering, and given the small amount of energy removed during the inelastic process, we ignore all tertiary contributions in our semi-analytic treatment of interstellar propagation.

To bracket the impact of uncertainty in the anti-nucleus – proton cross-section, we use two methods: MethodANN and MethodINN which use the annihilation and total-inelastic cross-sections respectively in Eq. (5.22). For $^{3}\text{He}$, MethodINN leads to roughly a 40\% lower flux than MethodANN, while for $\text{d}$, the results are nearly indistinguishable because of nearly identical total-inelastic and annihilation cross-sections. When examining the ratio of the resulting $^{3}\text{He}$ to $\text{d}$ flux, we see in Fig. 5.2 an enhancement (suppression) of order 25\% when using the annihilation (total-inelastic) cross-sections.
Now that the dark matter properties and propagation models have been fixed and the transport equation solved, we can translate the injection spectra calculated in Sec. 3.2.4 into detectable fluxes at the top of the Earth’s atmosphere.

5.1.4 Solar Propagation in the Force Field Model

The second phase of propagation is through the heliosphere and is computed using the Force Field Approximation of Gleeson & Axford [169]. The flux at the top of the atmosphere is given by

\[
\Phi_{A,Z}^{\text{TOA}}(T_{\text{TOA}}) = \left(\frac{2m_A T_{\text{TOA}} + A^2 T_{\text{IS}}^2}{2m_A T_{\text{IS}} + A^2 T_{\text{IS}}^2}\right) \Phi_{A,Z}^{\text{IS}}(T_{\text{IS}}),
\]

(5.27)

where \(m_A\) is the nucleus’ mass, \(T_{\text{IS}}\) is the kinetic energy per nucleon at the boundary of the Solar System, \(T_{\text{TOA}}\) is kinetic energy per nucleon at the top of Earth’s atmosphere, and \(T_{\text{IS}} = T_{\text{TOA}} + (e\phi_F|Z|/A)\). The Fisk potential \(\phi_F\) describes the strength of the solar modulation and varies over an 11 year cycle. Here we take \(\phi_F = 500\) MV corresponding to the most optimistic detection scenario. The ratio of the \(^3\text{He}\) to \(\text{d}\) case is shown in Figure 5.2. The lowered rigidity of \(^3\text{He}\) causes a \(\sim 50\%\) suppression at low energies relative to the \(\text{d}\) modulation factor. It has been shown that at GAPS energies, the Force Field Approximation is within a factor 2 of the minimum and maximum values computed in a full numerical treatment of heliospheric \(\text{d}\) transport [157]. Much of the discrepancy between analytic and numerical models should disappear when taking the ratio of modulation between antihelium and antideuterons as the first order rigidity modifications are already captured by the Force-Field Model.

More recently, the heliospheric Parker equation has been solved using numerical
and charge dependent propagation codes such as HelioProp [274]. However, these codes are not yet released to the public (though are supposedly available privately from Luca Maccione). At kinetic energies below 10 GeV, solar modulation effects impact results, and should be taken into account in most modern analyses.
5.2 Numerical Propagation

The analytic formulae of the previous sections work well for heavy nuclei, and for high energy leptons from dark matter which are confined to a roughly constant medium. While it is remarkable that these simple prescriptions work so well on cosmic-ray data, the models also contain a significant shortcomings, in particular because the Galaxy is far from homogeneous, and because the approximations break down in many cases of interest. In addition, new gamma-ray instruments are exquisitely sensitive to the Galactic diffuse emission which is produced by cosmic-ray interactions with the interstellar medium. Our measurements are therefore sensitive not just to the local cosmic-ray density, but to all cosmic-rays along a given line of sight. The power of Gamma-ray data from Fermi, and excitement over observations of the Galactic center have brought Galactic diffuse emission (GDE) modeling to the forefront, and the use of gamma-ray data in understanding Galactic cosmic-ray physics remains in its infancy.

In this section, we review the state of the art in numerical cosmic-ray propagation codes from the perspective of gamma-ray and dark matter studies. Specifically, we do not review propagation/fragmentation of heavy nuclei, nor do we present a detailed description of interaction and production cross-sections for secondary species (see [84] for details on secondary production). Instead we provide details for propagating protons, and electrons/positrons. The goal of this section and following chapters is to provide a firm understanding of numerical models, and to point out practical resources for further details, and to discuss shortcomings of the current models. In Ch. 6 we discuss radia-
tion from cosmic-rays, while in Ch. 7 we discuss the input models for the Milky Way’s magnetic fields, source and gas distributions, and interstellar radiation fields, including some of our own advances.

5.2.1 The Full Transport Equation

At the heart of several, modern attempts at Galactic diffuse emission modeling lies the cosmic-ray propagation code Galprop v54r2504 [82, 83, 84, 85, 86], as well as Dragon [275] which was forked from Galprop several years ago. Here, we briefly review cosmic-ray propagation in Galprop. Cosmic-ray transport is modeled by the following differential equation:

\[
\frac{\partial \psi}{\partial t} = q(\vec{r}, p) + \vec{V} \cdot (D_{xx} \vec{\nabla} \psi - \vec{V} \psi) - \frac{1}{\tau_f} \psi - \frac{1}{\tau_r} \psi + \frac{\partial}{\partial p} \left[ \frac{1}{p^2} D_{pp} \frac{\partial}{\partial p} \left[ \frac{1}{p} \frac{\partial}{\partial p} \left( \dot{p} - \frac{p}{3} \nabla \cdot \vec{V} \psi \right) \right] \right],
\]

(5.28)

where \( \psi = \psi(\vec{r}, p, t) \) is the density per unit of total particle momentum, i.e. \( \psi(p)dp = 4\pi p^2 f(\vec{p}) \) where \( f(\vec{p}) \) indicates the phase-space density, \( q(\vec{r}, p) \) is a cosmic-ray injection source term, \( D_{xx} \) is the spatial diffusion coefficient, \( \vec{V} \) is the convection velocity, re-acceleration is described as diffusion in momentum space, and is determined by a diffusion coefficient in momentum space \( D_{pp} \), and \( \dot{p} \equiv dp/dt \) is the momentum loss rate. Finally, \( \tau_f \) and \( \tau_r \) are the time scales for fragmentation and radioactive decay.

For a given source distribution, Galprop solves the above transport equation numerically, assuming free escape boundary conditions at the edges of a cylindrical diffusion halo with half-height \( z_{\text{halo}} \) and radius \( R_{\text{halo}} \), using an implicit second-order
Crank-Nicholson scheme (a grid based finite-element solution). In most Galactic diffuse emission (hereafter, GDE) models, including the present one, the numerical solution proceeds until a steady state cosmic-ray density is reached (for time-dependent effects see e.g. [216, 217, 47]). We now describe the transport elements and their essential phenomenology. For a more detailed accounting of these, see Ref. [276] and references therein, as well as the Galprop explanatory supplement.

5.2.2 Cosmic-Ray Injection

In the above transport equation, a the spatial distribution of sources and their spectra are given as input. In Sec. 7.1 the spatial morphology of sources is treated. Here we briefly review the underlying ideas and discuss some environmental modifications to DSA which likely play a role in the Galactic center.

Two mechanisms are responsible for accelerating charged particles in astrophysical environments. The first are static-electric fields which can originate during magnetic reconnection due to the rapidly time varying magnetic fields which induce an electric field and rapidly move charges through astrophysical plasmas. This process is well understood, although the dynamics of given system are complex in practice. The second, much more common scenario, is acceleration via head-on collisions with astrophysical shocks – i.e. with magnetic turbulence. This is believed to occur most commonly in supernovae explosions, but also occurs diffusively in the interstellar medium (see our discussion of reacceleration in Sec. 5.2.5) as well as in so-called “super-bubbles” gener-

\[\text{http://galprop.stanford.edu/download/manuals/galprop_v54.pdf}\]
ated by collective SNe and strong stellar winds.

5.2.2.1 Diffusive Shock Acceleration

Supernovae explosions into the interstellar medium inject approximately a fraction $\epsilon$ of their total energy ($10^{51}$ erg) kinetically into electrons (about 0.01) and protons ($\epsilon_p0.1$), with the velocity of the ejecta equal to

$$v_{ej} = 10^5 \sqrt{\frac{\epsilon}{M_{ej,\odot}}} \text{ km/s}, \quad (5.29)$$

where $M_{ej,\odot}$ is the mass ejected in solar mass units. The speed of sound in the ISM is given as

$$c_s = \sqrt{\frac{kT}{m_p \gamma_g}} \approx 11 \sqrt{\frac{T}{10^4 K}} \text{ km/s}, \quad (5.30)$$

for an adiabatic index $\gamma_g \sim \frac{5}{3}$ and plasma temperature $T$. Clearly, the ejecta is highly supersonic, with Mach number

$$M_s = \frac{v_{ej}}{c_s} \approx 900 \left( \frac{\epsilon}{M_{ej,\odot}} \right)^{1/2} \left( \frac{T}{10^4 K} \right)^{-1/2}. \quad (5.31)$$

The ejecta therefore form a shock front, and the evolution of the shock depends strongly on the local ISM.

The shock strength is characterized by a compression ratio $\sigma$ between the upstream and downstream plasmas, which is equal to the ratio of up and downstream velocities. This is related to the $M_s$ via

$$\sigma = \frac{4M_s^2}{M_s^2 + 3}, \quad (5.32)$$

which asymptotes to $\Sigma = 4$ for strong shocks.
For first order fermi processes (Diffusive Shock Acceleration), one can solve the diffusion-convection equations [277] to obtain the distribution of particle momenta at the surface of the spherical shock which reads

\[ f(p) \propto p^{-\alpha} \]  

(5.33)

with

\[ \alpha = \frac{3\sigma}{\sigma - 1}, \]  

(5.34)

which asymptotes to \( \alpha = 4 \) for strong shocks. The number of particles with energy \( E \) is equal to

\[ n(E)dE = 4\pi p^2 f(p) \frac{dp}{dE} dE \propto p^{-2} \]  

(5.35)

where the last step assumes relativistic particles. Thus, DSA in the strong shock limit predicts a power-law injection spectrum with an index of 2, becoming slightly weaker for weaker shocks.

The above applied to DSA of a test particle, but in reality, the dynamics of the shock front, partially accelerated cosmic-rays, the ISM, and magnetic field are coupled, and non-linear versions of DSA come into play. This implies that the actual injected particle spectrum is environmentally dependent. In most treatments of Galactic cosmic-rays, however, the injection spectrum is treated as spatially homogeneous.

### 5.2.2.2 Non-Linear DSA in the Galactic Center

In DSA, shock waves propagating through ionized interstellar medium compress the plasma and transfer kinetic energy downstream through either two-body collisions, or
through collective electromagnetic effects if the collision cross section is very small. In the compressed zone preceding the shock front, resonant scattering of Alfvén waves efficiently accelerates particles until their gyro-radius \( r_g = cp/(\epsilon B) \) exceeds the width of the shock layer \[278\]. While this test particle case assumes a fully ionized cosmic-ray precursor, the Galactic center is only partially ionized, with well over 80% of the gas content associated with neutral molecular hydrogen in the inner 200 pc, which completely engulfs the region of central starburst activity. Malkov, Diamond, and Sagdeev \[279, 280\] demonstrated that when the upstream edge of supernovae shocks interact with molecular clouds, ion-neutral collisions effectively damp a range of otherwise resonant Alfvén waves, severely deteriorating particle confinement within a slab of momentum space, and steepening the spectral index of protons by precisely one at an energy given in Ref. \[279\] as

\[
p_{br}/m_p c \approx 16 B_\mu^2 T_4^{-0.4} n_0^{-1} n_i^{-1/2}, \tag{5.36}
\]

where \( B_\mu \) is the magnetic field strength in units of \( \mu G \), \( T_4 \) is the temperature of the ionized precursor in units of \( 10^4 \) K, and \( n_0, n_i \) are the neutral and ionized gas density given in in units of \( \text{cm}^{-3} \), respectively. Similar developments in non-linear DSA have shown that over 1-10 GeV the spectrum can be as steep as \( E_p^{-4} \) depending on the shock speed and environment, flattening out again above a few TeV \[281\].

The mechanism described above successfully reproduces at least 6 of the 16 current Fermi-LAT observations of SNRs \[282, 283, 46, 284, 285, 286\], although the uncertainties associated with estimating the relevant environmental parameters are considerable. The 10 remaining observations have not yet incorporated this model into the
analysis. In Ref. [46], several SNRs observed by Fermi were shown to be interacting with molecular clouds based on radio observations of 1720 MHz OH maser emission, providing a strong indication of shocked \( \text{H}_2 \). The spectra were then reproduced by fitting the underlying proton distribution according to an exponentially cutoff power-law, as we do above.

SNRs interacting with highest density clouds were found to have low cutoff energies and hard proton spectra with \([\Gamma, E_c] = [1.7, 160 \text{ GeV}]\) and \([1.7, 80 \text{ GeV}]\) compared to the low-density cases, where \([2.4, 1 \text{ TeV}]\) and \([2.45, 1 \text{ TeV}]\). For another SNR, W44, an independent analysis found that the \( \gamma \)-ray emission was well fit by a hard proton spectrum of index between 1.74 and 2 with a cutoff at \( p_c \approx 10 \text{ GeV/c} \) [283]. While these examples provide a representative sample of the expected range for the low-energy spectral index and cutoff energies, we do not necessarily expect a hardened spectrum to be correlated with high gas densities. These SNR spectra match the \( \gamma \) radiation expected from an exponentially cutoff proton spectrum quite well, possibly indicating that the theory of Ref. [279] is underestimating the true breaking strength due to ion-neutral damping, or that an additional cutoff mechanism is at play. In either scenario, a more pointed spectral peak is predicted, and can plausibly reproduce the spectrum of the Fermi GeV Galactic Center Excess.

The Galactic center hosts a zoo of high-energy astrophysical sources including several SNRs, resolved & unresolved pulsars, pulsar wind nebulae, and the central black hole Sgr A*. Most notably Sgr A East is a \( \sim 10^4 - 10^5 \) year old and 10 pc wide SNR rapidly expanding into the molecular cloud M–0.02–0.07, where a half-dozen sites
show also show the 1720 MHz maser emission from shocked $H_2$ [287]. This complex encompasses the central black hole with most of the structure residing within a few parsecs from Sgr A* ($\lesssim 0.05\circ$). This separation is too small to be spatially resolved by Fermi-LAT, which has a maximal angular resolution of about a quarter degree, hence it will appear as a point source, perhaps with minor spatial extension, whose spectrum cannot be differentiated from additional Galactic center sources.

An especially intriguing candidate for the recent injection of cosmic-ray protons in the inner Galaxy is Sgr A East. As an estimate of the expected flux from Sgr A East, we utilize a similar object, SNR W44. The latter is observed to have a differential flux of $\approx 1.25 \times 10^{-7}$ GeV/cm$^2$/s. Multiplying by the square of the distance ratio $d_{W44}^2/d_{GC}^2 \approx (2.9 \text{ kpc}/8.3 \text{ kpc})^2$ we obtain a flux of $5 \times 10^{-8}$ GeV/cm$^2$/s, precisely in line with the GCE residual and the Sgr A* flux reported by Abazajian et al within a $1\circ \times 1\circ$ box centered on the GC [45]. (Note that the the two Daylan et al fluxes reported in Figure [8.31 are normalized by the solid angle of a thin annulus at $5\circ$ from the GC). It remains to be assessed whether the spectral break energy near the Galactic center is compatible with the the results of Section 8.2.3 and whether a reasonable supernova rate is compatible with the observed flux.

The environment of Sgr A East has been studied in detail at radio and X-ray wavelengths. Unfortunately, the complicated structure and rapid gradients in density, temperature, and magnetic field strength imply that there will be no single prediction for the spectral break energy predicted by Equation (5.36), but, rather, a range of values dependent on the particular properties of the shocked region. Here we expect that
nearly all of the supernova activity will take place very close to the Galactic center, with conditions not far removed from those of Sgr A East.

The Central Molecular Zone (CMZ) is a large elliptical cloud with a gas mass fraction dominated by molecular hydrogen. It is thin and aligned with the Galactic disk, extending to a radius of approximately 150 pc from the Galactic center when projected along the line of sight. This cloud makes up 5-10% of the total Galactic molecular gas and is comprised of dense clumps of $H_2$ as well as of a lower density ambient component which completely fills the acceleration volume for any centralized SNR. In the inner 15 pc, typical densities can vary from the ambient value of $10^2$ cm$^{-3}$ up to the dense molecular clouds at $10^5$ cm$^{-3}$, occasionally reaching even higher densities. The warm ionized hydrogen is significantly more extended and provides the precursor for shock acceleration. There is only weak power-law dependence of the break momentum on the density and temperature of the ionized component ($n_i^{-0.5}$ and $T_i^{-0.4}$). Both of these components are reasonably well measured in the Sgr A* region using X-ray observations with ion densities near $10^3$ cm$^{-3}$ and very hot plasma temperatures of $10^7$ K.

The most important, and also the most uncertain factor in determining the break momentum, is the magnetic field strength in the shock propagation region. Zeeman splitting of OH molecules provides a measurement of the magnetic field strength along the line of sight, and indicates very strong fields in the large non-thermal radio filaments and possibly molecular clouds which can be as high as 1-4 mG while Faraday

---

4Interestingly, the same gas model in Ref.[288] finds a large gas bulge extending to 450 pc which is rotated 13.5° CCW from the Galactic plane when projected along the line of sight with an axis ratio of 3:1. Daylan et al found a slightly preferred fit at roughly an angle of 35° ± CCW with an axis ratio of 1 : 1.4 ± .3, possibly indicative of gas correlated emission.
rotation measurements indicate that the surrounding medium can be somewhat lower with a strength down to several hundred $\mu$G. For an extensive review of magnetic fields in the Galactic center, we point the Reader to Ref. [291].

Efficient trapping of very low energy precursors in the very dense molecular clouds implies that these will be the primary acceleration sites for the resulting high energy cosmic-ray population, although a fraction will still originate from the surrounding lower density and lower magnetic field regions. In this case, the lower densities of the ionized and molecular components partially cancel the effect of the smaller magnetic field on the break momentum, but some broadening of the spectral peak may be expected toward lower energies. In order to estimate the range of break momenta achievable at the GC, we simply fix the least sensitive parameters to typical values, and set $n_i = 10^3$ cm$^{-3}$, $n_0 = 10^4$ cm$^{-3}$, and $T = 10^7$ K, while varying of $B$ between 0.5 mG and 4 mG. Doing this provides a break momentum between 0.79 and 51 GeV/c with a nominal value of 12.7 GeV/c for a 2 mG field strength.

Without more accurate measurements and high-resolution 3-dimensional models of the Galactic center environment, it is extremely difficult to definitively compute the resulting cosmic-ray spectrum. If, in fact, these large magnetic fields are contained strictly to non-thermal radio filaments, or are much weaker then previously thought, as suggested in Ref. [292], the predicted momentum break would be significantly smaller, and the breaking mechanism would be disfavored as an explanation for the GCE. It is also very likely that current conditions at the Galactic center differ substantially from those of 1-10 Myr ago especially if the Fermi bubbles formed on comparable timescales.
Compounded with uncertainties in non-linear DSA in the presence of ion-neutral damping, a conclusive statement is currently not possible. Nonetheless, the observation of break energies from ten to several hundred GeV in nearby SNR indicates that such scenarios are not uncommon, and provide evidence that the description advocated above is not unrealistic.

5.2.3 Diffusion

As cosmic-rays propagate through the Galaxy, they traverse through both turbulent and regular magnetic fields. These magneto-hydrodynamic (MHD) waves and discontinuities effectively isotropize the incoming pitch angle of the CRs. In the limit that the random fluctuations at the gyro-resonant frequency are small relative to the mean regular field strength ($\delta B_{\text{res}} \ll B_{\text{reg}}$), the scattering is described by a quasi-linear theory of plasma turbulence which leads to strongly enhanced (anisotropic) diffusion along the direction of magnetic field lines. On scales above $L \sim 100$ pc, the magnetic fields fluctuate strongly and the random field is often several times stronger than the regular field. It is these fluctuations which make the CR arrival directions strongly isotropic to within less than 1% locally.

For a gyroradius (Larmor radius) $r_g \equiv m v_{\perp} / (qB)$, the diffusion coefficient when $r_g < L$ – i.e. when the gyroradius is smaller than the mean scale of coherent fields – is approximately given by

$$D_{xx} \approx \left( \frac{\delta B_{\text{res}}}{B_{\text{reg}}} \right)^{-2} \frac{v r_g}{3},$$

where $\delta B_{\text{res}}$ is the amplitude of the random magnetic field with wave number $k_{\text{res}} = 1/r_g$.
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and $B_{\text{reg}}$ is the regular field. The energy dependence of spatial diffusion therefore depends on the spectrum of interstellar turbulence which is observed to scale as a power-law, with spectral energy density $w(k)dk \propto k^{-2+\delta}dk$, with $\delta \approx 1/3$ for a Kolmogorov type spectrum. A typical random magnetic field in the Milky way has strength of $\delta B \approx 5\mu G$, and we can estimate,

$$D_{xx} \approx 2 \times 10^{27} \beta R_{\text{GV}}^{1/3} \text{ cm}^2 \text{ s}^{-1}$$

for particle rigidities $R < 10^8 \text{ GV}$ above which propagation becomes rectilinear, and $\beta = v/c$. The spectrum of turbulence could be harder, with $\delta \in 0.3 \div 0.6$ being commonly expected in the literature. This is not terribly off from the commonly measured value $D_{xx} \approx 5 \times 10^{28} \text{ cm}^2 \text{ s}^{-1}$, which is, however, constrained to within only about a factor 10.

Typically, isotropic diffusion is assumed. The validity of this assumption is difficult to test due to astrophysical uncertainties and the significant degeneracy between transport parameters. In general, one expects that the diffusion properties can vary considerably in different regions of the Galaxy, in particular within the Galactic center environment where strong turbulence and large scale poloidal magnetic fields likely induce strongly anisotropic diffusion out of the plane. This anisotropy enhances diffusion away from the Galactic center.

Recently, as magnetic field models improve (including regular field components), and as simulations of cosmic-ray transport become three-dimensional and higher resolution, prescriptions for calculating the inhomogenous and anisotropic diffusion co-
coefficients as a function of spatial position and energy have arisen. In addition, the free-escape boundary conditions normally implemented are relatively artificial, and it is more realistic to implement a diffusion constant which increases exponentially with the Galactic scale-height\textsuperscript{5}. These methods may lead to much more accurate diffusion models and have recently been used to model the Galactic foreground emission (See for example Appendix A.3 of Ref. [224]).

5.2.4 Convective Winds

Galactic winds are generated through at least three processes: (i) stellar winds, SNe, and starbursts (ii) active Galactic Nuclei – supermassive black holes at the centers of galaxies – and (iii) cosmic-ray streaming. In each case, the tight coupling between cosmic-rays, magnetic fields, and the thermal pressure leads to a coherent outflow of each of these in which cosmic rays are efficiently travelling with the magnetic fields that cause them to diffuse (at a speed of $v \sim 10^{-3}c$ rather than their actual near-luminal velocities. In the Milky Way, the aforementioned quantities appear to be in approximate energy equipartition, although direct evidence for Galactic winds is only observed at the Galactic center, winds play a non-trivial role in shaping the low-energy spectrum of cosmic-rays, and in particular, impacting the energy dependence of the secondary to primary ratio. In advection dominated scenarios (winds speeds greater than several few hundred km/s), transport becomes energy independent. This is in contrast to observation [270].

\textsuperscript{5}These capabilities are not currently included in public versions of Galprop, but they are extremely easy to implement, as the diffusion tensor is already implemented as a distribution over the Galaxy. Therefore, one literally just needs to set these variables in the source code.
5.2.4.1 Galactic Winds

The collective average action of stellar winds and supernovae events in the Galactic plane drive winds which increase linearly with the height above disk at a rate of 0-50 km s$^{-1}$/kpc and produce adiabatic energy losses as the wind speed increases away from the disk. At the Galactic center, there is substantial evidence for very rapid outflows of order 200-1000 km/s, which dominates transport over diffusion. This GC outflow is of great importance to the Galactic center excess signal, and was first implemented in numerical codes and tested against gamma-ray data by us, as shown in Sec.8.1.5.

Two common models are employed in cosmic-ray studies of advection out of the Galactic disk. The one zone model consists of a linearly increasing wind speed $V = dv/dz \times \hat{z}$ where the gradient $dv/dz$ is a free parameter and is assumed (likely unphysically) to be independent of radius. The two zone model where high winds (100 km/s) are present in the Galactic halo $|z| > 1$ kpc, but not within it, where transport is purely diffusive. This acts effectively as an energy dependent diffusion height, and can reproduce several CR observables [276]. The one zone model is most typically used, with $dv/dz0 - 20$ km/s providing reasonable fits. More complex models which vary, for example, with a gradient depending on the star formation surface density along the plane have not yet been explored, but are physically motivated, do not add additional parameters, and are well tested by a gamma-ray study.
5.2.4.2 Galactic Center Winds

Winds at the Galactic center are driven by intense star formation occurring throughout the CMZ, and especially from the dense stellar clusters of the inner 10 pc. With diffusion alone, the GC is highly calorimetric. On the other hand, multiwavelength observations indicate less that more than 95% of the non-thermal injected power must be advected from the system, despite the extreme gas densities and high magnetic fields [39]. A detailed account of GC winds can be found in Ref. [39] and references therein, but is briefly reviewed here. Perhaps most significant are observations of the ‘GC lobe’, a rising 1° tall and ≲ 0.5° radial shell of 10 GHz radio continuum emission [294] with associated mid-infrared filaments [295], X-ray shells [296], and optical and radio recombination lines which point to nested shells of ionized gas, synchrotron emission, and dust entrained in the outflow whose pressure and energetics are consistent with star formation or nuclear activity from the central 10 pc of the Galaxy [297, 295, 298]. More recent radio observations combined with multiwavelength modeling [299] have confirmed these features, finding additional X-ray counterparts and associations with the circum-nuclear disk. In addition, from the perspective of extragalactic star-forming galaxies the SFR within the CMZ is expected to drive powerful outflows in which almost 95% of cosmic-rays are likely advected from the system [39].

We first modelled these winds in Galprop as a purely radial outflow (in 3D) with constant velocity $v_{\text{wind}}$ within $r_{3D} \lesssim 2$ kpc of the Galactic center, which is assumed to stall and vanish beyond this. Explicitly, we describe the wind in terms of a Fermi-Dirac distribution with a boundary width of 200 pc. A stall zone at 2 kpc is likely
conservatively small based on recent modeling \cite{300}, and, in the vertical direction, lies outside of our inner Galaxy ROI.

\[ \vec{V}_{\text{wind}}(r) = \frac{v_{\text{wind}} R_{3D}}{e^{(r_{3D} - 2 \text{ kpc})/0.2 \text{ kpc}} + 1} \]  

where we vary the value \( v_{\text{wind}} \) between 0 – 2000 km s\(^{-1}\). The results shown in Sec. 8.1.5 and Sec. 8.1.8.1 reveal significant gamma-ray support for such outflows at the Galactic center.

### 5.2.5 Reacceleration

Cosmic rays can also scatter off of propagating interstellar Alfvén waves, leading to stochastic diffusive reacceleration. This can be effectively described using momentum space diffusion \cite{301} and is related to the spatial diffusion coefficient and Alfvén velocity, \( v_a \), via

\[ D_{pp}(R) = \frac{4}{3\delta(2 - \delta)(4 - \delta)(2 + \delta)} \frac{R^2 v_a^2}{D_{xx}(R)} \]  

Note the quadratic dependence of the momentum space diffusion on the Alfvén velocity. This strongly effects the low energy spectrum of cosmic-rays and thus also gamma-rays throughout the disk. Gamma-ray data provides an excellent probe of this parameter which is typically \( v_a = 30 – 40 \) km/s, but is expected to vary significantly throughout the Galaxy, increasing for regions with high magnetic fields and low ion density.

The effect of reacceleration is to accelerate particles at low energies as they propagate, effectively hardening the spectrum. Such effects are potentially important.
in relation to leptonic CR bursts at the Galactic center as an explanation for the GeV Galactic Center Excess, as they maintain a more spatially independent spectrum for ICS, which otherwise softens as the electrons age. Using cosmic-ray secondary to primary ratios as a barometer, it is observed that in the 1-100 GeV range, diffusive acceleration cannot be the primary source of acceleration throughout the Galaxy, as this would imply that higher energy particles have spent longer in the Galaxy before reaching their energy, hence the secondary abundance would increase with energy relative to primaries, which is not observed \[270\].

Recently, the Fermi collaboration has used a spatially varying Alfvén velocity prescription\[\text{6}\]

\[v_a \propto \frac{B_{\text{tot}}}{\sqrt{\rho_{\text{ion}}}}\]  

(5.41)

where $\rho_{\text{ion}}$ is the ion density of the ISM, and $B_{\text{tot}}$ is the magnetic field. Note that here this is a propagating wave with the tensile quantity being $B^2$ and the inertial quantity $\rho_{\text{ion}}$, just as a wave velocity on a string is determined by $\sqrt{T/\rho}$. These spatially varying models have also not been publicly tested against gamma-ray data.

### 5.2.6 Energy Losses

Energetic cosmic-rays lose energy through interactions with (i) magnetic fields (electron and proton synchrotron emission), (ii) interstellar radiation fields (inverse Compton scattering), and interactions with interstellar gas ($p-p$ scattering, ionization, bremsstrahlung). Synchrotron, ICS and bremsstrahlung and $\pi^0$ production all

\[\text{See App. A.3 of Ref. [223]. Similar to many extensions of Galprop, this is extremely easy to implement into create\_transport\_arrays.cc and propel.cc.}\]
produce electromagnetic radiation which is calculated in Chapter 6. Here we simply examine the energy loss-rates which can be used in numerical propagation codes, and to estimate cooling rates.

In Figure 5.4 we show the electron cooling timescales for several zones of the Milky Way. Namely the disk, and regions near the Galactic center. In Figure 5.5 we show the dominant energy loss mechanism for these same zones as a function of magnetic field strength and electron energy. Each of these scenarios are described in the following few sections.

5.2.6.1 Inverse Compton Scattering

In the Galactic disk, radiation fields are quite low, on the order of 1 eV cm$^{-3}$. For magnetic field strengths above about 2$\mu$G, this implies that synchrotron will dominate the energy loss-timescales. Still, ICS is important, and in the Galactic center region, the radiation fields are expected to reach several thousand times the disk intensity, strongly influencing the electron spectrum in the immediate vicinity of the Galactic center.

A good estimate of the ICS cooling timescale is given by $\tau_{ICS}$.

\[ \tau_{ICS} = 4 \times 10^8 f_{KN}^{-1} \left( \frac{U_R}{1\text{eV cm}^{-3}} \right)^{-1} \left( \frac{E_e}{\text{GeV}} \right)^{-1} \text{yr} \]  

(5.42)

where $U_R$ is the photon radiation field density, $E_e$ is the electron energy and $f_{KN}$ is a Klein-Nishina correction for high energies $f_{KN} \approx (1 + 40E_e/\text{TeV} kT_e)^{-3/2}$ which is 1 at low energies, and proportional to $\ln(E_e/E_e^2)$ above several hundred GeV. Above 1 GeV, at least 75\% of the electron’s energy is transferred into the input photon, while above
Figure 5.4: Summary of electron energy loss-timescales typical of the Milky Way in the disk and the Galactic center vicinity. The CMB energy density $w_{\text{CMB}} = 0.26$ eV cm$^{-3}$, while the (FIR$6 \times 10^{-3}$ eV, NIR$3$ eV, and Opt$3$ eV) radiation densities are set to $(2, 2, 0)$ eV cm$^{-3}$ top-left in disk; $(1, 9, 0)$ eV cm$^{-3}$ top-right CMZ; $(5000, 5000, 5000)$ eV cm$^{-3}$ inner 1 pc bottom-left. The matter density is $n_0 = 1$ cm$^{-3}$ in all cases except the bottom-right where $n_0 = 100$ cm$^{-3}$. Figure reprinted with permission from Ref. [7].

several TeV (the deep KN-regime), more than 90% of the electrons input energy is gained by the photon [302], resulting in high-energy gamma-rays. In the Thompson regime, it is notable that the loss-timescale is independent of the spectrum of low-energy photons,
Figure 5.5: Dominant energy loss process for the radiation field densities shown in Figure 5.4. Figure reprinted with permission from Ref. [7].

while at high energies this is no-longer true.

The electron energy loss rate $b = \frac{dE_e}{dt}$ by Inverse Compton Scattering is
given exactly by by \cite{261}

\[ b_{ICS} = 3c\sigma_T\int_0^\infty d\epsilon \int_{1/4\gamma^2}^1 dq \ n(\epsilon) \left( \frac{4\gamma^2 - \Gamma_\epsilon q}{1 + \Gamma_\epsilon q} \right) \left[ 2q \ln q + q + 1 - 2q^2 + \frac{1}{2} \frac{(\Gamma_\epsilon q)^2}{1 + \Gamma_\epsilon q} (1 - q) \right]. \]  

(5.43)

where \( n(\epsilon, r, z) \) is the number density (per unit volume and unit energy) of photons of the ISRF, with energy \( \epsilon, \gamma = E/m_e \) is the relativistic factor of the electrons and positrons and \( \Gamma_\epsilon = 4\epsilon\gamma/m_e \).

In the Thomson limit (valid for energies below about 100 GeV), they reduce to

\[ b_{ICS} = \frac{4c}{3} \frac{\sigma_T}{m_e^2} E^2 \int_0^\infty d\epsilon \ n(\epsilon, r, z) \]  

[Thomson limit],  

(5.44)

which makes the energy density in the photon bath \( u_{ISRF} = \int d\epsilon \ n(\epsilon, r, z) \) apparent.

The ICS energy losses are \textit{proportional to} \( E^2 \) (as evident in the Thomson expression, but also in eq. (5.43) noting that \( 4\gamma^2 q \) is the dominant piece at the numerator) for small \( E \). For large \( E \), the dependence softens.

5.2.6.2 Synchrotron

Synchrotron losses take on a similar form to ICS, with the synchrotron timescale following

\[ \tau_{sync} = 2.5 \times 10^9 B_{\mu G}^{-2} E_{e, GeV}^{-1} \text{ yr} \]  

(5.45)

For an electron traversing a random magnetic field, the energy loss rate is given by \cite{303}

\[ b_{sync} = \frac{dE}{dt} = \frac{4\sigma_T c \gamma^2 B^2}{24\pi} \]  

(5.46)
where $\sigma_T$ is the Thomson cross-section for the corresponding particle. The magnetic fields in the Galaxy range from several $\mu$G in the disk (about $8\mu$G near the solar System) and up to several hundred $\mu$G in the inner few hundred parsecs known as the Central Molecular Zone. Some non-thermal radio filaments in this region indicate magnetic fields up to 1-2mG, though these appear to be localized to streams flowing out of the Galactic center.

### 5.2.6.3 Bremsstrahlung

The bremsstrahlung cooling time is energy independent, depending only on the density of interstellar gas, and is given by

$$\tau_{\text{Br}} = 4 \times 10^7 n_0^{-1} \text{ yr}$$  \hspace{1cm} (5.47)

where $n_0$ is the gas density in hydrogen atoms per cm$^{-3}$.

Most gas in the Galaxy is neutral and the cooling rate is given by

$$b_{\text{Br}} = 7.3 \times 10^{-16} n_e \gamma$$  \hspace{1cm} (5.48)

where $n_e = n_p$ is an excellent approximation. One can then use a model for the galactic gas distribution (HI and H$_2$) to compute energy loss rates for propagating electrons. Due to the energy independence of bremsstrahlung cooling times, the spectrum of electrons is not modified by this process.
5.2.6.4 Ionization

In gas dense regions below about 350 MeV, ionization losses dominate bremsstrahlung and the cooling time is given by

\[ \tau_{\text{Ion}} = 4.1 \times 10^9 E_{e,\text{GeV}} ((3 \ln(E_{e,\text{GeV}}) + 42.5) n_0)^{-1} \text{ yr} \] (5.49)

and the cooling rate is given by

\[ b_{\text{ion}} = \frac{8}{3} \sigma_0 n_e - \frac{c\gamma}{\sqrt{\gamma^2 - 1}} \left( 22 + \log(\gamma(\gamma - 1)(\gamma^2 - 1)) - 1.695 \left( \frac{\gamma^2 - 1}{\gamma^2} \right) - \frac{1.39}{\gamma} \right) \] (5.50)

5.2.6.5 Proton-Proton Cooling

For Galactic protons, inelastic scattering off of interstellar gas provides the strongest cooling mechanism. The hard \( pp \) interaction produces many secondary particles including pions, etas, and many additional light mesons. Almost 100% of the \( \pi^0 \) particles decay into gamma-ray photons, while the charged pions decay weakly to neutrinos and secondary leptons. The heavier mesons have significant branching fractions to baryonic states and eventually inject secondary protons and antiprotons into the Galaxy. The total \( pp \) scattering cross-section \( \sigma_{pp} \) is nearly energy independent, making the cooling timescale also energy independent.

\[ \tau_{pp} = n_0^{-1}(\sigma_{pp} f c)^{-1} = 5.3 \times 10^7 n_0^{-1} \text{ yr} \] (5.51)

where \( f \) is the fraction of energy lost in a typical scatter and \( n_0 \) is the hydrogen number density in cm\(^{-3} \).
Chapter 6

Radiation From Cosmic-Rays

Figure 6.1: Model of diffuse Galactic gamma rays from the Milky Way at 22.8 GeV. The total gamma-ray emission is composed of hadronic cosmic-ray interactions with gas ($\pi^0 \rightarrow \gamma\gamma$) and leptonic interactions with the gas (bremsstrahlung) and low-energy radiation fields (inverse Compton scattering). Also clearly visible are the Fermi bubbles [21].

As high-energy cosmic-rays propagate the Galaxy, they emit radiation through four primary processes: Synchrotron, inverse Compton scattering, spallation ($p\pi^0$ decay), and bremsstrahlung. The latter three of these lie in the gamma-ray regime, as shown by
the composite Fermi diffuse model in Fig. 6.1, while the synchrotron emission typically peaks at radio frequencies for cosmic-ray electrons in the GeV-TeV regime. We review here the overall emission picture for hadrons and leptons before diving into details of the gamma-ray spectrum calculations for each process. A detailed mathematical formulation of each process can be found in Ref. [304], although more recent calculations of π⁰ emission should be consulted as well (see Sec. 6.3).

We note also that the Galprop code provides a well tested C++ implementation of gamma-ray generation routines for a given CR spectrum, in addition to the most complete and accurate methods for secondary production. The naima¹ python package also provides implementations of each radiative process, as well as spectral fitting tools.

6.1 Hadronic Emission Overview

All cosmic-ray species are typically injected into the interstellar medium with a power-law spectrum and index around α which ranges from about 2-2.5 for first order Fermi processes above a few GeV. For protons, the, a single production mechanism dominates the gamma-ray spectrum due to the decay of neutral π⁰ → γγ processes after the high-energy protons interact with interstellar gas. The spectral energy distribution of gamma-rays from protons is shown in Figure 6.2 for several representative proton CR spectra. Note that the Galactic proton spectrum is very soft due to propagation through the Galaxy, where the injection index α → α + δ after propagation (δ is the energy dependence of diffusion). However, the spectrum may be substantially harder if

Figure 6.2: Spectral energy distribution of accelerated protons (power-law index $\alpha_{\text{injection}} = 2.0$ and cutoff at 100 TeV) and gamma rays resulting from inelastic collisions with interstellar material. The dominant emission into photons is via the decay $\pi^0 \rightarrow \gamma\gamma$ (solid brown). As can be seen, the gamma-ray spectrum follows the parent protons spectrum rather closely in the mid-energy range and the high-energy cutoff region. For all proton indices the low-energy turnover is a characteristic feature of the pion-decay emission. Also shown is the spectrum of electrons resulting from the inelastic $pp$-interactions via the decay chain $\pi^+ \rightarrow \mu + \nu_\mu \rightarrow e^+\nu_e$ (dashed gray). For the synchrotron emission from these so-called secondary electrons a source with age $t_{\text{age}} = 1000$ yrs, and $B = 30 \mu$G has been assumed. The shaded gray region shows the sensitive range of current gamma-ray detectors (Fermi-LAT, IACTs). Reprinted with permission from Ref. [7].

we are looking at freshly injected cosmic-rays, for example, near supernova remnants. The $\pi^0$ emission follows the parent proton spectrum very closely above 1 GeV for and peaks near 400 MeV in SED space for $\alpha \gtrsim 2$, known as the “pion-bump”. As discussed in Sec. 5.2.6, cooling timescales play a minor role, with $\tau_{pp} > 10^7$ years for gas densities $n \approx 1 \text{ cm}^{-3}$. Of the incident proton energy, approximately $\kappa = 0.17$ is converted into
gamma-rays. For $\alpha = 2.1 - 2.7$, the gamma-ray emissivity is $q_\gamma(> 100\text{MeV}) \approx 0.5 \times 10^{-13}\text{s}^{-1}\text{erg}^{-1}\text{cm}^3(\text{H} - \text{atom})^{-1}$ leading to an integrated flux at Earth of about $7$

$$F_\gamma(E_\gamma > 100\text{MeV}) = 4.4 \times 10^{-7} \epsilon_{\text{CR}}d_{\text{kpc}}^{-2} \frac{n_0}{1\text{cm}^{-3}} \text{cm}^{-2} \text{s}^{-1}$$

(6.1)

where $\epsilon \approx 0.1$ is the fraction of the supernovae energy ($10^{51}$ erg) injected into cosmic-ray protons, $d_{\text{kpc}}$ is the distance to a source, and $n_0$ is the number density of hydrogen atoms in the ISM.

In the rest frame of the $\pi^0$, the two $\gamma$'s are kinematically constrained to have equal energy $E_\gamma = m_{\pi^0}/2 = 67.5$ MeV. After boosting back to the Galactic frame, the differential number-density $dN/dE_\gamma$ is log-symmetric about 67.5 MeV.

Importantly, $\pi^0$ emission is correlated with the distribution of gas in the Galaxy as shown in Figure 6.3. Electron bremsstrahlung is also gas correlated, but is substantially lower in intensity. This ratio can be estimated as $q_{\text{Br}}^{\pi^0}/q_{\pi^0} \sim R3\tau_{pp}/\tau_{\text{Br}} = 4R$

where $R \approx 0.1$ is the ratio of electron to proton CRs.

Secondary electrons from the decays of $\pi^\pm$ will also emit synchrotron emission although this is typically about two-orders of magnitude lower than synchrotron from primary electrons.

### 6.2 Leptonic Emission Overview

The leptonic gamma-ray spectrum is more interesting, and carries several unique spectral features due to the cooling of electrons. There are three relevant emission pro-
Figure 6.3: Galprop model of diffuse Galactic $\pi^0 \rightarrow \gamma\gamma$ (left) and electron bremsstrahlung emission (right) from the Milky Way at 22.8 GeV. Units are the same as Fig. 6.1 and on a log$_{10}$ scale.

cesses: synchrotron, inverse Compton scattering (ICS), and bremsstrahlung. Beginning with an $\alpha = 2.0$ injection spectrum, let us examine the behavior of each, which are
The propagated spectrum of electrons is a flat $\Gamma = \alpha = 2$ power law up to about .01-1 TeV – depending on the environmentally dependent cooling rate and age – at which point the quadratic (in energy) losses $b$ steepen the electron spectrum to $\Gamma = \alpha + E/b = 3$.

The synchrotron spectrum from a population of mono-energetic electrons has a characteristic frequency of \[ v_{\text{max}} \approx 0.29v_c \approx 4.6\text{MHz} \quad E_{\text{GeV}}^2B_{\mu\text{G}} \approx 0.02 \text{eV}B_{\mu\text{G}}E_{\text{TeV}}^2. \] (6.2)

For a power-law electron spectrum, the synchrotron spectrum is given by

\[ \Gamma_{\text{sync}} = (\alpha + 1)/2. \] (6.3)

Thus, the synchrotron spectrum will break by $\Delta \Gamma_{\text{sync}} = 0.5$ due to the electron cooling turnover discussed above. At very high energies, catastrophic losses of electron energies occur due to Klein-Nishina effects, and the synchrotron spectrum drops off very rapidly above 10-100 MeV.

At gamma-ray energies, inverse Compton scattering of high energy electrons with the interstellar radiation field becomes relevant. This ISRF is composed of three components: the CMB radiation, dust-reprocessed starlight in the far infrared (FIR) (which often includes the NIR contribution too), and starlight in the optical regime
(Opt.). These have typical photon energies

\begin{align*}
E_{\text{CMB}} &= 10^{-3} \text{ eV} \quad (6.4) \\
E_{\text{FIR}} &= 10^{-2} \text{ eV} \quad (6.5) \\
E_{\text{NIR}} &= 10^{-1} \text{ eV} \quad (6.6) \\
E_{\text{Opt}} &= 1 \text{ eV} \quad (6.7)
\end{align*}

and the intensity of the FIR and optical fields vary strongly depending on the location in the Galaxy, predominantly in the GC region where massive stellar clusters produce a several thousand fold enhancement to the optical and FIR energy densities.

In the Thompson regime (below \( E_e \sim 1 \text{ TeV} \)), an electron scattering off of a blackbody peaking at energy \( E_{\text{ph}} \) produces a gamma-ray spectrum peaking at

\[ E_{\text{IC}} = 5 \text{ GeV} \left( \frac{E_{\text{ph}}}{1 \text{ eV}} \right) \left( \frac{E_e}{1 \text{ GeV}} \right)^2. \quad (6.8) \]

The electron cooling from IC and synchrotron losses produces an ICS spectrum which \( \Gamma_{\text{ICS}} = (\alpha + 1)/2 \approx 1.5 \), with a steep turnover to \( \Gamma_{\text{ICS}} = (\alpha + 1) \approx 3 \) in the Klein-Nishina regime. In Figure 5.4 these spectra are shown, with the KN turnover also highlighted. Notably, this emission is correlated with the electron density times the ISRF density, which is much thicker than interstellar Gas. Thus ICS emission is responsible for most of the high-latitude gamma-ray emission in the Milky Way, competing with local gas correlated emission that appears at high latitudes due to its proximity to us (e.g. from the Gould Belt). The ICS emission from CMB, FIR, and Optical photons is shown in Fig. 6.5.
In addition to these radiative processes, high-energy electrons will also emit non-thermal bremsstrahlung as they interact with the coulomb fields of ions and neutral atoms. This emission becomes significant at low energies, and due to the relatively small energy dependence of the interaction cross-section, follows the parent electron spectral index closely. Because the electron spectrum steepens quickly in the KN turnover, the bremsstrahlung emission is very soft above 1 GeV and is in any case suppressed by...
Figure 6.5: Galprop model of inverse Compton emission from the Milky Way at 22.8 GeV from each of the three ISRF components. Units are the same as Fig. 6.1 and on a log$_{10}$ scale.

approximately 1 order of magnitude relative to the $p\tau^0$ contribution at 1 GeV. This emission is gas correlated, and is highly degenerate (morphologically) with the hadronic
The \( \gamma \)-ray emissivity \( q_{\pi}(E_{\pi}) \) of secondary neutral pions produced through inelastic scattering of cosmic-ray protons on interstellar hydrogen is given by the following expression:

\[
q_{\gamma}(E_{\gamma}) = 2 \int_{E_{\text{min}}}^{\infty} \frac{q_{\pi}(E_{\pi})}{\sqrt{E_{\gamma}^2 - m_{\pi}^2}} \, dE_{\pi},
\]

(6.9)

where \( E_{\text{min}} = E_{\gamma} + m_{\pi}^2/(4E_{\gamma}) \) and the neutral pion production term \( q_{\pi} \), is defined by,

\[
q_{\pi}(E_{\pi}) = 4\pi n_{\text{H}} \int_{m_p}^{\infty} j_{p} \left( \sqrt{E_{\pi}^2 - m_{\pi}^2} \right) \frac{d\sigma_{pH\rightarrow\pi^0}(E_p, E_{\pi})}{dE_{\pi}} \, dE_{\pi},
\]

(6.10)

with \( n_{\text{H}} \) the target hydrogen gas density, \( \sigma_{pH\rightarrow\pi^0} \) the inclusive \( \pi^0 \) production cross section \( (p + p \rightarrow \pi^0 + \text{anything}) \), and \( j_p(p_p) \) the cosmic-ray proton density as a function of the proton momentum, following recent results from Ref [305]. Note that many references use instead a proton spectrum following \( E_{\text{tot}} \) rather than \( p_p \) or kinetic energy \( T_p \). Although these asymptote to each other at \( E \gg m_p \), the assumption can have a non-negligible impact on the low-energy \( \gamma \)-ray spectrum for soft proton spectra \( \Gamma \gtrsim 2.5 \), where the low-energy protons contribute heavily. Since the cross-section falls off very rapidly below 1 GeV, this is negligible for the harder spectra of interest here. Remarkably, this cross-section is still not known to better than \( \pm 10-20\% \) near the pion production threshold of \( T_p = 280 \text{ MeV} \) up to a few GeV, resulting in an important systematic uncertainty when using the \( \gamma \)-ray spectra to probe the underlying spectrum of nuclear cosmic-rays, or vice
versa as is the case here. Until improved laboratory measurements are made available this remains a limiting factor in determining the global spectrum of diffuse Galactic protons using Fermi-LAT photon data \cite{306,307}. In this Appendix we demonstrate the systematic variations between four common models of the pion emissivity.

The first model we consider is the simple $\delta$-function approximation for the cross section\cite{302} as parametrized in Ref. \cite{308}; we then consider the three numerical models implemented in Galprop, which use cross-sections from Kamae et al (2006) \cite{309}, Dermer (1986) \cite{310}, and a combination model of Dermer (1986) near threshold and interpolated to Kachelrieß & Ostapchenko (2013) at higher energies \cite{311}, hereafter DKO.

The simplest estimate of the pion emissivity is obtained in the delta-function approximation, where proton-proton collisions are assumed to produce only pions and hence the well known inelastic cross-section is used as a proxy for the inclusive $\pi^0$ cross section and

\[
q_\pi(E_\pi) = \frac{n_H}{\kappa_\pi} \sigma_{pp}^{\text{inel}} \left( m_p + \frac{E_\pi}{\kappa_\pi} \right) \bar{j}_p \left( \sqrt{\left( m_p + \frac{E_\pi}{\kappa_\pi} \right)^2 - m_p^2} \right), \quad (6.11)
\]

with cosmic-ray proton density $j_p$, and with $\kappa_\pi \approx 0.17$ the mean fraction of the impinging proton kinetic energy transferred to the secondary $\pi^0$ per collision \cite{308}. This has been adjusted empirically to provide better excellent agreement with Monte Carlo simulations above a few GeV \cite{312}. We take the following approximation for the proton-proton inelastic cross section \cite{312} in millibarnes:

\[
\sigma_{pp}^{\text{inel}}(E_p) \approx (34.3 + 1.88L + 0.25L^2) \left( 1 - \left( \frac{E_{th}}{E_p} \right)^4 \right)^2, \quad (6.12)
\]
Figure 6.6: Model variations in the γ-ray spectral energy distribution for cosmic-ray proton spectra following (in black) a broken power-law spectrum with $\Gamma_1 = 2, \Gamma_2 = 3$, and $p_{br} = 30$ GeV (see Eq. (8.11)) and, in red, a flat power-law of index 2.82 representative of the ‘sea’ of Galactic protons.

where $L = \ln(E_p/1 \text{ TeV})$ and $E_{\text{th}} = m_p + 2m_\pi + m_\pi^2/(2m_p)$ is the pion production threshold, below which the inelastic cross section is zero. This provides a reasonable estimate for many cases, but as can be seen in Figure 6.6, it does not provide an adequate representation of the near-threshold behavior ($T_p \lesssim 1$ GeV). Besides integrating over the full range of proton energies (as opposed to approximating with a δ-function) the core...
difference between this simplified approach and the more sophisticated calculations is a
detailed parametrization of the inclusive production cross section and pion multiplicities
at low energies, and sometimes Monte Carlo interpolation at high energies.

Below a few GeV, light hadronic states decaying through $\pi^0$’s provide the main
contribution, primarily from the $\Delta(1232)$ resonance. As the proton energy increases,
heavier resonances become more important as well as secondary photons from $\eta$ decays.
The Dermer model includes the $\Delta(1232)$ using Stecker’s isobar model [303] at low-
energies with linear interpolation between 3 and 7 GeV to the scaling model of Stephens
and Badhwar [313]. We note that this model relies on cross-sections originally compiled
by Stecker in Ref. [314]. At higher energies, however, this model violates the Feynman
scaling hypothesis, where $E d\sigma/d^3p$ becomes independent of the center of mass energy
$s$ for $s \gg m_p^2$. Kamae et al [309] instead relies on parameterizations of Monte Carlo
simulations in addition to corrections for the $\Delta(1232)$, the $N(1600)$ cluster of resonances,
diffractive processes, non-scaling effects, and scaling violations which provides a better fit
to high-energy observations than Dermer. The mixed DKO [311] model used in Sec 8.2
combines simulation/parametrization approaches by interpolating to results from event
generator QGSJET-II at energies above 30 GeV providing a better fit to available high-
energy collider data. When fitting a proton spectrum to $\gamma$-ray data, Dermer provides
the best fit below 1 GeV, but underestimates the higher-energy spectrum. Kamae et al
has the opposite behavior, matching above 1 GeV, but overproducing photons below.
The mixed model provides good fits in both regimes, and hence is the model of choice
here.
In the top panel of Figure 6.6 we show in black the $\gamma$-ray spectrum resulting from the fixed broken power-law (BPLFix) model of Eq. 8.11 with $\Gamma_1 = 2$, $\Gamma_2 = 3$, and $E_{br} = 30$ GeV as well as the background Galactic protons in red following a flat power law with index $\Gamma = 2.82$ for each of the four models. Note that the relative normalization for each of the Galprop models is correct while the $\delta$-function case renormalized to match DKO at 2 GeV. In the lower panel we show the fractional variation in the spectral energy distributions of each model with respect to DKO. The two most important factors for an analysis of the Galactic center excess are the position and width of the spectral peak. The models which include the detailed low-energy characterization of Dermer produce the sharpest peak while that of Kamae et al is slightly broadened and peaks at 50% higher energy for the BPLFix model. This implies that the $\pi^0$ spectrum using Kamae et al requires slightly softer low and high-energy spectral indices than those of Dermer in order to match the GCE with a broken power law proton spectrum. Of general interest, but less importance to our analysis is the significant variation in the predicted Galactic background spectrum, where two distinctive peaks are seen in Dermer models compared to only one in the other two. It is clear that the $\delta$-function approximation does not accurately characterize the spectrum below $\approx 1$ GeV, and is hence not suitable for calculating spectra over GCE energies.

6.4 $\gamma$-rays from Inverse Compton Scattering (ICS)

Relativistic electrons transfer energy to photons in a process known as inverse Compton scattering. The ICS cross-section can be calculated from elementary QED.
Figure 6.7: Feynman Diagram for inverse Compton scattering. The incoming electron has high energy while the incoming electron is a low energy photon from the interstellar radiation field. The outgoing electron loses has only 10-30% of its initial energy while the outgoing photon is a high-energy gamma-ray (with $E \sim 70 - 95\%$ of the initial electron energy).

The angle averaged total cross section depends only on the incoming photon energy $E_{ph}$ and electron energy $E_e$ and is given by [302]

$$
\sigma_{IC} = \frac{3 \sigma_T}{8 \kappa_0} \left( 1 - \frac{2}{\kappa_0} - \frac{2}{\kappa_0^2} \right) \ln(1 + 2\kappa_0) + \frac{1}{2} + \frac{4}{\kappa_0} - \frac{1}{2(1 + 2\kappa_0)^2} ,
$$

(6.13)

where $\kappa_0 = E_{ph} E_e$, with both energies in dimensionless units of $m_e c^2$. In the non-relativistic case $\kappa_0 \ll 1$ this reduces to $\sigma_{IC} \approx \sigma_T (1 - 2\kappa_0)$. For $\kappa \gg 1$ we are in the ultra-relativistic Klein-Nishina regime where

$$
\sigma_{IC} \approx \frac{3}{8} \sigma_T \kappa_0^{-1} \ln(4\kappa_0).
$$

(6.14)

For a monochromatic bath of electrons in an isotropic photon bath, we can write the spectrum of outgoing gamma rays as

$$
\frac{dN(E_\gamma)}{dE_\gamma} = \frac{3 \sigma_T}{4 E_{ph} E_e^2} \left( 1 + \frac{z^2}{2(1 - z)} + \frac{z}{b(1 - z)} - \frac{2z^2}{b^2(1 - z)^2} - \frac{z^3}{2b(1 - z)^2} - \frac{2z}{b(1 - z)} \ln \left( \frac{b(z - 1)}{z} \right) \right),
$$

(6.15)

where $b = 4\kappa_0$ and $z = E_\gamma / E_e$. 215
For a power-law electron spectrum with index $\alpha$ scattering off of a monochromatic photon bath, this produces a power-law gamma-ray spectrum with index $\Gamma = (\alpha + 1)/2$ in the Thompson regime ($4E_{ph}E_\gamma \ll 1$) turning over to $\Gamma = (\alpha + 1)$.

More generally, this expression and Eqn. (6.14) can be integrated against the target radiation field energy density and electron spectrum to provide a full gamma-ray emissivity.

\[
\frac{dq_{\text{CS}}(\vec{r},E_\gamma)}{dE_\gamma} = c \int n_{ph}(\vec{r},E_{ph})n_e(\vec{r},E_e) \frac{d\sigma_{\text{IC}}(E_e,E_{ph},E_\gamma)}{dE_\gamma} dE_e dE_{ph}
\]

where $n_{ph}$ and $n_e$ are the differential ISRF and electron number densities. This emissivity must then be integrated along the line of sight and divided by $4\pi$ to obtain the flux density. Note that for diffuse sources, the $1/d^2$ reduction in flux is cancelled due to the increasing volume of the solid angle element.

There is little reason to do this analytically for anything other than simple power-law or blackbodies for the respective spectra. Galprop provides numerical codes for such an integration. Realistic target radiation fields for the Milky Way are discussed in Sec. 7.4. Even more generally, one may wish to take into account a fully anisotropic treatment of ICS [315].

A useful approximation for the energy of the outgoing gamma-ray is

\[
E_{\text{IC}} = 5 \, \text{GeV} \left( \frac{E_{ph}}{1 \, \text{eV}} \right) \left( \frac{E_e}{1 \, \text{GeV}} \right)^2.
\]

(6.17)
6.5 $\gamma$-rays from Electron Bremsstrahlung

The differential cross-section for an electron of energy $E_e$ to produce a bremsstrahlung gamma-ray with energy $E$ is given by [261]

$$\frac{d\sigma_i(E, E_\gamma)}{dE_\gamma} = \frac{3}{8\pi} \alpha_{em} \sigma_T \left\{ \frac{1 + \left(1 - \frac{E_\gamma}{E}\right)^2}{\phi_1} - \frac{2}{3} \left(1 - \frac{E_\gamma}{E}\right) \phi_2 \right\},$$

(6.18)

where $\phi_{1,2}$ are scattering functions dependent on the properties of the scattering system.

For a completely ionized gas plasma with charge $Z$

$$\phi^\text{ion}_1(E, E_\gamma) = \phi^\text{ion}_2(E, E_\gamma) = 4(Z^2 + Z) \left\{ \log \left[ \frac{2E}{m_e c^2} \left( \frac{E - E_\gamma}{E_\gamma} \right) \right] - \frac{1}{2} \right\},$$

(6.19)

For neutral atomic matter the scattering functions have a more complicated dependence, but are constant in the relativistic limit of interest.

$$\phi_1^\text{H} \equiv \phi_{1,ss}^\text{H} = 45.79,$$

$$\phi_2^\text{H} \equiv \phi_{2,ss}^\text{H} = 44.46,$$

$$\phi_1^\text{He} \equiv \phi_{1,ss}^\text{He} = 134.60,$$

$$\phi_2^\text{He} \equiv \phi_{2,ss}^\text{He} = 131.40,$$

(6.20)

$$\phi_{(1,2)}^\text{H} \sim 2 \phi_{(1,2),ss}^\text{H}.$$

The subscript $ss$ in this notation refers to the fact that this regime is usually called ‘strong-shielding’ because the atomic nucleus is screened by the bound electrons and the impinging $e^\pm$ have to force the shield.

Now we the emissivity is given by

$$\frac{dq\text{brem}(v \vec{r}, E_\gamma)}{dE_\gamma} = c \sum n_i(\vec{r}) \int n_e(\vec{r}, E_e) \frac{d\sigma_i(E_e, E_\gamma)}{dE_\gamma} dE_e$$

(6.21)
where \( n_i \) is the gas or ion density for species \( i \) and \( n_e \) is the differential electron number densities. This has units of \( \text{cm}^3/\text{s}/\text{GeV} \).

### 6.6 Synchrotron from High Energy Electrons

The synchrotron power (in erg \( s^{-1} \text{ Hz}^{-1} \)) emitted in a certain frequency \( \nu \) by an isotropic distribution of relativistic electrons with energy \( E \) in a uniform magnetic field is [261]

\[
\mathcal{P}_{\text{syn}}(\nu, E, \alpha) = \sqrt{3} \frac{e^3 B \sin \alpha}{m_e c^2} F(x) \tag{6.22}
\]

where

\[
x = \frac{\nu}{\nu'_c}, \quad \nu'_c = \frac{1}{2} \nu_c \sin \alpha, \quad \nu_c = \frac{3}{2\pi} \frac{e}{m_e c} B \gamma^2.
\]

Here \( B \) is the strength of the magnetic field and \( \alpha \) the angle between the line of sight and the magnetic field direction.

The synchrotron kernel \( F(x) \) is

\[
F(x) = x \int_x^\infty K_{5/3}(x') dx'
\]

where \( K_n \) is the modified Bessel function of the second kind of order \( n \). For a randomly oriented magnetic field the synchrotron power must be averaged over the pitch angle \( \alpha \):

\[
\mathcal{P}_{\text{syn}}(\nu, E) = \frac{1}{2} \int_0^\pi d\alpha \sin(\alpha) \mathcal{P}_{\text{syn}}(\nu, E, \alpha) \tag{6.23}
\]
which in the relativistic limit is equal to

\[ P_{\text{syn}}(\nu, E) = 2\sqrt{3} \frac{e^3 B}{m_e c^2 y^2} \left[ K_{4/3}(y)K_{1/3}(y) - \frac{3}{5} y \left( K_{4/3}(y)^2 - K_{1/3}(y)^2 \right) \right] \]  

(6.24)

with \( y = \nu/\nu_c \). Integrating this quantity over \( \nu \) yields the total power emitted by an electron of energy \( E \) in all frequencies, which reproduces the synchrotron energy loss term.

Next, the synchrotron emissivity has to be computed convolving the synchrotron power in eq. (6.24) with the number density of electrons per unit energy \( n_e(E, \vec{r}) \) (in cm\(^{-3}\) GeV\(^{-1}\)).

\[ q_{\text{syn}}(\nu, \vec{r}) = \int dE_e P_{\text{syn}}(\nu, E) n_e(E_e, \vec{r}) \]  

(6.25)

Finally, the observable in which we are interested is the intensity \( I \) of the synchrotron emission (in erg cm\(^{-2}\) s\(^{-1}\) Hz\(^{-1}\) sr\(^{-1}\)) from a certain direction of observation. This is obtained by integrating the emissivity of eq. (6.25) along the line-of-sight. Schematically:

\[ I(\nu, b, \ell) = \int_{\text{l.o.s.}} ds \frac{q_{\text{syn}}(\nu, \vec{r})}{4\pi} \]  

(6.26)

where \( r \) corresponds to the position of the parameter \( s \) along the line of observation with galactic latitude \( b \) and longitude \( \ell \): \( r(s, \ell, b), z(s, \ell, b) \)

\[ ^2 r(s, \ell, b) = s \sin b, z(s, \ell, b) = \sqrt{r_\odot^2 + s^2 - 2 r_\odot \cos b \cos \ell}. \]
Chapter 7

Precision Models of the Milky Way

7.1 Cosmic-Ray Source Distributions

Primary cosmic rays are believed to arise from \textit{in situ} shock acceleration of supra-thermal precursor ions and electrons. While, in principle, the source distribution depends on the species of interest, in practice, the vast majority of primary Galactic cosmic-rays are believed to originate in supernova remnants (SNR) and the source distributions of all species are typically taken to be identical, neglecting the significantly smaller contributions from millisecond pulsars and pulsar wind nebulae.

Currently, primary source distributions used in diffuse $\gamma$-ray emission modeling assume cylindrical symmetry about the Galactic rotation axis. Specifically, they (i) are spatially smooth and continuous distributions, (ii) utilize isotropic injection spectra, and (iii) are not time-dependent. It is remarkable that despite these drastic simplifications, these models reproduce most properties of the locally measured cosmic-ray
nuclei and electron spectra as well as the global spectrum and intensity of γ-rays. This provides good evidence that, on average, the cosmic-ray density in the Galaxy is reasonably smooth and uniform. On finer scales, however, these simplifying assumptions break down, as is likely to be true in the case of the significant rise in the local positron spectrum above 10 GeV [316, 317], which might point toward stochastic discrete sources in the vicinity of the Solar System. Simple three dimensional source distributions containing logarithmic spiral arms [274, 275] and a central bar [318, 319] have already been investigated in the context of cosmic-ray data. However, local cosmic-ray measurements are not sensitive to sources at the Galactic center. Gamma-rays provide a more granular probe of the three-dimensional cosmic-ray density, and the observed abundance of diffuse residuals along the Galactic plane highlight not only the difficulty of foreground modeling, but also rich ecosystem of astrophysical environments whose cosmic-ray physics deviate from the Galactic norm, with the Galactic center being the ultimate example.

### 7.1.0.6 Pitfalls of Previous Source Distributions

As a starting point, we delineate the four traditional cosmic-ray source distributions used in *Galprop*. Each is intended to approximate the true azimuthally averaged surface density\(^1\) of supernovae remnants and consist of either direct observations of SNR, Pulsars, or OB type stars. Most importantly for the current study, *three of them are strictly zero at the Galactic center, and all four underestimates the CMZ injection rate by more than a factor 20.*

---

\(^1\)The surface density here is defined as the three dimensional density integrated over the height (z-axis) of the Galaxy.
The first distribution, ‘SNR’, uses the direct observation of 178 SNR [22], of which 36 had reliable distance estimates. Distances to the remaining SNRs were estimated by fitting a model of radio surface-brightness to apparent diameter. The Galaxy was then divided into 2 kpc wide radial bins which were used to fit a gamma function,

\[ f(r) = \left( \frac{r}{r_\odot} \right)^\alpha \exp \left( -\beta \frac{r - r_\odot}{r_\odot} \right). \] (7.1)

In all Galprop models, the surface density is assumed to fall off as \( e^{-|z|/z_0} \) with \( z_0 = 0.2 \) kpc. Ref. [22] notes that although this form suggests the surface density is zero at \( r = 0 \), the data indicate that this is not correct, proposing an alternative functional form to describe the inner 16.8 kpc (this distribution is not used in Galprop).

\[ f(r) = A \sin \left( \frac{\pi r}{r_0} + \theta_0 \right) e^{-\beta r}. \] (7.2)

Notably, the statistical and systematic uncertainties on the central 0-2 kpc bin used to fit these distributions are 75% of the nominal value.

Since this 1998 study, the number of known SNR has now grown by almost 50% as have the number of reliable distance indicators, the calibration of surface brightness-distance relations and the understanding of selection effects. New distributions [23] have very recently become available, which are much more concentrated toward the inner Galaxy. However, as the Eq. (7.1) parameterization is still used, the models again neglect the Galactic center and still remain unsuitable for studies of the Galactic center region.

The next two distributions rely on the observed surface density of pulsars from Lorimer et al [24, 25] and Yusifov & Küçük [9]. Pulsars offer both a factor 5-10 improved
The final standard cosmic-ray source distribution is based on the observed surface density of 748 regions of OB star formation regions [26] and motivated by the long-standing connection [320, 321] between cosmic-ray sources (i.e. Type II supernovae) and OB star formation. Detection and distance measurements of these regions rely on CS(2 → 1) molecular line surveys. Near the Galactic center this method not only
suffers from poor kinematic resolution due to the vanishing LSR velocity, but CS(2 → 1) provides an unreliable tracer of massive star forming regions (SFR) in the unique GC environment \[322\]. For these reasons, the OB distribution of Ref. \[26\] explicitly indicates that their focus is on the Galactic disk and neglects all sources within 10° of the Galactic center. On its own, this distribution should therefore be excluded from future studies of the γ-rays at the Galactic center, though it is included here for completeness.

These traditional Galprop source distributions are plagued by two additional problems that are specific to the Galactic center region:

- The first issue is due to course binning and azimuthal averaging which blend together three structures: the CMZ, central bar, and gas depleted regions on either side of the bar (see Fig. 7.1 bottom panel, discussed below). Radial surface densities are derived by binning counts of SNR, pulsars, or OB stars in bins of $\Delta r \approx 1 - 2$ kpc. Between the CMZ ($r \lesssim 250$ pc) and the inner spiral arms (0.25-3 kpc) the Galaxy is largely devoid of gas and significant star formation. By area, the CMZ only represents 1-2% of the central radial bin and this depletion gap at larger radii strongly suppresses the resulting fitted source density at the GC. In reality, the source density should be sharply peaked over the CMZ and bar, whose semi-major axis is $\sim 3$ kpc and oriented within 20-40° to our line of sight \[200\] \[323\] \[199\]. This results in a projected central density of cosmic-ray sources which is much higher than reflected in current models.

- Second, high extinction and distance uncertainties toward the GC make both se-
lection effects and systematic uncertainties large. For example, pulsar dispersion measures only provide a reliable distance estimate when the free electron density along the line of sight is well known, and distance measures to OB star forming regions require kinematic resolution.

We have shown that the radial distributions of all current tracers of cosmic-ray sources are systematically biased toward zero in the Galactic center, primarily due to the fact that these studies have focused on large scale properties of the disk, and thus choose parametrization that explicitly force the source density to zero at $r = 0$. Additionally, the inherent observational, systematic, and statistical difficulties surrounding the Galactic center region make the reliable determination of the cosmic-ray injection rate from each existing tracer difficult. Furthermore, axial symmetry in the Galaxy is strongly broken by the central bar and spiral arms. These issues prompt the exploration of alternative models of primary cosmic-ray source distributions which more realistically reflect the geometry of the Milky Way and resolve scales below 1 kpc.

7.1.0.7 Primary Cosmic-Rays from Star Forming $\text{H}_2$ Regions

The connection between supernova and star forming regions is well known [320, 321]. The high-mass OB stars which precede Type II supernovae evolve on time scales of 10-30 Myr and thus produce cosmic rays on timescales similar to the typical $17 \pm 4$ Myr lifetimes of giant molecular clouds [324]. We therefore expect that a significant fraction of cosmic-rays in the Galaxy are accelerated in the vicinity of collapsed molecular clouds, and that the rate of cosmic-ray injection should be approximately proportional
Figure 7.1: **Top Left:** The azimuthally averaged surface density of cosmic-ray source distributions used in this analysis. The distribution of supernova remnants is taken from Ref. [22] (SNR CB98) and Ref. [23] (SNR G15). The Yusifov [9] and Lorimer [24, 25] distributions use pulsars as a proxy for supernovae remnants while the cosmic-ray injection morphology tracing OB Stars is taken from Ref. [26]. The best fitting cosmic-ray injection rate globally and in the inner Galaxy (with no GCE template) is an admixture with 80% of cosmic-rays tracing SNR and 20% tracing the molecular gas density ($f_{H_2} = 0.2$) according to the star formation prescription presented in Section 7.1.0.7 (with $n_s = 1.5$ and $\rho_c = 0.1$ cm$^{-3}$). All distributions have dimension of length$^{-2}$ and are normalized in arbitrary units to have the same integrated source count. Note that the H$_2$ distribution contains a strong Galactic bar and spiral arms making it highly azimuthally asymmetric, as seen in the bottom panel. **Top Right:** Cumulative source count versus radius from the Galactic center for a variety of $f_{H_2}$ values, as well as the axisymmetric SNR-CB98 and Yusifov pulsar models. Also shown are observations of the fraction of the Milky Way’s total cosmic-ray injection rate produced within the CMZ as computed from either the average star formation rate within the CMZ (F04 [27], YZ09 including an upper limit [28], I12 [29], L12 [30]) relative to the total Galactic SFR of $1.65 \pm 0.19$ M$_\odot$ yr$^{-1}$ [31], estimates of the fractional SNR occurring within the CMZ (C11 [32]), or the fraction of Wolf-Rayet stars contained in the CMZ (R14 [33]). The F04 marker should be placed at $r = 50$ pc, though this is below the resolution of our model. **Bottom:** The primary cosmic ray source distribution derived from our star formation model for increasing values of $f_{H_2}$ assuming a Schmidt index $n_s = 1.5$ and a critical density $\rho_c = 0.1$ cm$^{-3}$. The leftmost panel corresponds to the pure SNR [22] source model while the center panels are typical of models providing improved fits to the full-sky $\gamma$-ray data.
to the rate of star formation. Under these assumptions, we present a new primary source distribution based on high-resolution (~ 100pc) three dimensional density maps of H$_2$ and a simple model of star formation based on the local volumetric gas density.

At the most basic level, star formation rates are thought to be governed by the gravitational collapse of these clouds, with a characteristic free fall-time $\tau_{f.f.} \propto (\rho_{\text{gas}})^{-1}$. In the absence of feedback the star formation-rate should then be proportional to the gas infall rate $\dot{\rho}_* \propto \rho_{\text{gas}}/t_{f.f.} \propto G^{1/2} \rho_{\text{gas}}^{3/2}$. This relation is known as the Schmidt law [325].

On the other hand, the Kennicutt-Schmidt law [325] encapsulates the empirical observation that the surface density of star formation scales as a power law in the gas surface density with index $1.4 \pm .15$ [326]. If one assumes a constant scale-height for the gas disk, then the surface density and volume density are linearly proportional and the Kennicutt-Schmidt law is reproduced within 1$\sigma$ error bars on the power law index. Of course, this scenario is highly oversimplified and one can devise much more advanced models, particularly in the context of full magnetohydrodynamic simulations [327] where not only thermodynamic quantities are known, but effects such as radiative feedback, cooling, turbulence, processes can be included [328, 329]. This can significantly alter the relationship between the Kennicutt-Schmidt (surface density) power-law index and the Schmidt (volume) index $n_s$. In addition to the power-law relationship between the local gas density and the star-formation rate, star-formation is observed to terminate below a critical gas density $\rho_c$. In our cosmic-ray simulations, we adopt a phenomenological prescription which reproduces these essential features, setting the cosmic-ray injection
proportional to

\[ \dot{\rho}_{\text{CR}} \propto \dot{\rho}_s \propto \begin{cases} 
0 & \rho_{\text{H}_2} < \rho_c \\
\rho_{\text{H}_2}^{n_s} & \rho_{\text{H}_2} \geq \rho_c 
\end{cases}, \]

(7.3)

where the Schmidt-index \( n_s \) is allowed to vary between 1 and 2, and \( \rho_c = 0.1 \text{ cm}^{-3} \), consistent with numerical simulations and theoretical expectations \[327\]. In Section 8.1.3.1, we will show that our results are relatively independent of \( \rho_c \), except for extremely high values which are disfavored by our \( \gamma \)-ray results. One must also consider that the gas density in the Galaxy is evolving and may not reflect the distribution of cosmic-ray sources at past epochs. A benchmark diffusion rate for cosmic rays at the energies of interest for \textit{Fermi} \( \gamma \)-ray studies is, \( R_{\text{diff}} = 2\sqrt{D_0 t} \approx 3 \text{ kpc } t_{\text{Myr}}^{1/2} \) (assuming \( D_0 \sim 10^{28} \text{ cm}^2 \text{ s}^{-1} \)), where a few kpc is the scale at which non-axisymmetric structure in the Galaxy becomes washed out. A few Myr can also compared against the typical residence time of Galactic cosmic-ray protons, \( 10^7 - 10^8 \) yr (depending on the height of the Galaxy’s diffusion halo) \[330, 331\]. We should therefore expect that only a portion of cosmic rays should be represented by the current gas distribution and introduce a single additional parameter, \( f_{\text{H}_2} \), that controls the fraction of cosmic-rays injected according to the star formation prescription. The remaining fraction \( (1-f_{\text{H}_2}) \) is then distributed according to the SNR-CB98 model, which provides the best fit of the four traditional primary source distributions.

Because \( \text{H}_2 \) molecules possess no permanent dipole moment, observations of the local \( \text{H}_2 \) density instead employ observations of a tracer molecule, chosen here to be the \( ^{12}\text{CO}_{j=1 \rightarrow 0} \) transition line temperature, where the brightness temperature \( W_{\text{CO}} \).
is related to the H$_2$ column density via a conversion factor $X_{\text{CO}} = N_{\text{H}_2}/W_{\text{CO}}$. Theoretical and observational results indicate that $X_{\text{CO}}$ is subject to significant spatial and environmental variations, especially in the centers of star forming galaxies in the local group [332]. For simplicity, and to reduce the computational complexity of iterating solutions, we will assume a uniform value of $X_{\text{CO}} = 2 \times 10^{20}$ cm$^{-2}$ (K km s$^{-1}$)$^{-1}$ for propagation and cosmic-ray injection, while fitting the radial profile of $X_{\text{CO}}$ in $\gamma$-ray fits (see sec. 8.1.2.3). There is reasonable evidence for a significant suppression of $X_{\text{CO}}$ in the central few kpc [332, 40] and thus a suppression in H$_2$. In addition, CO does not provide an optimal tracer of H$_2$ in many cases. Nonetheless, it is the only H$_2$ related tracer with full sky coverage. These issues are discussed further in Appendix 8.1.8.1 and in several reviews [333, 334]. Here we will defer further study to future work, but one should keep in mind that the H$_2$ density in the inner few kpc of the Galaxy may be lower than modeled here, and thus our cosmic-ray injection rate may be suppressed. In contrast, we show that our best fitting models still slightly under-predict star formation in the CMZ relative to observations, a contradiction that points toward additional transport mechanisms near the Galactic center as explored in Section 8.1.5 and Appendix 8.1.8.1.

In the top-left panel of Figure 7.1 we show each of the cosmic-ray source distributions described above as well as the more recent SNR G15 parametrization [23]. We also show the azimuthal average of our proposed star-formation based model with 20% of sources distributed as $\rho_{\text{H}_2}^{1.5}$ and 80% following SNR CB98. This dramatically enhances the source density within the central few hundred parsecs and generally concentrates more sources in the inner Galaxy. Additionally, this method adds significant structures
like the clearly visible spiral arm from 3-5 kpc and gas depleted region from 1-3 kpc. Our global and inner Galaxy analyses in Sec. 8.1.3 will reveal this source distribution be strongly preferred compared with any of the previous four models.

The top-right panel shows the cumulative source count for our new models as a function of Galactic radius, for different values of $f_{\text{H}_2}$, with the $f_{\text{H}_2} = 0$ case corresponding to the SNR model. Also shown is the Yusifov pulsar model which contains the largest central source density of the axisymmetric distributions. Three of the markers shown (F04, YZ09 and I12, L12) are estimates of the CMZ star formation rate averaged over periods of at least several Myr [27, 28, 29, 30]. These have then been divided by recent estimates of the total Galactic star formation rate [31] to yield the fractional SFR of the CMZ. For the C11 marker, Ref. [32] estimates the supernova rate of the CMZ to be $2%^{+2}_{-1}$ of the Galactic total. Finally, the R14 marker estimates the fraction of Wolf-Rayet stars contained in the inner 500 pc of the Galaxy [33].

It is clear that the traditional models of primary cosmic-ray source injection severely underestimate the supernova rate of the inner Galaxy by at least a factor 20, while our best fitting proposed model ($f_{\text{H}_2} \approx 0.2$) lies just below the measured rate. In current diffusion models, the Galactic center region is highly calorimetric for both protons and electrons, and very high values of $f_{\text{H}_2} (\gtrsim 0.50)$ lead to over-luminous $\pi^0$ and inverse-Compton fluxes that are strongly disfavored by the $\gamma$-ray data. This seems to imply that cosmic-ray transport must be much more efficient near the Galactic center via some combination of strongly anisotropic diffusion driven by poloidal magnetic fields, or intense advective winds driven by either starbursts or activity from Sgr. A* [295, 39, 32].
We explore such scenarios in Sec. 8.1.4 and Sec. 8.1.5 below. In any case, only values of \( f_{H2} \approx 0.3 - 0.5 \) are compatible with observation, providing significant prior evidence that the cosmic-ray injection rate may be even higher than most of the models explored below. In what follows, we will show that models with large values of \( f_{H2} \) are also favored by \( \gamma \)-ray observations toward the inner Galaxy (\(|b| < 8^\circ \) and \(|l| < 80^\circ \)) and across the high-latitude sky (\(|b| > 8^\circ \)).

We have implicitly assumed that the star-formation rate (in \( M_\odot \text{ yr}^{-1} \)) is proportional to the supernova rate. However, some observations of stellar clusters near the Galactic center \([335, 336, 337]\) suggest that region may favor a top-heavy initial mass function (IMF). For IMF slopes \( 1 < \alpha < 2.35 \), the number of Type II SNe per unit star-formation can increase by up to a factor \( \approx 2 \), moving many of our SFR based lines upward. The RC14 marker is furthermore based on the relative population of Wolf-Rayet stars in the CMZ and Galactic disk. If the CMZ IMF has a slope \( \alpha = 1 \) (versus a Salpeter disk \( \alpha = 2.35 \)), the number of Type II SNe per WR star is reduced by a factor 2, moving the marker down by \( \sim 50\% \).

In the bottom panel of Figure 7.1 we show a top-down view of the Galaxy, plotting the surface density of cosmic-ray injection as \( f_{H2} \) is increased. The left panel corresponds to a pure SNR distribution, where the lack of cosmic-ray sources in the central Galaxy is readily apparent. As we increase \( f_{H2} \), the Galactic center becomes populated by CMZ sources while preserving the observed gas depleted regions above and below the Galactic bar (\(|y| \lesssim 3 \text{ kpc}\)). The Galactic bar and spiral arms become visible as well as many of the largest giant molecular clouds which harbor star-formation.
Figure 7.2: **Top:** The cosmic-ray proton and electron+positron fluxes, for several representative energies, along the line-of-sight to the Galactic center ($l = b = 0^\circ$) after propagation in Galprop. Light to dark lines show increasing $f_{\text{H}_2}$. The distributions are normalized at the solar position $x = 8.5$ kpc, $y = 0$, $z \approx 0$ as indicated by a red ‘+’. **Bottom:** Steady state cosmic-ray surface density for protons (left two columns) and electrons (right two columns) at representative energies for generating $\gamma$-rays over the Fermi-LAT band. The top row shows the case of $f_{\text{H}_2} = 0$ corresponding to the traditional axisymmetric SNR CB98 [22] source density while the bottom row shows the case of $f_{\text{H}_2} = 0.2$ which includes the proposed new source density model. A white ‘+’ indicates the solar position, where the cosmic-ray densities have been normalized to unity.
In each case, azimuthal symmetry is strongly broken and the model introduces a wealth of new structure into the simulations.

These new cosmic-ray injection models strongly alter the steady-state (after diffusion, energy losses and secondary production are accounted for) cosmic-ray populations in the Milky Way. In the top panel of Figure 7.2 we show the resulting steady-state cosmic-ray density from Galprop along the line of sight to the Galactic center. For both protons and electrons, we show representative energies as \( f_{H_2} \) is increased in our canonical diffusion model. In the bottom panel, we show the steady state surface density (integrated top-down through the Galactic disk) of cosmic-ray protons and leptons for a subset of cases with \( f_{H_2} = 0, 0.2 \) at 25 and 157 GeV.

Although much of the fine structure of the new source model is smoothed out by diffusion, the impact of an increasing \( f_{H_2} \) on the final cosmic-ray density is dramatic. In the case of protons, the energy dependence is predictably very small from 5 GeV up to 2 TeV due to the logarithmic energy dependence of proton cooling times. The central source density is very strongly enhanced over the traditional SNR model (\( f_{H_2} = 0 \)), which shows a significant ‘deficit’ in the central Galaxy. As was discussed in the above description of Figure 7.1, it is important to note that this does not represent a dramatic change in the total cosmic-ray power of the Galaxy due to the small relative volume of the inner Galaxy region. Also visible in the \( f_{H_2} = 0.2 \) case are features which break axial symmetry, including an elongated region of enhanced cosmic-ray density from the central bar and several large clouds to the north-west and south-east quadrants. More localized features are visible when looking at planar cross-sections of the Galaxy rather
than the full column density.

The distribution of leptons is more interesting. High energy electrons and positrons experience strong energy dependent \( (dE/dt \propto E^2) \) energy losses due to inverse-Compton and synchrotron cooling, which limit the diffusion radius to a size dependent on the local strength of the magnetic and interstellar radiation fields. These are strongest at the Galactic center and confine leptonic cosmic-rays on scales well below 2 kpc (under standard diffusion assumptions). The range of CRe densities at the Galactic center is stark, due to the peaked cosmic-ray injection sources within the CMZ and Galactic bar. For the SNR models, this region is systematically vacant due to the vanishing of cosmic-ray sources toward the Galactic center. Additional distinct clouds are also visible throughout the Galactic plane, particularly inside the solar circle.

The results above have two important implications for diffuse \( \gamma \)-ray emission modeling. First, many \( \gamma \)-ray analyses opt to use gas column-density templates as a proxy for the gas-correlated \( \gamma \)-ray emission. However, given that the cosmic-ray density can vary by much more than a factor of 2 along the line of sight (even in the \( f_{\text{H}_2} = 0 \) case) a simple gas column density template will not produce the correct emission morphology, and large residuals are likely to occur. Instead one should either allow for gas templates to vary in annuli around the Galactic center, or use a model of the cosmic-ray density along the line of sight to compute the full three-dimensional convolution of gas and cosmic-rays.

Secondly, one cannot arbitrarily increase the model’s cosmic-ray density without over-brightening the gas-correlated emission from the disk. This ‘cosmic-ray gradient
problem’ is well known [51, 11, 40], and even traditional source+diffusion models require $X_{\text{CO}}$ in the inner $\approx 2$ kpc to be a factor 5 lower than in the disk. Our new source distributions exacerbate this problem and we find that plausible CMZ injection rates are not reconcilable with the range of $X_{\text{CO}}$ measured in the centers of nearby spiral galaxies. Such issues can also be alleviated by efficient evacuation cosmic-rays from the inner few kpc via either enhanced anisotropic diffusion perpendicular to the disk or perhaps through high-velocity convective winds in the Galactic center (see Sections 8.1.4, 8.1.5, and Section 8.1.8.1).

An additional limitation of past and present models is that the spectrum of primary cosmic-ray injection is traditionally assumed to be homogeneous throughout the Galaxy, depending only on whether the injected particle is an electron or nuclear species. We emphasize that this is both theoretically and observationally known to be incorrect. Fermi measurements of several SNR [282, 283, 40, 284, 285, 286] expanding into dense molecular clouds provide direct evidence that cosmic-ray injection spectra at the energies of interest (1-100 GeV) can be very sensitive to environmental factors. Of particular importance at the Galactic center is the likely presence of ion-neutral damping [338, 279, 280, 281, 339]. When the upstream edge of supernovae shocks interacts with molecular clouds, ion-neutral collisions effectively damp a range of otherwise resonant Alfven waves, severely deteriorating particle confinement within a slab of momentum space and steepening the spectral index of protons and electrons by precisely one. The energy break for this softening depends strongly on environmental parameters [279]. This mechanism was studied in detail in the context of the Galactic center.
environment by two of the authors in Ref. [216], where it was shown that the corresponding $\pi^0$ emission can potentially reproduce the observed spectral features and intensity of the GCE. While we do test hardened CMZ injection spectra in Sec 8.1.5, we leave a detailed study of broken CMZ spectra to future work.

As a final note, we discuss the impact of our new source models on the predicted local cosmic-ray spectrum. As noted by Refs [275, 274, 318], both the primary and secondary cosmic-ray spectra depend mildly on the Solar System’s proximity to Galactic spiral arms, particularly for leptons where the spectra are hardened as one moves closer to the CR source. Comparing the traditional SNR distribution against our new model (with $f_{H2} = 0.2$), the proton and antiproton spectral indices are negligibly changed above 1 GeV. Below 1 GeV, measurements of the local interstellar spectra are strongly modulated by the heliosphere, but our models predict a $\approx 1\%$ hardening, well within measurement errors. The ratio $\bar{p}/p$ is enhanced by an about 7% between 10 MeV and 100 TeV, likely owing to the enhanced source density in the inner Galaxy which increases antiproton production through spallation. While this is not negligible, it is well within the systematic uncertainties since the ratio here will be directly sensitive to both the $X_{CO}$ profile of the inner Galaxy and to propagation conditions (namely the convection gradient, diffusion coefficient, and halo height). The positron fraction is hardened above 1 GeV, with a 1% enhancement at 1 GeV up to a 5% enhancement at 10 GeV. Thus our changes to the injection morphologies are fully compatible with local cosmic-ray measurements. We prefer also to remain agnostic about propagation conditions throughout the rest of the Galaxy, particularly in the Galactic center region.
For both of these reasons we do not further constrain our models based on cosmic-ray measurements.

### 7.2 Interstellar Gas Distributions

The distribution of interstellar gas in the Milky Way is typically described by a sum of contributions from three dynamically distinct components of hydrogen gas in molecular, atomic, and ionized phases. The former two overwhelmingly dominate the gas density near the Galactic disk, and are thus associated with the bulk of the $\gamma$-ray emission. This is the case even at high latitudes, where the Solar System is embedded near the center of a warm nuclear medium disk component and inside the Orion sub-arm of the Milky Way, as reflected by the inclined ring of molecular clouds and OB star-forming regions known as Gould’s belt. In the following sections we discuss the standard Galprop gas model, its complications specific to the Galactic center and inner Galaxy, and then describe our new implementation based on improved survey deconvolution techniques.

#### 7.2.0.8 Previous Gas Models

Previous studies of the Galactic center excess using Galprop have relied on the gas models described in full detail in Refs. [85, 342]. We will call this setup the ‘Galprop’ gas model [85, 342] and review the basic details here. The gas model assumes at first azimuthal symmetry using tabulated values for the radial dependence and exponential scale-heights, which are interpolated linearly from tables. These ‘analytic’ gas densities
are based on collections of surveys for HI [206, 207, 343], H$_2$ [344, 345, 323] and for HII based on the NE2001 free electron model [346, 211, 347, 218]. For the inner 1.5 kiloparsecs of the Galaxy, HI and H$_2$ are based on Ref. [323] which attempts to find a model which compromises across many observations of the inner Galaxy. The result consists of two primary disk components for both HI and H$_2$: a dense “Central Molecular Zone” (CMZ) approximately centered on the GC and aligned with the Galactic Plane, as well as a holed “Galactic-Bulge-disk” which is rotated at 13.5° counter-clockwise to the Galactic plane as well as having it’s major axis inclined ≈ 45° away from the line of sight. In Galprop models, this 3D distribution is azimuthally averaged and tabulated. Remarkably, we found that preserving the full three dimensional analytic gas model of Ref. [323] model resulted in only negligible differences to our gamma-ray analysis relative to the azimuthally averaged version.

At this point the Galprop model is complete for the purposes of cosmic-ray propagation – i.e. generating secondary cosmic-rays and ionization losses. Secondary hadrons represent only $\sim 10^{-4}$ of the nuclear cosmic-rays and are therefore unimportant to $\gamma$-ray studies. On the other hand, secondary leptons constitute a significant fraction of cosmic-ray leptons and their contribution to bremsstrahlung and ICS mildly sensitive to the gas distribution used for propagation. When generating gas correlated $\pi^0$ and bremsstrahlung emission, however, the impact is direct and the precise gas distribution is extremely important and one should renormalize the gas densities to survey data along each line-of-sight.

In most regions of the Galaxy, the distributions of HI and H$_2$ along a given line
of sight can be determined with good accuracy by using a Galactic rotation curve in combination with line Doppler shifts. For atomic hydrogen, the hyperfine transition at 21 cm provides a direct observable. The HI abundance is related to the observed brightness temperature by a single spatially-varying parameter: the hydrogen spin temperature $T_s$, defined as the localized excitation temperature for hyperfine splitting. Although several phases of $T_s$ exist in the interstellar medium, $\gamma$-ray studies typically adopt two values to bracket the uncertainties. Following Ref. [342], we choose $T_s \approx 150$ K and the optically thin limit $T_s \approx 10^5$ K. In the case of molecular hydrogen, the lack of a permanent dipole moment and the extreme excitation temperature for the quadrupole moment requires, instead, the use of a tracer gas. The $^{12}$CO($J = 1 \rightarrow 0$) transition line is related to the molecular hydrogen density through a $^{12}$CO $\rightarrow$ H$_2$ conversion factor $X_{\text{CO}}$. This factor is known to be spatially (environmentally) varying, and is poorly constrained in the inner Galaxy. However, the $X_{\text{CO}}$ conversion factor directly impacts the brightness of the Galactic disk. We reserve a dedicated discussion of $X_{\text{CO}}$ for Section 8.1.8.1.

When generating $\gamma$-ray emission in the Galprop gas model, the Galaxy is divided into non-uniform (usually 1-2 kpc wide) annuli around the Galactic center. CO maps are first converted into H$_2$ densities using input $X_{\text{CO}}$ values specified in 8.2 with power-law interpolation in radius. Next, varying the value of $X_{\text{CO}}$ in each ring until

---

2Most ionized gas, particularly the warm ionized component, is highly correlated with the density of free electrons, $n_e$. For a given survey velocity element, the intensity of hydrogen-$\alpha$ line is proportional to the emission measure given by $\int_{l,o,s} n_e(l,b,z)^2 dz$. This provides a possible method of indirectly determining the three dimensional ionized hydrogen density using Ho line surveys [348]. Although there exists a composite full-sky Ho map [449] constructed from three surveys [550, 551, 322], currently only the velocity integrated map is publicly available.

3One can also use higher level $^{12}$CO or $^{13}$CO transition lines under the additional assumption of a gas temperature which fixes the line ratios.
Table 7.1: Definitions of annuli used by our modified Galprop gas model and used during the 3-stage global $X_{\text{CO}}$ fitting described in Section 8.1.2.3. We also show the values of $X_{\text{CO}}$ used in Galprop for the PEB and Galprop gas models after iteratively fitting our canonical model. The actual fitted values of $X_{\text{CO}}$ (see Fig. 8.23) will differ between models, but the gas and source distributions induce the largest change. †We limit the input $X_{\text{CO}}$ of the innermost ring to the, but fitting in the inner Galaxy is allowed to go to zero and generally prefers very small values. In the outer Galaxy, the outermost ring is known to be highly biased and, in the case of the PEB gas model, fits in the inner Galaxy do not converge unless the initial input value of $X_{\text{CO}}$ is reduced. (see Sec. 8.1.8.1 for a discussion of the inner $X_{\text{CO}}$ values).

The optimal fit to $\gamma$-ray data is found (see Sec. 8.1.2.3). The number and spacing of annuli depends on the gas map versions, but for computational reasons and to limit the number of $X_{\text{CO}}$ fitting degrees of freedom we have merged 17 rings into 9, with radial boundaries given in Table 7.1. For a given latitude and longitude, the gas density integrated along the line of sight is then renormalized to survey data in each annulus. The Leiden-Argentine-Bonn survey [202] is used for HI with an angular resolution of $\sim 0.5^\circ$, while the Dame et al (2001) survey [200] is used for CO (H$_2$ by proxy) with approxi-
mately 0.25° resolution. These velocity cubes are combined with a rotation curve from Ref. [353] to assign each velocity measurement to a given annulus. We refer the Reader to Ref. [342] for additional survey and deconvolution details.

A final correction is applied to Galprop’s γ-ray gas models. Gamma-ray fits to the outer Galaxy [40, 342] \(r \gtrsim 10\) kpc are also known to be biased toward unphysically large \(X_{\text{CO}}\) values, possibly indicating a significant component of ‘dark-gas’: \(\text{H}_2\) which is not well traced by CO lines as well as residual atomic hydrogen due to the assumption of a uniform spin temperature. In order to correct for this, Grenier (2005) [209] pioneered the use of \(E(B - V)\) reddening maps from Schlegel, Finkbeiner & Davis (1998) (SFD) [208] to determine the total HI column density along each line-of-sight and generate a map of residual gas and dust that still emits in γ-rays. Ref. [342] applies a similar procedure in which a linear combination of CO and HI templates are subtracted from the SFD map in order to create a residual dust map. This residual is then distributed proportionally to HI. In regions of high-extinction, the amount of dust traced by \(E(B - V)\) cannot be reliably determined and the \(E(B - V)\) map is usually limited to a maximum reddening magnitude of either 2 or 5.

The Galprop γ-ray gas model is now defined and we show the resulting HI and \(\text{H}_2\) surface densities in the top row of Figure 7.3.

---

As our default gas map files we use the Galprop supplied rbands_co10mm_v2_2001_qdeg.fits.gz for CO and rbands_hi12_v2_qdeg_zmax1_Ts150_EBV_mag5_limit.fits.gz for HI. We also study the effect of changing the spin temperature and the magnitude cut on \(E(B - V)\) in Sec. 8.1.4, finding that the GCE is completely insensitive to either.
Figure 7.3: Top row: HI (left) and H$_2$ (right) gas column densities (integrated over the z-direction) for the Galprop gas model after renormalizing each line of sight to the survey column density in 17 deconvolved galactocentric annuli. Bottom row: HI and H$_2$ gas distributions in the PEB gas model. For HI, the hydrogen spin temperature assumed here was $10^5$ K and 170 K for Galprop and PEB, respectively, though it is allowed to vary in later fits. For H$_2$ we assume a constant CO $\rightarrow$ H$_2$ conversion factor $X_{CO} = 2 \times 10^{20}$ cm$^{-2}$ (K km s$^{-1}$)$^{-1}$ in this figure and when distributing primary cosmic-ray sources. For the generation of gamma-ray maps the value of $X_{CO}$ is allowed to float freely in 9 radial bins. Note that white regions are assumed to have gas densities of zero, -y corresponds to positive Galactic longitudes from the solar position at $x = 8.5$ kpc, and that the anomalous ring present in both maps between $R_\odot$ and the Galactic center with radius $R_\odot/2$ is an artifact of the velocity deconvolution.

7.2.0.9 Pitfalls of Previous Gas Models

If the cosmic-ray density were uniform throughout the Galaxy, the line of sight-distribution of gas would be irrelevant. However, as we will see in the next section,
substantial gradients exist in the cosmic-ray pressure which are likely to be strongest in
the Galactic center region. Therefore, the l.o.s. gas density is of the utmost importance
there. As currently implemented, there are several important pitfalls to the Galprop
technique which are specific to the GC region. These issues pervade all existing studies
of the GCE and should be considered when discussing systematic uncertainties due to
the choice of gas model.

1. Vanishing kinematic resolution: Line surveys sample the gas temperature as a
function of latitude, longitude, and velocity relative to the Solar System. In the
direction of the Galactic center and anti-center, gas is moving tangentially to the
line-of-sight, implying vanishing kinematic resolution. This leads to a distance
degeneracy along lines of sight near Galactic longitudes $l \approx 0$ and $l \approx 180$. In
the Galprop models, each annulus is linearly interpolated from the sides (averaged
over $\Delta l = 5^\circ$) between $|l| < 10^\circ$ and $|180 - l|^\circ$. The central annulus lies com-
pletely within the interpolated region, requiring a different procedure. For HI, it
is assumed that the central annulus has 60% more gas than the neighboring ring
while for CO all high velocity emission is assigned to the central ring as defined in
Ref. [342]. Finally, each pixel in interpolated region is renormalized to the total
survey column density.

2. Large central annulus: The innermost gas annulus extends from the GC to approx-
imately $r=1.8$ kpc. This is approximately $12^\circ$, containing nearly the entire GCE
region of interest. This implies that even after renormalizing the central region
to the survey derived column densities, the distribution along the line of sight is renormalized uniformly across the entire central region, even though strong CR gradients are expected across the inner 1-2 kpc, especially for CR leptons. As a result, a significant amount of structure near the Galactic center remains unresolved. This is particularly true in the case of HI, as seen in Figure 7.3 where the inner few kpc is essentially uniform and vacant. For H$_2$, a strong Galactic bar is present, but with uniform intensity on either side, rather than a gas depleted region as suggested by several references [323, 199].

3. **Kinematic distance ambiguity:** Two distances correspond to the same radial velocity in the entire inner Galaxy. A velocity deconvolution alone (without additional model inputs or absorption measures) cannot unambiguously assign gas to the near or far tangent point. In order to help alleviate the KDA generally – i.e. not only for resolving distances to specific molecular clouds [354] or HII regions [355] – one can incorporate additional model assumptions into the deconvolution procedure, using for example gas-flow simulations [199], or models of gas disk heights [201].

4. **Peculiar Motion and Velocity Dispersion:** Many gas clouds and the central Galactic bar have significant non-circular motion. If one can obtain independent distance estimates from e.g. absorption measures [354, 355], individual clouds can be repositioned in the gas survey. This requires a significant effort considering the large number of independent structures. Alternatively, one can model gas flow [199] in the inner Galaxy in order to kinematically resolve features with non-circular
motion. For large gas clouds, internal velocity dispersions of the gas can be a significant fraction of the bulk velocity and one needs to make assumptions about the shape and size of the cloud in order to assign the correct location.

7.2.0.10 New Gas Models

We introduce a novel gas model, which we have incorporated into the Galprop code version we use, which we refer to as the ‘PEB’ gas model, based on the improved velocity deconvolution performed by Pohl, Englemier, and Bissantz (2008) \[199\]. So far in the literature, the Galactic center excess has not been shown to be robust against alternative gas models other than varying $T_s \in [150 \, \text{K}, 10^5 \, \text{K}]$ and $\text{Mag}_{E(B-V)} \in [2, 5]$. As mentioned above, gas flow in the inner Galaxy gives rise to large non-circular motions which a pure velocity deconvolution cannot correctly reconstruct. PEB resolves this issue by employing smoothed particle hydrodynamics simulations of gas flow in a gravitational potential \[356\] containing 2 spiral arms and a strong central bar. The simulated gas velocity field can then be used rather than assuming pure circular motion. Not only does this more accurately resolve cloud orbits and the Galactic bar, but it provides kinematic resolution toward the Galactic center. Beyond the solar circle, the Galaxy is essentially in pure circular motion and simulations become less reliable. PEB therefore linearly interpolates between the gas flow model and pure circular motion between 7-9 kpc. Toward the anti-center, however, there is still no kinematic resolution and interpolation in longitude similar to the Galprop gas model is used between $160^\circ < l < 200^\circ$.

The starting survey data for HI \[202\] and CO \[200\] is the same as in the
Galprop gas model, although the deconvolution procedure itself is more sophisticated, iteratively determining the best fitting line-of-sight density distribution. We refer the Reader to Ref. [199] for details. The resulting gas datacube (in \((r,l,b)\)) is output at 100 pc resolution giving more than a factor 10 resolution improvement compared with the Galprop gas model, and correctly representing the structure of the Galaxy. For the HI map [341], a uniform spin temperature of 170 K was assumed. As we do not have access to the deconvolution codes, we renormalize the total column density on each line-of-sight to the Galprop maps of choice in order to approximately account for varying spin temperatures and to incorporate the SFD dust corrections from Ref. [209, 342].

Combining all of these methods, the PEB gas model makes substantial progress toward alleviating the deconvolution issues 1-4 above.

In the bottom row of Figure 7.3 we show the surface densities of HI and \(\text{H}_2\) for the PEB model (assuming a constant \(X_{\text{CO}}\)). The difference relative to the Galprop gas model is striking. The spiral arms and bar are very prominent and the gas depletion in \(0.3 \lesssim r \lesssim 3\) kpc surrounding the CMZ is readily apparent. In the case of the \(\text{H}_2\) map, many individual giant molecular clouds are visible in the inner and outer Galaxy which are completely neglected in the Galprop models. In both HI and \(\text{H}_2\) maps, a ring of radius and center \(R_\odot/2 = 4.25\) kpc are observed. These artifacts are due to forbidden velocities where no distance solution can be found. This gas is automatically placed at locations with the highest radial velocity and is likely to be an indication that the gas flow

\(^5\)Note that the SFD dust corrections are independent of the distribution of gas along the line-of-sight, and thus independent of the deconvolution procedure used. They are not, however, independent of spatial variations in \(X_{\text{CO}}\), since this changes to total column density of \(\text{H}_2\).
models partially underestimate the true gas velocity in the inner Galaxy \cite{199}. On the other side of the Galaxy kinematic resolution is lost beyond the solar circle for $|l| \lesssim 10^\circ$ and the gas density is underestimated. Given the thin disk and very large distance from the Sun, this will not strongly impact the inner Galaxy analysis, but may impact the Galactic center analysis where it makes up a portion of the background emission.

7.2.0.11 Additional Notes

(i) There are three additional three-dimensional survey deconvolution available in the literature. For HI and H$_2$, Nakanishi & Sofue \cite{201} assume circular motion, and resolve the kinematic-distance-ambiguity in the inner Galaxy by assuming a model of hydrodynamical equilibrium in order to describe the gas disk heights as a function of Galactic radius. This is essentially the same procedure used by Ref. \cite{357} for HI. While this does represent an improvement on the Galprop deconvolution procedure, it still assumes circular motion in the inner Galaxy and requires masking in a large region behind the Galactic center, making it unsuitable for $\gamma$-ray studies toward the Galactic center.

(ii) Several analyses of the GCE and Galactic center region have also used ultra-high-resolution gas templates as additional fit components. It is important to note, however, that template regression using gas column densities as a proxy for gamma-ray emission implicitly assumes that the cosmic-ray density is uniform across the entire projected volume of interest. At the Galactic center this is strongly violated and one should instead use a 3-dimensional model of gas and cosmic-ray pressure whenever possible and then
renormalize the modeled gamma-ray emission to their high-resolution survey according to the ratio of survey/analytic gas column densities as described above.

(iii) Within the past few years, our knowledge of dust has dramatically improved with integrated full sky dust maps from Planck [358] as well as three-dimensional maps of extinction ($A_v$) penetrating more than 10 kpc into the inner Galaxy and covering significant portions of the Galaxy [359, 360, 361]. An important next step to improving diffuse $\gamma$-ray emission models is the incorporation of this unprecedented data to resolve distance ambiguity in kinematically difficult regions by matching photometric dust measurements to CO maps, correcting for dust correlated with HI, and to use observed ‘$I_{\text{CO}} - A_v$’ relationships to determine $X_{\text{CO}}$ variations in the Galaxy based on extinction [362]. The maps of Ref. [361] provide a direct photometric probe and have coverage over most of the sky.

7.3 Galactic Magnetic Fields

Magnetic fields are ubiquitous throughout the Milky Way. They play a crucial role in cosmic-ray acceleration and propagation, including impacts on diffusion through magnetic turbulence (the diffusion tensor and energy dependence), propagating of MHD waves (reacceleration), and synchrotron energy losses. For our problem, magnetic field properties at all scales above $\approx 1$ pc are relevant. During acceleration, the presence and structure of turbulent, ordered, and random fields near the expanding SNR shock will impact the injected cosmic-ray spectrum, for example, from ion-neutral damping.
During propagation, diffusion is enhanced along ordered magnetic field directions while also being scattered off of the MHD turbulence, whose spectrum determines the energy dependence of the diffusion rate. The current state of the art grid resolution for the Milky Way is around 100 pc, and is thus not sensitive to scales below this other than through collective properties. The magnetic field strength and gas densities effect propagating MHD waves, and thus impact reacceleration.

Near the Galactic center, the model requirements become even more complex. The Central Molecular Zone (CMZ) contains the region $r < 300$ pc $|z| < 100$ pc which contains strong random magnetic fields on the order of $B \sim 100\mu$G along with a strong poloidal fields which can reach much higher strengths in isolated non-thermal radio filaments. The region is also very highly turbulent and gas rich, implying that both primary acceleration and diffusive reacceleration are likely to be significantly different from the disk. In current models of cosmic-ray diffusion, these fields are essentially neglected, and require higher resolution simulations before a proper implementation can be taken into account. For cosmic-rays injected by the central black hole, even stronger mG level fields may be at play within the central 10 pc. Future studies of the Galactic center excess, for example, should attempt to take into account more realistic GC magnetic fields and interstellar radiation fields, perhaps using adaptive mesh codes rather than grids to reach the required spatial dynamic range.

Practically speaking, the magnetic field models of the Galaxy have long been crude, employing a cylindrically symmetric magnetic field model

$$B(r, z) = B_0 e^{(R_\odot - r)/r_H} e^{-|z|/z_H},$$  \hspace{1cm} (7.4)
where $R_\odot = 8.5$ kpc is the solar radius, and $r_B$ and $z_B$ are the radial and vertical scale-lengths, typically taken to range from 5-20 kpc and 1-6 kpc respectively, and being only weakly constrained, while the magnetic field strength $B_0$ is typically on 3-10 $\mu$G.

Recently, more elaborate magnetic field models (see e.g. Ref. [364]) have been incorporated into the latest Galprop release [365], which may provide a promising avenue for describing more realistic spatially-varying and anisotropic diffusion. These effects include an enhanced diffusion constant along the magnetic field direction, as has been done before in studies of isotropic $\gamma$-ray emission [225].

Near the Galactic center, variations on the magnetic field strength and morphology can significantly impact the GCE spectrum [36], particularly for the new centrally concentrated source distributions described in Sec. 7.1. We present a study of these effects on the GCE in Section 8.1.4.

The best available constraints on Galactic magnetic fields are given by Faraday rotation measures and polarized synchrotron emission. These both involve taking line-of-sight integrals against free electrons, or electron cosmic-ray densities respectively, which carry their own uncertainties. Nonetheless, Ref. [365] constructs a multicomponent 3D model which is then fit to the data. For a free electron density $n_e(\vec{r})$, the rotation measure is given by

$$RM \approx 0.81 \int_{l.o.s.} \left( \frac{n_e(l)}{\text{cm}^{-3}} \right) \left( \frac{B_\parallel(l)}{\mu\text{G}} \right) \left( \frac{dl}{\text{pc}} \right)$$

and can be observed for a given source of true polarization angle $\theta_0$ which is rotated to $\theta = \theta_0 + RM \lambda^2$, where $\lambda$ is the observation wavelength. These measures are available
for almost 40,000 sources across the sky at several wavelengths, and provide reasonably good constraints on the line-of-sight parallel component of the magnetic field.

Polarized synchrotron radiation from non-thermal CR electrons provides sensitivity to the perpendicular component of the magnetic field.

\[ j_\nu \propto n_{\text{cre}} B_{\perp}^{(1+s)/2} \nu^{(1-s)/2} \]  \hspace{1cm} (7.6)

where \( s \approx 3 \) is the electron spectral index. Given a model of electron cosmic-rays calculated from e.g. Galprop, WMAP or Planck data can be used to fit the model.

The Galactic magnetic field model of Jansson & Farrar [365] consists of 21 parameters and 4 large scale components:

**Disk:** The disk includes Galactic radii from 3-20 kpc with a molecular ring from 3 < \( r < \) 5 kpc and a purely azimuthal field strength of about 0.1 \( \mu \text{G} \) and eight logarithmic spiral arms which subdivide the 5-20 kpc region and contain field strengths between -4 and 4 \( \mu \text{G} \) pointing along the spiral arms. Additional constraints are placed to conserve magnetic flux across the system. Vertically, the disk field decays exponentially with a scale height of about 0.4 kpc, and transitions into the halo component.

**Poloidal Halo:** The halo component is assumed to be axisymmetric and poloidal, forming an “X-shape” when projected onto our line of sight. The functional form is given in Ref. [365], but the strength and scale height are approximately 4.6 \( \mu \text{G} \) and 2.9 kpc respectively.
**Toroidal Halo:** The toroidal component is azimuthal with a strength of \(|B| \approx 1.1 - 1.4 \, \mu G\), and a large scale height of 5.3 kpc. The field is shut off beyond 10 and 17 kpc for the north and south lobes respectively.

**Striated Random Fields:** These fields are assumed to be random at small scales, but their overall intensity varies in striations which are aligned with the ordered field components.

In addition, there is a purely random field component which is observable via the total (unpolarized) synchrotron emission which follows the exponential form above with similar parameters and a strength of about 5 \(\mu G\).

Because this model is already implemented in galprop for synchrotron and energy losses, future 3D diffusion models should also implement reacceleration and full anisotropic inhomogeneous diffusion using the scaling discussed in Chapter 5.

### 7.4 Interstellar Radiation Fields

The interstellar radiation field is comprised of three main components, as described in detail in Refs. [366, 34]:

1. cosmic microwave background radiation (CMB),
2. starlight, which peaks in the optical band (Opt.), and
3. a far-infrared component (FIR) arising from dust-reprocessed starlight.

The galactic ISRF model currently in Galprop is modeled as axisymmetric
Figure 7.4: Galprop’s ISRF model at the Galactic center from Ref. [34]. Note that a photon energy is given by $E_{ph} = 1.24eV(1\mu m/\lambda)$.

(with the exception of logarithmic spiral arms), and is based on the distribution of stars in the Galaxy, a dust model (distribution and properties), and a model of scattering, absorption, and remission of starlight by the dust. The spectrum at the Galactic center is shown in Figure 7.4.

The stellar model is based on the model from Ref. [367] which includes 87 stellar classes which have a local number density, scale height, number density, and spectrum in several bands. Next, these are distributed in seven components including thin and thick disks, halo, bulge, bar, ring, and spiral arms. Notably in the Galactic center, while there is a bulge component which peaks at the Galactic center, the extremely bright central stellar populations are not modeled beyond this (see discussion below). The spectra are taken from spectral libraries. Dust modeling includes a variety of organic molecules.
whose grain sizes, abundances, and scattering properties can be found in Ref. [366]. The dust distributions are assumed to follow the Galprop model described in Sec. 7.2.

It is important to note the limitations of Galprop’s current ISRF model near the Galactic center. Current models are oriented toward reproducing the global ICS component and have not yet evolved to the point of adding in individual small scale Galactic structures. This includes contributions from the stellar populations and the corresponding dust reprocessed photons in the Central Molecular Zone, where additional radiation fields will directly steepen the radial profile of ICS emission over the inner few degrees of the Galactic center. These caveats should be considered when assessing the quality of diffuse models very close to the Galactic center.

Some groups have attempted recently to model the ISRF more empirically using massive stellar surveys and photometric dust maps. In Figure 7.5, we show compare the Galprop ISRF model to more recent developments [35], which have not yet been published or incorporated into Galprop. These reveal a much more strongly peaked ISRF in the Galactic center region and rely on new 3D photometric dust maps from Green et al [361], and fits of geometric and population parameters directly against Planck and IRAS infrared measurements as well as COBE NIR measurements for starlight. These reveal not only a stronger peak toward the Galactic center, but up to an order of magnitude increase in the central ISRF intensity.

Future modeling of the Galactic center excess depends sensitively on the ISRF, and we show throughout Sec. 8.1 that the ICS signal, which is directly proportional to the ISRF intensity, is highly degenerate with the Galactic center excess properties. In
Figure 7.5: Spectrum of the Galprop ISRF model at the Galactic center from Ref. [35].

In particular, the missing element is a peaked component over the inner few degrees. This could very well be due to ISRF mismodelling which, when corrected, will surely bring astrophysical models of the CMZ into better agreement with GeV gamma-ray data.
Part III

Indirect Detection Signals
Chapter 8

The GeV Galactic Center Gamma-Ray Excess

The Galactic center is a promising location to search for non-gravitational signals from particle dark matter such as gamma rays from dark matter pair annihilation. Any model for the density distribution of dark matter in the Galaxy predicts a high concentration of dark matter in the Galactic center, with a resulting large number density of dark matter particle pairs. Barring the possibility of a large, nearby dark matter “clump”, the Galactic center direction is the direction in the sky where the line-of-sight integral of the dark matter density squared is maximal. As a result, the Galactic center is the location where one of the brightest photon signals from dark matter annihilation is expected.

On the downside, the center of the Galaxy hosts a complex combination of “standard” astrophysical γ-ray sources. The region contains numerous resolved and
many unresolved γ-ray point sources; in addition, the diffuse Galactic emission is brightest in the center of the Galaxy, where the largest macroscopic concentrations of gas, cosmic rays and interstellar radiation energy density are found. This dense environment copiously sources γ rays from hadronic inelastic interactions as well as from inverse Compton scattering and bremsstrahlung. Such complex background structure can be hardly reconstructed from first principles, and non-trivial extrapolations and inference often, if not always, define how the predicted background emission is calculated.

The combination of such an appealing target with such a treacherous background has contributed to much debate about the existence and nature of excess γ-ray emission from the Galactic center region. Ever since the years of the EGRET telescope, claims of an excess diffuse γ-ray emission (extending even beyond the Galactic center) have been made \[368 \ 369\], and proved premature, with several groups proposing a Galactic cosmic-ray spectra differing from local values \[370 \ 371\]. The EGRET excess was subsequently shown to be systematic in origin, relating instead to a miscalculation of EGRET’s sensitivity above a few GeV \[372\], and was later shown to be conclusively unfounded \[373\] using data from the Fermi Large Area Telescope (LAT) \[231\].

Shortly after LAT data were made public, claims of a Galactic center Excess (GCE) have been put forward, pointing to differing particle dark matter properties (including the preferred mass, pair-annihilation rate, and annihilation pathway) depending on the background model employed in the analysis, see e.g. \[241 \ 242 \ 374\].

Several immediate issues have been raised following the identification of excess of γ rays over background and with associations to new physics. These include the
question of \(\gamma\)-ray point source modeling associated with the radio source Sgr A*, see e.g. [375, 376, 377, 378], and the role of unresolved populations of \(\gamma\)-ray emitters such as millisecond pulsars [379] (see however [15]).

One of the key elements in assessing the presence of a genuine \(\gamma\)-ray excess in the Galactic center region is, naturally, that of modeling \(\gamma\)-ray sources in the region. Critical to this is the role of unidentified point sources, including population models for unidentified source classes, and of sources whose spectrum and even source extension is unclear (for example the \(\gamma\)-ray counterpart to Sgr A*). A second key element is the diffuse \(\gamma\)-ray emission induced by Galactic cosmic rays. It has long been known [380, 373] that the key components of such emission, in the 0.1-100 GeV range are (i) hadronic emission from neutral pion decay produced by inelastic proton collision with the interstellar gas, (ii) inverse Compton up-scattering of background interstellar radiation by cosmic-ray electrons and positrons, and (iii) bremsstrahlung.

We review below how the two key ingredients to the background model employed to extract the Galactic center excess have been handled in the three most recent and comprehensive analyses. What we believe is a crucial point to make is that the general procedure, in those studies, has been to employ background templates that make crucial assumptions about the Galactic diffuse emission. It was pointed out in Ref. [381], that important systematic effects in extracting a diffuse \(\gamma\)-ray excess originate from neglecting the cosmic-ray density distribution and in utilizing templates where the diffuse hadronic emission, item (i) in the list above, follows the morphology of the target gas density. In the present study, we point out that (a) very little is known about cosmic
rays in the Galactic center region; that (b) more or less young populations of cosmic rays are likely to inhabit that region and to importantly contribute to the hadronic emission in a way that would be completely missed by a current template analysis; and, finally, that (c) such a population(s) is likely to source the claimed $\gamma$-ray excess.

Let us first briefly review three recent studies devoted to the Galactic center excess, Ref. [44], [45] and [43]. The study presented in Ref. [44] focuses on the $7^\circ \times 7^\circ$ region centered around the Galactic center (GC, $b = 0$, $l = 0$), and employs the recommended LAT Collaboration diffuse background model $\text{gal\_2\_yearp7v6\_v0}$ (we will comment below on the implicit assumptions included in this model), plus isotropic backgrounds, and known $\gamma$-ray sources in the second year Fermi catalogue (2FGL). The study confirms evidence for a spherically symmetric extended source, as obtained in previous studies [243], with a spectrum consistent both with emission from millisecond pulsars and with dark matter annihilation. Ref. [43] also attempts to assess systematic uncertainties in the background modeling, concluding that such uncertainty is in the vicinity of the 20% level. In a follow-up paper [382] by the same authors, 20 cm templates tracing the molecular gas distribution were added to the likelihood analysis and were found to significantly improve the fit while still robustly detecting an approximately spherically symmetric GCE counterpart.

The analysis of Ref. [45] also considers a region of interest of $7^\circ \times 7^\circ$ centered around the GC, and employs two choices for the energy range, photon source class, pixel size, and energy binning. Ref. [45] then fits a variety of templates to the observed $\gamma$-ray data. These templates include, in addition to point sources, the recom
mended Galactic diffuse emission model `gal_2yearp7v6_v0` and isotropic background model `iso_p7v6source`, a template (MG) that intends to map the bremsstrahlung emission associated with high-energy electrons interacting with molecular gas clouds as traced by the 20 cm radio map of the GC [292], a Galactic Center Excess (GCE) source, and a “new diffuse” component associated with a central stellar cluster, with varying spatial profiles.

The two key findings of Ref. [45] are that (i) an extended emission in the GC region associated with the GCE template is present with any combination of templates and with both choices for the pixel and energy binning etc.; and that (ii) the fluxes and spectra associated with both the $\gamma$-ray emission from the central point source Sgr A* and with the GC extended emission are significantly affected by the choice of the background model, especially in the low-energy range. The GC excess is found to have a spatial distribution consistent with a profile $\propto r^{-2.2}$.

The study of Ref. [43], which appeared less than 10 days after Ref. [45], focused on an “Inner Galaxy” region, which masks out the Galactic plane ($|b| < 1^\circ$) and includes a large region of several tens of degrees, and on a “Galactic center” region, defined by $|b| < 5^\circ$ and $|l| < 5^\circ$. Both studies use a novel cut on photon events based on the CTBCORE variable, producing higher resolution maps. In the “Inner Galaxy” analysis, Ref. [43] makes use of three templates (the Fermi collaboration `p6v11` Galactic diffuse model, an isotropic background and a uniform-brightness template matching the Fermi bubbles) plus a “dark matter” template of variable inner slope. In the “Galactic center” analysis, the templates used include a Galactic diffuse emission provided by the Fermi
collaboration (gal\_2yearp7v6\_v0, the same choice as Ref. [45]), a template tracing the 20 cm emission, along the lines of Ref. [45], an isotropic component, and all 2FGL point sources [247]. As in Ref. [45] it is found that the isotropic component needed to provide an optimal fit is considerably brighter than the extragalactic $\gamma$-ray background.

Ref. [43] indicates a strong preference for the existence of a Galactic center excess, and finds a similar preferred spatial distribution profile to Ref. [45] and, generically, a similar preferred spectral shape. Ref. [43] points out that the excess is approximately spherically symmetric. From both spectral and morphological considerations, Ref. [43] argues that a population of unresolved millisecond pulsars (MSP) in the relevant Galactic region is strongly disfavored. Also, as pointed out in Ref. [381], based on the population of resolved MSPs, the contribution from an unresolved population should account for less than $\sim 5 - 10\%$ of the $\gamma$-ray excess (see also [15]).

It is apparent that a central issue to the determination of the existence of any diffuse $\gamma$-ray excess is whether or not the background model for the Galactic diffuse emission accurately reproduces the expected $\gamma$-ray emission. All recent studies reviewed above employ a diffuse Galactic model recommended by the Fermi collaboration for use with Pass 7 LAT data [383]. Interestingly, the Collaboration explicitly (and in bold face) discourages the use of one the most recent such model for Pass 7 reprocessed data “for analyses of spatially extended sources in the region defined in Fig. 1”, a region which includes the Galactic center region (as noted in Ref. [43]). While the key concern is the inclusion, in the reprocessed data background model, of sources with extension more than $2^\circ$, it is also apparent that such background models are not designed with
the purpose of establishing the existence of a diffuse emission.

One of the key issues with using the diffuse model recommended by the Fermi Collaboration for the purposes of establishing a diffuse excess is the set of templates employed to reproduce the morphology of the hadronic and inverse-Compton Galactic diffuse emission. Employing gas column-density map templates to reproduce the diffuse γ-ray intensity entirely neglects the possibility of a significantly enhanced cosmic-ray abundance in the inner Galaxy, which almost certainly exists. Similarly, the inverse-Compton template is based, and sensitively depends, on specific choices for the input parameters in the Galprop code, most significantly source distribution, diffusive halo geometry and source spectrum (see e.g. [354]).

Other quite relevant issues with the Fermi Collaboration recommended diffuse model have been discussed and tackled in the recent studies of Ref. [45] and [43]. These include a component of bremsstrahlung emission corresponding, and traced by, molecular gas [45] [43]; a diffuse component with a density profile tracing the Milky Way Central Stellar Cluster [45]; and the so-called Fermi bubbles [43], whose intensity however quite likely deviates from the uniform-brightness assumption of Ref. [43].

With all the mentioned caveats in mind, in the present study we show that simple Galactic cosmic-ray models exist that naturally explain the observed excess, both in steady state and in burst scenarios. The origin of such cosmic rays is likely associated either with supernova remnants in the inner Galactic region, or with past activity of Sgr A*, or both. We demonstrate that there is no spectral or morphological preference for dark matter over such cosmic-ray models, whose existence in the inner Galaxy is more
than plausible. Based on Occam’s razor principle, we argue that the Galactic center excess finds a much more compelling interpretation in the context of cosmic-ray models for the inner Galaxy rather than in that of dark matter annihilation.

8.1 Steady State Cosmic Rays

Gamma-ray data from observations with the Large Area Telescope on board the Fermi Gamma-Ray Satellite (Fermi-LAT) have consistently indicated the presence of a bright, extended, and spherically symmetric excess coincident with the position of the dynamical center of the Milky Way (Galactic Center, hereafter GC) [241, 242, 374, 243, 44, 245, 45, 43, 385, 36, 42]. Most notably, Ref. [43] and [36] have obtained detailed determinations of the $\gamma$-ray excess, significantly improving our understanding of its spectrum and morphology, and including an assessment of possible systematic effects in extracting the spectral and morphological details of the excess. Using the current set of Galactic foreground models, the key features of the GC excess are as follows:

(i) A spectrum which peaks at a $\gamma$-ray energy of $\sim 2$ GeV, with a low-energy tail harder than generically expected from astrophysical $\pi^0$-decay;

(ii) A morphology which extends out to at least 10$^\circ$ away from the GC, with a 3D intensity falling as $r^{-2.2}$ to $r^{-2.8}$;

(iii) An approximate spherical symmetry throughout its spatial extent, and

(iv) An intensity peak centered on the dynamical position of Sgr A* to within 0.05$^\circ$.

The GC excess features listed above have attracted significant attention, in
part because of their consistency with predictions from simple models where the excess is explained by the pair-annihilation of dark matter particles (see e.g. [386, 387, 388, 389, 390]). Most notably, the excess is well fit by generic dark matter models with a dark matter particle mass of around 35–50 GeV and pair-annihilates to a quark-antiquark final state with a cross-section similar to that expected for a simple thermal relic, and a density profile similar to that expected from a Navarro-Frenk-White (NFW) [89] dark matter density profile that has undergone moderate adiabatic contraction due to baryonic effects [242, 374, 391, 386].

In addition to dark matter models of the GC excess, several astrophysical scenarios have also been posited as counterparts to the excess. These include the emission from a yet-undetected population of milli-second pulsars densely concentrated near the GC and throughout the Galactic bulge [379, 243, 392, 393, 394], or an outburst originating from the position of Sgr A*, of either hadronic [216] or leptonic [217, 47] origin. At present, these astrophysical models have produced fits to the γ-ray data which are of poorer quality than dark matter models [43, 36, 15], or which appear to be in strong tension with existing constraints, especially in the case of pulsar emission models [15, 395]. However, further investigation of these models is highly warranted, due to the high Bayesian prior on the existence of unknown astrophysical emission components in the unique GC environment. Intriguingly, recent studies have tentatively shown that the excess appears compatible with a collection of (unresolved) point sources rather than with a genuinely diffuse emission [396, 230], an observation which would favor e.g. a pulsar interpretations of the GC excess. Further analyses are clearly needed in order to
assess the robustness of this conclusion. In reality, an astrophysical interpretation of the Galactic center excess is likely to involve both cosmic-ray and pulsar contributions.

The detailed features of the GC excess are prone to large systematic uncertainties stemming from bright astrophysical diffuse emission which must be removed in order to determine the excess. It is important to note that the GC excess only accounts for approximately 10–20% of total emission within 10° of the GC, where the excess can be statistically observed. The majority of the γ-ray emission in this region of interest (ROI) instead stems from the collision of high-energy cosmic rays with the diffuse Galactic medium. Moreover, all existing studies of the GC excess rely on very similar (or in some cases identical) models for the diffuse Galactic background, thus increasing the likelihood of systematic errors associated with incorrect modeling of the astrophysical diffuse emission. In particular, the majority of studies \cite{243, 44, 43, 45} have utilized the diffuse emission models provided by the Fermi-LAT collaboration\footnote{The analyses of \cite{243, 44, 43, 45} employ gal\_yearp7v6\_v0.fits, while \cite{44, 43} employ the gll\_iem\_v02\_P6\_V11\_DIFFUSE.fit diffuse model for an Inner Galaxy type analysis.} While these models are based on a physically motivated model of the γ-ray sky, and should in principle provide accurate models for the diffuse Galactic γ-ray emission, these models are intended primarily to maximize the sensitivity of Fermi-LAT searches for γ-ray point sources in regions far from the GC. Thus, the Fermi-LAT team has, in some cases, added non-physical extended emission templates in order to reduce extended astrophysical excesses.

We note that several studies of the GC excess have utilized alternative models for the astrophysical diffuse γ-ray emission. The earliest studies, e.g. Ref. \cite{241, 242, 374}
utilized simple background subtraction models which assumed that the astrophysical γ-ray emission was either planer, or directly traces the molecular gas density in the GC region. More recent analyses, e.g. Ref. [36, 42] have utilized diffuse emission models based on the Galprop cosmic-ray propagation code, but have typically assumed that the cosmic-ray propagation parameters near the GC region are identical to those which best fit cosmic-ray data in the solar neighborhood. This introduces a similar problem as models utilizing the Fermi-LAT diffuse emission models, where the physical modeling of the GC is based on analyses tuned to fit residuals far from the GC region.

In Ref. [397] we showed that improving the physical modeling of the Galactic diffuse emission can dramatically affect the nature, and possibly the very existence, of the GC excess. In particular, in Ref. [397] we pushed the envelope of current physical models for diffuse Galactic γ rays in two distinct but complementary directions, producing:

(i) a 3-dimensional modeling of cosmic-ray propagation, and
(ii) a 3-dimensional and up-to-date choice for the Galactic gas density distribution combined with physical models for the morphology of cosmic-ray injection sources.

Specifically, we postulated that cosmic-ray injection traces regions of star formation, which is, in turn, traced by the observed molecular hydrogen (H$_2$) density distribution via Schmidt laws.

The key results of our study are that:

(1) diffuse emission models of the full sky strongly favor a cosmic-ray injection distribution that includes a counterpart to star-forming regions, and

(2) the features of the GC excess are significantly affected by the choice of the
cosmic-ray source distribution. In particular, we found that postulating 20-25% of the cosmic-ray injection to trace the distribution of H$_2$ regions improves the global fit to the observed $\gamma$-ray data, while also suppressing the GC excess and distorting its spherical symmetry. However, we note that the GC excess is still present in the best-fit models focused toward the inner Galaxy.

In this Section, we examine the parameter space of models which utilize H$_2$ as a tracer of cosmic-ray injection, and determine the degeneracies between the ensemble of diffusion scenarios and the properties of the $\gamma$-ray excess in various regions of interest. Our key results show that in all cases, $\gamma$-ray data toward the inner Galaxy and Galactic center statistically favor models with 10% to 15% of cosmic-ray sources tracing H$_2$. Notably, all fits to the $\gamma$-ray data near the GC prefer the existence of a GC excess component. However, both all-sky $\gamma$-ray fits and the observed star formation rate near the Galactic center prefer a larger fraction of H$_2$ distributed sources. Depending on one’s confidence in these as Bayesian priors on the source distribution, we find that the intensity, morphology and spectrum of this emission component change considerably under different assumptions for the astrophysical diffuse $\gamma$-ray emission model. Finally, the preferred Galactic diffuse emission models that include physically-motivated cosmic-ray injection sources are observed to produce a significant population of low energy ($\lesssim 30$ GeV) electrons and protons, giving rise to a bright sub-GeV $\gamma$-ray emission. We find that such emission is naturally suppressed in the presence of high-velocity winds emanating from the Galactic center region – a result which brings $\gamma$-ray observations into considerably better agreement with multi-wavelength observations indicating the
existence of a strong Galactic wind \[32, 298, 294, 297, 295, 298, 296, 299, 398\]. We explore the interplay between the many diffuse emission processes and scenarios in the GC region in great detail, and produce an astrophysical diffuse emission model which substantially enhances our understanding of this complex region of the sky.

The outline of this Section is as follows. We then describe a set of reference benchmark models (Section 8.1.1) before delving into a detailed comparison of our newly-proposed diffuse models with $\gamma$-ray data from the Fermi telescope (sec. 8.1.2). The results of our study, especially in connection with the features of the Galactic center excess, are given in Section 8.1.3 while Section 8.1.7 summarizes and concludes. We also present additional details on the $X_{\text{CO}}$ conversion factor toward the inner Galaxy (8.1.8.1), the ROI dependence of the fit results (8.1.8.2), a comparison to the Gaussian CMZ models of Ref. [399], fits of the Galactic center excess over 10 sky segments from Ref. [36], and stability of the Galactic center results when using the 1FIG point source catalog [42]. Codes and model files associated with this project are discussed in Appendix A.1. Details of the propagation, source injection, and gas models are given in Sections 5.2, 7.1 respectively.

8.1.1 Benchmark Models

Throughout this Section we consider three benchmark models and the effects of varying individual parameters within those models. First, we adopt reference Model A (hereafter ‘Mod A’) from Ref. [36] which performs better than the P7V6 and P6V11 Fermi diffuse models over a $40^\circ \times 40^\circ$ ‘inner Galaxy’ region of interest centered on the GC. The
Galprop parameters are quite typical for diffusion models, with the possible exception of an elevated convection gradient $dv/dz = 50 \text{ kms}^{-1}$. Given the intense star formation toward the inner Galaxy, such values are not unreasonable when focusing on the Galactic center region. Furthermore, the cosmic-ray electron population is approximately doubled compared to the locally measured $e^-/p$ flux, and the Opt.+FIR ISRF density is enhanced by $\approx 40\%$ over the Galprop value. Originally this model uses a step function for the $X_{\text{CO}}$ gradient taken from Ref. [40], though here we have refit the radial $X_{\text{CO}}$ profile to more fairly compare against our modified models. This results in a significantly better overall $\chi^2$, but does not strongly impact any of the other GCE results below, including our profiles of fit quality versus $f_{\text{H}_2}$.

Next, we consider a set of “ Canonical” models which take advantage of the improved features discussed above. Most importantly, the models incorporate our new source distribution with a fraction of the cosmic-ray injection tracing $f_{\text{H}_2}$. For propagation (energy losses and generation of secondary species) we use Galprop’s analytic gas model. When generating $\gamma$-rays from $\pi^0$ or bremsstrahlung, we use Galprop’s standard (survey renormalized) gas maps assuming a hydrogen spin temperature $T_s = 150 \text{ K}$ and a reddening cut such that $E(B-V) \leq 5$ magnitudes. We have also verified that varying these assumptions within the model space of Ref. [342] does not change the primary results below. Compared with Mod A, these models also possess a slightly smaller diffusion halo height, no convective wind, and a larger diffusion constant. Of less importance is the higher spatial resolution in the plane of the Galaxy, 3D diffusion, lower Opt.+FIR ISRF and a smaller vertical magnetic field scale-height. The Canonical models were
roughly optimized by hand and provide a better fit globally compared to Mod A. The model parameters are summarized in Table 8.1. Below we will consider the $f_{\text{H}_2}$, $n_s$, and $\rho_c$ parameter space which most intensely impacts the properties of the Galactic center excess. In Section 8.1.4, we will also study the effect of varying global diffusion parameters on both the global fits and on the Galactic center excess.

### 8.1.2 Gamma-Ray Analyses

In order to compare our new diffuse models against Fermi $\gamma$-ray data, we employ three distinct maximum likelihood template regressions (See Sections 4.1 and 4.3). We first perform a ‘global’ $\gamma$-ray analysis over three regions (inner, outer, and local Galaxy) which collectively cover the entire sky and are used to fit the radial dependence of the CO $\rightarrow$ H$_2$ conversion factors $X_{\text{CO}}(r)$. It is necessary to refit $X_{\text{CO}}$ in this analysis due to the re-distribution of cosmic-rays and due to the variations in propagation parameters. A major benefit of global fits is the ability to statistically assess the quality of the global diffusion model rather than focusing solely on the Galactic center region. Although it is possible that diffusion in the Galactic center deviates radically from the rest of the Galaxy, it can be instructive to interpret the global likelihood (as well as the CMZ star formation rate) as a Bayesian prior toward conditions near the Galactic center, and to check that our new models remain compatible with the broader Galactic $\gamma$-ray emission.

The second analysis concerns the inner Galaxy, a 40° square region of interest centered on the Galactic center with the plane ($|b| < 2°$) masked. For this purpose we have precisely reproduced the ‘inner Galaxy’ analysis of Calore et al (2015) [36] which
Table 8.1: Summary of Galprop parameters for our Canonical model and Mod A from Ref. [36]. *See Section 7.1.0.7 for additional details on the Star formation parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Units</th>
<th>Canonical</th>
<th>Mod A</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_0$</td>
<td>cm$^2$ s$^{-1}$</td>
<td>$7.2 \times 10^{28}$</td>
<td>$5.0 \times 10^{28}$</td>
<td>Diffusion constant at $R = 4$ GV</td>
</tr>
<tr>
<td>$\delta$</td>
<td>0.33</td>
<td>0.33</td>
<td></td>
<td>Index of diffusion constant energy dependence</td>
</tr>
<tr>
<td>$z_{\text{halo}}$</td>
<td>kpc</td>
<td>3</td>
<td>4</td>
<td>Half-height of diffusion halo</td>
</tr>
<tr>
<td>$R_{\text{halo}}$</td>
<td>kpc</td>
<td>20</td>
<td>20</td>
<td>Radius diffusion halo</td>
</tr>
<tr>
<td>$v_a$</td>
<td>km s$^{-1}$</td>
<td>35</td>
<td>32.7</td>
<td>Alfvén velocity</td>
</tr>
<tr>
<td>$dv/dz$</td>
<td>km s$^{-1}$ kpc$^{-1}$</td>
<td>0</td>
<td>50</td>
<td>Vertical convection gradient</td>
</tr>
<tr>
<td>$\alpha_p$</td>
<td>—</td>
<td>1.88 (2.39)</td>
<td>1.88 (2.47)</td>
<td>$p$ injection index below (above) $R = 11.5$ GV</td>
</tr>
<tr>
<td>$\alpha_e$</td>
<td>—</td>
<td>1.6 (2.42)</td>
<td>1.6 (2.43)</td>
<td>$e^-$ injection index below (above) $R = 2$ GV</td>
</tr>
<tr>
<td>Source</td>
<td>SNR</td>
<td>SNR</td>
<td></td>
<td>Distribution of $(1 - f_{\text{H}_2})$ primary sources*</td>
</tr>
<tr>
<td>$f_{\text{H}_2}$</td>
<td>—</td>
<td>0.20</td>
<td>N/A</td>
<td>Fraction of sources in star formation model*</td>
</tr>
<tr>
<td>$n_s$</td>
<td>—</td>
<td>1.5</td>
<td>N/A</td>
<td>Schmidt Index*</td>
</tr>
<tr>
<td>$\rho_c$</td>
<td>cm$^{-3}$</td>
<td>0.1</td>
<td>N/A</td>
<td>Critical H$_2$ density for star formation*</td>
</tr>
<tr>
<td>$B_0$</td>
<td>$\mu$G</td>
<td>7.2</td>
<td>9.0</td>
<td>Local ($r = R_\odot$) magnetic field strength</td>
</tr>
<tr>
<td>$r_B, z_B$</td>
<td>kpc</td>
<td>5, 1</td>
<td>5, 2</td>
<td>Scaling radius and height for magnetic field</td>
</tr>
<tr>
<td>ISRF</td>
<td>—</td>
<td>(1.0,.86,.86)</td>
<td>(1.0,.86,.86)</td>
<td>Relative CMB, Optical, FIR density</td>
</tr>
<tr>
<td>$T_s$</td>
<td>K</td>
<td>150</td>
<td>150</td>
<td>Hydrogen spin temperature</td>
</tr>
<tr>
<td>$E(B - V)$</td>
<td>mag</td>
<td>5</td>
<td>5</td>
<td>Reddening cutoff for SFD correction</td>
</tr>
<tr>
<td>$dx, dy$</td>
<td>kpc</td>
<td>0.5, 0.5</td>
<td>1 (2D)</td>
<td>x, y (3D) or radial (2D) cosmic-ray grid spacing</td>
</tr>
<tr>
<td>$dz$</td>
<td>kpc</td>
<td>0.125</td>
<td>.1</td>
<td>z-axis cosmic-ray grid spacing</td>
</tr>
</tbody>
</table>

is used to characterize the extended GCE emission without significant bias from the Galactic plane.

Finally, the immediate vicinity around the Galactic center is very complex and depends sensitively on bright point sources which must be simultaneously fit to the
diffuse GCE component. This ‘Galactic center’ analysis is based on that of Daylan et al (2015) [43], but extends the window to a larger 15° square ROI.

We notice that the key differences with respect to previous studies of the Galactic center excess are (i) the inclusion of $X_{\text{CO}}$ fitting, (ii) global likelihood results, (iii) the first analysis of the GCE using Fermi’s Pass 8 dataset, and (iv) the use of the new Fermi 3FGL source catalog [116]. Below we describe the individual analyses in succession before presenting the overall analysis results.

8.1.2.1 Data Selection

In our analysis we employ 360 weeks worth of Fermi data using the recent Pass 8 release. We select front+back converting photons in the P8R2\_CLEAN event class (evclass=256, evtype=3) using Fermi ScienceTools v10r0p5. Earth limb contamination is mitigated using a zenith angle cut $\theta \leq 90^\circ$, which has been updated from the Pass 7 standard $\theta \leq 100^\circ$. We use gtmktime with the standard filters DATA QUAL>0 & LAT CONFIG==1 & ABS(ROCK ANGLE)<52.

We note that Pass 8 provides an approximately 25% increase in effective area over Pass 7. Combined with additional exposure time this provides $\sim 50\%$ increased statistics compared with Ref. [36], as well as more accurate instrumental response functions.

For analyses of the extremely dense Galactic Center ROI our event selection is identical except that we examine only events which convert in the front of the Fermi-LAT instrument, providing an enhanced angular resolution for this analysis (evclass=256,
8.1.2.2 Additional \( \gamma \)-ray Templates

In Chapters 5 and 6, we described Galprop’s diffuse emission components (\( \pi^0 \), bremsstrahlung, and ICS) arising from the sea of Galactic cosmic-rays interacting with interstellar matter and radiation. However, there are several additional \( \gamma \)-ray components arising from individual point and extended sources, collections of sub-threshold extragalactic sources making up the Isotropic Gamma-Ray Background (IGRB), as well as new diffuse components such as the Fermi Bubbles [11], and possibly from an additional Galactic center excess (GCE) template.

- **Point Sources (PSC):** The contribution of point sources in each of our \( \gamma \)-ray analyses is based on Fermi’s 4 year third point source catalog, 3FGL [116], including the 13 extended sources. In the Global and Inner Galaxy analyses the spectrum and normalization of each source is fixed to the 3FGL values and the finite angular resolution of the Fermi-LAT is taken into account by smearing photons according to the precise energy dependent point spread function (PSF). Although changes to the fore/background diffuse model will inevitably change the spectrum and flux of 3FGL sources, refitting sources with the new diffuse model introduces a problematic number of degrees of freedom over the large regions of interest here. We instead fix sources to their 3FGL values and rely on adaptive masking [36] to reduce bias from mis-modeled point sources.

In the Galactic center analysis, we utilize the 3FGL catalog, and include all point
sources within 18° of the Galactic Center. We allow any point source to vary freely in normalization if \(|\ell|, |b| < 8^\circ\), which combined with our diffuse models leaves us with 81 degrees of freedom. We note that allowing the point source normalizations to float freely in each small energy bin makes our fits independent of the global 3FGL spectral shape. We have additionally tested point source distributions based on the recently released 1FIG catalog [42], and found that the addition of these point sources has no impact on the results presented in this section, a result we show in Appendix 8.1.8.5.

- **Isotropic Gamma-Ray Background (IGRB):** In theory, the IGRB template is composed only of the population of unresolved, extra-galactic γ-ray emitters, a distribution which should be roughly isotropic throughout both the IG and GC ROIs. However, due to relatively small ROIs employed in each analysis, the IGRB template may also absorb any diffuse emission of Galactic origin which appears relatively isotropic throughout the inner Milky Way (e.g. diffuse Galactic γ-ray emission from nearby sources). While the spectrum and intensity of the “true” IGRB is well constrained by observations far from the Galactic center region, the same is not true of the effective IGRB (which includes Galactic contributions), and the degeneracy between these components must be carefully treated in order to correctly model and subtract the IGRB component. In the Global analysis, the spectrum of all components is fixed and we use the *Fermi collaboration’s* most recent determination of the IGRB spectrum [225], choosing Galactic foreground
Model A\textsuperscript{2} Like our constructed GDE models, this Model A assumes isotropic diffusion parameters throughout the Galaxy, but does not differ substantially from the IGRB spectrum inferred using alternative foreground models. As detailed in previous GCE studies \cite{43, 36}, the isotropic spectrum and flux are poorly constrained over the small ROI of the inner Galaxy analysis. We therefore opt to use the prescription of Ref. \cite{36} whereby an external $\chi^2_{\text{ext}}$ is imposed to constrain the isotropic spectrum within it’s uncertainties \cite{225} as determined from the larger regions of interest (the entire sky in this case). This takes the form

\begin{equation}
\chi^2_{\text{ext}} = \sum_i \left( \frac{\phi_i - \bar{\phi}_i}{\Delta \phi_i} \right)^2
\end{equation}

where $\phi_i$ is the flux in energy bin $i$ and $\bar{\phi}_i$ and $\Delta \phi_i$ are the mean and standard deviation of Ref. \cite{225}'s IGRB Model A. However, in the Galactic center analysis, we employ a much smaller ROI, making it difficult to avoid contamination of the isotropic background by numerous diffuse Galactic sources. This is particularly true at low energies where the instrumental point spread function is large. In this case, we allow the normalization of the isotropic background to vary freely in each energy bin without an external $\chi^2$ cost imposed. However, we will also show results produced when this template is fixed to the parameters of the physical isotropic background emission.

- **Fermi Bubbles:** The flux and spectrum of the Fermi bubbles is assumed to be spatially uniform over the region defined in Ref. \cite{11} with more recent corrections

\textsuperscript{2} This is not to be confused with our benchmark Galactic diffuse emission model ModA from Calore et al (2015) \cite{30}. In all following sections, mention of ModA will always refer to the latter GDE case.
made near the Galactic plane [10] which are shown in Figure 8.1. We do not model the North and South Lobes independently. Similarly to the isotropic template above, we impose the spectrum from the latest Fermi Collaboration paper [226]. For the Global analysis, the spectrum is fixed (but not the overall normalization), while in the inner Galaxy, the spectrum is constrained to the form of Eq. (8.1).

In the Galactic Center analysis the spectrum is allowed to float freely due to our relatively poor understanding of the Fermi bubbles in regions close to the Galactic center. We also examine scenarios where the Fermi bubble spectrum and intensity are fixed to their values far from the Galactic center, and find that our treatment of the Fermi bubbles has a negligible impact on our results of the Galactic Center analysis.

- **Galactic Center Excess:** Motivated by numerous studies observing an excess in \( \gamma \)-rays spherically concentrated around the Galactic center [241, 242, 374, 243, 44, 245, 45, 43, 385, 36, 42], we add and examine the properties of an additional template built to model this emission. Motivated by the reasonable fit provided by dark matter models to the morphology of the excess, we produce an additional template with a global morphology described by the integral over the line of sight of the squared Navarro-Frenk-White (NFW) density profile [89], which has a three-dimensional density profile given by Eqn. (9.1).

Based on several fits to the data, our Canonical model employs an inner slope of \( \alpha = 1.05 \), which is shallower than the NFW profile used in previous studies [36, 43].
Figure 8.1: The new Fermi bubbles template [10] used in this analysis is shown in red, and extends throughout the Galactic center region. The previous template versions [11] are shown by white contours. Also shown are the bounding windows for the inner Galaxy analysis (gold) and Galactic center analysis (green).

as well as a scale radius of $r_s = 20$ kpc. In Section 8.1.3.5 we scan over different values of the inner slopes and ellipticity, in order to determine the resilience of this excess component to changes in the diffuse modeling.

8.1.2.3 Global Analysis and $X_{CO}$ Fitting

After utilizing Galprop to generate the energy-dependent $\gamma$-ray morphology of each astrophysical model component (excepting the NFW profile and Fermi-bubbles), we construct the diffuse model by fitting the radial variations of $X_{CO}$. Galprop outputs $\pi^0$ and bremsstrahlung templates in 9 radial annuli (defined in Tab. 8.2) for each of the gas components HI, HII, and H$_2$. Given the strong degeneracy between the gas-correlated $\pi^0$ and bremsstrahlung components, we merge the two into a single $\pi^0 +$
1.25 × bremsstrahlung template for each annulus and each gas component. Next, we merge the HI and HII annuli into a single template whose total normalization is freely varied. The H$_2$ rings are kept separate in order to fit the $X_{\text{CO}}$ conversion factor for each annulus. ICS emission in \texttt{Galprop} is comprised of the cosmic microwave background, optical, and far-infrared components which have their relative normalizations fixed by the model under consideration. The total ICS normalization, however, is left free. The point source template has normalizations and spectra fixed to 3FGL values. The overall normalizations for the Fermi-bubbles and isotropic component are allowed to vary with constraints from the external $\chi^2$ described above.

Photons are spatially binned into an equal area \texttt{Healpix} [224] grid with $n_{\text{side}} = 256$, providing a spatial resolution of $\sim 0.23^\circ$. Spectral binning follows the recipe of Ref. [36] consisting of four linearly spaced bins between 300-500 MeV, with $n_{\text{bins}} = 20$ additional bins between $E_{\text{min}} = 500$ MeV and $E_{\text{max}} = 500$ GeV whose edges are defined recursively by,

$$E_{j+1} = \left( E_j^{1-\Gamma} - \frac{E_{\text{min}}^{1-\Gamma} - E_{\text{max}}^{1-\Gamma}}{n_{\text{bins}}} \right)^{\frac{1}{1-\Gamma}},$$

for $j \in [0,1,\ldots n_{\text{bins}}]$. This spacing provides an equal number of photons in each bin for a power-law spectrum with index $\Gamma$. A hard index of $\Gamma = 1.45$ is chosen to balance loss of statistics and unreasonably large bin widths at high energies [36].

Next, each diffuse emission component is smoothed by a Gaussian kernel to

\footnote{For the diffuse models in Ref. [36], a $\pi^0$ to bremsstrahlung ratio of 1:1.25 was found to minimize the absolute value the residuals. This precise ratio is not important even when fixed in the Galactic center analysis where the bremsstrahlung template is normally allowed to float independently. For the Global and Inner Galaxy analyses, combining these templates both improves convergence and allows us to fit a single value of $X_{\text{CO}}$ for each H$_2$ ring.}
approximate the LAT PSF in a computationally efficient manner. For each energy bin, the width of the Gaussian is set to the 68% containment radius of the actual PSF, computed by averaging the PSF over the bin, weighted by the spectrum of Fermi’s P8R2 diffuse Galactic background model. We confirm previous findings [36, 400] that the details of smoothing the diffuse emission components are not important for the inner Galaxy analysis.

For a given region of interest we use Minuit to minimize the $\chi^2$ in three fitting regions as defined by,

$$
\chi^2 \equiv -2 \ln L + \chi^2_{\text{ext}}
$$

$$
= 2 \sum_{i,j} w_{i,j} (\mu_{i,j} - \theta_{i,j} \ln \mu_{i,j}) + \chi^2_{\text{bub}} + \chi^2_{\text{IGRB}}.
$$

Here $\theta_{i,j}$ is the observed number of photons in energy bin $i$ and pixel $j$. The model flux $\mu_{i,j}$ is the normalization weighted sum of all model templates. In the Global analysis, the spectrum of all Galprop derived templates is fixed and only the total normalization over all energy bins is varied. The $\chi^2_{\text{ext}}$ terms constrain the spectrum of the Fermi bubbles and isotropic components. Ref. [36] developed the weighting coefficient $w_{i,j}$ which allows for adaptive source masking based on the ratio of the point (or extended) source flux.

Fermi’s PSF has substantially longer tails than a Gaussian function and one can more accurately implement the PSF by performing a spherical harmonic transform, re-weighting the coefficients, and performing the inverse transform. Unfortunately, this is only accurate if the PSF is much larger than the Healpix angular size ($\approx 0.23^\circ$) or the Healpix resolution is first up-sampled, reweighted, and downsampled, which is computationally expensive. Maps for individual point sources are still calculated using the precise Fermi PSF.\footnote{See https://seal.web.cern.ch/seal/MathLibs/Minuit2/html/ and its Python interface, iMinuit http://iminuit.readthedocs.org/en/latest/ for further information.}
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$\mu_{PSC}^{i,j}$ to the diffuse flux $\mu_{BG}^{i,j}$,

\[
w_{i,j} \equiv \left[ \left( \frac{\mu_{PSC}^{i,j}}{f_{PSC}\mu_{BG}^{i,j}} \right)^{\alpha_{PSC}} + 1 \right]^{-1}.
\] (8.4)

Here $f_{PSC} = 0.1$ and $\alpha_{PSC} = 5$ determine the point source masking threshold and transition rate from masked to unmasked pixels [30].

With the statistical framework and templates defined, we now determine the value of $X_{CO}$ for each molecular ring. In order to avoid bias from the bright Galactic plane emission, we perform subsequent fits over three sky regions as was done in Ref. [342]. A major benefit of this method is the ability to assess (via likelihood ratio tests) the quality of our new diffuse models not just in the Galactic center, but also in independent regions of the global sky. We refer to these regions as global-local, global-outer, and global-inner as defined below and summarized in Table 8.3. Annuli are defined in Table 8.2.

1. **Local Ring:** As we are embedded inside the local H$_2$ gas ring, the local value of $X_{CO}$ is well determined by high-latitude emission which is not influenced by emission along Galactic plane. We therefore fix all of the H$_2$ rings except for the local ring 7 to their Galprop defaults and fit to the full high-latitude sky $|b| > 8^\circ$, allowing the IGRB, Bubble, $\pi^0$+bremsstrahlung, and ICS templates to vary.

2. **Outer Rings:** There are two H$_2$ rings in the outer Galaxy. We fix the normalizations of the Ring 7 and isotropic templates to the global-local values and proceed to fit $X_{CO}$ in the outer two annuli over the region $|b| < 8^\circ$, $|l| > 80^\circ$.  
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3. Inner Rings: Rings 7-9 are now fixed and the 6 remaining H$_2$ rings may be fit in
the ‘Global Inner Galaxy’, defined by the region $|b| < 8^\circ$, $|l| < 80^\circ$. The Fermi
bubbles extend to $|b| \approx 50^\circ$ and are better constrained by high-latitude fits than in
the Galactic plane. We therefore fix their normalization to the value determined
in the global-local fit.

<table>
<thead>
<tr>
<th>Ring Number</th>
<th>Radius [kpc]</th>
<th>Fit Region</th>
<th>$X_{\text{CO}}$ [cm$^{-2}$ (K km s$^{-1}$)$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0 – 2.0</td>
<td>Inner</td>
<td>$1.00 \times 10^{19}$†</td>
</tr>
<tr>
<td>2</td>
<td>2.0 – 3.0</td>
<td>Inner</td>
<td>$8.42 \times 10^{19}$</td>
</tr>
<tr>
<td>3</td>
<td>3.0 – 4.0</td>
<td>Inner</td>
<td>$1.61 \times 10^{20}$</td>
</tr>
<tr>
<td>4</td>
<td>4.0 – 5.0</td>
<td>Inner</td>
<td>$1.73 \times 10^{20}$</td>
</tr>
<tr>
<td>5</td>
<td>5.0 – 6.5</td>
<td>Inner</td>
<td>$1.72 \times 10^{20}$</td>
</tr>
<tr>
<td>6</td>
<td>6.5 – 8.0</td>
<td>Inner</td>
<td>$1.74 \times 10^{20}$</td>
</tr>
<tr>
<td>7</td>
<td>8.0 – 10.0</td>
<td>Local</td>
<td>$8.61 \times 10^{19}$</td>
</tr>
<tr>
<td>8</td>
<td>10.0 – 16.5</td>
<td>Outer</td>
<td>$4.29 \times 10^{20}$</td>
</tr>
<tr>
<td>9</td>
<td>16.5 – 50.0</td>
<td>Outer</td>
<td>$2.01 \times 10^{21}$</td>
</tr>
</tbody>
</table>

Table 8.2: Definitions of gas annuli used during the 3-stage global $X_{\text{CO}}$ fitting described
in Section 8.1.2.3. The right column shows the iteratively determined ‘seed’ $X_{\text{CO}}$ values
which are input to Galprop before discretely $\gamma$-ray fitting the rings to each model.

When generating $\gamma$-ray skymaps, Galprop uses power-law interpolation to de-
termine $X_{\text{CO}}(r)$ from a discrete set of $X_{\text{CO}}$ values. The final model is therefore somewhat
sensitive to the initial input values unless one iteratively determines $X_{\text{CO}}$ by feeding the
fitted values back into \texttt{Galprop} until convergence is reached [342]. In our high-resolution three-dimensional simulations, however, this approach is computationally expensive. Because \( X_{\text{CO}} \) is most strongly effected by the gas and source distributions, we choose to iterate our Canonical model four times. These values are then used as the input \( X_{\text{CO}} \) for all other models and are listed in Table 8.2. Finally, we sum the \( X_{\text{CO}} \) renormalized \( \text{H}_2 \) rings and add them to the HI+HII template (whose normalization is determined by the global-inner fit) to obtain a single map for \( \pi^0 \) and bremsstrahlung which can be used in the Inner Galaxy or Galactic Center analyses below.

8.1.2.4 Inner Galaxy Analysis

In order to model the region of the sky near the Galactic center, we define an \textit{inner Galaxy} analysis comprised of a \( 40^\circ \times 40^\circ \) window centered on \( l = b = 0^\circ \), but with latitudes \( |b| < 2^\circ \) masked out in order to avoid bias from the bright and complex Galactic plane. The choice of a \( 40^\circ \times 40^\circ \) ROI balances the specificity of the model for the Galactic center against the ability to fit model components far away from regions where there may be a significant GCE contribution.

The analysis details for the inner Galaxy are identical to the global analysis with several important exceptions:

(i) each free component is now fit bin-by-bin in energy, allowing for a model independent determination of the spectrum based solely on the emission morphology;

(ii) a single \( \pi^0 + 1.25 \times \) bremsstrahlung template is used for all the gas correlated emission; and
(iii) we consider fits with and without a GCE template to assess the significance of a new spherical component.

The inner Galaxy analysis is thus an exact replica of Ref. [36], but using Pass 8 data and instrument response functions (versus Pass 7) as well as the 3FGL catalog (versus 2FGL). Other than point sources, every template is free to vary in each energy bin, with the Fermi bubbles and IGRB constrained by $\chi^2_{\text{ext}}$.

8.1.2.5 Galactic Center Analysis

To model the $\gamma$-ray intensity and spectrum in regions very close to the GC (15° × 15° centered on the GC with no latitude mask), we utilize the Fermi-LAT tools to bin photons into 300×300 angular bins and 30 logarithmically spaced energy bins between 300 MeV and 300 GeV. We place photon selection cuts which are identical to all previous analyses in this section, with the exception that we select only events which convert in the front of the Fermi-LAT detector. We utilize the gtsrcmaps toolset to convolve all 81 model components with the Fermi-LAT PSF in each energy range, using a minimum bin size of 0.01° to calculate each source model. By producing the sourcemaps on an angular scale much smaller than our analysis scale, we avoid errors in the determination of steeply sloped emission profiles such as the NFW template in regions very close to the GC.

We then utilize the gtlike algorithm to calculate the best fitting normalization of each model component, fixing the spectra of each source at their default values within
the very small energy bins chosen for this study. We then calculate the resulting spectra of each emission template from the ensemble of normalizations calculated for each energy bin, and utilize \texttt{gtmodel} to determine the emission model and calculate the LG(L) of our fit to the \(\gamma\)-ray data. In some simulations (noted throughout the text) we add a 2\(^{\circ}\) latitude mask into the Galactic Center analysis. This is done by masking the output of \texttt{gtsrcmaps}, setting both the \(\gamma\)-ray data and model fluxes to 0 within a given ROI. During the calculation of the likelihood function by \texttt{gtlike}, the pixels within the mask have no weight in determining the best fitting model parameters. We have tested that this strategy produces consistent results and introduces no errors into the fitting procedure. In simulations constraining the dark matter density profile and ellipticity of the NFW profile, we bin the Fermi-LAT data into 150\(\times\)150 angular bins in order to decrease the computational time, and have tested that this change has no significant effect on our results.

8.1.3 Results

The diffuse emission models and methodology adopted here can be employed to address a wide variety of questions. For example, the specificity of our models to the Galactic center region make them ideal for studies of the Fermi bubbles, and the three-dimensional nature of our models makes them ideal for studies of the contribution of the spiral arms to the locally observed cosmic-ray population.

However, for the remainder of this section, we will study the impact of our improved diffuse emission models on the existence, spectrum, and morphology of the
Galactic center γ-ray excess (GCE). In this context, we also present the relevant results from the full-sky global analysis, which can be useful to inform our parameter choices, and to establish the quality of these new models.

In the following sections, we first examine the parameter space of our star-formation model, studying the resulting changes to the global diffuse γ-ray emission as well as the impact of these models on the Inner Galaxy and Galactic center ROIs and GCE properties. For the interested Reader, we quickly note the key results of our analysis:

1. Larger values of $f_{\text{H}_2}$ enhance the central population of cosmic rays. The CMZ electron population in particular, produces an approximately spherical, extended, and sharply peaked ICS halo surrounding the Galactic center. Depending on the value of $f_{\text{H}_2}$, this feature is highly degenerate with the bulk properties of the GCE.

2. When we consider only the Galactic diffuse emission model in the analysis (i.e. no GCE template), a value of $f_{\text{H}_2} \approx 0.1 - 0.2$ is strongly preferred by the data. Notably, larger ROIs prefer larger values of $f_{\text{H}_2}$; the best fit is $\sim 0.1$ in the Galactic Center analysis, and $0.2$ in both the Inner Galaxy analysis and the full-sky analysis.

3. Models with $f_{\text{H}_2} \approx 0.1 - 0.2$ still substantially underpredict the observed CMZ star formation rate (cf. Sec. 7.1). In addition, the the global-inner and global-local analyses very strongly prefer $f_{\text{H}_2} \approx 0.2 - 0.4$. How the results below are interpreted depends strongly on the relative weights of these priors (toward large $f_{\text{H}_2}$) pitted against the statistical preference toward lower $f_{\text{H}_2}$ provided by the nar-
rower inner Galaxy and Galactic center ROIs. At present, the large unknown systematics of the region, and the potential for missing model elements obfuscates an objective statistical assessment of the two possibilities. We therefore present both interpretations:

(a) When a diffuse model utilizing a value $f_{H_2} \approx 0.2$ is imposed in the Inner Galaxy analysis, it greatly affects the spectrum and morphology of the GCE, and decreases the intensity of the GCE component by approximately a factor of 3. In particular, for the Inner Galaxy ROI, we observe a marked degeneracy between the emission attributable to the $\gamma$-ray excess, and diffuse emission models. On the other hand, the GCE is relatively robust in the Galactic center analysis due to two major effects:

(i) the bright residual component within two degrees of the Galactic center which is not well fit by diffuse emission models (but is masked from the Inner Galaxy analysis), and

(ii) the smaller ROI allows the normalization of diffuse emission components to float more freely in the Galactic center analysis compared to analyses of the Inner Galaxy ROI.

(b) For all models, both the Inner Galaxy and the Galactic Center, the inclusion of a GCE template remains statistically preferred compared to diffuse emission models that do not include a GCE component. In these models the best fit value of $f_{H_2}$ is reduced to approximately 0.1 in both the Inner Galaxy and Galactic
Center analyses, and the normalization of the excess is reduced by only a factor of \( \sim 33-50\% \) in the Inner Galaxy analysis (and remains unchanged in the Galactic Center analysis). However, the spectrum and morphology of the GCE template can still be significantly altered by these relatively modest values of \( f_{\text{H}_2} \), in some cases producing an unphysically hard spectrum. This appears to be a result of the GDE model becoming too bright below 1 GeV near the Galactic plane, and indicates the need for further enhancements in the diffuse emission modeling.

4. It is difficult to further reduce the residual GCE emission by varying standard diffusion parameters. In order to reconcile the large expected cosmic-ray injection rate of the CMZ with the observed \( \gamma \)-ray data, one must reduce the number of cosmic-ray electrons below \( \sim 30 \) GeV. We find that a hardened CMZ injection spectrum cannot explain the troublesome low-energy spectrum and morphology. The remaining option is advection-dominated transport out of the CMZ. The addition of a strong Galactic center wind (i) improves the low-energy \( \gamma \)-ray fit, (ii) helps to reconcile CMZ injection rates with already oversaturated \( \pi^0 \) emission near the Galactic center (see Appendix [8.1.8.1]), and (iii) prefers larger values of \( f_{\text{H}_2} \) – which better match observed CMZ injection rates – in models with and without a GCE component.

At this point our analysis offers two distinct possible interpretations – one with a significant GCE component and one without. If one applies the full sky analysis of \( f_{\text{H}_2} \) and adopts a strong a priori preference for \( f_{\text{H}_2} \approx 0.2 \) or higher in the Inner Galaxy
and Galactic center analysis, then the large scale emission from the GCE component is significantly mitigated, and the GCE may be interpreted as a symptom of mismodeling of the diffuse emission outside the inner-few degrees surrounding the Galactic Center. In this interpretation, some residual component is still necessary in the inner few degrees surrounding the GC, but as significant systematic uncertainties exist in this region, its interpretation would be unclear. On the other hand, one may argue that the best-fit value of $f_{H_2}$ in the spiral arms should not be correlated to the value of $f_{H_2}$ near the Galactic center and that the current CMZ injection rate lies below that of the long term average. In that case, the fit should allow the value of $f_{H_2}$ and the normalization of the GCE template to float freely in the fit, and our results indicate that the full log-likelihood fitting strongly prefers a lower value of $f_{H_2}$ along with a significant GCE component.

Ultimately, Galactic diffuse emission modeling toward the Galactic center remains a difficult and open problem whose complete, physical solution is only in its infancy. We aim here to highlight the degeneracies between the astrophysical diffuse emission and any putative dark matter emission sources, present an up-to-date analysis of the GCE in this context, and discuss avenues for improved GDE models in the Galactic center region. In these state-of-the art, yet still “simplified” models, the GCE remains an important emission component, and we will study the morphology and spectrum of the GCE in great detail using both the Galactic center and Inner Galaxy analyses. We will then study the impact of global diffusion parameters on the GCE residual, focusing especially on how they reshape the new CMZ electron cloud. CMZ specific solutions are then discussed including hardening the injection spectrum and adding strong outflowing
winds from the GC. In the appendices we also discuss the implications on $X_{\text{CO}}$ and gas calorimetry at the GC, the ROI dependence of fit components, GCE fits across the 10 sky segments used in Ref. [36], comparisons to the CMZ ‘cosmic-ray spike’ models of Ref. [400], and robustness of the Galactic center results against the 1FIG point source catalog [42].

8.1.3.1 Tuning the Star Formation Model

Our star formation prescription contains three parameters: the Schmidt power-law index $n_s$, the fraction $f_{\text{H}_2}$ of sources distributed according to Eq. (7.3), and $\rho_c$, the critical density needed to initiate star formation. In Section 7.1.0.7 we provided physical arguments describing the importance and range of each of these parameters. However, the spatial resolution of our gas map ($\sim 100$ pc) is much lower than typical single cloud hydrodynamic simulations, making our prescription necessarily phenomenological in its modeling of the sub-grid physics. We therefore opt to explore a broad range of the parameter space initially and choose our Canonical model values as those which fit the data well over the full sky.

In this section, we show that the star formation parameters $n_s$ and $\rho_c$ only weakly impact the statistical fits with respect to the existence and properties of the Galactic center excess. Our star formation parameter space is approximately reduced to a single dimension aligned with $f_{\text{H}_2}$. We will then examine our Canonical model in great detail, focusing here on how the new GDE models ($f_{\text{H}_2} \neq 0$) impact the properties of the GCE.
Figure 8.2: **Left:** Flux of the Galactic Center Excess in the inner Galaxy analysis using an NFW$_{\gamma=1.05}$ GCE template. From top to bottom rows we also vary the Schmidt index ($n_s = 1.25, 1.5, 1.75$) and the fraction $f_{\text{H}_2}$ of primary cosmic-ray sources distributed according to molecular gas as $Q_{\text{Primary}}(\vec{x}) \propto (n_{\text{H}_2}(\vec{x}))^{n_s}$. The remaining fraction is distributed according to the observed azimuthally averaged surface density of supernova remnants [22]. Mod A is a benchmark model from Ref. [36]. **Center:** $\Delta\chi^2$ for the inner Galaxy analysis as $f_{\text{H}_2}$ is varied. Red (blue) curves show the $\Delta\chi^2$ with (without) a GCE template included, with negative values indicating a better fit than Mod A+GCE. Inset numbers indicate the statistical preference (TS) for the inclusion of a GCE template in the fit. **Right:** $\Delta\chi^2$ for the three region global $X_{\text{CO}}$ fitting analysis (no GCE template is included in the global fitting). $\Delta\chi^2 = 0$ in this column corresponds to the the $f_{\text{H}_2} = 0$ model, with negative values indicating an improved fit. The inner Galaxy and total-global ROIs have $1.65 \times 10^5$ and $1.89 \times 10^7$ degrees of freedom respectively.

Remarkably, almost all of the best fitting global parameters are close to the best fit values in the inner Galaxy analysis when a GCE template is not included. In Figure 8.2 we present the most important results of this section – the GCE spectrum and the $\Delta\chi^2$ as we discretely vary $n_s \in [1.25, 1.5, 1.75]$ (top to bottom rows) and $f_{\text{H}_2}$. In the left column we show the spectrum of the NFW$_{\alpha=1.05}$ GCE template in the bin-by-
bin inner Galaxy analysis, with red lines from light to dark corresponding to increasing $f_{H_2}$ from 0 to 0.3. The Canonical model ($f_{H_2} = 0.2$) is highlighted with red error bars. The blue error bars show the GCE spectrum for reference Mod A. The center column shows $\Delta \chi^2$ for the inner Galaxy analysis with (red) and without (blue) a GCE template included in the fit. Here, negative values indicate improved fit relative to Mod A+GCE, and the difference between the blue and red lines indicates the test statistic of adding the additional GCE template (24 additional degrees of freedom). Finally, the right column of panels shows $\Delta \chi^2$ for each of the three global fit regions, as well as the their (summed) total $\Delta \chi^2$.

As $f_{H_2}$ is increased from zero, which corresponds to the classic SNR source distribution, the high density of gas in the inner few hundred parsecs dramatically increases the cosmic-ray injection intensity near the Galactic center. The non-linearity of the Schmidt law (when $n_s > 1$) implies that cosmic-ray injection rate scales steeply with the $H_2$ density, concentrating cosmic-rays toward dense molecular clouds. Nowhere is the impact of this more dramatically realized than in the Central Molecular Zone and Galactic bar. Cosmic-rays younger than $10^5$ yr remain quite close to their injection site, illuminating the giant molecular structures which generated them. As the cosmic-rays age they diffuse outward ($R_{\text{diff}}(E) = 2\sqrt{D_{xx}(E)t}$) and produce $\gamma$-rays in the ambient ISM. For electrons near the Galactic center, the magnetic fields and ISRF energy densities are sufficiently large that energy losses strongly limit the diffusion timescale.

---

6The low energy spectrum of the GCE using Mod A is substantially softer here than in the original Ref. [36]. This is due to the combined effects of switching to Pass 8 data and using 3FGL point sources. The GCE spectrum below 1 GeV remains quite sensitive to the choice of Galprop parameters.
leaving behind a sharply peaked, and approximately spherical inverse Compton component. Thus, as $f_{H2}$ is increased, the CR population at the Galactic center is enhanced and the GCE is strongly reduced until the diffuse emission eventually over-saturates the observed emission from the inner Galaxy for high values of $f_{H2}$.

As $n_s$ is increased, cosmic-ray sources become increasingly concentrated in the most gas dense regions – e.g. the CMZ. For the inner Galaxy, the effect is quite similar to increasing $f_{H2}$. Thus for larger values of $n_s$, the same level of GCE reduction (and CMZ injection rate) is achieved by smaller $f_{H2}$. Statistically, this is evidenced by the compression of the $\Delta \chi^2$ versus $f_{H2}$ profile as $n_s$ becomes larger. The global $\gamma$-ray fit improves somewhat for larger values of $n_s$, though the difference is subdominant compared with changing $f_{H2}$. Because diffusion washes out much of the peaked structures, increasing $n_s$ adds more cosmic-rays to the densest gas clouds, effectively rescaling the action of $f_{H2}$. We therefore choose $n_s = 1.5$ for the remainder of this Section and relegate further study to the future.

Without invoking an extra GCE template, the fit in the inner Galaxy analysis shows marked improvement using our star formation source model, preferring $f_{H2} \approx 0.15 - 0.25$ at very high significance ($\Delta \chi^2 \approx 4000$) over the pure SNR distribution. When a GCE template is added, the fit is more agnostic to changes in $f_{H2}$ and has a shallower profile which slightly prefers $f_{H2} = 0.1$. The test statistic (TS) for the addition of the GCE template is given by the difference between the red and blue curves and our Canonical model with $n_s = 1.5$ and $f_{H2} \approx 0.1$ reduces the significance of
the excess from TS≈4000 (in the case of Mod A), down to TS≈1000. These two results indicate the strong degeneracy between the GCE template and GDE models containing a cosmic-ray emitting CMZ. In addition, it is intriguing to note that the globally preferred values of \( f_{\text{H}_2} \) are the same as those that maximally reduce the significance of the GCE. Specifically, the TS of the GCE is reduced further to TS = 333 when the best fit global model of \( n_s = 1.5 \) and \( f_{\text{H}_2} \approx 0.2 \) is employed, and remains highly suppressed when larger \( f_{\text{H}_2} \) are used (as preferred by the CMZ SFR constraints). On the other hand, the statistical significance of this component is still reasonably high, motivating us to study the residual properties of the GCE in detail in Section 8.1.3.3.

Globally, our \( f_{\text{H}_2} \) models perform much better than the default SNR case (and better than Mod A, though this is not shown). One can examine \( \Delta \chi^2 \) for each pixel in order to determine which regions improve as \( f_{\text{H}_2} \) is increased. This is shown in Figure 8.3, where the delta-log-likelihoods for \( f_{\text{H}_2} = 0.2 \) versus \( f_{\text{H}_2} = 0.0 \) (null model) are presented for the three regions used in the Global analysis. Blue regions highlight lines-of-sight where the addition cosmic-ray sources tracing the \( \text{H}_2 \) density provide an improved fit relative to the axisymmetric SNR model [22].

In the global-inner Galaxy, the redistribution of cosmic rays dramatically improves the fit for \( 45^\circ < l < 30^\circ \). In the plane, diffuse Galactic \( \gamma \)-ray emission is dominated by \( \pi^0 \) decays following the hadronic interactions of cosmic-ray protons with molecular hydrogen. Because the CO→\( \text{H}_2 \) conversion factor (\( X_{\text{CO}} \)) has been refit for each model,

\footnote{We note here that the \( \sqrt{\text{TS}} \) cannot be interpreted straightforwardly as a significance due to the large unresolved systematic uncertainties [36]. In particular, no GDE model currently describes the data even remotely close to the level of Poisson noise making an interpretation of \( \Delta \chi^2 \) in terms of significance difficult. A study of the (much larger) correlated systematic uncertainties along the Galactic plane can be found in ref. [36], and is used at several points below.}
Figure 8.3: Pixel-by-pixel \(-2\Delta \ln(\mathcal{L})\) for \(f_{H_2} = 0.2\) against the null model \(f_{H_2} = 0.0\), integrated over all energy bands for the global \(\gamma\)-ray analysis in the local (\(|b| \geq 8^\circ\)), outer (\(|b| < 8^\circ, |l| > 80^\circ\)), and inner Galaxy (\(|b| < 8^\circ, |l| < 80^\circ\)) regions of interest, smoothed by a 0.5° Gaussian kernel. Blue regions represent an improved fit compared with the axisymmetric source distributions. The outer and inner regions have been rescaled by a factor 1/2 and 1/10, respectively and the white ‘holes’ are due to point source masking, where the pixels have been weighted according to Eq. (4.18). Boxes indicate the edges of each global analysis ROI, and may produce discontinuities in the residuals since different model fits are imposed.

The fit improvements in this region must originate from (i) non-axisymmetric features of the cosmic-ray injection morphology and/or (ii) an improved steady-state distribution of cosmic-rays which illuminate the fixed atomic and ionized Hydrogen gas components. In either case, the improved fit indicates that the new source models are resolving important cosmic-ray emitting structures toward the inner Galaxy.

The outer Galaxy analysis produces very different outcomes, with non-zero \(f_{H_2}\) resulting in an inferior fit. However, this is likely to be a red herring, as the underperforming pixels lie above a few degrees latitude, where the thick disks of HI and HII dominate the gas density (rather than \(H_2\)). Because HI is directly observable and the
Figure 8.4: Inner Galaxy spectra of diffuse emission components with a GCE template (top) and without (bottom). Curves from transparent to opaque increase $f_{\text{H}_2}$ from 0 to 0.3 in increments of 0.05, with the $f_{\text{H}_2} = 0.2$ case marked by error bars. In the top panel, absolute fluxes below $10^{-7}$ GeV/cm$^2$/s/sr have been linearized in order to show negative fit values. The filled yellow error bars show correlated systematic uncertainties taken from ref. [36]. We have assumed here (with some motivation as described below) that these are comparable to the systematic errors of our new GDE models. Note that although the Fermi bubbles and isotropic spectra are allowed to float, deviations from the values determined using larger regions of interest are penalized by an externally imposed $\chi^2_{\text{ext}}$, as described in Sec. 8.1.2.3.

conversion from 21cm line intensity to gas density is requires only a single parameter (the hydrogen spin temperature, which is typically treated as globally constant) the radial profile of atomic hydrogen is fixed. This is in contrast to H$_2$ where the $X_{\text{CO}}$ conversion factor is allowed to vary. As we have seen in Fig. 7.2, increasing $f_{\text{H}_2}$ centrally concentrates the cosmic-rays causing the fixed HI and HII $\gamma$-ray emission to become dimmer. This leads to a worse fit which can only be compensated by $X_{\text{CO}}$ at low latitudes. Given that the gas surveys are complete over these regions, it is notable that the outer Galaxy appears to have either a significant abundance of dark gas, or an increased population...
of cosmic-ray sources relative to observations (e.g. supernova or pulsar counts). This conclusion is consistent with previous determinations of the radial $X_{CO}$ profile from $\gamma$-ray data [342, 40].

In Figure 8.4 we show the spectrum of each diffuse component (omitting the fixed point source template) in the inner Galaxy analysis as $f_{H2}$ is increased, with transparent to opaque lines showing $f_{H2} = 0 \rightarrow 0.3$ in increments of 0.05. In the top panel, we include a GCE template in the fit and as $f_{H2}$ is increased, the GCE flux is rapidly diminished at all energies, hardening at low energies and eventually becoming over-subtracted if the DM template is allowed to take on negative values. The yellow uncertainty bands correspond to $1\sigma$ diagonal elements of the full correlated systematic uncertainties from

---

*While these were derived using a different GDE model, we show in Sec 8.1.3.4 that GCE-like residuals along the Galactic plane do not change as dramatically as the Galactic center excess with increasing $f_{H2}$, implying that the errors for the $f_{H2} = 0.2$ case should be comparable to those of Mod A.*
Figure 8.6: Inner Galaxy $\Delta \chi^2$ as a function of energy bin for representative values of $f_{\text{H}_2}$ with (red) and without (blue) dark matter. The zero point is with respect to Mod A without dark matter.

Ref. [36]. These are are most significant at energies $\lesssim 1$ GeV, where the Fermi’s point spread function becomes large, making it difficult to distinguish components based on morphology alone. The ICS component, Fermi bubbles, and isotropic templates gain some power across all energies while the $\pi^0$ component is largely unchanged.

In the lower panel, we include only known astrophysical components (no GCE) in the fit. The Fermi bubbles spectrum is now very stable as a function of $f_{\text{H}_2}$ while the isotropic component changes by a factor 2-3 below 10 GeV becoming more akin to a smooth power-law for larger $f_{\text{H}_2}$. In all cases, the isotropic and Bubbles spectra are constrained by larger ROIs. Even so, at low energies the point spread function is large, and the effective ROI of the inner Galaxy is small due to the large number of point sources in the field. The spectrum of each component is thus much more uncertain than the statistical error bars shown, and can include contributions from mismodeled point
sources, gas, or unmodeled diffuse components that are not present in other regions of
the Galaxy. Finally, while the total ICS component is reduced, this does not imply
that the ICS emission is reduced near the Galactic center. In fact, models with $f_{H_2} \approx 0.2$
produce a several fold enhancement within the inner few degrees compared with the pure
SNR case.

In Figure 8.5 we show the longitude and latitude profiles of the ICS emission
along $b = 0$ and $l = 0$ for the cases of $f_{H_2} = 0$ (transparent lines) and $f_{H_2} = 0.2$ (opaque
lines). Each line has been normalized to unity at $(l, b) = (0, 20^\circ)$. Most apparent is the
completely flat longitudinal profile for the traditional models, highlighting the missing
CMZ contribution. As we turn on the new source distribution, a large spike appears,
peaked at the Galactic center. In longitude, the old model includes a peak at $b = 0$ due
to the traversal of the Galactic plane, where the electron density is large throughout.
The new spike is approximately spherical (keeping in mind this figure shows the total ICS
emission with minor elongation along the plane due to the partly disk-oriented injection
morphology. It is precisely this spike component which becomes highly degenerate with
the observed properties of the GCE. As will be briefly discussed later, the true ICS
profile may be steeper than shown here if one includes a more realistic model of the
optical and infrared radiation field morphology near the CMZ. This ISRF structure is
not present, and directly impacts the morphology and spectrum of the ICS emission.

In Figure 8.6 we show $\Delta \chi^2$ as a function of the energy for different values of
$f_{H_2}$. Increasing $f_{H_2}$ greatly improves the fit without a GCE template between 1 and 20
GeV where the Galactic center excess is brightest. At lower energies, the improvement is
smaller owing to the heavy PSF masking of the ROI, with only marginal improvements up to $f_{H2} = 0.1$, and reversing for higher values where the GCE template becomes over-subtracted. Again, these $\Delta \chi^2$ curves are purely statistical and do not take into account the very large systematic uncertainties present below 1 GeV, where point sources in the Galactic plane can strongly influence the results, and the diffuse components become more degenerate. The greatest improvement occurs at energies near the peak of the GCE spectrum, where the number of residual photons is greatest in previous models, and the point spread function is small enough to preserve morphological details. We see that when including dark matter, the fit is only marginally improved near the peak GCE energies, compared to $f_{H2} = 0.2$. The similarity of these curves points to the strong statistical degeneracy between the astrophysical ICS emission of the Canonical model and dark-matter-like GCE template.

Our star formation model has one additional parameter: the critical density, $\rho_c$, which sets the minimum gas threshold to initiate star formation, and thus to inject cosmic-rays. In Figure 8.7, we show variations away from the default 0.1 cm$^{-3}$. The

![Figure 8.7](image-url)
impact on the GCE negligible for $\rho_c \leq 0.1 \text{ cm}^{-3}$, indicating that H$_2$ densities below $\rho_c = 0.1 \text{nH}_2/\text{cm}^3$ do not contribute significantly to the primary source population near the Galactic center. At higher thresholds, lower-density diffuse gas clouds contribute less. For a fixed value of $f_{\text{H}_2}$, the number of sources in dense regions is thus increased, with an effect that is similar to increasing $n_s$. Globally, slightly higher thresholds $\rho_c \approx 1 \text{ cm}^{-3}$ are preferred, larger than those typically implemented theoretically and in hydrodynamic simulations [327], but within range of some models [401, 402]. All but the largest star forming regions are below the 500 pc resolution of our simulation and 100 pc resolution of the gas distributions, making this parameter more phenomenological than physical. Furthermore, the gas density is averaged over the lattice cell, and at sub-grid scales will contain much higher densities. The high threshold preference in the outer Galaxy is due to the redistribution of cosmic-rays to large radius, though, as mentioned above, this region appears to be biased in the $\gamma$-ray fits. Regardless of the specific value, the net effect on the Galactic center excess is to change the effective normalization of the CMZ region, since – for a given $f_{\text{H}_2}$ – excluding the low density diffuse cosmic-ray sources assigns the more sources to the very dense GC (and to the $R > 8.5 \text{ kpc}$ Galaxy). We therefore consider $\rho_c$ as essentially degenerate with $f_{\text{H}_2}$, and do not consider further variations here.

In Figure 8.8 we summarize the star formation model parameter space by showing statistics for a variety of fits in three cross-sectional planes involving $f_{\text{H}_2}, n_s, \rho_c$. From left to right columns we show the inner Galaxy $\Delta \chi^2$ with a GCE and without a GCE template (relative to Mod A + GCE), the total Global $\Delta \chi^2$ (relative to the Canonical
Figure 8.8: Fit statistics as star formation model parameters are varied. From left to right columns we show $\Delta \chi^2$ for the inner Galaxy with and without a GCE template (first two columns), total global $\Delta \chi^2$ with respect to $f_{H2} = 0$ (third column), and the test statistic of the GCE template (right column). Lower (purple) values correspond to better fits except for the the rightmost column where purple regions indicate the minimal significance of an additional GCE component. Red ‘+’s indicate the Canonical model.

model with $f_{H2} = 0$), and the test statistic of the GCE template in the inner Galaxy analysis. For the first three columns, lower values correspond to better fits, while in the right column, lower values correspond to lower GCE significance.

In the first row, we show the $n_s$ versus $f_{H2}$ plane. The inner Galaxy fits with and without a GCE template prefer $n_s \approx 1.5 – 1.75$ and smaller $f_{H2} \approx .1 – .2$. Globally, high $n_s$ are preferred which increases the number of sources in very dense gas regions, and decreases the fraction of cosmic-ray injection stemming from diffuse low-density sources. Because of this, a larger $n_s$ requires a lower $f_{H2}$ to achieve the same level of
structure. This inverse proportionality is clearly visible in all panels, and is especially prominent in the significance of the GCE template.

In the $\rho_c$ versus $f_{\text{H}_2}$ plane, a similar story unfolds. For a fixed $f_{\text{H}_2}$, a larger star-formation threshold will enhance the number of sources in over-dense regions. For the CMZ in particular, the gas density is well over threshold, and an increase in $\rho_c$ is nearly identical to increasing $f_{\text{H}_2}$. As we discussed in Fig. 8.7, the global fit improvement at $\rho_c \approx 1\text{cm}^{-3}$ is driven mostly by the biased outer Galaxy analysis. The inner Galaxy fit with and without a GCE template is marginally improved for $(f_{\text{H}_2}, \rho_c) \approx (0.1, 2\text{ cm}^{-3})$, but the GCE significance remains largely indifferent for similar CMZ brightnesses.

Finally, the third row shows $\rho_c$ versus $n_s$. The IG fits which include a GCE template prefer a large threshold and low $n_s$, showing that the parameters are not completely degenerate with each other. Similarly, the global fits marginally prefer high $n_s$ and $\rho_c$, again due to the improved outer Galaxy fit. With no GCE template in the IG, our Canonical model performs well. Perhaps most important is that both the IG No GCE fit and the GCE template significance are roughly constant along an elliptical ridge (blue arc moving counter-clockwise from $\log_{10}(\rho_c) = 0$ to $n_s = 1.5$). This highlights the strong degeneracy between $n_s$ and $\rho_c$.

In summary, we have shown that our star formation model parameters are highly covariant with each other, and that the full model space is conveniently approximated by a single parameter $f_{\text{H}_2}$ over the interesting subspace. Globally, the $\gamma$-ray data strongly prefer $f_{\text{H}_2} \approx 0.2 - 0.25$ overall, and even higher values toward the global-local and global-inner regions. Remarkably, this parameter space is compatible with indepen-
dent measures of the CMZ SNe rate (see Fig. 7.1). When focusing only on the inner
Galaxy ROI, fits including only the Galactic diffuse emission components very strongly
prefer $f_{H2} \approx 0.15 - 0.20$. These models produce an ICS emission spike which is highly
degenerate with the properties of the GCE. However, when a GCE template is added,
the fit is still significantly improved, though a lower value of $f_{H2} \approx 0.1 - 0.15$ is pre-
ferred. Below we will first study the Galactic center ROI, and will then characterize the
spectrum and morphology of the residual emission in each analysis.

8.1.3.2 Spectrum and Statistics at the Galactic Center

Figure 8.9: The log-likelihood fit (top) and best fit GCE spectrum (bottom) for values
of $f_{H2} = 0.0 - 0.3$, in models where all backgrounds are allowed to float independently
in each energy bin (left), the isotropic and bubbles templates are fixed to their putative
value in full sky fits to the data (center), and the isotropic, bubbles, and 3FGL point
source templates are fixed to their nominal values (right). In nearly all cases a value of
$f_{H2} = 0.1$ is preferred by the data. We note that the NFW template remains statistically
significant and maintains a consistent spectrum in all cases except for models where the
3FGL point sources are fixed to their default values, a result that is expected due to the
significant degeneracy between point sources near the GC and the GCE template.
In this section we present results for the $15^\circ \times 15^\circ$ region surrounding the Galactic center. In this analysis, the GCE template produces a significant fraction of the total $\gamma$-ray emission throughout the entire ROI. This contrasts with the Inner Galaxy analysis, where the astrophysical emission components are, in large part, fit to the data in regions where the GCE template provides only a marginal contribution to the total $\gamma$-ray flux. Furthermore, when the bright Galactic plane is included in the analysis window, the analysis becomes sensitive to both emission along the plane, and to the GCE profile within 2 degrees of the Galactic center. For this reason, we perform fits over two analysis windows: one including the Galactic plane and one with the plane ($|b| < 2^\circ$) masked.

In Figure 8.9 we show the log-likelihood preference for the GCE template as well as the best-fitting NFW spectrum for various choices of $f_{H^2}$. We note two important conclusions: (1) the normalization and spectrum of the NFW template remain robust
Figure 8.11: Here we show 1σ uncertainty bands on the relative normalizations of diffuse background components in the unmasked GC analysis for fits including and excluding a GCE template, for the case of $f_{H2} = 0.0$ (left) or $f_{H2} = 0.2$ (right). Components include the combined $\pi^0$ and bremsstrahlung template (red), inverse Compton scattering template (ICS, blue), and isotropic background template (green). The GCE template in the Galactic center analysis is highly degenerate with the ICS template, especially in models with higher values of $f_{H2}$. The isotropic template is poorly constrained over the ROI. All results are shown over the 15°×15° ROI of the GC analysis with no latitude mask applied.

to changes in $f_{H2}$, maintaining a total intensity that varies by less than 10% in the 1-10 GeV energy range for all astrophysical diffuse emission models, (2) The value of $f_{H2} = 0.1$ is preferred for our standard analysis for both fits that do, or do not, include a GCE component. This result is somewhat lower than in the Inner Galaxy analysis in the case that no GCE source is present, but is consistent in the case that the GCE component remains in the analysis.

We also show the resulting spectra and normalizations of the GCE template in models where the isotropic emission component and bubbles emission component, as well as all 3FGL sources, are fixed to their standard values from analyses of larger ROIs.
We find that the spectrum and normalization of the GCE template remain robust when the isotropic and bubbles emission templates are fixed, showing the lack of degeneracy between these diffuse emission models and the GCE component in the Galactic Center ROI. However, the emission in the GCE component decreases significantly when 3FGL sources are fit to their nominal values. This is not unexpected, as there are several bright sources within $\sim 1^\circ$ of the Galactic center that are highly degenerate with the addition of an NFW template [43]. In interpretations where the GCE is a real emission component, this degeneracy is easily explained as a mismodeling of 3FGL point sources due to a miscalibration of the background diffuse emission.

However, one might worry that the robustness of the GCE in the Galactic center analysis stems from its large fractional intensity in the inner few degrees surrounding the GC. If the GCE template is highly favored close to the Galactic center, it may remain bright in a Galactic center analysis even if it provides a poorer fit to the $\gamma$-ray emission in regions several degrees from the GC. To investigate this possibility, we modify the GC analysis in order to mask regions of the sky with $|b| < 2^\circ$, identical to the mask employed in the IG analysis. In Figure 8.10 we show the resulting normalization and spectrum of the NFW profile for all choices of $f_{\text{HI}}$.

We note three immediate results: (1) the best fit value of $f_{\text{HI}}$ is 0.0 in scenarios where the GCE template is included. However, this result is not particularly statistically significant, and a value $f_{\text{HI}} = 0.1$ is disfavored at only TS$\sim$31. (2) The best fit spectrum of the GCE component remains similar to fits over the full Galactic Center ROI, albeit with the addition of some low-energy emission that may be due to leakage.
from the masked plane region, and (3) the statistical significance of the GCE component is, however, substantially reduced, from TS~1450 to TS~160. While some reduction in the TS is expected from the smaller ROI of the masked analysis, we note that cutting the region $|b| < 2^\circ$ removes only 61% of the photons above 1 GeV. Since TS is, roughly, a photon counting statistic, we would expect a similar reduction in the TS, compared to the observed 90%. Instead, this result indicates that there is a greater degeneracy between the astrophysical diffuse emission and the GCE in the region $|b| < 2^\circ$.

As mentioned above, the GCE flux is comparable to that of the astrophysical emission components over the small ROI. Thus, in the Galactic center analysis, the addition of a GCE template is likely to significantly alter the flux of astrophysical emission components, compared to models of the Inner Galaxy. In Figure 8.11 we show 1σ statistical uncertainties on relative normalization of the astrophysical diffuse background components after the addition of a GCE template in the unmasked GC analysis. The large reduction in the ICS normalization after the GCE is added shows that the ICS emission (in particular) is highly degenerate with the properties of the excess in the case where $f_{\text{H}2} = 0.2$. For visual clarity, we do not show the relative normalization of the bubbles component, but note that the flux uncertainty of the Fermi bubbles component is significantly larger than its flux in nearly all energy bins, implying that the component is unimportant for fits in the Galactic center ROI. This is reasonable considering that the Fermi Bubbles template is has uniform brightness and covers almost the full GC ROI. Intriguingly, this figure depicts the Galactic center analog to the decreasing intensity of the GCE component when $f_{\text{H}2}$ is increased in the Inner Galaxy analysis. In
analyses of the Galactic center ROI, the degeneracy between the GCE component and ICS component statistically favors the fit from the GCE. Turning on a GCE component thus significantly decreases the emission stemming from the ICS component, producing a spectral dip mimicking the GCE emission.

8.1.3.3 Characterizing Residual Emission

In this section we study the emission morphology and spectrum of the GCE component as determined by the Inner Galaxy and Galactic center analyses. We will first examine IG residuals as a function of $f_{H_2}$ (8.1.3.3.1), followed by a comparison of the GCE with residuals along the Galactic plane (Sec. 8.1.3.4). Next we will determine radial profile derived by splitting the GCE template into annuli and determining the best fit (Sec. 8.1.3.5). Then we will simultaneously vary the ellipticity and inner slope of the GCE template to determine the best fit morphology for the inner Galaxy (Sec. 8.1.3.5), and will test the energy dependence of the best-fit morphology. Finally, we perform morphological scans on the Galactic center ROI (Sec. 8.1.3.7).

8.1.3.3.1 Raw Residuals In Figure 8.12 we show residuals for the inner Galaxy analysis with no GCE template for $f_{H_2} = 0, 0.15,$ and 0.3 (left to right columns), integrated over low, middle, and high energy bands (top to bottom rows). The residuals have been multiplied by the weighted point source mask and smoothed by a Gaussian kernel with $\sigma \approx 0.5^\circ$. Visually, it is easy to see the disappearing excess in each energy band as $f_{H_2}$ is increased, eventually leading to over-subtracted (blue) regions for $f_{H_2} = 0.3$. For both models, the positive residual at $l \approx 10^\circ - 20^\circ$ becomes brighter
Figure 8.12: Residual emission maps as $f_{\text{H}_2}$ is increased for the inner Galaxy analysis with no GCE template included in the fit. Red indicates under-subtracted regions while blue indicates regions where the diffuse model is overly bright. All maps have been multiplied by the Galactic plane mask, weighted according to the 3FGL point-source mask defined by Eq. (4.18), and subsequently smoothed by a Gaussian kernel of $\sigma = 0.5^\circ$.

for large $f_{\text{H}_2}$. As noted by Ref. [36], this is connected with the Aquila Rift H$_2$ star forming region which lies within a few hundred parsecs of the Earth. Unlike the GCE, the Aquila Rift spectrum is a smooth and soft power law, consistent with star forming regions. The residual emission associated with the Aquila Rift region falls off rapidly at higher energies. We have tried additional templates for the Aquila Rift region, where we use the PEB H$_2$ model and sliced out the nearest 500 pc for $l > 15^\circ$ (which includes the
full AQ region). This does substantially improve the fit over the positive longitude edge of the ROI, but does not impact the flux or spectrum of the GCE. Because the inclusion of this template in fits also reduces convergence of the optimizer in many cases, we do not include it in further analyses, however, we note the utility of the PEB model [199] when generating templates for individual molecular or atomic hydrogen structures which need to be isolated along the line-of-sight.

As the diffuse emission model changes, so does inferred spectrum and normalization of point sources in the field. Although these point sources should be refit for each new diffuse model, the huge number of additional parameters make this optimization impractical for the inner Galaxy ROI. Still, γ-ray skymaps for different \( f_{\text{H}_2} \) values vary significantly, and it is inevitable that new point sources arise and that 3FGL sources become mismodeled. To test the possibility that new point sources or leakage are significant, we compute the angular power spectra of residuals for \( f_{\text{H}_2} = 0 \) and \( f_{\text{H}_2} = 0.3 \) and examine the ratio of coefficients. We find that most of the new spectral power is picked only up at low angular frequencies while the small wavelength residual power (those below the scale of the PSF) are not changed at a statistically significant level. This provides support that the point source leakage as the diffuse model is changed is not important. We also find only very weak sensitivity to the photon PSF class for the inner Galaxy analysis. Further photon subselections are not explored further here, although we have verified that the IG and GC results presented below remain robust when using the PSF3 events class which contains 25% of the total photons with the best angular resolution.
8.1.3.4 Galactic Plane Residuals

Figure 8.13: Best fit flux for a window centered NFW$_{\alpha=1.05}$ template as the inner Galaxy analysis is transposed along the Galactic plane. Curves from light to dark increase $f_{H2}$ from 0 to 0.3 in increments of 0.05, with $f_{H2} = 0.2$ case marked with error bars. The dotted lines are the 1σ (highly-correlated in energy) systematic uncertainties for residuals along the Galactic plane taken from Ref. [36]. Red ‘×’s mark non-convergent fits.
In order to compare the GCE intensity against residuals found along the Galactic plane, we follow the procedure of Ref. [36], transposing our entire inner Galaxy analysis in longitude, with the NFW $\alpha = 1.05$ GCE template centered in each offset ROI for $|l| < 40^\circ$. We do not, however, perform a full systematic study of uncertainties as done in Ref. [36]. If the plane residuals are not dramatically changed by our new source models, the systematic error bars derived in Ref. [36] should still provide a reasonable estimate of the uncertainties here.

In Figure 8.13 we show the flux of the transposed GCE template at 750 MeV, 1.9 GeV, and 6.9 GeV as $f_{H_2}$ is increased. Error bars highlight the Canonical model. The dotted lines (symmetric about zero) are the 1$\sigma$ systematic error bands from Ref. [36]'s principle component analysis of Galactic plane residuals. As $f_{H_2}$ is increased we see that the Galactic center excess is reduced well below the level of the Aquila Rift star forming region at $l \approx 25^\circ$, and is comparable to the projected molecular ring at $l \approx -25^\circ$. The Canonical model is near or below the 1$\sigma$ systematics in each case. The residuals along the plane do increase with increasing $f_{H_2}$, but at a 10-20% level, indicating that $f_{H_2} > 0$ dominantly impacts the Galactic center excess while remaining a compatible with other regions along the Plane. It is intriguing that increasing $f_{H_2}$ enhances the Aquila Rift region ($l = 25^\circ$) given that H$_2$ rich regions should be made brighter, and would seemingly reduce positive residuals which have their origins in dense H$_2$ star forming regions. However, it is difficult to ascertain the exact cause in a template analysis since the morphology depends on emission along the full line of sight. Our new source model does improve the small residuals near $l = \pm 15^\circ$. The spectrum of the
non-GCE residuals is essentially unchanged, following a soft power-law consistent with star-forming regions.

8.1.3.5 Radial Profiles

In addition to spectral changes to the GCE, the morphology of the Galactic center excess is also sensitive to $f_{H_2}$. In the case of $f_{H_2} = 0$, the residual is approximately spherical with a radial profile consistent with a standard NFW profile (though a slight adiabatic contraction to $\alpha = 1.05$ is statistically preferred). However, as $f_{H_2}$ is increased, we observe the radial profile to become much shallower and we will see that the preferred ellipticity becomes energy dependent and non-spherical. As an initial test of these distortions we begin with the inner Galaxy analysis and split the NFW $\alpha=1.05$ template into $2^\circ$ wide annuli, providing both the GCE intensity and spectrum as a function of radius.
In Figure 8.14, we show the flux as a function of the projected angle ($\psi$) from the Galactic center at 1, 2.36, and 6.92 GeV. Also shown, are the projected NFW profiles using inner slopes $\alpha = 0.5, 1$, and 1.25. As $f_{\text{H}_2}$ is increased, we observe that the emission morphology is significantly flattened at all energies. Not only is the GCE suppressed at small radii, but it is also enhanced at large radii. This effect is most dramatic for ICS photons with $E_\gamma \lesssim 1$ GeV. At these low energies, the electron energy loss timescale is much longer, and the electrons diffuse farther away from the CMZ. Eventually, the diffuse emission becomes too bright and saturates $\psi \lesssim 5^\circ$. This suppresses the entire ICS template, including the high latitude ICS from the disk. At large radii, the GCE template brightens to compensate. At higher energies, larger $f_{\text{H}_2}$ would further reduce the excess, but more efficient transport is also needed so that electrons above 30 GeV can propagate to larger radii over the same energy loss time-scale. In Appendix 8.1.8.4, we show the GCE spectrum over the 10 IG regions defined by Calore et al. [36], in which similar conclusions can be drawn.

Most importantly, the remaining excess is too flat to match any non-cored NFW emission profile. As shown in Fig 7.1, models with $f_{\text{H}_2} < 0.3$ still under-predict the supernovae rate in the CMZ, and the results shown here may be conservative. On the other hand, low $f_{\text{H}_2}$ models with a GCE component are still statistically preferred, and one must make a choice about which prior weights to apply on the value of $f_{\text{H}_2}$.  
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Figure 8.15: **Top:** Preferred morphology (ellipticity $\epsilon$ and inner-slope $\alpha_{\text{NFW}}$) of the GCE template for increasing values of $f_{\text{H2}}$. The left panel shows the $f_{\text{H2}} = 0$ case with black ‘+’ markers indicating the best fitting morphology for each $f_{\text{H2}}$ sampled. The center two panels show the best-fitting inner Galaxy case with a GCE template and $f_{\text{H2}} = 0.1$, as well as the $f_{\text{H2}} = 0.2$ preferred by the global ROI. The right panel shows the preferred GCE morphology after marginalizing over $f_{\text{H2}}$ – i.e. always choosing the value of $f_{\text{H2}}$ which minimizes the $\chi^2$. Here contours indicate the best fitting value of $f_{\text{H2}}$, with the overall best fitting case corresponding to $f_{\text{H2}} = 0.1$. **Bottom:** Same left to right columns as above, but divided into four energy bins (top to bottom) showing the energy dependence of the morphology as $f_{\text{H2}}$ is increased. We note that for $f_{\text{H2}} \gtrsim 0.2$, the low energy GCE spectrum becomes negative and disk-aligned, indicating that the galactic diffuse emission model is too bright along the disk near the GC. At higher energies, the GCE template prefers to extend out of the disk.
8.1.3.6 Inner Galaxy Slope and Ellipticity

We have shown above that the intensity and radial profile of the residual emission are highly sensitive to $f_{\text{H}_2}$, with larger values resulting in a pronounced flattening. The properties of the excess must now be evaluated in terms of the new preferred morphology. We therefore perform a new scan in the parameter space of inner slope $\alpha_{\text{NFW}}$ vs ellipticity $\epsilon$ for several values of $f_{\text{H}_2}$.

![Figure 8.16](image)

Figure 8.16: Spectra of the GCE template in the inner Galaxy analysis as the ellipticity $\epsilon$ and inner-slope $\alpha_{\text{NFW}}$ of the GCE template is changed around our spherically symmetric Canonical $f_{\text{H}_2} = 0.2$ model. Disk-like models are favored at low energies where they can subtract the over-brightened disk, while higher energies favor a GCE template which is both flattened and elongated perpendicular to the disk.

In the top panel of Figure 8.15 we present the IG $\Delta \chi^2$ in the $\alpha_{\text{NFW}}$ vs $\epsilon$ plane for three values of $f_{\text{H}_2}$. The left panel contains the standard case of $f_{\text{H}_2} = 0$ which shows a highly spherical profile and a steep inner slope $\alpha_{\text{NFW}} \approx 1.15$. In black ‘+’
markers, we show the evolution of the best fitting profile as $f_{\text{H}_2}$ increases. As observed in the morphological tests above, we find the profile parametrically becomes elongated and flattened as $f_{\text{H}_2}$ increases, up to $f_{\text{H}_2} = 0.15$. In the second column we show the case of $f_{\text{H}_2} = 0.1$ which is the best fitting case for the Inner Galaxy with a GCE template included. Interestingly, in this case, we find that a peaked, and roughly spherically symmetric profile is still preferred overall. The third panel shows our Canonical model, which is the preferred fit in both the full sky data, as well as the Inner Galaxy when no GCE template is included. Here, two islands form which are either highly disk oriented or prefer an ellipticity extending out of the disk. Here the energy dependence of the GCE is manifest, and it is clear that we can not rely on an energy averaged view alone. If the CMZ star formation rate and global $\gamma$-ray analysis are taken as a strong priors toward $f_{\text{H}_2} \geq 0.2$ in the inner Galaxy, then a dark-matter-like profile ($\alpha_{\text{NFW}} = 1, \epsilon = 1$) is ruled out by $\Delta \chi^2 \approx 133$, with larger values of $f_{\text{H}_2}$ even more strongly disfavoring a dark matter interpretation.

In the right panel, we marginalize over $f_{\text{H}_2}$ by choosing the best fitting case for each ($\alpha_{\text{NFW}}, \epsilon$), and represent this best fitting $f_{\text{H}_2}$ via overlaid contours. Intriguingly, the best fits to the inner Galaxy (with a value of $f_{\text{H}_2} = 0.1$) remains consistent with the standard assumptions for an NFW profile motivated by dark matter annihilation ($\alpha = 1.0$, Axis Ratio = 1.0) at the level $\Delta \chi^2 = 34$. For dark matter interpretations of the GCE, this remains the most important result of the present work. Using vastly improved

\footnote{Typically, marginalizing implies integrating out the nuisance parameter. Here the likelihood function is usually quite sharp in $f_{\text{H}_2}$ for a given choice of morphology and it suffices to just select the best fitting value.}
and more realistic diffuse emission models for γ-ray generation near the GC, models with a GCE component motivated by dark matter annihilation remain compatible with the data.

More important than the energy averaged morphology is to examine the energy dependence as $f_{H2}$ is increased (left to right). In the bottom pane of Figure 8.15, we show the preferred morphology split into four bins of increasing energy (top to bottom columns). For the $f_{H2} = 0$ models which have no CMZ, the morphology is spherical except for the lowest energy bin where a disky profile is favored by $\Delta \chi^2 \approx 80$. Before adding CMZ cosmic-rays, the energy independent GCE morphology provides an indication that – for a cosmic-ray interpretation of the GCE to succeed – CR transport near the Galactic center must be dominated by energy independent mechanisms such as advection, rather than energy dependent diffusion.

For $f_{H2} = 0.1$, the GCE flux below 1 GeV is near zero, and the instrumental PSF is large. This results in only weak low-energy constraints on the morphology, with a slight preference toward very flat $\alpha_{NFW} \lesssim 0.6$ profiles elongated out of the disk. Above 1 GeV, the profile remains spherical and steep. These models remain compatible with a dark matter interpretation, but still dramatically underestimate the CMZ injection rate.

For $f_{H2} = 0.2$, the CMZ injection rate is somewhat low, and the morphology is already becoming highly energy dependent. Below 1 GeV, the GCE template normalization is negative. Thus, the preferred morphology is not reflecting a residual, but rather parts of the GDE model which are over-saturated. In this case, the disk-aligned GCE morphology clearly implies that γ-ray emission near the disk is too bright in our
Canonical model. Above 1 GeV, where the residual still remains positive and fairly bright, the GCE morphology strongly prefers a flat ($\alpha_{NFW} = 0.6$) and highly elliptical ($\epsilon = 2$) GCE morphology out of the disk. This trend continues for larger values of $f_{HI2}$. The dual preference for a negative, steep, and disky profile versus a positive, flat, and perpendicular profile is also to be expected if the true GCE is somewhat bipolar. Similar morphological features have recently been noted in Ref. [403], and would be prevalent if a bipolar Galactic center wind is present which would both clear out low-energy electrons from the disk and elongate the ICS model vertically. In the marginalized column, large, disk oriented $f_{HI2}$ is preferred at below 1 GeV, while the peaked emission remains spherical above 1 GeV.

As the morphology of the GCE template is adjusted to the preferred morphologies, the spectrum of the excess must be re-evaluated. In Figure 8.16 we show the GCE spectrum for our Canonical background model for a variety of different morphologies. In solid blue we show the typical spherical profile. In dashed-yellow we see that disky GCE profiles become even more negative at low energies. For these ‘disky’ models, this improves the fit substantially by allowing the normalization of ICS to increase $\sim 20\%$ below 1 GeV, but requires an unphysical subtraction of the central disk by the negative GCE template. As we flatten the profile and elongate the GCE template vertically out of the plane, the low energy GCE flux moves back to zero, with less GCE flux gained above 1 GeV. Overall, we find that low energies in particular, are extremely sensitive to the GCE template morphology. This seems to strongly disfavor a dark matter interpretations of the GCE for models with realistic cosmic-ray injection rates.
8.1.3.7 Galactic Center Slope and Ellipticity

We attempt a similar exercise in the Galactic center, distorting both the inner profile slope and the axis ratio of the NFW template which produces the GCE emission component. We note that these simulations are conducted at a slightly lower angular resolution of 0.1°, and we have checked that this only negligibly affects our results. In Figure 8.17 we find that ratios near the nominal value for dark matter motivated interpretations of the GCE are preferred, with a best fit $\alpha \sim 1.15$ and an axis ratio of unity. When $f_{H_2}$ is increased to 0.2, this best fit value remains robust, although there is also some preference for a new $\gamma$-ray emission component which is strongly stretched along the Galactic plane. These results closely mirror our analysis of the Inner Galaxy ROI, and indicate that the morphology of the GCE very near the Galactic Center is not degenerate with the injection of cosmic-rays tracing the local $H_2$ density in regions very near the Galactic center.

As noted in Section 8.1.3.2, the strong preference for spherical symmetry and a $\alpha = 1.0$ NFW profile in the Galactic center analysis may stem solely from the very high preference for this $\gamma$-ray morphology in the inner degree or two surrounding the GC. Thus, in Figure 8.18 we repeat the above exercise, but mask out regions with $|b| < 2^\circ$. In this case, we find a small (though statistically significant) preference for slightly flatter NFW emission profiles ($\gamma = 0.8—1.0$), and for some alignment parallel to the Galactic plane (Axis ratio 0.6—1.2). These results become more pronounced as $f_{H_2}$ is increased from 0.0 to 0.2. However, we note that the statistical significance of these results has also decreased greatly after masking the Galactic plane, and standard
values ($\gamma = 1.0$, Axis Ratio = 1) are only in tension with the best fit results at the level of $\Delta \chi^2 = -2\Delta LG(L) \sim 20$. While the origin of this new emission morphology is unknown, it may correlate with either the treatment of point sources very close to $|b| = 2^{\circ}$ (regions which are masked in the Inner Galaxy analysis), or the modeling of the bubbles component, which is highly uncertain near the Galactic plane.

Figure 8.17: The log-likelihood fit of our model to data in the Galactic center analysis, as a function of the inner slope of the NFW density profile for the GCE component ($\alpha$) and the axis ratio for extension parallel to ($<1$) or perpendicular to ($>1$) the Galactic plane. Contours represent rings of $\Delta LG(L) = 20$. In the case of $f_{H_2} = 0.0$, we find that typical values ($\alpha \sim 1.0$ and an Axis Ratio of approximately unity) are favored. In the case of $f_{H_2} = 0.2$, this still holds, although there is some evidence for an emission component strongly elongated parallel to the Galactic plane.

In summary of the residual analysis, we have shown that as $f_{H_2}$ is increased, the GCE becomes suppressed in the inner Galaxy. Transposing our analysis along the Galactic plane shows that the GCE template flux which remains is reduced well below the level of nearby Galactic plane residuals, albeit with a distinct peaked spectrum. This level of reduced residuals occurs uniquely at the Galactic center. Splitting the GCE tem-
plate into annuli reveals that the radial profile of the GCE strongly flattens as $f_{H2}$ is enhanced, with the inner 5° becoming oversubtracted below 1 GeV, and indicating an overabundance of electrons below $\sim$30 GeV in the Canonical model. We then scanned the ellipticity and inner slope of the GCE template, finding that the preferred emission morphology becomes highly energy dependent for increasing $f_{H2}$ but remaining compatible with a dark matter interpretation for $f_{H2} \leq 0.1$. The spectrum and flux of the GCE were then shown to depend sensitively on the chosen GCE template morphology. For the Galactic center analysis, a bright, spherical, and highly peaked feature remains in the inner 2° surrounding the GC, regardless of the value of $f_{H2}$, indicating that the current models do not provide an explanation for these extreme inner regions. When masking the Galactic plane, the inner profile flattens considerably and becomes disk aligned, but
remains compatible with a dark matter interpretation at the level of $\Delta \chi^2 \approx 50$.

8.1.4 Sensitivity to Diffusion Model Parameters

Globally and in the inner Galaxy, the new source distribution represents a genuine quantitative improvement compared with the azimuthally symmetric case, with a $\Delta \chi^2$ comparable to that of changing between the diffusion parameters, gas distributions, or source distributions over the model space of Refs. [332, 36]. In this Section we show how the inner Galaxy GCE spectrum, inner Galaxy $\Delta \chi^2$, and Global $\Delta \chi^2$ change depending on the parameters of the Galprop model. Galprop’s potential parameter space is large, and long computation times prohibit a full multi-dimensional exploration of the models. Instead, we simply vary our Canonical model along each direction of the parameter space individually. Our aim is to show (i) that the globally preferred parameter space also maximally reduces the Galactic center excess, (ii) that adding our new source distribution improves the global and inner Galaxy fits by an amount comparable to the changing most of Galprop’s major parameters (within reasonable ranges inferred by local cosmic-ray measurements), and (iii) to explore how the GCE spectrum is impacted by changing global diffusion conditions.

Below we group the discussion into related parameters which include the standard diffusion parameters ($D_0, z_{\text{max}}, v_a, \delta, dv/dz$) as well as source and gas distributions, ISRF variations, and magnetic field properties. We also show the impact of global anisotropic diffusion perpendicular to the plane. In most cases the results are similar to the findings of Ref. [36], where the diffusion parameters do not strongly change the GCE
Figure 8.19: In two sets of panels, we show (top, middle, bottom) the GCE spectral variations, Inner Galaxy $\Delta \chi^2$, and Global $\Delta \chi^2$ as we vary global diffusion parameters around our Canonical $f_{H2}$ model. The Canonical model parameter choice is shown in each case by a vertical pink line. **Top row:** The flux ratio in low/mid/high energy bands (0.3-1, 1-5, and 5-300 GeV) of the Galactic center excess spectrum relative to the GCE spectrum obtained using the Canonical model. Because the low-energy band (purple) is negative in the Canonical model, we reverse the slope and vertically offset the line (i.e. plot 2-Flux/Canonical) ensuring that decreasing values always indicate lower flux. **Middle Row:** Inner Galaxy $\Delta \chi^2$ with and without a GCE template. The test-statistic of the additional GCE template is indicated for each model, noting that maximal degeneracy between the GCE and the GDE model occurs when these lines are at closest approach. **Bottom Row:** Total and region-by-region global $\Delta \chi^2$ relative to the minimum over the parameter range. For $z_{\text{max}}$, $D_h$, $v_a$, and $\delta$, we also show 1-dimensional posteriors from two Global Bayesian analysis of measurements of the local cosmic-ray spectra. Blue/gold shaded bands show 68/95% posterior ranges from Ref. [37], and dark/light-blue from Ref. [38]. Best fit parameters are indicated in each case by red lines. See also footnote [10].
spectrum except occasionally at low energies. However, several parameters reshape the new CMZ cosmic-ray population, and the morphology of the resulting $\gamma$-ray emission depends on the diffusion conditions and energy losses at the Galactic center. Here we limit our discussion to changing diffusion parameters *globally*, emphasizing that these changes effect both the CMZ electron cloud and the Galactic foreground emission.

In Figure 8.19 we present a large grid of three-panel sets for each parameter. The top row shows the ratio of the GCE spectrum to the Canonical model in three energy bands (0.3-1, 1-5, and 5-300 GeV), derived by averaging the individual bins (weighted by their inverse variance). Because the low energy band is negative in the Canonical model, we have plotted this 0.3-1 GeV line as 2-flux/Canonical. The sign-flip ensures that all decreasing trends correspond to lower (possibly negative) flux, and the offset allows for comparison with the mid/high energy bands so that one can observe the spectral reshaping. However, this also shifts the line of zero flux to +2 for the low-energy band. In the second row, we show the $\Delta \chi^2$ for the inner Galaxy analysis, with and without a GCE template. In the bottom row, we show the global $\Delta \chi^2$ for each region relative to the best fit. For several of the standard diffusion parameters ($z_{\text{max}}, D_0, v_a$, and $\delta$), we plot 1-dimensional Bayesian posteriors obtained by fitting Galprop models against a variety of nuclear cosmic-ray spectra [37], and more recently, AMS-02 measurements of B/C and protons [38].

Before iterating through our parameters individually, several notes are in order regarding the global $\Delta \chi^2$ and posteriors. First, the spectrum in our global fits is fixed to the Galprop output, and we have not marginalized over injection spectra, implying that
our global $\Delta \chi^2$ could be slightly biased by an improved spectral fit rather than morphological fit for some parameters (this is not the case for $f_{\text{H}2}$). Second, the cosmic-ray posteriors shown are based on the cosmic-ray spectrum in the Solar System and may not reflect populations throughout the Galaxy, where e.g. turbulence, magnetic fields, or injection spectra differ from the local ISM. Third, the results here are 1-dimensional, while many cosmic-ray parameters are notoriously degenerate. This is particularly true when using primary-to-secondary ratios, where $D_0/z_{\text{max}}$ are nearly perfectly correlated\(^{10}\).

\textbf{$f_{\text{H}2}$:} For comparison, we recast the $f_{\text{H}2}$ results from Section 8.1.3.1. Globally, the improvement going from $f_{\text{H}2} = 0$ to $f_{\text{H}2} = 0.2$ is very significant, particularly if one added additional sources to the outer Galaxy. Relative to the global $\Delta \chi^2$ of other diffusion parameters explored here, the $f_{\text{H}2}$ profile is of the same order of improved $\Delta \chi^2$, noting that for most of the parameters, the shown range is much larger than the range allowed by cosmic-ray observations. In the IG ROI, the impact of increasing $f_{\text{H}2}$ on the GCE template significance is matched by no other parameter or obvious combination of parameters. Similarly, the fit quality without a GCE improves more than any other parameter, other than the Gas distributions (which provide an orthogonal improvement). Spectrally, increasing $f_{\text{H}2}$ decreases the GCE steadily at all energies, and more than any other single parameter.

\textbf{$z_{\text{max}}$ and $D_0$:} Using only cosmic-ray primary to secondary ratios, the ratio of these

\(^{10}\)Ref. \[38\] breaks some of this degeneracy using the proton spectrum observed by AMS-02, loosely constraining $z_{\text{max}}$, but tightly constraining $D_0/z_{\text{max}}$. In the $D_0$ panel of Figure 8.19 we show the posterior based on our chosen $z_{\text{max}} = 3$ kpc, though the marginalized posterior would be much wider.
parameters is typically constant. Here however, it appears that the global γ-ray data strongly breaks this degeneracy (the \( \Delta \chi^2 \) are not linearly proportional) and is directly sensitive to the distribution of cosmic-rays out of the plane. The inner and outer Galaxy in particular prefer thin diffusion halos which quickly leak out cosmic-rays. Given that we have hugely increased the cosmic-ray density in the inner Galaxy, this might be expected, and we observe strong preferences toward efficient transport out of the plane with each of the related parameters \((D_0, dv/dz, \text{and } D_{zz})\). The local ring includes high latitudes (\(|b| > 8^\circ\)), and is provides a relatively clean gauge of the local diffusion halo size, preferring \( z_{\text{max}} \) between 2.75 and 4 kpc.

Importantly, the spectrum of the GCE is strongly reshaped by changes in \( z_{\text{max}} \), with very thin halos enhancing the low energy GCE spectrum (which was previously oversubtracted) and suppressing the other bands. Models with \( z_{\text{max}} = 2.25 \) kpc reduce the GCE significance to a mere TS=191 (adding 24 d.o.f. to the fit) over the entire inner Galaxy ROI, and reduce the GCE flux far below other Galactic plane residuals at all energies (recall that for the low-energy band, a GCE flux of zero corresponds to flux/canonical=+2 due to our offset). This is the only cosmic-ray propagation parameter which reshapes the GCE spectrum in this way. Above a few tens of GeV, the strong energy losses at the GC mostly confine the cosmic-ray electrons below 2 kpc and thinning the diffusion halo has little impact. At lower energies, however, the electrons can reach the boundary of the diffusion halo and escape freely. This reduces the low-energy electron and proton populations which are otherwise confined, and correspondingly reduces the ICS emission below 1 GeV. (This was over-subtracted in the baseline Canonical model).
It is not clear why the thin halo models are disfavored by the IG ROI by $\Delta \chi^2 \approx 2000$, though this is likely related to the foreground profile, noting that the global-local ROI favors thicker halos.

Enhancing the isotropic diffusion constant $D_0$ simply broadens the width of the ICS profile as electrons at all energies diffuse to larger radii before losing their energy. This has relatively little impact on the statistics of the IG. The GCE spectrum at all energies is reduced as the ICS spike becomes wider. At low energies however, the ICS becomes even more oversubtracted, making large $D_0$ disfavoured in the IG.

**Alfvén Velocity $v_a$:** Diffusive reacceleration of cosmic-rays is quadratic in the Alfvén velocity (cf. Eq (5.40)). By fractional of their kinetic energy gained, low energy particles are most strongly accelerated, and the particle spectrum is hardened. For our chosen injection spectral index, fairly typical values between 30-50 km/s are preferred globally, in line with cosmic-ray data. The GCE is not strongly effected until very high values $v_a > 60$ km/s are reached at which point the low energy electrons produce harder ICS emission and do not regain some of the energy lost to synchrotron and IC cooling. The dimmer low-energy ICS enhances the GCE spectrum in the 0.3-1 GeV band (good), but also in the 1-5 GeV band (bad), while leaving the high energy ICS unchanged. Diffusive reacceleration in the context of leptonic burst models for the GCE are discussed further in Ref. [47], where very large values were required to preserve the hard electron spectrum far from the GC in the presence of strong energy losses.

$\delta$: The energy scaling of the diffusion constant is globally quite important, as it shapes the energy dependence of both the cosmic-ray residence time and the diffusive smoothing
scale that smears our source distribution. Overall, we find good agreement with the previous cosmic-ray studies, strongly disfavoring $\delta \gtrsim 0.4$. The inner Galaxy prefers very low values of $\delta$ which enhances CR diffusion at low energies. The GCE significance is basically unaffected, while the GCE spectrum decreases for larger $\delta$ as low energy cosmic rays are more confined and high energy cosmic-rays have enhanced diffusion. Over the small energy range of interest to the GCE, this effect is weak relative to other parameters.

**Convection Gradient $dv/dz$:** The convection gradient is globally preferred to be zero for the local-global and outer Galaxy, while higher values from 20-40 km/s are preferred toward the inner Galaxy. Once again, we see a preference for enhanced low-energy cosmic-ray evacuation from the inner Galaxy. This is not unreasonable given the higher star formation rate of the inner Galaxy which generate the strong Galactic winds. The GCE statistics and spectrum are not strongly affected.

**Anisotropic Diffusion $D_{zz}$:** Here we set the vertical diffusion coefficient equal to $D_{zz} \times D_0$, so that diffusion out of the plane is enhanced for $D_{zz} > 1$. In the local and outer Galaxy, the data prefer highly isotropic diffusion ($D_{zz} \approx 1$). In the global-inner Galaxy, there is a strong preference for $D_{zz} = 2-3$, driven by the large population of central cosmic-rays. Quasi-linear theory predicts that diffusion should be enhanced along ordered magnetic field lines such as the strong poloidal fields near the Galactic center [364]. In the IG ROI, the statistical significance of the GCE template is minimized for $D_{zz} = 1$. Above and below unity, the electron cloud of the CMZ becomes elliptically skewed with a major axis stretched perpendicular or along the plane. This causes the
relatively spherical GCE template to regain significance. The GCE spectrum is unilaterally suppressed by enhancing $D_{zz}$. Similar to increases in $f_{H_2}$, this can eliminate the mid/high energy excess, but the low energy ICS remains much too bright, forcing the GCE to be negative. Note that our modelling here concerns only globally anisotropic diffusion and we have not studied the impact of anisotropic diffusion at the GC alone.

**Primary Sources:** The primary source distribution used for the axisymmetric ($1-f_{H_2}$) fraction of sources is globally extremely important for the outer Galaxy, with the SNR model providing the best fit there and overall. In Figure 7.1 we showed that of all the distributions, the SNR CB98 contains the most sources outside the solar circle, and better illuminates the outer Galaxy. The significance of this is very apparent here, with Yusifov models providing the second largest outer Galaxy source population. Toward the inner and local Galaxy the SNR distribution is only weakly disfavored with the Yusifov and Lorimer pulsar based models providing slightly better fits as they concentrate cosmic-rays toward the inner Galaxy. Tracers based on OB stars are strongly disfavored in all regions as it does not populate either the inner or outer Galaxy. For the IG results, we see that models containing no sources in the Galactic center (OB) *increases* the GCE significance, while models with the largest number of central sources (Yus) *minimizes* the GCE significance. This underlines Sec. 7.1 which stated that existing source models systematically underestimate the population of cosmic-rays at the Galactic center. The spectrum is somewhat sensitive to the source distribution, with the softest GCE occurring for pulsar models and the hardest GCE arising from our chosen SNR models.

**Gas Distributions:** We show all combinations of the assumed hydrogen spin temper-
ature \( T_s \in [100, 10^5] \) K and the reddening cut for dust corrections \( E(B-V) \in [2, 5] \) mag. These distributions are clearly globally important with a strong preference given to models with maximum reddening \( E(B-V)=5 \) mag, which allows more gas to be assigned to regions of high-extinction – i.e. the inner Galaxy. The outer Galaxy also prefers large hydrogen spin temperatures, which populate HI’s triplet state and assigns a higher HI number density to a given 21 cm line temperature. While the total fit quality of the IG ROI is highly sensitive to the gas distribution, the GCE significance and spectrum are essentially unaffected.

**Magnetic Fields:** Our magnetic field model is simply an exponential with scale radius \( r_B \), height \( z_B \), and random field intensity \( B_0 \). In the global-inner and local Galaxy, low field intensities are strongly preferred, perhaps due to the reduced confinement of cosmic-ray electrons to the plane where the HI correlated \( \pi^0 \) emission is already very bright. In the outer Galaxy, the situation is reversed, corroborating this interpretation given that our models are under-luminous in \( \gamma \)-rays across the outer Galaxy. The global data is rather agnostic to the magnetic field shape only mildly preferring large scale radii and small scale heights. Such small values of \( z_b \) are not totally inconsistent with more modern models \cite{364}, which contain a thin disk plus a toroidal halo with thin/thick scale heights of 0.4/4-6 kpc and radii of 10-15 kpc. \( B_0 \) varies in these models between 1-5\( \mu \)G in these models. The GCE spectrum is very sensitive to the magnetic field shape and intensity which dictate the shortest energy loss time-scale. The scaling radius is much larger than the CMZ so that \( r_B \) has little impact on GC electrons. However, \( r_B \) does control the energy loss timescale of the foreground disk electrons which are
important near the plane. The scale height $z_B$ will impact both electrons at the GC and in the foreground. Larger values of any of these three both parameters shrink the the effective foreground ICS scale height. At the GC, $B_0$ and $z_B$ shape the central CRe population. Larger values of either lead to stronger confinement toward the GC, and the GCE intensity becomes larger. We also note that the strong CMZ magnetic fields are not present in our models here, though they are likely to play an important role very near the GC.

**ISRF Intensity:** Here we globally vary the strength of the optical and FIR components of the interstellar radiation field relative to the CMB, with a value 1 corresponding to the default *Galprop* model. Globally, the *Galprop* model appears to fit well. In the inner Galaxy, results are not significantly changed until very high values begin to further confine the CMZ electrons. The foregrounds are also effected, and like the magnetic fields, it is difficult to disentangle the two effects using simple template regression here.

### 8.1.5 Injection Spectrum and Enhanced Transport in the CMZ

Although the GCE significance is reduced from TS=3800 to 333 by the Canonical model, we have seen that the ICS emission below 1 GeV is too bright and too broadly distributed, such that it must be compensated at high latitudes by increased isotropic template emission. This results from an over-abundance of $E \lesssim 30$ GeV electrons. *If our goal is to produce a self-consistent cosmic-ray model compatible with the GCE then we must reduce the central population of low-energy electrons via either (i) a hardened electron injection spectrum for the CMZ, or (ii) enhanced transport at low energies.*
For protons, saturated $\pi^0$ emission toward the inner Galaxy forces $X_{\text{CO}}$ to be unphysically low when realistic CMZ injection rates are imposed, and additional elements are needed to remove low energy protons from the otherwise calorimetric environment (See App. 8.1.8.1).

The *global* electron spectrum and abundance are not critical to the GCE spectrum due to the freely floating ICS in each energy bin. However, the ICS template morphology toward the GC does depend on the ratio of cosmic-ray electrons in the CMZ versus the Galactic disk. A hardening of the CMZ injection spectrum should dim the low-energy ICS spike. Such an injection spectrum is motivated by the hadronic $\gamma$-ray spectrum of the GC ridge as measured by HESS [404] and VERITAS [405], which have TeV photon spectral indices $\Gamma = 2.05$-$2.29$ that are substantially harder than the typical Galactic $\gamma$-rays.

We test these models by hardening the injection spectrum of both protons and electrons (above $R > 11.5$ and $2$ GV respectively) at the CMZ ($r_{2D} < 300$ pc) by $\delta \alpha$. Even for $0 < \delta \alpha < 1$, the resulting GCE spectrum and significance are negligibly effected. Apparently, the central photon morphology drives the GCE and ICS template normalizations much more than the disk emission, such that the entire ICS template is renormalized. This results in little change in the GCE properties from spectral hardening of the CMZ alone. These combined factors leave one obvious option for reconciling the Galactic center excess with a steady state cosmic-ray population: enhanced transport at the GC.

Enhanced cosmic-ray transport comes in several flavors, but those explored in
Sec. 8.1.4 each come with caveats when attempting to explain the full GCE spectrum. While a very thin diffusion halo in the Galactic center can help reduce the unphysically-negative low-energy GCE, the overall inner Galaxy fit becomes significantly worse. Alternatively one can enhance diffusion out of the plane ($D_{zz} > 1$) or add a large vertical convection gradient $dv/dz$. However, these stretch the CMZ electron cloud vertically and the corresponding ICS profile becomes less spherical, resulting in a larger GCE significance. One can also increase the isotropic diffusion constant $D_0$, but this simply broadens the width of the ICS spike, decreasing the mid/high energy GCE, but further exacerbating the low-energy problem. Decreasing $\delta$ reduces the energy dependence of diffusion, but does not have much effect over the small energy range of interest here. Altering the ISRF energy densities only impact high-energy electrons by reshaping their effective diffusion radius while changing the magnetic field model cannot correctly reshape the spectrum. Large Alfvén velocities strongly increase diffusive reacceleration and harden the low energy particle spectrum. And although this this produces less low energy ICS without effecting the high energy band, it cannot sufficiently suppress the GCE peak between 1-5 GeV.

No obvious combination of the above seems to solve our problem, leaving one potential cosmic-ray transport solution: high velocity winds emanating from the Galactic center region. In order to compete with diffusion, the wind velocity must be at least several times 100 km/s ($10^3$ km/s $\equiv 1$ kpc/Myr). In the advection dominated regime, particle transport is energy-independent. With an appreciable mixture of diffusion, the winds dominate low energy transport where the diffusion rate is lowest, and diffusive
transport dominates at high energies, where large particle rigidities lead to faster prop-
agation. In addition to the transport rate enhancement and energy independence, the
radial profile of a constant velocity advective wind is geometrically fixed to $r^{-2}$, whereas
diffusion from a point-like stationary injection source results in a shallower $\sim 1/r$ profile
over the inner kiloparsec. These features make strong winds a natural solution to our
problem.

Winds at the Galactic center are driven by intense star formation occurring
throughout the CMZ, and especially from the dense stellar clusters of the inner 10 pc.
With diffusion alone, the GC is highly calorimetric. On the other hand, multiwavelength
observations indicate less that more than 95% of the non-thermal injected power must be
advected from the system, despite the extreme gas densities and high magnetic fields [39].
A detailed account of GC winds can be found in Ref. [39] and references therein, but is
briefly reviewed here. Perhaps most significant are observations of the ‘GC lobe’, a rising
1° tall and $\lesssim 0.5°$ radial shell of 10 GHz radio continuum emission [294] with associated
mid-infrared filaments [295], X-ray shells [296], and optical and radio recombination lines
which point to nested shells of ionized gas, synchrotron emission, and dust entrained in
the outflow whose pressure and energetics are consistent with star formation or nuclear
activity from the central 10 pc of the Galaxy [297, 295, 298]. More recent radio observ-
ations combined with multiwavelength modeling [299] have confirmed these features,
finding additional X-ray counterparts and associations with the circum-nuclear disk. In
addition, from the perspective of extragalactic star-forming galaxies the SFR within the
CMZ is expected to drive powerful outflows [39].
We consider here the addition of such a wind, modelled as a purely radial outflow with constant velocity \( v_{\text{wind}} \) within \( r_{3D} \lesssim 2 \) kpc of the Galactic center, which is assumed to stall and vanish beyond this. Explicitly, we describe the wind in terms of a Fermi-Dirac distribution with a boundary width of 200 pc. A stall zone at 2 kpc is likely conservatively small based on recent modeling \[300\], and, in the vertical direction, lies outside of our inner Galaxy ROI.

\[
\vec{V}_{\text{wind}}(r) = \frac{v_{\text{wind}} f_{3D}}{e((r_{3D} - 2 \text{ kpc})/0.2 \text{ kpc}) + 1}
\]  

(8.5)

where we vary the value \( v_{\text{wind}} \) between 0 \(-\) 2000 km \( s^{-1} \).

Figure 8.20: Statistics for the Inner Galaxy when varying \( f_{\text{H}_2} \) and \( v_{\text{wind}} \). **Left:** Test Statistic of the GCE template, with contours showing \( \Delta \chi^2 \in \{-300, 0, 300\} \) (dot, solid, dashed) for the ‘No GCE’ Inner Galaxy fits. **Center:** \( \Delta \chi^2 \) for IG fits with No GCE template and the same contour levels, relative to the Canonical model. **Right:** Same as center, but for fits including a GCE template. In all panels, the box is comprised of ‘bounds’ and ‘most probable’ wind velocities from Ref. \[39\] on the vertical axis, and models which match the CMZ injection rates (See Sec. 7.1) on the horizontal.

Although the wind is expected to be bipolar we do not explicitly model an opening angle here, leaving such studies to future work. In modeling the GC wind, we also increase the simulation’s planar resolution to \( dx = dy = 250 \) pc and set \( dz = 100 \) pc.
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In Figure 8.20, we show the statistics of the IG fit at the Galactic center as we simultaneously vary $f_{\text{H}_2}$ and $v_{\text{wind}}$. Specifically we show the TS of the GCE template (left panel), the $\Delta \chi^2$ for fits with no GCE template, and the $\Delta \chi^2$ for fits with a GCE template. The inset box shows the range of wind velocities compatible with radio observations of the GC Lobe and TeV $\gamma$-ray observations of the HESS region [39]. Alternative modelling assumptions [398] suggest potentially higher wind speeds depending on the magnetic field strength of the CMZ. Horizontal bands highlight values of $f_{\text{H}_2}$ which approximately match the observed SNe rates at the Galactic center assuming typical SNR cosmic-ray acceleration efficiencies (See Sec. 7.1).

In the left panel, we see clearly that a simultaneous increase of the injection rate and wind speed leads to strong reduction of the GCE significance, with reasonable parameters (from multi-wavelength data) reducing the entire GCE template to $\text{TS} \approx 100$. On the other hand, models which reduce the GCE significance the most are not strongly preferred by the inner Galaxy fits, and the GCE significance can only be reduced to $\text{TS} \approx 250$ while also providing an improved IG fit. As the wind velocity increases, the low-energy electron cloud becomes both dimmer in ICS and more sharply peaked, with electrons above 50 GeV remaining unaffected by the wind. This sharply reduces the negative low-energy residuals picked up by the GCE template in windless models.

Examining the center panel we see that the addition of a GC wind not only reduces the GCE significance, but can also improves the inner Galaxy fit by up to $\Delta \chi^2 = -375$ over the Canonical zero-wind model. Although these are not fully overlapping parameter spaces, a mutual reduction of the GCE and improved fit in the inner
Galaxy is achieved over a substantial portion of the parameter space. Importantly, the preferred parameter space overlaps well with multi-wavelength expectations and statistically excludes a purely diffusive transport at $\Delta \chi^2 \approx 350$ for only two additional parameters.\[11\] The right panel shows that even with the addition of the GCE template, a non-zero wind velocity is still favored, and is highly degenerate with the GCE template up to 2000 km/s provided that $f_{\text{H}_2} \lesssim 0.3$. As we show in Appendix 8.1.8.1, these models also provide more reasonable values for the inner Galaxy $X_{\text{CO}}$ conversion factor as they remove low energy protons which otherwise saturate the gas-correlated $\gamma$-ray emission.

In Figure 8.21 we show the GCE spectrum as the wind velocity is increased for models which correctly reproduce the CMZ supernovae rate ($f_{\text{H}_2} = 0.3$). The addition of winds strongly reduces the low-energy electron and proton populations at the GC which in turn (i) more sharply peaks the associated ICS emission, and (ii) reduces $\pi^0$ emission associated with the thick atomic and ionized hydrogen disks (which cannot be compensated by adjusting $X_{\text{CO}}$). This strongly reduces the negative normalization of the GCE template while only weakly impacting emission above 5 GeV. Thus the spectrum and morphology of cosmic-rays at the GC are reshaped in precisely the way needed to further reduce the Galactic center excess. Galprop allows us to directly examining the electron spectrum at the Galactic center and reveals that the wind induces a broad break in the steady-state spectrum between 10-50 GeV (depending on the wind velocity). Assuming a CMZ magnetic field strength $B \gtrsim 100 \mu G$, this break energy is

\[11\] It is important to note that this is a purely statistical significance and that systematic uncertainties are much larger, in particular due to the magnetic-field and ISRF uncertainties from the CMZ, and the transport parameters discussed in Sec. 8.1.4.
nearly equivalent to that inferred from the 1 GHz spectral break in the Galactic ridge synchrotron spectrum [39].

In Figure 8.22 we show results for the same diffuse emission models applied in our Galactic center analysis, utilizing both the full 15°×15° ROI as well as an analysis which masks the region |b|<2° from the Galactic plane. In the analysis of the full-sky ROI, we find that, similar to the analysis of the IG region, models with non-zero wind velocities are statistically preferred in the data. Specifically, we find the data to be best fit by a wind velocity of 2000 km/s both in models that include, or ignore the GCE component. However, we note that wind velocities of 600 km/s are disfavored by only a ΔLG(L) of 10 (48) in the case that the GCE component is included (not included) in the model. A model with no winds, however, is disfavored by a ΔLG(L) of 288 (372). In an analysis that masks the region |b| <2°, models with no winds are slightly preferred by the data, but at a level of only ΔLG(L) of 11 (33) compared to a model with 600 km/s winds.

Unlike for models with non-zero winds in the Inner Galaxy analysis, the spectrum and intensity of the GCE component appears to be unaffected by the presence of strong GC winds, similar to our results for models with varying values of $f_{\text{H}_2}$ in the Galactic Center ROI. The effect of the addition of the GCE template in the Galactic Center ROI is to significantly suppress the normalization of the ICS emission template.

The results above show that for any realistic value of $f_{\text{H}_2}$, Fermi GeV data toward the inner Galaxy strongly favor the presence of a Galactic center wind based on the morphology of the low energy ICS emission. Furthermore, the presence of this
Figure 8.21: Spectrum of the Galactic center excess as the wind velocity $v_{\text{wind}}$ is varied for $f_{H_2} = 0.3$ which well reproduces the observed SNe rate of the CMZ. Best fitting models without a GCE prefer wind velocities from 500-1000 km/s for $f_{H_2} = 0.3$. In all cases the GCE is reduced very far below the GCE spectrum of Mod A. 

wind increases the degeneracy between the peaked central ICS emission and templates for a GCE component. In the Galactic Center ROI we also see some evidence for Galactic center winds in the overall fit to the $\gamma$-ray data, but do not find any degeneracy between the strength of the GC winds and the normalization and spectrum of the GCE component. In Appendix 8.1.8.1 we provide additional evidence for Galactic center winds based on the over saturation of $E \sim 1$ GeV $\pi^0$ emission in the central 2 kpc of the Galaxy.
8.1.6 Discussion of Steady State Scenarios

In Chapter 7, we presented novel, physically-motivated, and significantly improved models for Galactic diffuse $\gamma$-ray emission in the Milky Way, focusing on understanding the diffuse sources of $\sim$GeV $\gamma$-ray emission in the complex Galactic center region. In contradiction with multi-wavelength observations, previous models of the Galaxy’s diffuse Galactic emission have neglected cosmic-rays from the Central Molecular Zone, which is known to harbor a significant fraction of the Milky Way’s supernova power (and thus cosmic-ray injection). Here, we have rigorously examined the robustness, spectrum, and morphology of the GeV Galactic Center excess in the presence of this new CMZ associated $\gamma$-ray emission. Our primary results can be condensed into three key findings:
1. There exists a clear degeneracy between the intensity, spectrum, and morphology of the GCE and the ICS emission following from realistic cosmic-ray injection near the Galactic center.

2. Models with \( f_{\text{H}_2} = 0.2 - 0.25 \) both reproduce the correct CMZ injection rate and provide the best fit to the \( \gamma \)-ray data in regions far from the Galactic center (i.e. the full sky, and the inner Galaxy fits with no GCE template). When these models are employed in the Inner Galaxy analysis, they substantially decrease the intensity and significance of the Galactic center excess, and also distort its morphology and spectrum. When fitting these models in the Galactic Center ROI, the spectrum and intensity of the GCE remain high, but the statistical significance of the excess decreases drastically if the region \( |b| < 2^\circ \) is masked.

3. When including a GCE template, fits in the Inner Galaxy and Galactic center analyses statistically prefer \( f_{\text{H}_2} \approx 0.1 - 0.15 \). For these models, the intensity of the GCE component generally decreases by \( \sim 30\% \), while the morphology and spectrum remain consistent with previous results – i.e. compatible with a dark matter interpretation.

These results can thus be interpreted in two ways. If global \( \gamma \)-ray fits and the multi-wavelength evidence for large cosmic-ray injection in the CMZ are accepted as priors on the value of \( f_{\text{H}_2} \), then the low-intensity, hard spectrum residual that remains may be potentially viewed as a systematic issue of uncertain origin. On the other hand, if these priors are taken to be weak against the statistical preference for lower \( f_{\text{H}_2} \) in
the narrower Inner Galaxy and Galactic center ROIs, then the resilience of the GCE in light of our new models reaffirms previous determinations of the GCE properties. Large and presently unknown systematic uncertainties from both analysis procedures and from GDE modeling make it difficult to objectively balance the weights of the high $f_{\text{H}_2}$ priors against the low $f_{\text{H}_2}$ IG+GC likelihood function. Ultimately, the properties of the GCE depend sensitively on these assumptions and its remains an open question.

In addition to the results above, we find that GDE models with appreciable CMZ injection rates predict overly bright $\gamma$-ray emission below $\sim$1 GeV near the plane. This strongly impacts the spectrum of the low-energy GCE, and the inferred $X_{\text{CO}}$ conversion factor toward the inner Galaxy. We discuss multiple possible systematics that could produce this signal, and show that the majority of (global) diffusion parameters can not alleviate these issues.

Motivated by substantial multi-wavelength evidence, we implement a radially outflowing wind at the Galactic center. For wind speeds $\gtrsim$ 500 km/s, our models are improved simultaneously in three separate ways: (i) low-energy cosmic rays are advected from the region so that the low-energy GCE spectrum is no longer compensating an oversaturated GDE model, allowing for more realistic values of $X_{\text{CO}}$ in the inner Galaxy; (ii) Inner Galaxy and Galactic Center fits (both with and without a GCE template) are substantially improved; (iii) the best fit value of $f_{\text{H}_2}$ in the Inner Galaxy ROI is increased, bringing the preferred model space into better agreement with the full-sky $\gamma$-ray data and with the observed CMZ supernovae rate. Furthermore, when both $f_{\text{H}_2}$ and the wind velocity are large, the GCE can be even further suppressed. However, we again find that
the models which best fit the $\gamma$-ray data in both the Galactic Center and Inner Galaxy ROIs include a significant GCE component with a spectrum and intensity consistent with previous analyses.

There remain multiple avenues worth of future exploration, and additional modeling improvements are necessary to fully understand diffuse $\gamma$-ray emission from regions near the Galactic center. At present, our models employ ISRFs and magnetic field energy densities that are not consistent with multiwavelength observations of the CMZ. Specifically, radio surveys find that $50—200\mu G$ magnetic fields permeate the CMZ [363, 32], while stellar populations spanning the inner few degrees [406, 407] and the dense nuclear star clusters surrounding Sgr A* indicate ISRF energy densities in the inner 10 pc which are several orders of magnitude higher than current Galprop models [408, 409, 337]. A realistic model of diffuse $\gamma$-ray emission will need to investigate both:

(i) the short electron cooling timescales indicated by these observations, as well as

(ii) utilize a detailed model of the stellar (and dust-reprocessed FIR) ISRF in order to determine the precise morphology of ICS $\gamma$-rays in the inner few degrees surrounding the GC.

Finally, gas maps for both $\gamma$-ray generation, and for our our $H_2$ based source model, may be improved using more recent molecular line surveys of the CMZ, such as MOPRA [410], which samples multiple organic species in order to better probe the variety of gas phases that are not well traced by CO alone. Alongside the improved $\gamma$-ray predictions (which also include the TeV regime), more precise models can be better
constrained by cosmic-ray calorimetry and synchrotron emission modeling.

8.1.7 Summary of Steady State Cosmic-Ray Models

The conclusive determination of the existence of genuinely excess diffuse emission from the inner regions of the Galaxy depends crucially on the use of reliable and physically motivated models for the Galactic diffuse emission. It is clear that in studies thus far available a critically important population of cosmic rays in the region has been neglected, with potentially dramatic implications for the determination of both the existence and the properties of any excess emission.

In a recent short note, Ref. [397], we proposed a physically well-motivated model for the three-dimensional Galactic cosmic-ray injection source distribution, based on a fraction $f_{\text{H}_2}$ of such sources being associated with relatively recent injection in star-forming regions. We employed observational data on the density of H$_2$ alongside a simple prescription for star-formation efficiency, and showed that the resulting Galactic diffuse emission models with $f_{\text{H}_2} \sim 0.1 - 0.3$ are statistically strongly favored by the $\gamma$-ray data over models with $f_{\text{H}_2} = 0$.

The present extensive study explores in detail the implications of our original finding [397] on models for the diffuse Galactic emission, and the resulting impact on the existence and properties of any Galactic center “excess”. We found that the new cosmic ray population is consistent with the CMZ supernova rate (as determined by multi-wavelength observations) and produces a significant $\gamma$-ray emission that is degenerate with many properties of the $\gamma$-ray excess. The choice of the region of interest impacts
the details of this degeneracy. Specifically, without employing a GC excess template there is a strong preference for $f_{H2} \sim 0.1$ in the (narrower) Galactic Center analysis, and for $f_{H2} \sim 0.2$ in the (broader) Inner Galaxy and in the full-sky analyses. Including a GC excess template, but utilizing a value $f_{H2} \sim 0.2$ as a prior in the Inner Galaxy analysis, the GC excess is strongly affected, while the Galactic Center analysis still favors the existence of a bright residual emission. In all cases, we find a clear statistical preference for the existence of a Galactic Center Excess residual emission template, but with an intensity, spectrum, and morphology which are sensitive to $f_{H2}$.

An additional important finding of the present study is that low-energy ($E \lesssim 20$ GeV) protons and electrons are over-produced in the GC region, as determined by the negative $\gamma$-ray residuals below 1 GeV. We explored possible solutions to this issue, and argue that the most plausible solution is the addition of significant advective winds which remove the excess electron and proton populations from the central Galactic regions. We showed that the existence of such winds is physically well-motivated. The inclusion of strong galactocentric winds significantly improves our fit to the $\gamma$-ray data both in models that include (exclude), a GCE component, at the level of $\Delta \chi^2 = 605$ (375) in an Inner Galaxy type analysis. For models which include a GCE component, the addition of strong Galactic winds removes the negative residuals typically absorbed by the GCE template, producing a GCE $\gamma$-ray spectrum which is physically realistic over the full energy range.

We believe that the models for the diffuse Galactic emission discussed here present a clear step forward in the current state of the art in this field. Additionally, it
is clear that a solid determination of the properties of a Galactic center excess, and its association with new physical phenomena such as dark matter annihilation, hinges on further improving our modeling of the Central Molecular Zone. At present, a precision determination of diffuse emission in the Galaxy remains the most significant barrier to using high-energy gamma rays as a probe of new physics at the Galactic center.

8.1.8 Additional Results

8.1.8.1 $X_{\text{CO}}$ in the Inner Galaxy

Previous studies of the Galactic center excess have neglected variations on the $\text{H}_2 \rightarrow \text{CO}$ conversion factor $X_{\text{CO}}$. However, understanding the radial $X_{\text{CO}}$ provides an important indicator of the hadronic cosmic-ray density and calorimetry toward the Galactic center. Here, we (i) briefly comment on the empirical and theoretical understanding of $X_{\text{CO}}$ toward the centers of star-forming galaxies similar to the Milky Way, (ii) show that for realistic cosmic-ray injection rates from the CMZ, the gas-correlated $\gamma$-ray emission is over-saturated (assuming an SNR-like injection ratio $q_p/q_e \approx 10$), and (iii) demonstrate that advective outflows at the Galactic center help to alleviate this problem.

Theoretical and observational results indicate that $X_{\text{CO}}$ is subject to significant spatial and environmental variations, especially in the centers of local group star forming galaxies. Comparisons of the total dust opacity to the CO-inferred gas density in local group spiral galaxies shows that $X_{\text{CO}}$ is relatively flat throughout Galactic disks, but decreases on average by a factor more than 2 in the central regions. In 3 of the
Figure 8.23: **Top-left:** Fitted values for $X_{\text{CO}}$ as $f_{\text{H}_2}$ is increased. **Top-right:** $X_{\text{CO}}$ for $f_{\text{H}_2} = 0.3$ as the Galactic center wind velocity $v_{\text{wind}}$ is increased. Also shown our $X_{\text{CO}}$-fitted version of Mod A, as well as the commonly used $X_{\text{CO}}$ profile from Ref. [40]. With the exception of the inner-most ring, all fitted values have statistical error bars $\lesssim 20\%$. **Bottom-left:** Inner Galaxy $\Delta \chi^2$ for the traditional SNR and Canonical models when limiting minimal value of $X_{\text{CO}}$ (in units of $10^{20} \text{ cm}^{-2} (\text{K km s}^{-1})^{-1}$). Traditional Galprop models combined with $\gamma$-ray observations suggest a value around $X_{\text{CO}} \approx 4 \times 10^{19} \text{ cm}^{-2} (\text{K km s}^{-1})^{-1}$ [41]. The impact on the Galactic center excess spectrum and significance is negligible. **Bottom-right:** Same, but for the global-inner analysis. Here the disk is unmasked and the fit quickly degrades as the minimal $X_{\text{CO}}$ is increased. Models which include winds help to alleviate this problem and allow for more realistic CMZ injection rates.

16 Galaxy cores surveyed in Ref. [332], $X_{\text{CO}}$ was at least a factor of 10 below the Milky Way average $X_{\text{CO}} = 2 \times 10^{20} \text{ cm}^{-2} (\text{K km s}^{-1})^{-1}$. $X_{\text{CO}}$ was found to have a strong inverse correlation with the interstellar radiation intensity and surface densities of star formation, stellar mass, and dust mass, all of which are much higher in the
Milky Way center than the disk (see Sec. 7.4). $X_{\text{CO}}$ is also believed to increase sharply with decreasing metallicity for $Z \lesssim Z_\odot/2$ [334], which can severely alter the inferred gas density in chemically enriched regions of the Galaxy, such as the Galactic Center. Finally, fitting EGRET [40] and Fermi [342] data to models of the Milky-way’s diffuse $\gamma$-ray emission requires $X_{\text{CO}}$ in the inner 2 kpc to be a factor $\sim$4 lower than the rest of the Galaxy. In addition to this, we have shown throughout this Section that status quo cosmic-ray models have dramatically underestimated the injection rate from the CMZ, implying that either $X_{\text{CO}}$ must be reduced even farther, or that transport in the inner Galaxy must be enhanced.

In the top-left panel of Figure 8.23, we show the fitted $X_{\text{CO}}$ profile as $f_{\text{H}_2}$ is increased. We also show the $X_{\text{CO}}$ profile from Moskalenko & Strong (2004) [40] (MS04) which has previously been used for Ref. 36’s Mod A. As cosmic-ray injection is enhanced toward the inner-Galaxy, $X_{\text{CO}}$ must simultaneously be reduced to maintain the same level of hadronic $\gamma$-ray emission. Nowhere is this more important than the for the innermost Galactocentric ring ($r < 1.8$ kpc) which, for $f_{\text{H}_2} = .2$, becomes suppressed by more two-orders of magnitude relative to the local value. In the top-right panel, we add the advective wind discussed in Sec. 8.1.5 and show that while the outer Galaxy is relatively unaffected, as the wind velocity is increased the best-fitting $X_{\text{CO}}$ returns to potentially physical values. All models remain biased to very high values in the outer Galaxy, consistent with previous studies [40, 342]. We note that the MS04 profile was obtained from EGRET data, and does not employ point source masking. Interestingly, we find that our $X_{\text{CO}}$ profiles inside the Solar circle are quite sensitive to the adopted
point source masking, and that masking systematics should be understood for future studies of $X_{\text{CO}}$ utilizing $\gamma$-ray data.

In all of the previous model fits, we have allowed the values of $X_{\text{CO}}$ to float freely when performing global fits. Here we enforce a lower limit on $X_{\text{CO}}$ in order to gauge the maximal allowed value. In the bottom panels of Figure 8.23 we show $\Delta \chi^2$ for the inner Galaxy and global-inner fits. The statistics of the inner Galaxy are hardly effected until $X_{\text{CO}}$ rises well above historical determinations $^{[40, 342]}$. This is to be expected in the inner Galaxy analysis where masking of the plane hides most of the $H_2$ emission near the Galactic center. For the global-inner fits, the plane is not masked and the fit rapidly worsens as the lower limit on $X_{\text{CO}}$ is increased, which forces the inner $H_2$ rings to oversaturate. For our Canonical model, physically likely values of $X_{\text{CO}}$ are very strongly disfavoured by the data, with statistical penalties outweighing even major changes to Galactic diffusion parameters. We find that $X_{\text{CO}}$ must be substantially more than a factor 10 smaller than the Milky-way average in order to support the expected CMZ injection rates without Galactic center winds or much stronger vertical convection gradients.

The gas-correlated $\gamma$-ray saturation toward the inner Galaxy is driven mostly by $\pi^0$ emission below a few GeV where the number of photons is largest. Stronger winds blow low-energy protons and bremsstrahlung generating electrons away from the gas-rich CMZ. This allows $X_{\text{CO}}$ to increase to more physical levels for wind velocities of at least several hundred km/s. Alternative transport options are such as enhanced or anisotopric diffusion at the GC could also help alleviate the gas saturation. However, none of these
alternatives alone is likely to fully reconcile the expected CMZ injection rates with the observed level of $\pi^0$ emission. We take this point as significant evidence in favor of strong GC winds. Future modeling of gas in the CMZ should include combinations of improved molecular-line surveys tracing $\text{H}_2$ – such as the MOPRA CMZ survey [10] – which are less prone to environmental variations than CO. Improved gas modeling is crucial in order to better constrain proton populations and winds at the GC, and can aid in discriminating between leptonic, hadronic, or mixed cosmic-ray injection models in the future.

8.1.8.2 ROI Dependence of Fit Components

In Section 8.1.3.2 we showed that the GCE is not strongly reduced in the Galactic center analysis, compared with a strong reduction in the Inner Galaxy, and that the morphology of the GDE template in the IG and GC analyses differs. The dependence of these results on the analysis windows implies that the GCE (or GDE templates) do not fully describe the residual data when cosmic-rays are added to the CMZ. In Figure 8.24 we show the average raw normalizations, from 1-5 GeV, of each template in the inner Galaxy analysis (with a GCE template) as the fitting region is increased from $10^\circ \times 10^\circ$ to $60^\circ \times 60^\circ$. We omit the $\pi^0+$bremsstrahlung template which remains flat to within $< 10\%$ for all ROIs. The Bubbles and isotropic spectrum normalizations are with respect to the original source spectra (see Sec 8.1.2), while the DM spectrum is relative to Ref. [36]. The ICS normalization is relative to the Galprop predictions of the respective models.

As the ROI is expanded, the isotropic and ICS components remain flat until
eventually the isotropic template increases by more than 50% beyond 50°. The origin of this is not clear, but the smooth increase is a likely indication that the isotropic template prefers to be larger over all ROIs, but is constrained by the $\chi^2_{\text{ext}}$, which has reduced weight as the ROI grows. Because of the large latitudes involved, this is likely related to uncertainties in the foreground ICS rather than the GCE, which carries little weight over a 60° window. The Fermi bubbles template used here is essentially isotropic over the central 5 degrees of the ROI before becoming bipolar at higher latitudes. For $f_{H2} = 0.2$, windows between 20° and 50° result in a brightened bubbles template, but only in fits which include a GCE. In fits that do not include the GC template, the bubbles template varies by less than 10% above 1 GeV, for all values of $f_{H2}$ (see Fig. 8.4). In other words, the presence of the GCE template changes the inferred spectrum of the Fermi bubbles near the Galactic center (though the template morphology in this region is not well understood).

The most dramatic change is the GCE template normalization (Fig. 8.24 right). For $f_{H2} = 0$, the GCE spectrum is stable to within about 20% over all ROIs. As we increase $f_{H2}$ 2, overall normalization drops across all ROI sizes above 20°, eventually reducing near zero for $f_{H2} = 0.2 - 0.25$. For ROIs under 20°, however, the reduction saturates around $f_{H2} = .1 - .15$ at about half the original brightness. The sharp decline of GCE template as the ROI increases indicates that the radial profile of the template is mismatched to the residual. In particular, the ICS spike is too shallow to fully reproduce the inner few degrees. When the ROI is small, ICS is suppressed and the GCE template is bright. As the ROI becomes larger, the ICS template brightens and the GCE becomes
Figure 8.24: Dependence of fit components on choice of ROI for the inner Galaxy Analysis. **Left:** GDE and GCE component normalizations (averaged over 1-5 GeV) for $f_{H^2} = 0$ and $f_{H^2} = 0.2$ as the square ROI width is increased. All ROIs include a plane mask for $|b| < 2^\circ$. **Right:** Same as left but for GCE template only. Gray lines mark the Galactic center and inner Galaxy ROIs.

suppressed by the lack of excess emission far from the GC. This is in agreement with the findings of Sec. 8.1.3.2 and could relate to a number of factors including poor CMZ ISRF modeling, limited resolution of the simulations or injection gas maps, or be indicative of a very young injection of cosmic-rays as indicated by HESS observations of the Galactic center [404].

### 8.1.8.3 Comparison with a Gaussian CMZ Model

Recently, Gaggero et al [399] noted that previous GDE models have neglected cosmic-ray sources at the Galactic center. They proceeded to add a spherically symmetric Gaussian cosmic-ray source at the position of the Galactic center in order to account for the CMZ. For cosmic-ray ‘spikes’ of width 200-400 pc (constrained by the size of the CMZ), they found that such models could reproduce the bulk properties of the GCE, and strongly reduce the significance of the GCE. Our findings fully support this conclusion,
but using a physical model and empirical inputs for the size and shape of the spike. In addition, our star formation prescription correctly reproduces the normalization of the spike based on both the measured SNe rate of the CMZ and based on global fits to Fermi γ-ray data. Their model is parametrized by a Gaussian width $\sigma$ and a normalization $N$, which represents the fraction of total Galactic cosmic-ray injection contained in the CMZ ($r < 300$ pc). Here we reproduce this model for $\sigma = 200$ pc and using Mod A ($X_{CO}$ fixed to MS04 profile) in order to make direct comparisons.

In the top-left panel of Figure 8.25 we show the ICS emission for the $N = 1.4\%$ model and our Canonical star-formation based model over the inner Galaxy ROI at $l = 0^\circ, b = 0^\circ$ respectively. **Top-right:** Latitude and longitude profiles for ICS emission running through $l = 0^\circ, b = 0^\circ$ respectively. **Bottom:** GCE Spectrum and fit statistics of the inner Galaxy ROI as the spike normalization $N$ is varied in the Gaussian CMZ model. To be compared with Figure 8.2.

In the top-left panel of Figure 8.25 we show the ICS emission for the $N = 1.4\%$ model and our Canonical star-formation based model over the inner Galaxy ROI at
the peak GCE energy. In the top-right panels, we show latitude and longitude profiles through $l = 0$ and $b = 0$, respectively. Several features differentiate the two models. First, the excess Gaussian CMZ spike is completely spherically symmetric (as is expected for an isotropic diffusion tensor), while the $f_{\text{H}_2} = 0.2$ model is elongated along the plane (in reality, the height of the CMZ is very thin with FWHM $\approx 45$ pc $^{323}$, and not 200 pc as taken in Ref $^{399}$), and contains an axisymmetric structure from the bar which extends toward positive longitudes. Second, both the latitude and longitude profiles of the spike are substantially steeper than our Canonical model at 2 GeV, which may be driven by both the improved simulation resolution (thus injection resolution) afforded by the cylindrical simulations, or by the higher resolution of the gas model, which is an analytic model compared with our more limited $dx = dy = 100$ pc empirical gas model. We expect that our models produce a more realistic model of the CMZ shape and foreground emission as indicated by the much improved overall IG fit.

In the bottom panels of Figure 8.25, we show the GCE spectrum and statistics for the IG analysis. Both quantities are remarkably similar to our findings in Section 8.1.3.1 and show that the GCE is highly degenerate with the new ICS profile. The minimum TS for the added GCE template is comparable to our results. A major difference is that the best-fitting model without a GCE template provides a much worse fit than our Canonical model. This is not due to $X_{\text{CO}}$ fitting, or differences in diffusion parameters, but to axisymmetric and non-Gaussian features present in the injection morphology. Our optimal no-DM fits not only provide a minimal GCE significance, but improve the IG fit by $\Delta \chi^2 \approx 4000$, compared to less than 600 here. Finally, the fit
improvement offered by the Gaussian CMZ model is limited to the inner 10-20 degrees, and does not improve the global γ-ray fits in a significant way, whereas our models provide an improved fit comparable to major changes to diffusion parameters in all regions except the outer Galaxy.

8.1.8.4 The Morphology From Ten Sky Segments

In Figure 8.26 we divide the NFW\(_{\alpha=1.05}\) GCE template into ten regions over the inner Galaxy ROI (defined in ref. 36) and show the spectrum as \(f_{H2}\) is increased. We also show the best fit broken power law spectrum (for \(f_{H2} = 0.2\)) with black-dashed lines, where the break energy and high/low energy spectral indices are allowed to vary. The low energy spectrum is observed to very hard near the Galactic center (\(\alpha_1 \lesssim 1\)), with a gradual softening at larger radii. As we will see below, this low energy over-subtraction appears to be unphysical, and vanishes when the GCE template inner slope and radial profile are changed to their better fit values. A strong flattening and vertical elongation of the GCE profile is evident at all energies, with the sideband regions (regions VII and VIII) depleting much more significantly than the vertical regions (V & VI). The left sideband (fourth row left). Note that the low energy spectrum of Region VII is heavily contaminated by the soft-spectrum residual from the Aquila Rift star-forming region. In each region, we find that a broken power law provides an extremely good fit (\(\chi^2/d.o.f. \approx 0.2\)), even without including the larger systematic uncertainties.
Figure 8.26: Spectrum of NFW\(\gamma=1.05\) template split into ten regions from Calore et al [30], with the active region indicated in red in the inset plots. Light to dark lines show the spectrum as \(f_{\text{H2}}\) is increased from 0 in increments of 0.05, with markers highlighting the \(f_{\text{H2}}=.2\) case. The black dashed lines indicate the best fit broken power-law spectrum with low (high) energy spectral index \(\alpha_1, \alpha_2\), and a break energy \(E_{\text{br}}\). Note the vertical scale in units of \(10^{-6}\) GeV cm\(^{-2}\) s\(^{-1}\) sr\(^{-1}\).
8.1.8.5 The Galactic Center Analysis with the 1FIG Catalog

Recently, the Fermi-LAT collaboration produced an analysis of the $15^\circ \times 15^\circ$ region surrounding the Galactic center, utilizing new diffuse models and a new point source catalog to determine the properties of the Galactic Center excess [42]. While the diffuse emission models are not currently publicly available, the locations of 1FIG sources are. Using this source list, and again letting the normalization of all sources float independently in each energy bin (as in the case of 3FGL sources above). In Figure 8.27 we show the resulting spectrum and intensity of the GCE component in models using the 1FIG catalog, finding that our results are in very close agreement with models utilizing the 3FGL catalog. Since there are substantial differences between the 1FIG and 3FGL catalogs, this result illustrates a point made previously by [43] among several other results — that the observed $\gamma$-ray point source populations do not appear degenerate with the properties of the GCE component.
Figure 8.27: Same as Figure 8.9 for an analysis using the 1FIG catalog produces by [42], rather than the standard 3FGL catalog. The close comparison of these results with the results from the 3FGL point source population demonstrate the resilience of the GCE to changes in the $\gamma$-ray point source modeling.

8.2 Hadronic Cosmic Ray Bursts

There exist two key potential sources of cosmic rays in the inner Galaxy within the energy range relevant here: (i) supernova remnants and (ii) past activity of the central supermassive black hole associated with the radio source Sgr A*. For simplicity, we assume that both sources injected cosmic rays at the center of the Galaxy ($l = 0, b = 0$) at one or more points in time in the past. We will assume both an impulsive and a continuous injection for the sources, the former arguably more plausible for Sgr A* or for isolated star-formation bursts, and the latter closer to what expected for a population of supernova remnants. We first feature a qualitative analytic discussion (sec. 8.2.1), and we then present detailed results obtained with a full cosmic-ray propagation simulation with the Galprop package (sec. 8.2.2).
8.2.1 Analytic Estimates of Morphology

In the case of an impulsive source, the spatial distribution of the protons after a time \(t_i\) can be approximated as follows [302]:

\[
f(r) \propto \frac{\exp[-r^2/R_{\text{diff}}^2(t_i)]}{R_{\text{diff}}^2(t_i)},
\]

(8.6)

where the diffusion radius

\[
R_{\text{diff}}(E, t) = 2 \sqrt{D(E)t \frac{\exp[t\delta/\tau_{\text{pp}}] - 1}{t\delta/\tau_{\text{pp}}}},
\]

(8.7)

with \(D(E) = D_0(E/4 \text{ GeV})^\delta\), and where \(\tau_{\text{pp}}\) is the approximately energy-independent proton cooling time. For timescales \(t \ll \tau_{\text{pp}}\), \(R_{\text{diff}} \approx 2 \sqrt{D(E)t}\), indicative of a purely Brownian process. Note that the particle spectrum clearly depends on position unless \(\delta = 0\), since the quantity \(R_{\text{diff}}\), driving the spatial dependence, depends on energy. In the narrowly peaked energy range of interest for the Galactic Center excess, such effect is, however, limited. For example, to first order and for \(\delta \sim 0.33\), \(R_{\text{diff}} \propto E^{0.16}\) which is less than a factor 1.5 difference from 10 GeV to 100 GeV.

The counterpart to Eq. (8.6) for a continuous source is given by

\[
f(r) \propto \frac{\text{erfc}[r/R_{\text{diff}}]}{r},
\]

(8.8)

where \(\text{erfc}\) is the error-function, and with the same \(R_{\text{diff}}\) as in Eq. (8.7) but with \(t\), this time, referring to the time at which the continuous cosmic-ray source started injecting particles. In the limit \(r \ll R_{\text{diff}}\), the cosmic-ray flux saturates to a density \(\propto 1/r\).

For a diffusion coefficient \(D(E) = D_0(E_p/4 \text{ GeV})^\delta\), with \(D_0 = 6.1 \times 10^{28} \text{ cm}^2\text{s}^{-1}\), we then consider a variety of impulsive and continuous sources, with ages listed in Ta-
ble 8.4 along with their physical and angular diffusion radii at 2 GeV, where the GCE peaks.

In Figure 8.28 we show the projected density of cosmic-ray protons for the putative impulsive and continuous sources listed in Table 8.4. In particular, we show the evolution of a single impulsive source over the times from Table 8.4 as well as the continuous models C1 & C2 along with a representative superposition of impulsive sources (Im4 + 10 × Im5) which we will employ in what follows. The overall normalization is left arbitrary for the sake of illustration. It is crucial to note that this is the cosmic-ray proton density, and that it must be multiplied with the spatially varying target gas density in order to obtain spatial distribution of the $\gamma$-ray flux. As a guideline, we also show the prompt $\gamma$-ray flux for an annihilating dark matter candidate following an NFW profile of inner-slope $\gamma$ between 1.1 and 1.3 and scale-length $r_s = 24$ kpc. These two values bracket the signal morphology resulting from the analyses of Ref. [45, 43].

As we will demonstrate in the next section, the Im4 + 10 × Im5 and the C1 models have the correct proton densities to reproduce the GCE after convolution with the gas profile and are reshaped to closely match the $\gamma = 1.3$ profile\textsuperscript{12}. In the plot, the shaded region indicates the angular region of interest, bounded at low angular scales ($\approx 0.25^\circ$) by the point-spread function of Fermi-LAT, and at the approximate angular scales ($\approx 12^\circ$) where statistical and systematic uncertainties currently render the excess invisible over backgrounds. It is important to note that the recent bursts (Im1, Im2, Im3 and Im4), or superposition thereof, provide highly concentrated populations of cosmic-

\textsuperscript{12}The other values of $\gamma$ shown will be used in a later discussion of dust template modulation.
Figure 8.28: The density of cosmic-ray protons, at an energy of 2 GeV, projected along the line of sight as a function of the angular distance from the Galactic center in the spherically symmetric analytic diffusion approximation. Shown in dotted blue lines is the evolution of an impulsive source after 0.5, 2.5, 19, 100, and 2000 Kyr from top to bottom. We also show our summed impulse model (thick black), a 7.5 Myr old continuously emitting source (thin black), and a stationary continuous source (black dashed). After a convolution with the gas density profile, the summed impulse and 7.5 Myr old continuous models have γ-ray flux profiles which approximately match that of an annihilating dark matter candidate following an NFW of inner slope γ = 1.3 (shown in dashed red for several values of γ). The shaded region shows the angular scales which are both above the Fermi-LAT point-spread function (lower-bound ≈ 0.25°) and bright enough to be differentiated from the background (upper bound ≈ 10° – 15°).

Ray protons in the Galactic center, possibly yielding a bright, centralized, and spherically symmetric γ-ray emission.

Note that the time-scales we employ in the present estimates are not accidental:
for example, model Im5 is close to the age of the Fermi bubbles, as estimated e.g. by Ref. [411] and Ref. [412] to be around 1-3 Myr, while model Im4 is also close to another alternate age estimate for the bubbles, $4 \times 10^5$ yr, obtained by Ref. [21], as well as matching age estimates of $10^4 - 10^5$ yr for the supernovae remnant Sgr A East at the Galactic Center. Also notice that for the time-scales listed above we are never in the regime where $t_1 \gg \tau_{pp}$ with the exception of the stationary continuous source, where protons are replenished over the region of interest anyway.

### 8.2.2 Morphology from Numerical Simulations

The hadronic $\gamma$-ray emission from $\pi^0$ decay traces both the density of cosmic-ray protons and the spatial distribution of the target interstellar gas. While the discussion above shows that with one or more burst injections, a variety of cosmic-ray density profiles can be obtained (including highly centrally concentrated ones), the present discussion must include the target density for hadronic inelastic processes. We note again that the template analyses of Refs. [43, 45] are predicated on a uniform distribution of cosmic-ray protons, and therefore neglect any gradients introduced by sources and by a non-trivial cosmic-ray morphology in the region of interest such as those shown in Fig. 8.28.

In order to simulate in detail the $\gamma$-ray emission from the region and to assess the role of the cosmic-ray distribution, we employ the code \texttt{Galprop v54.1.2423} [413] which provides a 3+1-dimensional numerical solution to cosmic-ray transport along with

\footnote{Available at \url{http://sourceforge.net/projects/galprop/}}
empirically calibrated semi-analytical models of atomic, molecular, & ionized hydrogen (HI, HII, H\(^+\)) gas in the Galaxy, in addition to a sophisticated treatment of pion production and decay.

For simulations longer than 50 Kyr we employ a Galprop simulation consisting of a 10 \( \times \) 10 kpc box centered on the Galactic plane with the x-axis defined by the Sun-GC line. The half-height along the z-direction is 4 kpc with a lattice spacing of 200 pc along each axis. For shorter simulations, the box-size is reduced to a sufficiently large cube of dimension 4 kpc with lattice spacing reduced to 50 pc. A source of cosmic-ray protons is then defined as a narrow sub-grid Gaussian localized at the Galactic center. In the case of impulsive source models, the Galprop code has been modified to inject protons in time following a \( \delta \)-function centered at \( t = 0 \). Cosmic-ray transport is then solved forward in time with the Galprop code, using ‘explicit-time mode’ with step sizes of \( \Delta t = 10^2, 10^3 \) yr for sources younger and older than 50 Kyr, respectively.

As in the previous section, we assume an isotropic diffusion tensor with diagonal entries \( D(E) = D_0(E/4 \text{ GeV})^{0.33} \) and a diffusion constant \( D_0 = 6.1 \times 10^{38} \text{ cm}^2\text{s}^{-1} \). For our morphological study of impulsive sources, we have explicitly verified that the diffusion constant and the diffusion time (the “age” of the source) are approximately degenerate for the quantity \( D_0 t_{\text{diff}} \) held constant. This is expected in the limiting case of Eq. (8.6) where the diffusion time is much shorter than the proton cooling timescale. In other words, holding the quantity \( D_0 t_{\text{diff}} \) constant will preserve the shape of the diffusion cloud, although the flux scales as \( D_0^{-1} \). This implies that if the diffusion constant differs in the Galactic center our results will still hold, but diffusion timescales will change, as
will the energetics in the case of a continuous source.

The region of interest under consideration here extends to $\pm 1.5$ kpc at 10 degrees, while the height of the diffusion zone is much larger and set to $\pm 4$ kpc. Unless this half-height is reduced to $h_{\text{dif}} \lesssim 2$ kpc, variations in the height of the diffusion zone are also of negligible impact, and are thus not considered. Diffusive reacceleration is incorporated using a Kolmogorov spectrum for interstellar turbulence ($\delta_{\text{turb}} = 1/3$) and an Alfvén velocity of 30 km/s.

At the small Galactic latitudes of interest, low-speed ($\lesssim 15$ km/s) convective winds out of the Galactic disk have been confirmed to be negligible, via explicit simulations, and are set to zero. Notably, recent studies [414, 415, 416, 398] have presented extensive multi-wavelength evidence for very fast ($\gtrsim 150$ km/s) global outflows from the Galactic center region. Driven by intense and approximately constant star-formation, this energy independent advective transport provides a good fit over radio, GeV, and TeV observations and it is suggested that such a component could, in fact, dominate over diffusive transport. A detailed model of outflows is beyond the scope of the present study, but should not alter our overall conclusions. The narrow energy range of the GCE implies that diffusive transport is effectively energy-independent, and spherically symmetric advection should produce a comparable morphology in the inner galaxy, albeit with somewhat different time scales and energetics. However, it should be kept in mind that at the level of morphological detail required for template analysis, such effects are important and could significantly change the quality of fit compared to templates derived using diffusion alone.
As mentioned at the beginning of this section, a crucial ingredient that a full cosmic-ray simulation allows us to test is the role of the interstellar gas distribution in predicting the morphology of the diffuse $\gamma$-ray emission. In our simulations, the interstellar gas consists of three components: molecular, atomic, and ionized hydrogen. In Galprop, the first two components are modeled as independent, cylindrically symmetric distributions of seven galactocentric rings derived from surveys of HI & CO, where the latter is used as a tracer of molecular hydrogen [HI]. These surveys are then combined with distance information derived from the line-of-sight velocity distributions and Galactic rotation curves to assign a gas density to each ring as a function of height. Finally column densities from the analytic model are renormalized to agree with the survey gas column densities, breaking the cylindrical symmetry and reproducing the observed asymmetric gas structures. Using this gas model, Galprop propagates the cosmic-ray protons and convolves the resulting density with the gas model in order to produce a projected map of the $\gamma$-ray flux. The smallest resolvable scales are thus ultimately limited by the gas map resolution. In the case of HI and $H_2$, this amounts to an angular resolution of 0.5° and 0.25° respectively. Notably, the latter is approximately of the same characteristic size as the Fermi PSF above a few GeV.

Within the Galactic plane, the mass fraction of ionized hydrogen is only a few percent when compared with the other two components. For the sake of comparison with the ‘inner-Galaxy analysis’ of Ref. [43], we focus on Galactic latitudes $|b| > 1°$ where the ionized Warm Interstellar Medium (WIM) makes up a significant portion of the diffuse $\gamma$-ray signal. In Galprop, the WIM is based on the commonly used NE2001 model of
Cordes & Lazio [346, 212] with scale-heights doubled to 2 kpc to ensure consistency with recent pulsar dispersion data as described in Gaensler et al 2008 [418].

We emphasize that our gas model is nearly identical to that used to derive the hadronic component of the Fermi-LAT Collaboration’s Galactic Diffuse Model, although the Fermi diffuse model also includes inverse Compton scattering and bremsstrahlung contributions from high-energy electrons, which are not of interest in testing possible issues with the hadronic component of the diffuse emission. For a thorough description of the gas model we discussed above, see Ref. [342] and enclosed references. One difference of limited importance in our implementation of the scale-factor $X_{\text{CO}}(R)$. This parameter captures the ratio between the survey-derived integrated CO line intensity and the $H_2$ column density. In contrast to the fixed value used by the Fermi-LAT team, we choose this ratio to increase as a function of Galactic radius, in accordance with the findings of Ref. [41]. As this function is nearly flat in the inner Galaxy, this change is not expected to play a significant role.

The gas model and diffusion setup are now defined and we thus proceed to a morphological comparison between centralized proton sources and the measured Galactic center excess. In the analyses of Refs. [43, 45], the basic features of the excess emission show an approximately spherical shape with flux approximately 3% of the brightness of the Fermi diffuse model in the central $5^\circ \times 5^\circ$ window [45] centered on the GC. We define three benchmark cases of interest:

(i) a continuously emitting central source of high-energy cosmic-ray protons, which has reached steady state over $\gtrsim 10^9$ year timescales,
(ii) a continuous source which was started injecting protons 7.5 Myr ago, a
time-scale consistent with ages proposed for the Fermi-bubbles, and

(iii) a two-component impulsive source where protons were injected at ages of
19 Kyr, 100 Kyr, and 2 Myr, summed with free relative normalizations.

In what follows, we calculate the $\gamma$-ray emission profile of our models as a
function of the projected distance from the Galactic center. We then fit this profile to the
GCE to determine statistical compatibility and study the remaining spatial properties.

In Figure 8.29 we plot the projected $\gamma$-ray flux, integrated along the line-of-sight
and assuming a solar position of $r_\odot =8.5$ kpc, for each model as a function of radius from
the Galactic center and compare against the ‘concentric ring’ analysis of Daylan et al
(2014) [43] (black data-points). In practice, we use the same convention for this figure as
in Ref. [43]: specifically, we average the line-of-sight integrated flux over circular annuli
of increasing radius and a full-width of 1 degree, with the masked Galactic plane regions
excluded. Also shown for comparison are NFW profiles of inner slopes 1.1 and 1.3, as
suggested in Ref. [43]. In order to fit each model to the data, we choose normalizations
using a (logarithmic) least-squares fit weighted by the (log) inverse variances of each of
the nine points. We then calculate the chi-squared per 9-2 degrees of freedom. For the
NFW models fit in Ref. [43], the normalization and slope were free parameters. For our
proton source models, the normalization is allowed to vary and source ages were chosen
by hand to provide a reasonable fit. Both of these parameters are included when counting
degrees of freedom. In case (iii), i.e. the summed impulsive model, we do not include
the 19 Kyr component since its contribution is negligible outside of the masked region
Figure 8.29: Projected flux density at 2 GeV as a function of from a proton source at the Galactic center. For non-dark matter lines, results are derived from a full Galprop simulation of diffusion and subsequent neutral pion decay averaged over the north + south regions with the Galactic plane ($|b|\pm1^\circ$) masked out upon integration. In black we show radial flux profiles for our summed impulsive (thick), a 7.5 Myr old continuous source (thin), and a steady-state continuous source (dashed). In blue-dashed and blue-dotted we show the individual impulsive sources at 100 Kyr and 2 Myr. Finally, we show NFW profiles with inner slopes 1.3 and 1.1 in solid and dashed red. Data points are taken from Daylan et al (2014) [43].

(although it could be important to match the Galactic center analysis in the central few degrees, as we will show below). We then sacrifice an additional degree of freedom and allow the normalization of the 100 Kyr and 2 Myr components to float independently. Thus the summed model includes 2 ages and 2 normalizations. The energetics of the normalizations are assumed arbitrary at this point. We will explore how reasonable the
resulting normalization values we infer actually are in section 8.2.4.2 where a concrete astrophysical scenario is discussed.

The profile slope of the continuous source in steady-state appears to be slightly too flat to match the observed emission and does not provide a particularly good fit to the data ($\chi^2$/d.o.f. = 6.15). However, if this emission were initiated at an age of $\mathcal{O}(5-10)$ Myr, the corresponding diffusion radius would be approximately 10 degrees. In this case, the resulting emission profile is significantly steepened, providing a very good fit – $\chi^2$/d.o.f. = 1.31 – compared to the $\alpha = 1.3$ NFW profile where $\chi^2$/d.o.f. = 1.14. Our best fitting model is the 100 Kyr+2 Myr impulsive model with $\chi^2$/d.o.f. = 1.50. We find that for the summed impulse model, the best-fit injection luminosities have relative normalization 1:10, the larger corresponding to an event at 2 Myr. Although this precise ratio depends on the relative ages of the two components, this fact does indicate that two events with relatively comparable energetics provides good agreement with the observed excess and may indicate that events of similar nature and origin might have fueled the two cosmic-ray bursts needed to explain the observed morphology.

In Figure 8.30 we investigate the overall spatial distribution of the emission from a new population of cosmic-ray protons injected in the Galactic center region. The Figure shows the $\gamma$-ray flux associated with a central proton source for the benchmark impulse times of 0.5, 2.5 and 19 Kyr (upper panels) and of 100 Kyr, 2 Myr and continuous (lower panels). We use a linear scale in the three upper panels to help the Reader visually compare our results with what shown e.g. in Fig. 9, right panels, of Ref. [43]. To the end of emphasizing the emission outside the Galactic plane, we instead employ a logarithmic
Figure 8.30: Hadronic $\gamma$-ray flux density at 2 GeV from an approximately central source of high-energy protons integrated over the line-of-sight. We show impulsive sources of increasing age in all panels with the exception of the bottom-right which shows a continuously emitting source in steady state. For each map, the fluxes are normalized to the maximum. For the ease of comparing the morphology of the claimed GCE in Ref. [43] and shown in their fig. 9, we employ a linear scale in the three upper panels. The three lower panels employ, instead, a logarithmic scale to enhance the features of the emission outside the Galactic plane region. Also overlaid are reference reticles in increments of 2 degrees and indicators of the Galactic plane mask $|b| < 1^\circ$. All maps have been smoothed by a Gaussian of width $\sigma = 0.25^\circ$ to match Ref. [43].

scale for the older bursts and continuous sources in the lower panels. In each case, the fluxes are rescaled such that the maximum flux equals unity. The Galactic plane mask ($|b| < 1^\circ$) is bounded by white lines (or is masked out) and reference reticles have been overlaid at radial increments of $2^\circ$.

The top three panels show that a recent (from a fraction of a Kyr to tens of Kyr) impulsive cosmic-ray proton injection event in the Galactic center region yields
a highly spherically symmetric and concentrated source, with morphological properties very closely resembling and matching those found in the Galactic center analysis of Ref. [43] (see their Fig. 9, right panels), as well as in the GCE source residuals shown in the bottom panels of Fig. 1 in Ref. [45], and in the residual found in Ref. [44] and shown in Fig. 3. As long as the injection episode is recent enough, the morphology primarily traces the distribution of cosmic-ray protons, and is relatively insensitive to the details of the target gas density distribution — the diametrically opposite regime from what assumed in the diffuse Galactic emission background models of Ref. [43, 45, 44].

It is evident that the sub-Myr simulations show a significant degree of spherical symmetry outside the masked regions. Also, an excess with the same morphological aspect as in in fig. 9, right panels, of Ref. [43] can be easily reproduced by young or very young sources, as shown in the three upper panels. As the diffusion time increases to several Myr, the emission profile becomes more elongated and spherical symmetry is degraded. At higher latitudes ($|b| \gtrsim 2^\circ$), most of the spherical symmetry is, however, restored as the molecular and atomic gas distributions fall off, and the ionized component produces a more isotropic emission. In the template analyses of Refs. [45, 43], a portion of this residual ridge emission may also be absorbed by the Fermi diffuse model, although it is difficult to exactly pinpoint this effect without repeating the full maximum likelihood analysis. It is also evident that gas structure is mostly washed out for recent impulsive sources, and that it becomes increasingly more prominent for older sources and for the continuous emission cases. Finally, we note that if a substantial portion of the inner excess is due to unresolved millisecond pulsars, much of the Galactic ridge would remain
at a lower relative luminosity.

Quantitatively examining the angular profile for each source at a variety of different radii shows that within ±45° of the north and south Galactic poles, there is a high degree of spherical symmetry with typical (positive) variations on the order of 20% with respect to the flux at Galactic north. At larger angles, however, the flux rapidly rises as one approaches the Galactic plane to values many times larger than the Galactic north flux. Although this does significantly illuminate the Galactic plane, it is unclear how important a role this plays in the analysis of Daylan et al [43], where spherical symmetry was tested by scanning the axis ratio of the (now ellipsoidal) dark matter template. Their analysis found a strong statistical preference in both the inner Galaxy and Galactic center analyses for an axis ratio of approximately 1 : 1 ± 0.3. While this template distortion does provide a simple test, its geometry is not physically motivated and does not correctly probe the bar+sphere shape expected from a central hadronic source.

In Appendix C of Ref. [43], the authors examine the excess in two regions: north/south, defined by angles within the 45° of the poles, and east/west, defined as the complementary region dominated by the Galactic disk. While both regions exhibit an excess, the E/W template shows a significantly enhanced peak of the signal compared to a flatter N/S spectrum [43]. This seems to indicate that either the Fermi-bubbles template absorbs much of the excess N/S emission, or that the emission is, in fact, more extended along the disk, as is seen in our benchmark models with a central cosmic-ray proton source. In further testing the axis-ratio, Ref. [43], again, uses ellipsoidal
projections of the NFW emission, this time allowing the template to rotate (there is still no test for a rectilinear disk component), finding a small statistical preference for an axis ratio of 1 to 1.3-1.4 elongated at an angle of \( \approx 35^\circ \) counter-clockwise from the Galactic disk. It is possible that this component of the excess is in fact a component of an extended central molecular gas bulge, as advocated e.g. in Ref. \[288\], which is oriented at \( \sim 14^\circ \) CCW and is not modeled by the cylindrically symmetric \texttt{Galprop} gas model and that, as a result, is therefore not included in Fermi Diffuse Galactic template.

In Appendix 4 of Ref. \[43\] the hypothesis of an excess proton density is tested by adding an additional template based on the Schlegel-Finkbeiner-Davis dust map \[419\]. The gas-correlated dust map is then spatially modulated so that the resulting template is given by

\[
\text{Modulation} = \text{SFD}(\vec{r}) \times \frac{\int_{\text{los}} \rho_{\text{NFW}}(\vec{r})}{g(\vec{r})} \quad (8.9)
\]

where the NFW profile’s inner slope was scanned to maximally absorb the emission, preferring an inner slope \( \gamma = 1.1 \). The functional form for \( g(|l|, |b|) \) was then assumed to be the product of a latitudinal linear \( \times \) exponential function and a longitudinal Gaussian. This function was then fit over \( |b| < 45^\circ \) and \( |l| < 70^\circ \) to also maximally absorb residuals. It was found that the modulated dust absorbed a significant component of the excess when an additional NFW template was omitted. However, when the NFW template was included in the analysis, it absorbed nearly the entire excess and the modulated dust map appears uncorrelated with the excess. It was concluded that gas-correlated emission does not provide a suitable description of the GCE. We disagree with this conclusion for the following reasons:
1. The morphology of the underlying population of cosmic-ray protons which reproduces the GCE is shown by the 7.5 Myr continuous source shown in Figure 8.28 and is clearly very different from any of the NFW profiles shown. In the modulated dust template analysis, the functional forms chosen for \( g(\vec{r}) \) would need to be drastically different in order to reproduce distribution of protons matching that of Figure 8.28. In particular, any analysis must consider that the target gas density already falls off as one moves away from the Galactic center, and that the dust map should be initially modulated by the expected proton density, not proportionally to a projected NFW profile. For example, if one takes \( g(r) = 1 \) in Eq. 8.9, the resulting \( \gamma \)-ray template would fall off much faster than \( r^{-3} \) when integrating over unmasked regions as was done for Fig. 8.29. As can be seen in Fig. 8.28 within the inner few degrees of the Galactic center, our 7.5 Myr continuous hadronic source would correspond approximately to a dust profile modulated by an NFW profile of inner slope \( \gamma \approx 0.45 \), which would then be required to steepen to more than \( \gamma = 1.6 \times 10^5 \) in order to not severely overestimate the flux at large radii.

2. As seen in Figure 8.30, the gas-correlated emission from cosmic-ray populations younger than a few hundred Kyr remains highly spherically symmetric at high latitudes. Only in substantially older sources (\( \gtrsim 1 \) Myr) does the gas structure of the Galaxy become completely dominant in shaping the \( \gamma \)-ray morphology. In particular, this indicates that much of the dust structure lies at radii intermediate between the Earth and the Galactic center, whereas protons from a young cosmic-ray source have only reached the inner-most rings. Our simulations take this 3-
dimensional structure into account using gas velocity measurements to construct a model of Galactic structure and indicate that a 2-dimensional map of the column-density simply cannot account for a non-uniform cosmic-ray density.

3. If astrophysical in nature, the residual is likely to be the result of several emission sources. A substantial emission component in the inner few degrees naturally needs to be attributed to unresolved MSPs \cite{120} which exhibit an approximately spherically symmetric, or slightly ellipsoidal profile (see however \cite{15}). Such an addition would inevitably alter the preferred templates in the unmasked Galactic center analysis.

To summarize this section, we have used the cosmic-ray propagation code \texttt{Galprop} to simulate the $\gamma$-ray emission associated with neutral pion decay as cosmic-ray protons from a central proton source diffuse and interact with interstellar gas. Using a gas model identical to that of the Fermi-LAT Galactic diffuse template, we studied a variety of continuous and impulsive proton injection histories. Under standard assumptions for the diffusion setup, it was shown that one can reasonably reproduce the spatial morphology of the observed Galactic center excess using source histories that are potentially correlated with past Galactic activity. Specifically, the radial flux profile can be very closely matched if a continuous proton source turned on within the past 5-10 Myr, or if two or more events of comparable energy occurred at ages of around 0.1 and 2 Myr, although these simple benchmarks only represent a few possible scenarios. The spatial distribution of these source’s $\gamma$-ray emission may be somewhat more extended
along the Galactic plane compared to the observed GCE, although without repeating
the full likelihood analysis, a direct comparison is difficult. Indeed, a repeated likelihood
analysis using the hadronic templates derived here is key to helping rule out a hadronic
origin for the GCE and will be studied in detail in follow-up work. The spatially concen-
trated excess found in the ‘Galactic center’ analysis of Ref. [43] is reproduced by young
impulsive sources active from a fraction to a few Kyr ago in the center of the Galaxy, or
perhaps even by efficient trapping of the 100 Kyr cosmic-ray population in sub-resolution
molecular clouds at the GC. At Galactic latitudes above 2-3 degrees emission from the
Galactic ridge becomes no longer dominant and at angles within \( \approx \pm 45^\circ \) of the Galactic
poles, our sources exhibit a very high degree of spherical symmetry while the projected
gas structure is left largely unresolved relative to the steady-state Galactic diffuse model.
Finally, we discussed possible correlations of the GCE with unmodeled gas components
in the Galactic center as well as pointing out important issues with the modulated dust
template analysis in Ref. [43]. In the next sections we turn to a study of the spectral
characteristics of the GCE.

8.2.3 Spectral Properties of Hadronic Bursts

Three independent recent analyses of the GCE have found spectra which share
a characteristic peak near 2 GeV, with little excess emission over background either
below a few hundred MeV or above 10 GeV. Although the location of the spectral peak
is relatively robust, the shape of the excess is very sensitive to the modeling of point
sources in the field, with additional systematic uncertainties such as the Galactic diffuse
emission, and with differing “regions of interest”, leading to a large variation in the
reported low and high energy spectral slopes. While most models are relatively well fit
by a hard exponentially cut-off power law for the photon spectrum (and, as a result,
reasonably well fit by dark matter models), we show below that a power-law proton
spectrum with a break at energies of $\approx 10$ GeV also provides good fits to the excess
spectrum.

A crucial feature of the differential $\gamma$-ray spectrum produced through the inelas-
tic scattering of astrophysical high-energy protons on interstellar gas, is a characteristic
maximum flux at 100 MeV induced by the rapid downturn of the inclusive $\pi^0$ production
cross-section below 1 GeV. Importantly, in the spectral energy distribution representa-
tion, $E_\gamma^2 dN/dE_\gamma$, this peak is shifted to $\approx 1$ GeV where both pulsar spectra and the
GCE approximately peak. It is thus a remarkable and unfortunate coincidence that
the claimed GCE spectrally peaks at $\approx 2$ GeV, where the likelihood of confusion with
astrophysical sources is maximal.

Here, we consider three reference spectral models for the underlying cosmic-
ray proton population, and thus for the resulting $\gamma$-ray spectrum. The first cosmic-ray
spectrum we consider is a power-law with an exponential cutoff (PLExp) where the
proton spectrum at momentum $p_p$ is given by,

$$n_p(p_p) \sim p_p^{-\Gamma} \exp[-p_p/p_c].$$  \hfill (8.10)

The second and third models have a broken power-law injection of protons of
the following functional form:

\[
\eta_p(p_p) \sim \begin{cases} 
(p_p/p_{br})^{-\Gamma_1} : & p_p < p_{br} \\
(p_p/p_{br})^{-\Gamma_2} : & p_p > p_{br},
\end{cases}
\]

(8.11)

where we allow the second index to be arbitrary in one case (BPL), and where we fix it to \( \Gamma_2 = \Gamma_1 + 1 \) in the other (BPLFix). The BPLFix model will later be motivated by the possibility of proton acceleration by supernova remnants taking place inside dense and partially ionized molecular clouds. We then calculate the resulting \( \gamma \)-ray spectrum using one of Galprop’s newest models, employing the detailed low-energy parameterizations of Dermer (1986) [310] with interpolation to the Monte-Carlo studies of Kachelrieß & Ostapchenko (2013) which better fit available collider data at high energies [311] (see App. 6.3 for details).

We then take data from the two analyses of Daylan et al (2014) [43], where different versions of the Fermi-LAT Galactic Diffuse Model were used to extract the GCE spectrum (using the template from the P6v11 and P7v6 releases, respectively), from Abazajian et al (2014) [45], and from Gordan and Macías (2013) [44]. We perform a maximum likelihood fit for each of our three spectral models, and compute the reduced \( \chi^2 \) for \( f = N - M \) degrees of freedom where \( N \) is the number of data points and \( M=3 \) for PLExp and BPLFix and 4 for the general BPL.

It is crucial to note that Daylan et al [43] do not provide an estimate of the systematic uncertainties (which are expected to be relatively large), nor do we attempt to include any such estimate. The error bars quoted in the analysis of Ref. [43] arise
Figure 8.31: Best-fit $\gamma$-ray spectra for various analyses for the excess emission in the Galactic center region. In each panel we show three models of the underlying proton spectrum: Solid lines show the hadronic $\gamma$-ray emission for a broken power law proton injection spectrum where both indices and the energy of the spectral break are varied. Dot-dashed lines employ the same functional form, but with the break in the spectral index fixed to $\Delta \Gamma = 1$. The dotted lines represent an exponentially cutoff proton spectrum. In clockwise order and from the top left, the panels show data from Daylan et al Pass 6V11 [33], Daylan et al Pass 7V6 [35], Gordon & Macías [44], and Abazajian et al [45]. Note that the top row is normalized by the solid angle, while the bottom rows are integrated over the respective regions of interest.

 purely from counting statistics. Abazajian et al [45] do estimate the relative systematic error Galactic diffuse model based on variations in the spectral form chosen for the GCE, but they do not provide a specific number. Based on their Fig. 8, we estimate the error (conservatively small) as $1 \times 10^{-8}$ GeV/cm$^2$/s, and combine this in quadrature with the statistical errors for each point. Gordon & Macías [44] provide the most rigorous test
of systematic uncertainties related to the Galactic diffuse model by looking at residuals as a window is scanned along the Galactic plane in regions with no contaminating point sources. This results in an estimated $\approx 11\%$ standard deviation from Fermi’s diffuse background model. However, if we combine their statistical and systematic errors in quadrature, the fit is very poorly constrained. We therefore use only systematic uncertainties (which are typically larger) for this case. Below we discuss the results of Figure 8.31 but one can already see from the substantial variations between the four extracted spectra that estimating the systematic uncertainties is a highly non-trivial issue. We thus urge caution when interpreting the reduced $\chi^2$ values we quote, which should be taken only as a rough indicator of fit quality.

Figure 8.31 shows the best fits for each of the three spectral models. In the top-left panel is the Daylan et al analysis which uses the the non-reprocessed P6v11 diffuse model. The excess is very well fit by the PLExp model which closely matches the prompt emission from a light dark matter candidate. The BPL model also provides an exceptionally good fit, although the pre-break index is unphysically steep, at $\Gamma_1 = -0.7$ while the second index converges to a value $\Gamma_2 \approx 17$ with a relatively large break energy $E_{br} = 23.7$ GeV, effectively mimicking the PLExp model (the two lines are in fact hardly distinguishable in the figure). Of more interest is our BPLFix model, which provides a reasonable, though not optimal, fit to the data considering the underestimated error bars. The best-fit low-energy index $\Gamma_1 = 2$ is intriguingly equal to the canonical value $\Gamma \approx 2$ expected from the theory of linear diffusive shock acceleration (DSA) thought to drive supernovae and black-hole acceleration processes. Note that there exist systematic
uncertainties arising in the low and high-energy ranges from modeling of the inclusive $pp \rightarrow \pi^0 + \text{anything}$ cross section, as is discussed in App. 6.3 and Ref. [314]. Such uncertainties can be as large as 15% below 1 GeV up to 40% above 100 GeV, and thus affect any conclusion of the precise values needed for the cosmic-ray proton injection spectrum.

The top-right panel shows the Daylan et al. P7v6 analysis, which includes a Fermi-LAT model of the bubbles in the Galactic diffuse template in addition to the independent Finkbeiner bubble template. Unlike the P6v11 analysis, which used mismatched photon data from the P7 release, this model is appropriately calibrated to the full P7 event data. Compared to the P6v11 analysis, this approach yields a substantial flattening of the spectrum, with all models providing equally good fits, with nearly identical $\gamma$-ray spectra. $\Gamma_1$ is found to vary between 1.65 and 2.13 and in both BPL models $\Gamma_2 \approx 2.6$. The similarity between the BPL and BPLFix models is remarkable, given the significant difference in their initial spectral index. This indicates a weak spectral dependence on $\Gamma_1$ due to the natural ‘GeV-bump’ associated with pion decay. This is also observed for in the fits to the other analyses, where the initial index can have completely unphysical values $\gamma_1 \gtrsim 15$ with only a very small change in the log-likelihood. Later we will show contour plots for the BPLFix model which indicate a strong covariance between the break momentum and the low-energy spectral index, and acceptable values of $\Gamma_1$ over the large range 1.25-2.5.

In the bottom-left panel we show spectra taken from the full model of Abazajian et al (Figure 3), Ref. [45], with statistical errors added as discussed above. Even our
conservative estimate of the systematic error leads to large uncertainties in the spectrum, and all of our models provide acceptable fits. Although the BPLFix model does not appear to fit the data particularly well, we encourage the reader to review Figure 8 of Ref. [45] where a range of GCE spectra are shown depending on the spectral model used in the likelihood fit. The data shown here is for the measured residual – as opposed to what results from a specific dark matter template – and corresponds approximately to the most strongly peaked model. The “mean model” of Fig. 8 in Ref. [45] has a significantly softer low-energy spectrum. The fit is also severely impacted by the asymmetrically small number of data points above the bump.

Finally, in the lower-right panel we show data from Gordan & Macías (2013) which we found, again, to be well fit by all models, with a preference for a slightly hardened low-energy index of $\Gamma_1=1.73$ for the BPLFix model and a break energy of 13.7 GeV.

Collectively, our results reveal two characteristic features: Firstly, in most cases there is a slight preference for the PLExp model; the BPL with free indices typically tend to converge towards a PLExp form. One exception is the P7v6 fit from Daylan where the BPLFix model is actually preferred. The BPLFix models provide a reasonable fit throughout, with the exception of Daylan et al.’s P6v11 which, however, does not include any treatment of systematic uncertainties. Second, for a flat $p^{-2}$ proton spectrum, the $\gamma$-radiation from $\pi^0$ decays naturally peaks at $\approx1.25$ GeV, slightly below the observed excess peak at $1.5-2$ GeV. In order to shift the peak to these higher energies we prefer a slightly harder initial spectral index $\Gamma_1$ between approximately 1.6 to 2, although there
is low sensitivity to this parameter. The placement of the spectral break is typically near $p_{br} = 10 - 50$ GeV and provides an effective control of the width of the spectral peak while the second index $\Gamma_2$ controls the cutoff rate as is expected from the nearly flat $\pi^0$ production cross-section above 1 GeV given in Eq. (6.12). The preference for a slightly hardened spectral index could arise naturally if the emission is a combination of e.g. SNR accelerated protons with index $\approx 2$ and MSP emission which can easily have Inverse-Compton spectra harder than 1.5.

As an additional cautionary note, we reiterate that the theoretical predictions for the $\gamma$-ray spectra from proton-proton collisions are affected by significant systematic uncertainties associated to the modeling of the $pp \rightarrow \pi^0 + \text{anything}$ production cross section. Such uncertainty feeds into the inferred spectral properties for the cosmic-ray populations associated with a given $\gamma$-ray emission. We discuss and evaluate quantitatively such uncertainties in the App. 6.3. For now, it is important to note that any conclusion on the nature of the GCE based on spectral considerations alone ought to include this source of systematic uncertainty as well.

In addition to the ‘GeV bump’ feature of the pion-decay spectrum, we point out the discussion of Section 4.2.3 in Ref. [302], which describes the temporal evolution of the spectrum of a cosmic-rays which are accelerated inside a molecular cloud, where large gas densities and magnetic fields can trap low-energy protons on timescales of $10^5$ yr. For an impulsive accelerator and a cloud of very high density, high energy-protons can suffer substantial energy losses and propagate in a more rectilinear fashion, allowing escape while the low-energy protons remain inside. The cloud is thus illuminated with a
spectral energy distribution peaked at a few GeV with a steepened high-energy falloff at ages greater than $10^4$ years. The low-energy index remains virtually unchanged unless the source is very young and brehmstrahlung from secondary electrons is contributing strongly. By $10^5$ yr the cloud’s peak flux decreases by 2 orders of magnitude and becomes part of the diffuse background. Although this produces gas-correlated emission that could potentially be resolved, very close to the Galactic center the spatial resolution of Fermi-LAT is limited to scales larger than about 30 pc, larger than most of the (many) molecular clumps orbiting in the central few parsecs. Such sources cannot thus be spatially differentiated from the central point source with $\gamma$-ray observations. If the escaping high-energy emission is already suppressed, as in our BPLFix model, this would appear as an additional spectral break at approximately the same energy. This very scenario may be realized at the Galactic center for the $\sim 10^4 - 10^5$ year old supernova remnant, Sgr A East, which we discuss in detail later. Almost certainly, molecular clouds are trapping protons at the Galactic center on scales unresolvable by Fermi-LAT and effectively reproducing the morphology of a younger source.

In summary, we proposed three models for the spectrum of a new population of cosmic-ray protons which could explain the GCE: an exponentially cutoff power law, and two broken power laws with free and fixed ($\Delta \Gamma = 1$) changes to the spectral index, respectively. We calculated the $\gamma$-ray spectra resulting from inelastic collisions of the protons on interstellar gas, noting that nearly all physically reasonable proton injection spectra exhibit a bump near $\approx 1$ GeV in the $\gamma$-ray $E^2dN/dE$ distribution. For each model we performed a maximum likelihood fit to each of the four GCE residuals and
found good fits in all cases over a broad range of parameter values. We concluded that the core spectral features of the GCE – namely a hard low-energy spectral index, a peak between 1-3 GeV, and a rapid decline above a few GeV – can be naturally produced by an additional population of cosmic-ray protons in the inner Galaxy. In the next section, we provide theoretical and phenomenological evidence that such a population is likely to exist in the Galactic center.

8.2.4 Physical Models for the GC Excess

In this section we demonstrate that the needed luminosity and spectral properties for the cosmic ray population we invoke to explain the GCE have sound physical motivations. In particular, we explain in Sec. 8.2.4.1 how the spectral breaks in the cosmic-ray proton spectra we consider might have arisen in the Galactic center region, and related observational evidence; we then estimate in Sec. 8.2.4.2 the energetics required by a cosmic-ray interpretation of the GCE, and argue that the time-scales and energy scales are plausible and in line with observations and theoretical expectations.

8.2.4.1 A Mechanism and Evidence For GeV Spectral Breaks

For half a century, the bulk of Galactic cosmic rays has been thought to originate from supernova remnants (SNRs) which inject 3-30% of the total supernova energy ($E_{SN} \approx 10^{51}$ erg) into protons and other light nuclei [421]. A detailed theory of diffusive shock acceleration is still incomplete, but simplified linear models predict that supernova shocks propagating through an ionized gas precursor can accelerate protons and
other nuclei up to $10^{15}$ eV with a resulting proton spectrum of $p_p^{-2}$ at the source \cite{122}.

When combined with sophisticated models of nuclear propagation through the Galaxy and Solar System, this source spectrum successfully reproduces the locally measured spectrum of cosmic-ray nuclei. Direct confirmation of this acceleration model was provided only very recently (2013) by the Fermi-LAT collaboration following the detection of $\gamma$ radiation characteristic of $\pi^0$-decay in association with two known SNRs, IC443 and W44 \cite{421}.

In order to postulate a viable astrophysical model for the Galactic center residual – i.e. without invoking new particle physics – we require either a substantial reduction in the $10^{15}$ eV high-energy cutoff, or a strong spectral break near $\approx 10$ GeV which renders the signal invisible over that of the diffuse sea of background cosmic-rays where the $\gamma$ spectrum is roughly $\propto E_\gamma^{-2.7}$. In what follows, we describe recent proposals that modify the canonical theory of DSA in the presence of dense molecular clouds which surround the inner Galaxy, as well as actual realizations of this scenario as seen in recent Fermi SNR observations showing significant breaks at $\mathcal{O}(10$ GeV) in the underlying proton spectrum. It is thus possible to provide a natural explanation for the spectrum, energetics, and morphology of the GCE requiring only the assumption of an enhanced central supernova activity over the past few million years.

In DSA, shock waves propagating through ionized interstellar medium compress the plasma and transfer kinetic energy downstream through either two-body collisions, or through collective electromagnetic effects if the collision cross section is very small. In the compressed zone preceding the shock front, resonant scattering of Alfvén waves efficiently
accelerates particles until their gyro-radius \( r_g = cp/(eB) \) exceeds the width of the shock layer \[278\]. While this test particle case assumes a fully ionized cosmic-ray precursor, the Galactic center is only partially ionized, with well over 80% of the gas content associated with neutral molecular hydrogen in the inner 200 pc, which completely engulfs the region of central starburst activity. Malkov, Diamond, and Sagdeev \[279, 280\] demonstrated that when the upstream edge of supernovae shocks interact with molecular clouds, ion-neutral collisions effectively damp a range of otherwise resonant Alfvén waves, severely deteriorating particle confinement within a slab of momentum space, and steepening the spectral index of protons by precisely one at an energy given in Ref. \[279\] as

\[
\frac{p_{br}}{m_pc} \approx 16B_\mu^2T_4^{-0.4}n_0^{-1}n_i^{-1/2},
\]

(8.12)

where \( B_\mu \) is the magnetic field strength in units of \( \mu G \), \( T_4 \) is the temperature of the ionized precursor in units of \( 10^4 \) K, and \( n_0, n_i \) are the neutral and ionized gas density given in in units of \( \text{cm}^{-3} \), respectively. Similar developments in non-linear DSA have shown that over 1-10 GeV the spectrum can be as steep as \( E_p^{-4} \) depending on the shock speed and environment, flattening out again above a few TeV \[281\].

The mechanism described above successfully reproduces at least 6 of the 16 current Fermi-LAT observations of SNRs \[282\] \[283\] \[46\] \[284\] \[285\] \[286\], although the uncertainties associated with estimating the relevant environmental parameters are considerable. The 10 remaining observations have not yet incorporated this model into the analysis. In Ref. \[46\], several SNRs observed by Fermi were shown to be interacting with molecular clouds based on radio observations of 1720 MHz OH maser emission, provid-
ing a strong indication of shocked $H_2$. The spectra were then reproduced by fitting the underlying proton distribution according to an exponentially cutoff power-law, as we do above.

SNRs interacting with highest density clouds were found to have low cutoff energies and hard proton spectra with $[\Gamma, E_c] = [1.7, 160 \text{ GeV}]$ and $[1.7, 80 \text{ GeV}]$ compared to the low-density cases, where $[2.4, 1 \text{ TeV}]$ and $[2.45, 1 \text{ TeV}]$. For another SNR, W44, an independent analysis found that the $\gamma$-ray emission was well fit by a hard proton spectrum of index between 1.74 and 2 with a cutoff at $p_c \approx 10 \text{ GeV/c}$ [283]. While these examples provide a representative sample of the expected range for the low-energy spectral index and cutoff energies, we do not necessarily expect a hardened spectrum to be correlated with high gas densities. These SNR spectra match the $\gamma$ radiation expected from an exponentially cutoff proton spectrum quite well, possibly indicating that the theory of Ref. [279] is underestimating the true breaking strength due to ion-neutral damping, or that an additional cutoff mechanism is at play. In either scenario, a more pointed spectral peak is predicted, and as a result the fit to the residual GCE spectrum in Section 8.2.3 is generally improved.

The Galactic center hosts a zoo of high-energy astrophysical sources including several SNRs, resolved & unresolved pulsars, pulsar wind nebulae, and the central black hole Sgr A*. Most notably Sgr A East is a $\sim 10^4 - 10^5$ year old and 10 pc wide SNR rapidly expanding into the molecular cloud M–0.02–0.07, where a half-dozen sites show also show the 1720 MHz maser emission from shocked $H_2$ [287]. This complex encompasses the central black hole with most of the structure residing within a few
parsecs from Sgr A\(^*\) (\(\lesssim 0.05^\circ\)). This separation is too small to be spatially resolved by Fermi-LAT, which has a maximal angular resolution of about a quarter degree, hence it will appear as a point source, perhaps with minor spatial extension, whose spectrum cannot be differentiated from additional Galactic center sources\(^{14}\).

An especially intriguing candidate for the recent injection of cosmic-ray protons in the inner Galaxy is Sgr A East. As an estimate of the expected flux from Sgr A East, we utilize a similar object, SNR W44. The latter is observed to have a differential flux of \(\approx 1.25 \times 10^{-7}\) GeV/cm\(^2\)/s. Multiplying by the square of the distance ratio \(d_{\text{W44}}^2/d_{\text{GC}}^2 \approx (2.9 \text{ kpc}/8.3 \text{ kpc})^2\) we obtain a flux of \(5 \times 10^{-8}\) GeV/cm\(^2\)/s, precisely in line with the GCE residual and the Sgr A\(^*\) flux reported by Abazajian et al within a \(1^\circ \times 1^\circ\) box centered on the GC [45]. (Note that the the two Daylan et al fluxes reported in Figure 8.31 are normalized by the solid angle of a thin annulus at 5\(^\circ\) from the GC).

It remains to be assessed whether the spectral break energy near the Galactic center is compatible with the the results of Section 8.2.3 and whether a reasonable supernova rate is compatible with the observed flux.

The environment of Sgr A East has been studied in detail at radio and X-ray wavelengths. Unfortunately, the complicated structure and rapid gradients in density, temperature, and magnetic field strength imply that there will be no single prediction for the spectral break energy predicted by Equation (8.12), but, rather, a range of values dependent on the particular properties of the shocked region. Here we expect that

\(^{14}\)For reference, the template analysis of Daylan et al, which uses large photon statistics and an event selection which optimizes PSF, finds the most likely position for the GCE to be centered within about 3 arcmin of Sgr A\(^*\). The next generation of ground-based \(\gamma\)-ray telescopes is likely to resolve these structures at energies above 50 GeV.
Figure 8.32: 1, 2, and 3σ confidence intervals for a broken power-law proton spectrum which steepens its index $\Gamma_1$ by one above the break energy $p_{br}$ (left panel), and an exponentially cutoff power law (right panel), fit to three extractions of the Galactic center excess spectrum (excluding Abazajian et al). In the top panel, the bands shaded along the x-axis represent the range of low-energy spectral indices for SNRs interacting with dense molecular clouds as measured by Fermi-LAT in Ref. [46]. The dark and dark+light shaded bands along the y-axis indicate spectral break momenta expected to occur in dense molecular clouds and more ambient molecular densities respectively. Also note that confidence regions for the two Daylan et al spectra do not include any systematic errors and hence the true confidence contours are likely to be significantly more extended.

nearly all of the supernova activity will take place very close to the Galactic center, with conditions not far removed from those of Sgr A East. The goal of the current study is to determine whether the conditions can plausibly reproduce the GCE, while a detailed environmental model and statistical treatment of uncertainties is reserved for future work.

The Central Molecular Zone (CMZ) is a large elliptical cloud with a gas mass fraction dominated by molecular hydrogen. It is thin and aligned with the Galactic disk, extending to a radius of approximately 150 pc from the Galactic center when projected along the line of sight. This cloud makes up 5-10% of the total Galactic molecular gas

Interestingly, the same gas model in Ref. [288] finds a large gas bulge extending to 450 pc which is
and is comprised of dense clumps of $H_2$ as well as of a lower density ambient component which completely fills the acceleration volume for any centralized SNR. In the inner 15 pc, typical densities can vary from the ambient value of $10^2$ cm$^{-3}$ up to the dense molecular clouds at $10^5$ cm$^{-3}$ [289] [288], occasionally reaching even higher densities. The warm ionized hydrogen is significantly more extended and provides the precursor for shock acceleration. There is only weak power-law dependence of the break momentum on the density and temperature of the ionized component ($n_{i}^{-0.5}$ and $T^{-0.4}$). Both of these components are reasonably well measured in the Sgr A* region using X-ray observations with ion densities near $10^3$ cm$^{-3}$ and very hot plasma temperatures of $10^7$ K [290].

The most important, and also the most uncertain factor in determining the break momentum, is the magnetic field strength in the shock propagation region. Zeeman splitting of OH molecules provides a measurement of the magnetic field strength along the line of sight, and indicates very strong fields in the large non-thermal radio filaments and possibly molecular clouds which can be as high as 1-4 mG [287] [291] while Faraday rotation measurements indicate that the surrounding medium can be somewhat lower with a strength down to several hundred $\mu$G. For an extensive review of magnetic fields in the Galactic center, we point the Reader to Ref. [291].

Efficient trapping of very low energy precursors in the very dense molecular clouds implies that these will be the primary acceleration sites for the resulting high energy cosmic-ray population, although a fraction will still originate from the surrounding rotated 13.5° CCW from the Galactic plane when projected along the line of sight with an axis ratio of 3:1. Daylan et al found a slightly preferred fit at roughly an angle of 35°± CCW with an axis ratio of 1 : 1.4 ± .3, possibly indicative of gas correlated emission.
lower density and lower magnetic field regions. In this case, the lower densities of the ionized and molecular components partially cancel the effect of the smaller magnetic field on the break momentum, but some broadening of the spectral peak may be expected toward lower energies. In order to estimate the range of break momenta achievable at the GC, we simply fix the least sensitive parameters to typical values, and set $n_i = 10^3 \text{ cm}^{-3}$, $n_0 = 10^4 \text{ cm}^{-3}$, and $T = 10^7 \text{ K}$, while varying of $B$ between 0.5 mG and 4 mG. Doing this provides a break momentum between 0.79 and 51 GeV/c with a nominal value of 12.7 GeV/c for a 2 mG field strength.

Without more accurate measurements and high-resolution 3-dimensional models of the Galactic center environment, it is extremely difficult to definitively compute the resulting cosmic-ray spectrum. If, in fact, these large magnetic fields are contained strictly to non-thermal radio filaments, or are much weaker than previously thought, as suggested in Ref. [292], the predicted momentum break would be significantly smaller, and the breaking mechanism would be disfavored as an explanation for the GCE. It is also very likely that current conditions at the Galactic center differ substantially from those of 1-10 Myr ago especially if the Fermi bubbles formed on comparable timescales. Compounded with uncertainties in non-linear DSA in the presence of ion-neutral damping, a conclusive statement is currently not possible. Nonetheless, the observation of break energies from ten to several hundred GeV in nearby SNR indicates that such scenarios are not uncommon, and provide evidence that the description advocated above is not unrealistic.

In Figure 8.32 we show confidence intervals for the low-energy spectral index.
and break energy for the BPLFix and PLExp models of the proton spectrum as fitted to the two Daylan et al GCE residuals as well as that extracted by Gordon & Macías. We do not show the results of the fits to the Abazajian et al results due to the previously mentioned asymmetry in the number of points below and above the spectral peak which forces a very hard spectrum that clearly does not fit the rapid falloff above 2 GeV seen in the other datasets. While the residual found by Abazajian et al is indeed very hard at low energies, when an additional GCE template and spectral form is included as part of the fit, the low-energy index softens significantly becoming very similar to the other analyses. This behavior is clearly delineated in Fig. 8 of Ref. [45] and the enclosed discussion.

In the left panel, the shaded regions along the x-axis show the range of the low-energy proton index which are compatible with Fermi-LAT observations of SNRs interacting with molecular clouds taken from Refs. [283, 46], highlighting the canonical index $\Gamma_1 = 2$ predicted by linear DSA. In the shaded y-axis regions, we show expectations for the position of the spectral break in conditions typical of the very dense molecular clouds (dark cyan) and in the ambient lower density environment (darker+lighter cyan). It is promising that these contours are fully compatible with one-another when fitting to the BPLFix model. Clearly, if one assumes the BPLFix model, the parameter values are in line with those expected from SNR interacting with molecular clouds in the Galactic center.

In the right panel we show similar regions shaded along the x-axis representing the range of the spectral indices compatible with Fermi-LAT observations where fitting
the underlying proton spectrum used an exponentially cutoff power-law model \[282, 284, 286\]. Although these studies also indicate GeV-TeV scale cutoff energies, it is unclear how such cutoff scales should change in the Galactic center environment without a theoretical understanding of the cutoff mechanism itself. In contrast to the BPLFix model, a PLExp spectrum reveals less compatibility among the three GCE residuals, with the main P6v11 analysis of Daylan et al requiring an unphysically hard spectral index. Interestingly, two of the GCE datasets show a rapid upturn in the contour as the spectral index rises above \( \Gamma = 2 \). In this region, the fit is almost completely insensitive to the cutoff energy up to at least \( \approx 10 \) TeV. Notably, a spectral index softer than 2 is commonly invoked when modeling radio and \( \gamma \)-ray emission from AGN in the context of hadronic injection. Although the relatively low momentum cutoff would still need to be explained, the insensitivity here could allow for a variety of possibilities, and warrants additional study.

To summarize, we find that the occurrence of a break in the spectrum of cosmic-ray protons in the specific environment of the Galactic center is well-motivated. Observations of the \( \gamma \)-ray spectrum of several SNR with the Fermi LAT point to cosmic-ray proton spectral features aligning precisely with those needed to fit the spectrum of the GCE; the location of a spectral break in the accelerated cosmic-ray protons in the presence of dense molecular clouds in the inner Galaxy also falls squarely in the range that optimally fits the inferred \( \gamma \)-ray spectrum of the GCE. We thus conclude that the spectra we invoked to fit the GCE are well motivated by both theory and observation.
8.2.4.2 SNe Rates and Starburst Histories

In this section we explore the energetics required to produce the GCE with cosmic-ray protons injection at the center of the Galaxy. In the previous section, we showed that the flux measured from SNR W44 corresponds to the approximate luminosity needed to explain the GCE in the inner Galaxy. At radii larger than 1 degree, the GCE signal decays rapidly as shown in Fig. 8.29. In Section 8.29 we showed that such a radial flux profile could be achieved rather naturally by the diffusion of protons injected at the Galactic center in several different episodes – for example, impulsive injection over 2-3 different epochs ($\approx 10^4, 10^5, \text{ and } 10^6 \text{ yr}$) or continuously if the source was turned on around 7.5 Myr ago. Previously, we ignored the normalization of the flux and were only concerned with the relative normalization of the summed impulsive models. This revealed that the 100 Kyr + 2 Myr summed model preferred relative normalizations of, respectively, 1:10. The energetics of these long-timescale events is more constrained than for more recent outbursts.

We compute the $\gamma$-ray flux due to protons assuming a nuclear injection spectrum of index $\Gamma_1 = 2$ breaking to $\Gamma_2 = 3$ at 10 GeV. We find that the 100 K and $10^6$ summed impulsive model requires a total injection of $\mathcal{O}(10^{52})$ erg into protons with energies above 100 MeV in order to produce flux compatible with the GCE consistent with the very recent findings of [398]. For continuous sources only a few million years old, the required energy is approximately $10^{38}$ erg/s, or a few $10^{48}$ erg/century, while continuous sources in steady-state are an order of magnitude less and comparable to the rates needed to maintain the current molecular gas temperatures near the Galactic
Stellar densities at the Galactic center are extremely high rising from a mass density of $10^4 \, M_\odot/\text{pc}^{-3}$ at a radius of 10 pc to over $10^6 \, M_\odot/\text{pc}^{-3}$ in the central parsec (compared to the local density $\ll 1 \, M_\odot/\text{pc}^3$). Measurements of the infrared luminosity near the Galactic center provide an indirect probe of the star formation rate. If this has not changed dramatically over short stellar evolution timescales ($10^8$ yr), the expected supernova rates are 0.01-0.1 per century [39] each injecting $\epsilon_p 10^{51}$ erg where $\epsilon_p$ is the fraction of the supernova energy channeled into proton acceleration, often taken to be near 0.1 [301]. This implies an average continuous injection rate of $10^{48} - 10^{49}$ erg/century, compatible with the observed excess signal. For impulsive sources, the same value of $\epsilon_p$ would require bursts of 10-100 supernovae to occur within a timescale relatively short – $10^4$ to $10^5$ yr – with respect to the diffusion timescale. While any realistic scenario would likely be an admixture of continuous and burst-like injections, the supernova rates required to reproduce the observed GCE flux in either case are well within the possible histories of the Galactic center Region.

Star formation rates within the central hundred parsecs of the Galaxy is a subject of hot debate. Over $\sim 10$ Gyr timescales, several studies [414, 415, 416] suggest that the star formation rate has been approximately stable, with long-lived bulge stars formed during the Milky Way’s last major merger event and relatively quiescent activity since. On much shorter timescales the situation is less clear. Highly variable and intense star-formation producing tens to thousands heavy stars over a few Myr, cannot be ruled out. High ionization rates, severe shocks, and the large scale inflow/outflow accompa-
nying molecular cloud collisions or cataclysmic events, such as star-bursts or activity from the central supermassive black hole, can trigger periods of rapid star-formation taking place inside the densest molecular clouds. In contrast to self-collapsing molecular clouds, such external compression mechanisms are believed to induce significantly heavier initial mass functions, producing O/B type stars which evolve over \(10^6 - 10^7\) years before going supernova. While many of the Galactic center conditions can also inhibit star formation, observations indicate at least 100 high mass stars with ages estimated around several Myr, indicating that an era of high star-formation rates may have occurred \(\sim 10^7\) yr ago which has since halted.

It is notable that the orbital time period for a typical molecular cloud at a radius of 1 pc is \(10^5\) years providing ample opportunity for interactions with other clouds, or with the accretion disk surrounding the central black hole. Alternatively, this could be taken as possible evidence of intense supernovae or Sgr A* activity several million years ago in which shocked molecular clouds became highly compressed, initiating star-formation. Supernovae bursts have also been proposed as a driver of the Fermi bubbles on Gyr timescales and as a mechanism to explain the extremely hot plasma temperatures in the Galactic center where gas in excess of up to \(10^8\) K are observed, hotter than the Galactic escape energy, implying extraordinary energy injection event(s) with total energy \(10^{53}\) erg and a lifetime of order \(10^5\) yr in order to remain contained near the Galactic center. Such extreme events have comparable timescales and energetics to produce the scenarios explored earlier.

\(^{16}\)For a recent review of massive star formation in the Galactic center, see Ref. [424].
Another possibility which has been previously considered is the injection of protons directly from the central black hole \[426,427,428\]. Our morphological analysis of Section 8.2.2 is substantially blind to the spectrum over the very narrow energy range under consideration. Spectrally, the situation is more difficult as such low-energy cutoffs in the proton spectrum do not seem typical of active galaxies\[17\]. It is possible that a yet unknown mechanism is responsible for producing a cutoff proton spectrum from Sgr A*. Such a scenario was in fact considered in Ref. 429. In this case, the black hole is taken to be in a quiescent state with a very hard proton spectrum $\Gamma = 1$ exponentially cut off at 5 GeV. Secondary electrons produced in the hadronic interactions are of low enough energy to preserve their spectral shape and emit very hard infrared and millimeter synchrotron spectra, matching radio observations of Sgr. A*. In such a scenario, the soft protons could diffuse to large radii while the hard synchrotron emission would be confined to the ultra high magnetic fields in the immediate vicinity of the central black hole.

A very recent result 398 examined the compatibility of radio and GeV/TeV $\gamma$-ray observations with predictions from two models of starburst galaxies based on the interactions of cosmic-rays (of supernova origin) in the Central Molecular Zone. Particularly careful attention was paid to the relevant astrophysical parameters, which are fully consistent with what we employed here. For each model, the average magnetic field strength, convective wind speed, ionized gas density, and free electron absorption

\[17\] Although many AGN spectra do have breaks in the $\gamma$-ray spectrum near 5 GeV, this results from absorption in the so-called ‘broad-line region’ within a few hundred Schwarzschild radii of the central black hole and does not provide a viable mechanism for extended emission peaked in the GeV range.
fraction were allowed to vary in order to find optimized fits to data. The results strongly favor ion densities between 50 and 100 cm$^{-3}$ and magnetic fields between 100 and 350 µG throughout the entire ambient CMZ cloud. While radio and TeV observations are well fit, a GeV excess still persists. The addition of additional populations of either protons or electrons is then considered. In the case of protons, a soft spectral index $\Gamma \approx 3.1$ and a supernova rate enhanced by a factor $\sim 100$ are found to be consistent, but are dismissed from further analysis based on the required SNe rate. For electrons, the energetics are more compatible, but the spectral indices predicted for radio and $\gamma$-rays are found to be inconsistent with observations. We note that in our analysis, this is precisely the proton spectral index we predict above a $\sim 10$ GeV and that the required SNe rate is substantially reduced due to our much harder $\Gamma = 2$ low-energy spectrum (which also matches the GeV excess in much greater detail than what considered in Ref. [398]). We find it remarkable that a completely independent analysis of the conditions required to fit starburst models to observations of the CMZ can naturally motivate an SNR explanation for the GCE at such a detailed level.

To summarize, in this section we have presented observational and theoretical evidence for spectral breaks in the cosmic-ray spectrum when protons undergo diffusive shock acceleration by supernovae remnants which are inside or strongly interacting with partially-ionized molecular cloud complexes. This ion-neutral damping mechanism then predicts a break in the power-law index $\Gamma$ of precisely $\Delta \Gamma = 1$ occurring at an energy parametrized by the local magnetic fields, ion/neutral number densities, and the temperature of the ionized precursor. We then discussed the conditions in the Galactic
center environment needed to produce plausible break energies which were found to be of the correct order to explain the GCE if magnetic fields in the acceleration region are of approximately mG strength. Allowing the spectral index and break energy to float, we presented confidence contours for our fit to the Galactic center excess and showed that the preferred parameter space is spectrally compatible with an interpretation in terms of protons originating from GC SNR. Next, the energetics required to match the GCE were calculated, finding that each impulsive event requires tens to hundreds of supernovae (total energy $10^{52}$ erg) to occur on timescales somewhat smaller than the age of the outburst, or that quasi-continuous sources inject protons at a rate of order $10^{38}$ erg/s. Finally, we discussed evidence for sporadic increases in star-formation and supernovae rates in the Galactic center on the timescales relevant explain the extension of the GCE in terms of cosmic-ray diffusion and subsequent $\gamma$-rays of hadronic origin. Very large uncertainties plague each step of such an analysis and estimate. Nonetheless, the combination of spectral compatibility along with reasonable energetics and a plausible Galactic history provide a crucial background to any analysis of $\sim$GeV $\gamma$-ray data at the Galactic center.

### 8.2.5 Discussion of the Hadronic Burst Scenario

We presented a case for high-energy cosmic-ray protons injected in the Galactic center region as a plausible explanation to the reported Galactic center $\gamma$-ray excess over the expected diffuse background. Our study focused on whether such an explanation meets the required (i) morphology, (ii) spectrum and (iii) energetics.
We demonstrated that cosmic rays injected on the order of a mega-year ago explain the observed spherical symmetry reported from the “inner Galaxy” analysis of Ref. [43], while a more recent (on the order of a few kilo-years old) episode would possess the same morphology obtained for the innermost portions of the Galaxy in the “Galactic center” analysis of Ref. [43].

We showed that the $\gamma$-ray spectrum predicted by cosmic-ray proton energy distributions responsible for the emission observed from supernova remnants (such as broken power laws with specific spectral indexes, and exponentially suppressed power laws) provide excellent fits to the observed Galactic center excess. We pointed out that the preferred range for the break of the power law and for the spectral indexes inferred from the observed excess fall squarely in the ranges inferred from observations of supernova remnants, as well as in the general range expected from theory considerations. We also pointed out the importance of systematic effects in spectral reconstruction due to hadronic cross sections impacting the predictions for the $\gamma$-ray spectrum from inelastic proton-proton collisions.

Finally, we inspected the time-scales, spectrum and energetics we invoked to reproduce the morphology and spectrum of the Galactic center excess in the context of one or more additional populations of cosmic-ray protons in the region. We demonstrated that the existence of such populations is motivated by a variety of observational and theoretical reasons, which we reviewed in detail.

To conclude this Section, we gave proof of existence of a well-motivated alternative to dark matter annihilation or milli-second pulsars as an explanation to the reported
Our results indicate that conclusively claiming a signal of New Physics from γ-ray observations of the inner regions of the Galaxy must contend with a variety of additional astrophysical processes. In particular, we highlighted that one or more previously unaccounted-for populations of cosmic-ray protons in the Galactic center could potentially produce a γ-ray emission with a spectrum, morphology and intensity closely resembling those of the Galactic center γ-ray excess.

### 8.3 Leptonic Cosmic Ray Bursts

In addition to the steady state and hadronic burst scenarios discussed in the previous two sections, two groups have examined the possibility of the GCE originating from purely leptonic outbursts of cosmic-rays at the Galactic center. Such models are well motivated for two reasons: (i) the additional ICS emission is much more spherically symmetric since the ISRF is diffuse and more uniform (or at least relatively spherical) near the Galactic center compared to a more planar distribution of gas (excepting the ionized component); (ii) leptonic bursts are well motivated from central AGN jets, and activity from the central black hole of the Milky Way may provide a similar accelerator. These models were first explored analytically in Ref. [393], and later were explored numerically using Dragon simulations in Ref. [47]. We briefly review the main findings of Ref. [47].

The essential premise is that one or more historical injections of cosmic-rays at the Galactic center could produce a signal which is compatible with the Galactic center excess. If this is leptonic, the uniformity of the ISRF scattering medium produces a
reasonably spherical halo of ICS emission which approximately traces the projected distribution of electrons. Instantaneous bursts with ages up to $10^6$ years. Analytic analysis showed that it is difficult to reproduce the bulk GCE properties such as uniformity of the spectrum and the radial profile due, in particular, to electron cooling which softens the spectrum at large radii, and steepens the radial profile at an energy dependent rate. In the case of Ref. [47], the numerical approach allows for the incorporation of reacceleration, convection, and of anisotropic diffusion.

Using the same ‘inner-galaxy analysis’ as our analysis above (described in Sec. 8.1), Ref. [47] explores a systematic scan over propagation parameters, using the Bayesian importance sampling code MultiNest and utilizing the full systematic covariance matrices from Ref. [391] in order to compute the likelihood function. The fit parameters include a spectral index of injected electrons, a cutoff energy, a diffusion coefficient $D_0$, and energy dependence $\delta$, anisotropic diffusion in the vertical direction $D_{zz}/D_{xx}$, a variable Alfvén velocity, and a burst age. Each have linear flat prior except for anisotropic diffusion which is log-flat.

Models with 1 and 2 bursts are then considered. The parameters are then scanned to find the best fitting single and double outburst models. The single models are unable to fit the GCE well, while models with two outbursts, very high reacceleration (150 km/s compared with typical Galactic values of 35 km/s), and very hard injection spectra ($\alpha \sim 1$) are able to fit the excess well other than the innermost 2 degrees. The bursts would have occurred approximately 1 Myr and 100 kyr ago and possess differing high-energy cutoffs at 60 and 20 GeV respectively, which ensure that the older burst
possesses a similar spectrum to the younger after cooling. The radial profile of this model is shown in Figure 8.33 along with several different groups measurement of the Galactic center excess.

In the Galactic center region, the two burst scenario cannot accommodate the observed flux. However, given the ISRF uncertainties in Sec. 7.4 and given evidence over the HESS region of a young, several kiloyear old high energy CR burst, this region is dominated by systematics, and poorly modeled at present. Thus, the leptonic burst scenarios as an explanation cannot be ruled out as a possibility, but the models require significant tuning of energetics, propagation parameters, injection, and burst timing, making them probably unlikely in isolation. However, it is very likely that some combination of MSP, steady state, and episodic injection comprises the real physical system at play in the Galactic center.
8.4 Millisecond Pulsars

An alternative, or more likely complementary, interpretation of the Galactic center excess is comprised of emission from a yet-undetected population of milli-second pulsars densely concentrated near the GC and throughout the Galactic bulge \cite{379, 243, 392, 393, 394}. Intriguingly, recent studies have tentatively shown that the excess appears compatible with a collection of (unresolved) point sources rather than with a genuinely diffuse emission \cite{396, 230}, an observation which would favor e.g. a pulsar interpretations of the GC excess. There are both evidences against and for such an interpretation, which are summarized below, though the primary motivation for these models is the remarkable (or unremarkable if from MSPs) spectral similarity between the GCE and known millisecond pulsars (MSP).

Refs. \cite{396, 230} both employ point source discrimination techniques in order to test for potential contributing populations in the direction of the Galactic center. Both reference make an important assumption as a staring point: assume a 3D radial distribution of the point sources which falls off like the steepened NFW profile ($r^{-2.5}$). Such a population might be plausibly generated by evolving massive stars in the very dense central stellar clusters which after going supernova, kick pulsars out with a velocity $v_{\text{kick}} \approx 450$ km/s. Approximating the potential as spherical (a bad approximation for a region fed by a strong bar) this produces a profile which is roughly geometrically constrained to $r^{-2}$ or steeper if the potential is strong. Because the GCE signal is constrained to be highly spherical, an interesting project would be to test the possible
sphericity of the pulsar distribution in realistic Galactic potentials.

Ref. [396] employs the non-Poissonian template fitting procedure discussed in Section 4.10.2 finding that such templates are preferred by $T S \approx 36$ compared with the purely diffuse template. This significance is statistical only and is small relative to changes in the Galactic diffuse model, which remains an untested effect. Similarly, Ref. [230] runs a wavelet kernel over the binned photon map and examines the distribution of source significances, determining (via Monte Carlo techniques) that an additional point source population is preferred at $10\sigma$. This is somewhat more robust against the diffuse model, but is still likely to be strongly impacted by additional CR populations at the GC as discussed above in Sec 8.1. Two issues are missing from these studies which are (i) the extension of the analyses to more than a single energy bin – in order to study the collective spectral properties of these unresolved point sources – and (ii) to test the robustness against Galactic emission models.

It is also important to note the contrasting evidence against a pulsar interpretation of the GCE, which relies on known pulsars detected by Fermi [15, 395]. Both the luminosity distribution, maximum luminosity cutoff must be reconciled against future observations of gamma-ray pulsars, radio surveys, and X-ray observations of Low-mass X-ray binaries. The large flux of the GCE implies that several hundred to several thousand MSPs must contribute at current levels, while Fermi has observed very few at such high luminosities. The future is bright in studying these areas. Of crucial importance in any GCE interpretation is the incorporation of multi-wavelength data in both constraining pulsars, and in constraining CR populations in the region. Ultimately, both of
these astrophysical sources must exist at the Galactic center, our current models remain in their infancy, and much more must be learned about the astrophysics and history of the Galactic center region.
### Global-Local ROI – |l| > 8°

- **Pixel Type** – Healpix Nside=256
- **Binning** – 24 bins .3-500 GeV Ref.[36]
- **Events** – P8 Clean Front+Back
- **Spectra Fixed to Galprop/3FGL**

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Template</th>
<th>Fixed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global-Local</td>
<td>π⁰+ 1.25 Bremss. (HI+HII)</td>
<td>No</td>
</tr>
<tr>
<td>ROI –</td>
<td>l</td>
<td>&gt; 8°</td>
</tr>
<tr>
<td>Pixel Type – Healpix Nside=256</td>
<td>π⁰+ 1.25 Bremss. (H₂ Ring 1-6,8,9)</td>
<td>Yes</td>
</tr>
<tr>
<td>Binning – 24 bins .3-500 GeV Ref.[36]</td>
<td>Inverse Compton Scattering</td>
<td>No</td>
</tr>
<tr>
<td>Events – P8 Clean Front+Back</td>
<td>Isotropic (Ext. (\chi^2))</td>
<td>No</td>
</tr>
<tr>
<td>Spectra Fixed to Galprop/3FGL</td>
<td>Fermi Bubbles (Ext. (\chi^2))</td>
<td>No</td>
</tr>
</tbody>
</table>

### Global-Inner ROI – |l| < 80°, |b| < 8°

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Template</th>
<th>Fixed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global-Inner</td>
<td>π⁰+ 1.25 Bremss. (HI+HII)</td>
<td>No</td>
</tr>
<tr>
<td>ROI –</td>
<td>l</td>
<td>&lt; 80°,</td>
</tr>
<tr>
<td>Pixel Type – Healpix Nside=256</td>
<td>π⁰+ 1.25 Bremss. (H₂ Ring 7)</td>
<td>Yes (From Local)</td>
</tr>
<tr>
<td>Binning – 24 bins .3-500 GeV Ref.[36]</td>
<td>π⁰+ 1.25 Bremss. (H₂ Ring 8,9)</td>
<td>No</td>
</tr>
<tr>
<td>Events – P8 Clean Front+Back</td>
<td>Inverse Compton Scattering</td>
<td>No</td>
</tr>
<tr>
<td>Spectra Fixed to Galprop/3FGL</td>
<td>Isotropic</td>
<td>Yes (From Local)</td>
</tr>
</tbody>
</table>

### Inner Galaxy ROI – |l| < 20°, 2° < |b| < 20°

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Template</th>
<th>Fixed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inner Galaxy</td>
<td>π⁰+ 1.25 Bremss.</td>
<td>No</td>
</tr>
<tr>
<td>ROI –</td>
<td>l</td>
<td>&lt; 20°, 2° &lt;</td>
</tr>
<tr>
<td>Pixel Type – Healpix Nside=256</td>
<td>Isotropic (Ext. (\chi^2))</td>
<td>No</td>
</tr>
<tr>
<td>Binning – 24 bins .3-500 GeV Ref.[36]</td>
<td>Fermi Bubbles (Ext. (\chi^2))</td>
<td>No</td>
</tr>
<tr>
<td>Events – P8 Clean Front+Back</td>
<td>Point Sources (3FGL)</td>
<td>Yes (To 3FGL)</td>
</tr>
<tr>
<td>Bin-by-Bin Spectral Fit</td>
<td>GCE NFW (\alpha=1.05)</td>
<td>No</td>
</tr>
</tbody>
</table>

### Galactic Center ROI – |l| < 7.5°, |b| < 7.5°

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Template</th>
<th>Fixed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Galactic Center</td>
<td>π⁰+ 1.25 Bremss.</td>
<td>No</td>
</tr>
<tr>
<td>ROI –</td>
<td>l</td>
<td>&lt; 7.5°,</td>
</tr>
<tr>
<td>Pixel Type – Cartesian 0.05° × 0.05°</td>
<td>Isotropic</td>
<td>No</td>
</tr>
<tr>
<td>Binning – 0.119-300 GeV 34 Log-Spaced</td>
<td>Fermi Bubbles</td>
<td>No</td>
</tr>
<tr>
<td>Events – P8 Clean Front</td>
<td>Point Sources (3FGL)</td>
<td>No</td>
</tr>
<tr>
<td>Bin-by-Bin Spectral Fit</td>
<td>GCE NFW (\alpha=1.05)</td>
<td>No</td>
</tr>
</tbody>
</table>

---

Table 8.3: Summary of γ-ray analyses used in this study.
<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Age</th>
<th>$R_{\text{diff}}$(2 GeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Im1</td>
<td>Impulse</td>
<td>.5 Kyr</td>
<td>18 pc</td>
</tr>
<tr>
<td>Im2</td>
<td>Impulse</td>
<td>2.5 Kyr</td>
<td>40 pc</td>
</tr>
<tr>
<td>Im3</td>
<td>Impulse</td>
<td>19 Kyr</td>
<td>110 pc</td>
</tr>
<tr>
<td>Im4</td>
<td>Impulse</td>
<td>100 Kyr</td>
<td>250 pc</td>
</tr>
<tr>
<td>Im5</td>
<td>Impulse</td>
<td>2 Myr</td>
<td>1.13 Kpc</td>
</tr>
<tr>
<td>C1</td>
<td>Continuous</td>
<td>7.5 Myr</td>
<td>2.19 pc</td>
</tr>
<tr>
<td>C2</td>
<td>Continuous</td>
<td>$\gtrsim$ 1 Gyr</td>
<td>$\infty$</td>
</tr>
</tbody>
</table>

Table 8.4: Properties of a few benchmark emission sources.
The Fermi 130 GeV Gamma-Ray Line

The launch of the Fermi Large Area Telescope (LAT) in 2008 has allowed for a greatly expanded view of the $\gamma$-ray sky, including a significantly enhanced energy and angular resolution, compared to previous missions [430]. These characteristics have allowed, in particular, for a thorough investigation of the extremely dense population of high-energy $\gamma$-ray sources in the Galactic center (GC) region [431]. The GC region is known to host such diverse $\gamma$-ray sources as supernova remnants [432], highly ionized gas [433], dense molecular clouds [434], massive O/B stars [435], both young and recycled pulsar populations [436], as well as being the densest region of dark matter in the Galaxy [437]. Notably, no other location in the sky is expected to provide a signal from dark matter annihilation which is as bright as the GC (for a recent general review of gamma-ray searches for signals from dark matter annihilation see Ref. [438]). While this makes the GC region an extremely interesting location for a multitude of scientific studies, it also means that additional information, such as characteristic spectra for each
source class, must be carefully considered in order to separate the desired signal from the bright background.

Recently, [125] and [439] found indications for a unique spectral signature in observations of the region surrounding the GC, which is consistent with dark matter annihilation. Specifically, in sky regions optimized for large signal-to-noise ratios for various dark matter density profiles, they observed an excess of photons with an energy spectrum resembling a 130 GeV γ-ray line\(^1\) smeared by the finite energy resolution of the Fermi-LAT telescope. The significance of this excess was found to be 3.2σ globally [439] – enough to make the feature interesting on statistical grounds. The feature is strongest when using regions of interest that have been optimized for dark matter density distributions following: (1) a Navarro-Frenk-White (NFW) profile [89], (2) an Einasto profile [440], and (3) a generalized NFW profile, with a radial slope governing the dark matter density profile \((r^{-\alpha})\) set to \(\alpha = 1.15\), similar to what could result from adiabatic contraction [441, 442]. The reported feature is much weaker for profiles where the dark matter density is cored near the GC.

A monochromatic γ-ray line has been long considered the “Holy Grail” for dark matter indirect detection, given the difficulty of producing a high-energy monochromatic signal with ordinary astrophysical processes. Thus, this observation prompted a number of follow-ups. [443] noted that the observation of a monochromatic γ-ray signal could be qualitatively mimicked by an additional power-law component which breaks strongly

\(^{1}\)Note that upon the release of Pass 8 Fermi data, the line energy was shifted to 135 GeV after recalibration of the calorimeter. This analysis uses Pass 7 data, and we therefore work under the premise of the line being at 130 GeV throughout.
at an energy of 130 GeV, and posited the Fermi bubbles \[444\] as a possible source for this excess (although rather strong breaks are required to fit the data, see Ref. \[438\]). Most notably, \[445\] localized the emission to within approximately 5° of the GC, finding a 6.5\(\sigma\) (5.0\(\sigma\) after including a trials factor) preference for a line signal following an off-center Einasto profile compared to the assumption of a simple power-law background (see also \[446\]). This finding disputes the implication of the Fermi bubbles as a source for the excess, as the latter are observed to extend over a much larger emission region. The off-centered nature of the dark matter profile is at the moment only marginally statistically significant \[447, 448\]. However, if confirmed, an off-center peak would pose a challenge to traditional models of the Galactic dark matter density which assume the largest dark matter density to fall on top of the peak of the baryonic mass density\[2\]. However, a recent analysis by \[449\] found that the peak in the dark matter density may, in fact, be displaced by hundreds of parsecs from the dynamical center of the Galaxy - although this scenario might be incompatible with the assumption of a cusped profile.

More data are needed to clarify whether the 130 GeV feature in the data persists with larger statistics or if it is only a statistical fluke. Since the observation of a \(\gamma\)-ray line is extremely sensitive to inaccuracies in the energy-reconstruction of \(\gamma\)-rays observed by Fermi-LAT, a great deal of interest has also focused on searching for possible instrumental abnormalities affecting the photons belonging to the \(\gamma\)-ray line. The most notable characteristic of any such instrumental effect would be the observation of line activity either across the entire sky, or across a certain region of instrumental

\[2\] Which we assume, here, to be identical to the position of Sgr A*, and call the GC throughout this Chapter.
phase space. Interestingly, some early results found an excess of 130 GeV events in observations of the Earth-limb \[445, 450, 451\]. This is troubling, as the vast majority of limb photons are known to result from the di-photon \(\pi^0\) decay spectrum created as cosmic-ray protons interact with the upper layers of the Earth’s atmosphere. There is no conceivable model in which dark matter annihilation could create a \(\gamma\)-ray line in this region \[445\]. However, this line activity was not detected along the Galactic plane, which provides significantly more photons than the GC, and inhabits similar regions of instrumental phase space. A comprehensive study by \[450\] did not find any significant evidence for systematic features in the energy reconstruction of the Fermi-LAT, which would be able to artificially produce a \(\gamma\)-ray line (see however Refs. \[452, 453, 454\]).

Follow up analyses by the Fermi-LAT team are currently ongoing, but have revealed two noteworthy results. At the time of the initial discovery of the \(\gamma\)-ray line, efforts were already ongoing to improve the energy normalization of the Fermi-LAT data, accounting for a decrease in the calculated energy of \(\gamma\)-rays over time due to radiation damage to the calorimeter. This effect linearly increased the reconstructed energy of high energy photons, moving the line signal from 130 GeV up to approximately 135 GeV. However, this reprocessing did not greatly affect any other signature of the posited line analysis. We note that throughout the rest of this chapter, we refer to the “130 GeV line”, as we are using a version of the Fermi-LAT data which has not been reprocessed. However, all results shown here are very nearly applicable to an analysis of the 135 GeV line observed in the reprocessed data.

Additionally, the Fermi-LAT analysis did uncover one troubling aspect of the
posited $\gamma$-ray line. Employing a parameter CTBBestEnergyProb (which is not publicly available), they investigated the confidence they had in the energy reconstruction of each photon belonging to the $\gamma$-ray line. In the case where a true $\gamma$-ray line feature is present in the data, this should increase the statistical significance of the observation, as the procedure adds additional statistical weight to the line photons which are most likely to have a correctly measured energy. However, when this analysis was applied to the observed photon data, the statistical significance of the line feature was found to decrease moderately. This signals that the line feature has photons with a somewhat poorer energy resolution than would generally be expected. However, further inquiry of these systematic issues is required, as none of the systematics can clearly account for the entire statistical strength of the line feature.

If interpreted as a signal of particle dark matter annihilation or decay, the large observed intensity of the 130 GeV $\gamma$-ray line (along with strong constraints on the total continuum emission from additional hadronic states) has proved a difficult, though by no means intractable, particle physics problem. Numerous models have already been posited to “brighten” the $\gamma$-ray line. Summarizing the myriad particle physics details of these models lies beyond the scope of the present chapter.

Although often characterized as a “smoking gun” signature for the annihilation or decay of particle dark matter, tentative observations of the 130 GeV line have spurred the question of whether any traditional astrophysical mechanism might mimic a line...
in the relevant energy range. [487] argued that the only plausible mechanism for the creation of an astrophysical $\gamma$-ray line is through inverse Compton scattering of ambient photons by a jet of nearly monoenergetic electrons and/or positrons, occurring in the deep Klein-Nishina regime. If the latter kinematic regime holds, the photon acquires nearly the entire energy of the incoming lepton, allowing for a nearly monoenergetic lepton spectrum to efficiently transfer into a sharply peaked $\gamma$-ray feature.

One possible class of astrophysical objects that possesses the potential to host the needed leptonic monochromatic “jet”, as well as the ambient photons in the needed energy range (here, a few eV) is cold ultrarelativistic pulsar (PSR) winds [487]. It is important to note that this scenario presents a potential difficulty in explaining the observed spread of 130 GeV photons beyond a single point source, as different PSRs would be expected to exhibit $\gamma$-ray lines at different energies. One way to test this one astrophysical background is therefore to study whether the morphology of the observed 130 GeV photons can be reproduced with a small number of point sources or not. This is the key objective of the present study.

Several other approaches have tested the dark matter nature of the 130 GeV photons. For example, any dark matter interpretation of the 130 GeV line implies additional regions of interest for follow up searches, where the so-called $J$-factor (the line-of-sight integral of the dark matter density squared, smeared over the instrumental point-spread function) is expected to be largest. Most importantly, dwarf spheroidal galaxies and galaxy clusters have been singled out as promising regions to search for a dark matter signal. Observations of Milky Way dwarfs have not uncovered any evidence
of a 130 GeV signal [488]: this is not unexpected, as the estimated annihilation cross-
section to $\gamma\gamma$ implied from GC observations predicts less than one photon to arrive from
the population of dwarf spheroidal galaxies. Interestingly, [489] argued for an observation
of a 130 GeV line in a population of nearby galaxy clusters. However, it should be noted
that this signature is only significant when very large ROIs of $\sim8^\circ$ are considered, which
is much larger than the expected angular size of the galaxy clusters under investigation.

Using a similar method, [490] investigated the population of unassociated Fermi-
LAT point sources – that is, point sources detected by the Fermi-LAT instrument which
have not been identified at other wavelengths. They found a statistically significant
detection for a double 130 GeV and 111 GeV line, with 14 unassociated sources showing
evidence of a line photon. Furthermore, they found no significant detection of $\gamma$-ray line
emission in the control sample of Fermi-LAT point sources that have already been asso-
ciated with various astrophysical phenomena. This caused them to conclude that some
portion of the unassociated point-source sample may contain previously unknown dark
matter substructures. However, [491] argue against this conclusion, noting that each
unassociated source is identified primarily based on its continuum emission between en-
ergies of 100 MeV-10 GeV, rather than based on the detection of a single line photon.
The intensity and spectrum of this continuum emission can then be compared to the
signal from dark matter annihilation to any final state producing a $\gamma$-ray continuum,
and is expected in order to produce the thermal relic abundance of dark matter. They
find that for at least 12 of the 14 indicated unassociated point sources, the continuum
emission is not compatible with any dark matter annihilation pathway. Furthermore,
they argue that the latitude distribution of the identified sources is not consistent with that expected from any model of dark matter subhalo formation. A second analysis by [492] argued that while these 14 sources remain unidentified, at least 12 of the sources (not identical to those from [491]) are spectrally strongly consistent with AGNs.

In addition to considering the energy signature of the 130 GeV line, understanding the morphology of the photons belonging to the source class producing the observed feature will be key to elucidate the physics behind the line phenomenon. Notably, the point-spread function of front-converting events at energies near 100 GeV approaches 0.1° [430], which is significantly smaller than the ∼5° region of interest implicated by [445], allowing for the actual morphology of the line emission to be closely mirrored by Fermi-LAT observations. To first order, observations indicating a morphology consistent with widely accepted dark matter density profiles would provide additional evidence for a dark matter interpretation (the data indeed points to that direction, see e.g. Fig. 3 of Ref. [438]), while measurements consistent with either a population of point sources, or a significantly flattened profile may point to other astrophysical or instrumental interpretations.

In this Chapter, we examine the morphology of photons belonging to the γ-ray line more closely, analyzing with a sound statistical approach the distribution of the arrival direction of photons by employing a clustering algorithm to pinpoint the correlation between the arrival directions of photons putatively belonging to the line feature. We then compare these results against simulated models where the line is produced by dark matter annihilation or by an astrophysical process associated with
a few point sources (for example a handful of PSRs). The key result of our study is that current data disfavor a scenario where the line photons stem from 4 or fewer point sources. Given how unlikely it is that 4 or more pulsars produce a gamma-ray line at exactly the same energy (within the LAT energy resolution), our study disfavors the PSR scenario over a truly diffuse and un-clustered origin for the photons.

In Section 9.1 we describe the data employed in our observations of the $\gamma$-ray line feature, the specifics of the algorithms used to determine the photon morphology, our models for both the annihilation of dark matter and emission from PSRs, and the diffuse background in the region. In Section 9.2 we present the results of our study both for current Fermi observations, and for projections for upcoming observations of the GC with the Atmospheric Cherenkov Telescope (ACT) H.E.S.S.-II. Finally, in Section 9.3 we discuss the interpretation of the results, and present our conclusions.

9.1 Source Models

9.1.1 Dark Matter and Pulsars Models

In order to establish a quantitative measure for the clustering properties of $\gamma$-rays due to either dark matter or one or more point-sources in the GC region, we produce Monte Carlo simulations of the expected positions of photons stemming from each model.

In the case of PSRs, we examine models featuring between 1 and 6 point sources to explain the excess 130 GeV emission. We randomly pick the distribution of each point
source following a surface density distribution $\rho(r) \propto r^{-1.2}$, as motivated by the observed density distribution of O/B stars in the inner Galaxy \[493\] and we produce an excess number of photons which are distributed randomly (assuming equal brightness) between the simulated pulsars.

In the case of dark matter annihilation, we predict the annihilation signal to follow the integral over the line of sight of the square of the dark matter density. We choose two independent dark matter density profiles motivated by models of dark matter structure formation. We first examine a generalized Navarro-Frenk-White \[89\] profile, with a density profile

$$\rho(r) \propto \left(\frac{r}{r_s}\right)^{-\alpha} \left(1 + \frac{r}{r_s}\right)^{-3+\alpha}.$$  \hspace{1cm} (9.1)

In our standard analysis we choose $\alpha = 1$ and $r_s = 22$ kpc fitting the best numerical results from the Aquarius simulation \[440\]. In order to evaluate the effect of changing the dark matter density profile, we also consider an Einasto profile with a density distribution \[440\]:

$$\rho(r) \propto \exp\left[-\frac{2}{\alpha} \left(\frac{r}{r_s}\right)^{-\alpha} - 1\right],$$ \hspace{1cm} (9.2)

assuming, here, that $\alpha = 0.17$ \[440\]. In each case, we assume that the annihilation rate is proportional to $\rho^2(r)$, and then integrate over the line of sight from the solar position $R_\odot = 8.3$ kpc \[441\] in order to generate the dark matter morphology that would be observed by the Fermi-LAT.

We additionally consider two alternative profiles. First, the case of decaying
dark matter following the NFW profile given in Eq. (9.1), with the decay rate now proportional to ρ(r). Second, the case of isotropic emission, i.e. a uniform surface profile. Since the clustering properties of the source are highly dependent on the number of observed photons, we calculate for Fermi-LAT (H.E.S.S.-II), 10^5 (2000) realizations of 48 (5000) photons following the distribution assumed in each of these cases over a 10° (4°) square window. For H.E.S.S.-II observations, we estimate the number of photons from a relatively short exposure time, on the order of 6 hours, using an effective area given for the H.E.S.S.-II telescope with the flux in the 130 GeV energy range measured by the Fermi-LAT.

In each case, we must also consider the smearing of target photons based on the point-spread function of the Fermi-LAT telescope. In order to accomplish this accurately for observations at the GC, we employ the Fermi tools to estimate the point-spread function for photons entering both the front and back of the instrument at different θ-angles. Specifically, we employ the gtpsf tool developed by the Fermi-LAT collaboration in order to calculate the effective PSF given the total exposure of the GC region from all locations in the Fermi-LAT instrumental phase space (i.e. how much was the GC viewed from different spacecraft orientations). For the selected observation period, the average (68%, 95%) containment radius over the observation is (0.124°,0.529°) for front-converting events (∼ 56% of exposure area) and (0.258°,0.907°) for rear converting events (∼ 44% of exposure area). The resulting PSF for each photon (signal and background) is randomly chosen based on this weighted average of instrument coordinates and the incoming photon is smeared based on the given PSF. In the case of Atmospheric
Cherenkov Telescope (ACT) simulations, the PSF depends somewhat sensitively on the angle of incidence of the incoming photons. Following Aharonian et al. [495] we approximate the H.E.S.S. point-spread function as an energy independent, two-component Gaussian with the probability density of an event smearing to radius $\theta$ given by,

$$P(\theta) = A\theta \left[ \exp \left( -\frac{\theta^2}{2\sigma_1} \right) + A_{rel} \exp \left( -\frac{\theta^2}{2\sigma_2} \right) \right],$$

(9.3)

where $\sigma_1 = 0.046$, $\sigma_2 = 0.12$, and $A_{rel} = 0.15$ and an overall normalization $A$.

### 9.1.2 Background Models

In order to characterize the morphology of the expected diffuse background we follow the detailed PASS 7 Galactic Diffuse Model, which contains both spectral and morphological information generated by observations of both HI and CO line surveys, which constrain the distribution of interstellar gas. The $\gamma$-ray morphology and spectrum are then generated by convolving these maps with the modeled cosmic-ray densities utilizing the Galprop code [413], and calculating the expected $\gamma$-ray emission from processes including $\pi^0$-decay, bremsstrahlung emission, and inverse-Compton scattering. Utilizing these simulations, we then generate a Monte Carlo population of background $\gamma$-rays following a morphology compatible with observations across the $\gamma$-ray spectrum.

In the case of the Fermi-LAT telescope, we assume zero cosmic-ray contamination, since we are considering only the GC region, which is very bright in $\gamma$-rays. Given the calculated intensity of the $\gamma$-ray line, we calculate an average of 12 signal, and 36 background photons between an energy of 120–140 GeV. In each simulation of the
Fermi-LAT data, we allow the strength of this signal to float using Poisson statistics, setting the mean intensity to be 12 signal photons. For Fermi-LAT observations we model a $10^\circ$ square window around the GC.

In the case of ACT observations, we note that cosmic-ray contamination is a much larger issue, since hadronic showers dominate the data collected by these telescopes. Extrapolating the cosmic-ray and $\gamma$-ray signals from recent low-energy H.E.S.S. observations at 300 GeV [496] and using the best estimates for the H.E.S.S.-II instrumental characteristics [497], we find that 86% of the total background signal will stem from cosmic-ray backgrounds. Thus, for ACT observations we create a simulation composed of 4.35% signal photons, 13.15% diffuse background photons (following the Fermi PASS-7 Galactic diffuse model) and 82.5% isotropic background photons. As in the case of Fermi-LAT observations, we allow the total number of signal photons to float using Poisson statistics, and maintain a background which is 86% isotropic, and 14% diffuse. For H.E.S.S.-II observations we model a $4^\circ$ square window around the GC, consistent with the smaller field of view of ACT instruments.

The background model described above is also used to estimate the average background count $N_b$ during the computation of the cluster significances. $N_b$ is calculated by integrating the background template, normalized to the correct background count over the 95% containment area of the cluster members (100% containment in cases with fewer than 20 cluster members). This allows for a statistical measure which traces the local morphology of the background and is thus minimally dependent on its anisotropic structure, reducing the significance of ‘hot-spots’ in the background which may be falsely
identified as true clusters.

![Figure 9.1: Event map of Fermi photons between 120-140 GeV (left) and a sample 3 pulsar Monte Carlo simulation (right) showing in colored circles the DBSCAN $\epsilon$-neighborhoods for core points in each detected cluster.]

### 9.1.3 Clustering Algorithm

In order to classify the spatial morphology of photons in a statistically robust way, we employ the *Density Based Spatial Clustering of Applications with Noise* (DBSCAN) algorithm [228], which was described in Sec. 4.4. This algorithm is capable of both distinguishing cluster points from noise and constraining the maximum connectivity size based on the instrumental point-spread function.

To exemplify the use of the DBSCAN algorithm, Figure 9.1 shows the DBSCAN analysis of the Fermi-LAT photon events measured with an energy between 120 – 140 GeV (left), and of a simulated model containing two point sources near the galactic center (right). In each case, we show the DBSCAN $\epsilon$-neighborhoods for each core point of each detected cluster. For the Fermi results, DBSCAN finds only one cluster (interestingly centered on the actual Galactic center location!), while in the 3 pulsar simulation
case, the algorithm correctly identifies three clusters, at the positions corresponding to where the pulsar photons were generated. The following discussion explains in detail the procedure we employ to apply DBSCAN to \(\gamma\)-ray data.

To quantitatively compare our models against Fermi data, we follow \[229\] and employ the likelihood ratio proposed by \[498\] to calculate the cluster significance, \(s\), in terms of the number of cluster photons \(N_s\) and background photons \(N_b\):

\[
s = \sqrt{2 \left( N_s \ln \left[ \frac{2N_s}{N_s + N_b} \right] + N_b \ln \left[ \frac{2N_b}{N_s + N_b} \right] \right)}.
\]

(9.4)

Here, \(N_b\) represents the expected background counts, determined by integrating a diffuse background model (discussed in Subsection 9.1.2), while \(N_s\) is based on the total photon count contained in the cluster; we effectively adopt \(\alpha = 1\) in the notation of Ref. \[498\].

According to Ref. \[498\], as long as \(N_s\) and \(N_b\) are not too sparse, one can equate a cluster with significance \(s\) to an “\(s\)-standard deviation observation”. Thus a cluster significance \(s = 2\) implies the cluster is a 2\(\sigma\) fluctuation above the mean background as computed in Subsection 9.1.2. We will use this nomenclature in our analysis. With the individual cluster significance in hand, we now define the “global” significance \(S\) as the mean significance of each detected cluster weighted by the number of photons in that cluster. We then optimize the choices of the DBSCAN parameters \(\epsilon\) and \(N_{\text{min}}\) for ACT simulations by maximizing the global significance for the clustering results from our pulsar simulations. Finally we explain why this optimization procedure does not work with the limited Fermi photon count at 130 GeV and choose appropriate DBSCAN parameters based on the Fermi spatial point spread function.
The value of $\epsilon$ must be large enough that true cluster elements are not excluded, but small enough that noise is not included. The variable $\epsilon$, as a result, is closely tied to the physical size of the instrumental PSF. One must additionally choose a value $N_{\text{min}}$ large enough such that the background does not easily fluctuate above this number, but low enough that one has a high efficiency of finding real clusters. To this end, we use simulations of 1, 2, and 3 pulsar models for Fermi simulations, and 2, 4, and 6 pulsar models for ACT observations to determine a region of $(\epsilon, N_{\text{min}})$ parameter space which simultaneously optimizes the significance and detection efficiency. Displayed in the top row of Figure 9.2 is the global clustering significance (shown in filled contours) and number of detected clusters with $s > 1.29$ (inset, labeled contours) for 48 photon Fermi simulations of 1, 2, and 3 pulsars as a function of the DBSCAN parameters $\epsilon$ and $N_{\text{min}}$. In the bottom row, we again plot the global clustering significance and number of detected clusters with $s > 2$ for 5000 photon ACT simulations with columns from left to right corresponding to 2, 4, and 6 pulsar models. We note that we apply a firm cut that $N_{\text{min}}$ must be at least 3, as this represents the lowest possible non-trivial clustering which may be analyzed by the DBSCAN algorithm.

Inspection of the all three columns for both Fermi and ACT simulations reveals that the clustering algorithm detects clusters at high significance over large coincident regions of DBSCAN parameter space. In the case of ACT observations where the clusters are better differentiated from the background, we also see that these regions also detect the correct number of clusters until the number of pulsars becomes too large to reliably detect all true clusters. This indicates that the results are robust for most reasonable
choices of scan parameters while in the case of 6 pulsars, the number of detected clusters is somewhat more sensitive to parameter choices. For these ACT simulations, we see that choosing $N_{\text{min}}$ too small or $\epsilon$ too large can lead to the identification of extra (false) clusters which lowers the overall significance.

We choose our scan parameters based on the 6 pulsar simulations (bottom right) which have the lowest signal to noise ratio among the models we consider here.
These considerations motivate a choice of $\epsilon = 0.35^\circ$, $N_{\text{min}} = 3$ for Fermi simulations and $\epsilon = 0.05^\circ$, $N_{\text{min}} = 8$ for ACT projections as a balance between preserving significance and detecting most of the clusters at $s > 2$. We note that detailed studies on the behavior of DBSCAN settings applied to Fermi-LAT data at lower energies have found qualitatively comparable optimization regions for DBSCAN parameters [229].

In summary, for ACT observations we expect $\sim 5000$ photons for a 6h exposure, and use our significance measure balanced against the number of detected clusters to optimize the DBSCAN parameters. We find $\epsilon = 0.05^\circ$ and $N_{\text{min}} = 8$. For Fermi observations, we choose $\epsilon = 0.35^\circ$ and $N_{\text{min}} = 3$, which represents the lowest level of non-trivial clustering. We note that there are only 48 photons in our sample, and thus we do not expect to be able to identify more than a few clusters corresponding to point sources with our analysis technique.

9.1.4 Photon Selection for a Gamma-Ray Analysis

In order to analyze the population of photons stemming from the putative $\gamma$-ray line emission, we must make a photon selection which isolates the line photons from those correlating to background events. We follow here the same photon selection employed in Ref. [499], which provides the location of observed Fermi-LAT photons in three energy bands, 70-110 GeV, 120-140 GeV, and 150-300 GeV over a 10$^\circ$ square window centered on the GC. Since the Fermi-LAT energy resolution is approximately 10% at 130 GeV, we assume photons in the 120-140 GeV band to encompass the photons related to the $\gamma$-ray line observation, while photons in the low and high energy bands correspond to
background events not associated with the γ-ray line observation. Below, a power-law fit to the sidebands will be used to fix the background rate in our 120-140 GeV simulations while the remainder of the photon excess will make up the signal. We note that there is some evidence for a second line at energies of around 111 GeV [445], however the weak significance of that feature makes its impact on the population of 70-110 GeV γ-rays negligible.

In comparing the photon morphology from the line region against the “sideband” photons, we assume that the background morphology remains approximately invariant throughout the 70-300 GeV energy range. This assumption is warranted in light of observations indicating that the primary component of diffuse emission through this region stems from π⁰-emission tracing the Galactic gas [500, 456]. While some unresolved point-sources may also be present, it is unlikely that any given source contributes multiple photons to the observed high-energy γ-ray emission, making the spectral features of each individual source irrelevant.

Before proceeding with the description of the clustering algorithm we employ in this analysis, we describe in the following sections the simulated data sets we use to validate our analysis. Section 9.1.1 details the simulated line events from both dark matter annihilation scenarios with different dark matter density profiles, and scenarios with one or more point sources. Section 9.1.2 details the simulated background events. Finally, sec. 9.1.3 describes the clustering algorithm we employ in the present study.
9.2 Clustering Analysis Results

In order to compare our models of the expected 130 GeV line signal produced by both dark matter and pulsars, we first calculate the clustering properties of the actual Fermi dataset in the energy range of 120-140 GeV using the DBSCAN algorithm. We find only one detected cluster with a significance of $s = 1.29$, an angular scale of $0.22^\circ$ (defined as the mean pairwise distance of each pair of cluster members), and 3 member photons (see Fig. 9.1 left).

We first define the parameters useful for differentiating different emission classes and then compare to current Fermi data and projections for upcoming H.E.S.S.-II observations. In addition to the global significance, $S$, we define three quantities in the space of clusters with significance $s > 1.29$ for Fermi and $s > 2$ for ACT observations. The quantities we employ are chosen to best capture the results of each simulation based on the output of DBSCAN, and provide useful information on the clustering properties of each source model. Specifically, we use:

1. the mean clustering radius, $r_{\text{cluster}}$, defined as the average of the mean pairwise distance (angular scale) of each cluster above threshold, weighted by the cluster’s significance;

2. $N_{\text{clusters}}$ defined as the total number of clusters detected above threshold with at least 3 (10) cluster members for Fermi (ACT), and

3. $N_{\text{members}}$ defined as the mean number of photons of clusters above threshold, weighted by each cluster’s significance. The significance weighting is used sim-
Figure 9.3: Models for the clustering properties expected from both Fermi-LAT (48 photons total, left) and H.E.S.S.-II (5000 photons total, right) observations of annihilating dark matter following a NFW profile (blue dashed), flat density profile (green dashed), Einasto profile (red dashed) and decaying dark matter following an NFW profile (cyan dashed), as well as models of emission from undetected groups of one (magenta solid), two (yellow), three (black), four (blue), five (green), and six (red) pulsars, compared to the clustering properties observed in the Fermi-LAT data binned from 120-140 GeV (magenta dot dash). The top row shows the distribution of global significance of detected clusters (S, top row). All other quantities are calculated in the subspace of clusters with significance $s > 1.29$ ($s > 2$) for Fermi (ACT) simulations. Shown is the distribution of mean clustering radii (2nd row), the distribution of the total number of clusters detected (3rd row), and the distribution of the average number of member photons in each cluster with $s > 2$ (bottom).
ply to suppress the influence of clusters which are likely background fluctuations.

In Figure 9.3 we show the results of the DBSCAN algorithm applied to both the Fermi data (vertical dashed-dotted line), compared to results from Monte Carlo simulations of dark matter and point source emission from pulsars for 48 photons (left; resembling Fermi-LAT observations) and 5000 photons (right; resembling ACT observations). The dashed lines correspond to diffuse dark matter annihilation models – NFW (blue dashed), Einasto (red dashed), NFW decay model (cyan dashed) and a flat distribution (green dashed). Pulsar models are represented by solid lines – 1 (magenta), 2 (yellow), 3 (black), 4 (blue), 5 (green), and 6 (red). Each histogram is normalized and if no clusters are found, the significance defaults to zero. We thus see that it is much less likely for diffuse models to produce clusters dense enough to be picked up by DBSCAN, indicating that our combination of $\epsilon$ and $N_{\text{min}}$ are reasonably efficient at rejecting spurious background clusters, especially in the ACT case.

The global cluster significance $S$ (top row of Figure 9.3) provides the strongest metric for differentiating point-source from diffuse emission. Diffuse models should possess virtually identical clustering properties as the extent of any true structure is much larger than the instrumental point spread function. Thus, diffuse sources should only occasionally produce low significance, loosely grouped clusters due to background fluctuations. One possible exception for dark matter models is the identification of a single point source at the GC where the dark matter annihilation rate can be very large. It is notable that the single cluster found in the Fermi data lies precisely on the galactic center. We see in the case of Fermi simulations (top left panel) that there is a fairly
sharp cutoff in the fraction of models with global significance $S \lesssim 1$. This lower bound is set by DBSCAN’s minimum cluster detection requirements, as well as the location of the cluster with respect to the background template, which determines the number of background photons in that region. Because the cluster detected in the Fermi data is loose, we expect the single detected Fermi cluster to be close to the effective cutoff ($S = 1.29$ for the detected cluster).

The second row of Figure 9.3 shows the mean clustering radius. For ACT observations there is a clear division between the point source and smaller diffuse emission scales. However, the Fermi-LAT simulations do not offer any useful discrimination between models with such low photon counts. For point sources, this distribution is governed by the average value of the PSF and possesses an asymmetric tail at larger scales due to the inclusion of background photons and events whose true position is determined by the long PSF tails. For diffuse models, the distribution is governed dominantly by the $\epsilon$ DBSCAN parameter until the background density becomes dominant.

Displayed in the third row is the distribution of the total number of clusters, $N_{\text{clusters}}$, found with significance $s > 1.29$ ($s > 2$). In the case of ACT observations we also require clusters to have at least 10 core points to be included whereas we required only 3 for Fermi. We expect to be able to discern at most $N_{\text{sig}}/N_{\text{min}}$ point sources if the signal photons happen to distribute themselves evenly between sources. Even in this case, these true clusters may still lie below the significance threshold. It is realistic to identify only 2-3 true clusters with 12 signal photons (48 total) if they in fact have point source progenitors. This is reflected here. For diffuse sources, only a fraction the
Table 9.1: The fraction of simulations with at least 1 cluster of significance $s > 1.29$ ($n = 1$ and $s = 1.29$, corresponding to the maximum $n$ and $s_i$ for clusters $i$ found in Fermi-LAT data) for Fermi-LAT simulations (column 2), the fraction of simulations with at least 2 clusters of significance $s > 1.29$ (column 3) and fraction of simulations with at least $n$ clusters detected at significance $s > 2.0$ with at least 10 core points for ACT simulations (columns 4-6).

detected clusters pass the significance cut. As the number of events is increased, this significance cut could be increased to maintain a high acceptance/rejection ratio, though it is clear that for diffuse models, we typically obtain either zero clusters or one cluster per simulation with our current significance cuts, while still efficiently detecting several clusters in the case of pulsar models.

Finally, the fourth row contains the distribution of the mean number of cluster
members, \( N_{\text{members}} \). For a random distribution of events between pulsars, we expect a Poissonian distribution with a mean of approximately \( N_{\text{sig}}/N_{\text{pulsars}} \) (contributions from the background should typically be \(<1 \) photon for Fermi, but the number of signal photons can fluctuate significantly during Poisson sampling). For Fermi-LAT observations we expect \( 12 \pm 3.5 \) signal photons distributed between \( N_{\text{pulsars}} \). In the case of ACT observations, we expect \( 232 \pm 15 \) photons. Occasional spurious clusters will force this distribution downwards, although this effect is reduced by the significance weighting and because we only consider “core points” to be cluster members, thus rejecting those lying on the cluster boundaries.

In order to quantify in how confidently point-source or diffuse models for the 130 GeV excess can be rejected, we count the fraction of simulations which are incompatible with Fermi-LAT data for each tentative source class. A simulation is deemed incompatible if at least 1 cluster is detected at significance \( s > 1.29 \) corresponding to the maximum number and significance of clusters detected in the Fermi-LAT data. The first column of Table 9.1 shows the fraction of simulations for each model with at least one cluster \((n = 1)\) with \( s_i > 1.29 \). In column 3 we show the fraction of simulations which have two clusters detected with a significance of \( s_i > 1.29 \) in Fermi-LAT simulations, which further demonstrates the vast statistical separations between the clustering properties of diffuse and point-source models. In the subsequent columns we show similar data for the H.E.S.S.-II telescope, which also requires a cluster to have at least 10 core points, and clearly provides an ever greater ability to differentiate between source classes producing the \( \gamma \)-ray line.
Our statistical approach shows that Fermi-LAT data already rule out models where the 130 GeV γ-ray line is produced by 1, (2, 4) or fewer pulsars at the 99% (95%, 90%) confidence level (CL). Specifically, only one cluster was detected in the Fermi-LAT data with a significance $s = 1.29$, while a cluster with a larger significance is observed in more than 90% of simulations with any ensemble of less than 4 point sources. Due to the greatly increased effective area of the H.E.S.S.-II telescope, we find an even greater statistical separation between our models of diffuse and point source emission. This indicates that H.E.S.S.-II will be able to conclusively differentiate models of the 130 GeV line using purely statistical properties.

9.3 Pulsars or Dark Matter?

If confirmed, the tentative detection of a γ-ray line in the Fermi data might potentially turn into one of the most important breakthroughs on physics beyond the Standard Model, pointing towards the mass of the dark matter particle. Key future developments include the analysis of Fermi γ-ray events with the forthcoming Pass 8 version of the Fermi-LAT analysis software, which will include a major overhaul of the energy reconstruction algorithm [501]. It will also be crucial to identify whether the excess events at 130 GeV from the Earth’s limb are indeed a statistical fluke. This question will be answered by increased exposure, which will increase the current statistical sample [445, 455].

At present, barring instrumental effects, a 130 GeV line could be ascribed to
either new physics, presumably a dark matter particle decaying or pair-annihilating into a $2\gamma$ (or $\gamma Z$, $\gamma h$ etc.) final state, or to one or more pulsars featuring a cold wind with electrons with an energy at, or very close to, 130 GeV. This latter possibility, it is argued in \cite{487}, is the only “traditional” astrophysical process envisioned thus far that could produce a sharp gamma-ray line in the energy regime of interest. It is therefore of the utmost importance to discriminate between a cold pulsar wind scenario and a dark matter scenario, if indeed the line is resilient to future tests and observations.

Discriminating dark matter and pulsar interpretations of the 130 GeV line may not be possible based solely on the spectral characteristics of the Fermi-LAT data. In the present study we sought to use morphological information, i.e. the 130 GeV events’ arrival direction, to establish whether the signal is likely due to multiple point sources as opposed to a truly diffuse origin. This is a meaningful question, since the signal region is much larger than the instrumental angular resolution, and it should be thus possible to discriminate a finite number of point sources, as expected in the pulsar case, from a distribution that follows a diffuse morphology, such as what expected from dark matter annihilation or decay.

To quantitatively approach the issue of discriminating pulsars versus dark matter on a morphological basis, we employed the DBSCAN algorithm which distinguishes clusters from background noise based on the local photon density. We defined a statistical significance measure, and we optimized the algorithm’s two physically well-constrained parameters in order to reconstruct as accurately as possible the potential “clusters” producing the observed $\gamma$-ray events.
As a result of our analysis of the available Fermi-LAT data, we concluded that at the 99%, 95%, 90% confidence level the data need at least 2, 3, 5 or more point sources, respectively, while the events’ morphology is perfectly consistent with various dark matter density profiles. We conclude that the data strongly disfavor the hypothesis of a small number of pulsars as the origin of the signal. If the pulsar scenario is indeed the culprit for the 130 GeV events, it is necessary to postulate a relatively large population of pulsars (likely at least 4) with cold winds featuring electrons with exactly, to within the instrumental energy resolution, the same energy. This appears, to say the least, quite problematic. A diffuse origin seems therefore the most likely scenario for the 130 GeV photons. Our clustering algorithm approach, clearly, is not optimized to discriminate between different diffuse morphologies: in fact, on the basis of our results, we find that we cannot discriminate between different diffuse morphologies (like dark matter annihilation vs. decay).

Present and future observatories have the potential to shed additional light on the presence and characteristics of the 130 GeV line \[502\]. Improvements to the H.E.S.S. telescope (H.E.S.S.-II) have reduced the $\gamma$-ray threshold to around 50 GeV, allowing for the independent determination of a line signal from the GC region. This is especially important, as the $10^4$ m$^2$ collecting area of the H.E.S.S. telescope will quickly alleviate the low-statistics issues involved in Fermi-LAT studies \[487\]. Furthermore, future instruments such as Gamma-400 \[503\] and CTA \[504\] are likely to provide the necessary effective area and energy-resolution to definitively and conclusively test the existence and nature the 130 GeV line feature.
However, in the near future, the most important contribution is expected to come from Fermi-LAT itself: Additional data taken since last year, and the continuous accumulation of more data over the next years, will show whether the signature persists or is a rare statistical fluke. Simultaneously, the availability of pass 8 events, based on a set of completely rewritten event reconstruction algorithms for the LAT, will allow a fresh look on possible instrumental systematics.
Chapter 10

The 3.5 keV X-Ray Line

Recently, an unidentified spectral line at 3.55-3.57 keV was reported by Bulbul et al [134] using XMM-Newton observations of galaxy clusters. The signal was detected in five independent samples, including observations both of single objects and stacked cluster spectra. Subsequently, the presence of an unidentified line at $\sim 3.52$ keV was confirmed by a re-analysis of XMM data of the Perseus cluster, and also reported from an analysis of XMM observations of M31 in Ref. [52]. XMM blank-sky observations do not reveal any evidence for any feature at the energy of interest [52]. Furthermore, when detected in clusters, the line is observed to have a redshift consistent with that of the host cluster, helping to rule out an obvious instrumental origin [134].

Two possible explanations have dominated the ensuing debate over the origin of this mysterious signal. The first was initially put forth by Ref. [134], proposing the exciting possibility that the line is due to the decay of sterile neutrino dark matter. The second possibility is astrophysical, suggesting that the size and impact of uncertainties
in modeling the complex multi-phase plasma structure in clusters had been previously underestimated, and that one or more weak plasma transition lines could in fact be responsible for the signal \[505\]. Below we summarize these ongoing developments and present a novel spatial analysis method which aims to discriminate the two scenarios using existing archival XMM X-ray data.

Self-consistency of the unidentified X-ray line across different objects and for different X-ray instruments (XMM MOS, PN and Chandra) has appeared problematic from the start. For example, the precise spectral location of the line\[1\] has been difficult to pin down and the line flux for a given object were found to vary substantially even between different instruments on the same telescope. Interpretations of the signal in terms of a standard decaying dark matter candidate are also troubling due to the observed strength being inconsistent across different objects \[134\].

The possibility of explaining the 3.5 keV signal with new physics prompted vigorous activity especially in the model-building community, and a variety of possible particle physics scenarios have been proposed. In particular, models with sterile neutrinos can potentially provide avenues to successful baryogenesis via leptogenesis, to the generation of the observed pattern of (active) neutrino masses and mixing, and to providing a dark matter candidate which can alleviate certain small-scale issues of cold dark matter scenarios \[136\]. Model building efforts were also directed toward constructing a consistent new-physics picture that could reconcile varying signal strengths across different objects, especially in the context of axion-like particles converting to 3.5 keV

\[1\]In what follows, we will refer to the energy of the line simply as 3.5 keV for brevity.
photoncs in the presence of magnetic fields (see e.g. Ref. [137, 138, 139, 140, 141] for early studies of this scenario).

In the dark-matter decay picture the relative signal strength is easily calculated, scaling as the dark matter density integrated over the line of sight. It thus became clear that a confirmation of the non-standard and possibly dark-matter-related origin of the unidentified line might come from observations of nearby targets such as the Galactic center (GC), or nearby dark-matter-dominated systems, such as local dwarf spheroidal galaxies (dSph), where no plasma emission line background is expected.

Ref. [506] proceeded to analyze Chandra data of the Galactic center, finding no evidence for an excess 3.5 keV line after including known plasma emission lines. This study produced constraints on a decaying dark matter scenario in clear tension with such an interpretation of previous results, but it was not clear from this work if the measured line fluxes near 3.5 keV were consistent with those expected from plasma lines.

While relevant, Chandra observations of the Galactic center are significantly shallower than available archival XMM observations. In Ref. [505], two of us (TJ & SP) analyzed XMM observations of the center of the Galaxy, and discovered a line at an energy of about 3.5 keV. We pointed out that the detected line signal was compatible, at face value, with a dark matter decay origin, and calculated the corresponding preferred sterile neutrino lifetime and mixing angle$^2$. However, we also showed that, given the fluxes of other bright plasma emission lines, the flux of the detected 3.5 keV line is compatible with two atomic lines from K XVIII at 3.47 and 3.51 keV, making astrophysical

---

$^2$This aspect of our study appears to have been under-appreciated in the recent literature on the topic.
plasma emission a natural explanation of the 3.5 keV feature.

In Ref. [505] we also re-analyzed, in the 3-4 keV energy range, archival XMM data from M31, and found no statistical evidence for a line at 3.5 keV. In addition, we pointed out that the procedure employed in Ref. [134] to predict the K XVIII line flux and the flux of other atomic transition lines was not, contrary to what was stated in that paper, maximally conservative. We argued that the multi-temperature models employed there were biased towards excessively large temperatures which artificially suppress, for example, the expected K XVIII line intensity 3.

Two key subsequent observational analyses of other sources also found no confirmation of an exotic origin for the 3.5 keV line (or any line at that energy whatsoever): Ref. [508] analyzed stacked observations of dwarf galaxies, while Ref. [509] analyzed Chandra and XMM observations of two large samples of galaxies and groups of galaxies, which should exhibit tenuous, if any, plasma emission features. Both results robustly rule out a dark matter decay interpretation of the 3.5 keV line observations reported by Ref. [134] and by Ref. [52].

Finally, a recent study utilized deep Suzaku observations of Perseus, Coma, Virgo and Ophiuchus, to test the dark matter decay hypothesis for the 3.5 keV line [510]. While confirming the existence of a 3.5 keV signal in Perseus, Ref. [510] did not find any evidence of an associated signal, with the appropriately rescaled intensity, in the other three clusters, robustly ruling out a dark matter interpretation for the 3.5 keV

3We further demonstrate this point in Ref. [507], where we show that the Ca XX to Ca XIX ratio indicates temperatures inconsistent with the multi-temperature models employed in Ref. [134]: for example, in the case of the “all-clusters” MOS sample, the large temperatures employed in Ref. [134] produce under-estimates of the K XVIII line flux by factors between more than 4 and more than 10.
line observed from Perseus; also, Ref. [510] points out that the radial variation of the 3.5 keV signal in Perseus is in tension with what expected from dark matter decay, and finds evidence that the Perseus signal could be potentially explained by elemental lines, as we had originally suggested in Ref. [505].

Following our analysis of the GC data in Ref. [505], two comments, Ref. [511, 512], appeared regarding our paper, as well as an analysis of XMM data of the Galactic center, which confirmed our discovery of a 3.5 keV line [513]. While these comments debate some details of the analysis in Ref. [505], we show in Ref. [507] that none of our conclusions are substantially affected or challenged by the points raised. This ongoing discussion highlights the difficulty in assessing the origin of (and in the case M31, the existence of) such a weak spectral feature amongst a background rich in astrophysical emission.

Previous studies have argued that a final word on the origin of the 3.5 keV line might possibly come from future high-resolution instruments such as Astro-H. In this work, we show that it is possible to assess the nature of the 3.5 keV line by using available archival data in a completely independent context compared with the spectral analyses performed thus far: we show that a morphological analysis of the 3.5 keV emission allows for a critical evaluation of the physical nature of the source, and conclude that the 3.5 keV line is highly unlikely to originate from dark matter decay, or from axion-like particle conversion. We also derive the most constraining limits to-date on the lifetime of a putative radiatively decaying dark matter particle producing a monochromatic 3.5 keV line.
In this Chapter we carry out an extensive morphological analysis of two of the most tantalizing locations where the 3.5 keV line has been conclusively detected: the Galactic center and Perseus cluster. As the 3.5 keV line is quite tenuous compared to the continuum emission, the choice and determination of the continuum model is important. We thus consider a broad sample of continuum emission models, and assess possible systematic effects associated with modeling the morphology of the continuum using different assumptions. We then study the morphology of plasma emission lines observed at different energies, and assess the radial and azimuthal behavior of the residual emission at 3.5 keV. We compare this residual emission with the morphology of line emission templates as well as with dark matter templates. Finally, we study the cross-correlation of the 3.5 keV morphology with a sliding-window template, and calculate the resulting constraints on any emission sharing the morphology expected from dark matter decay models for both the Galactic center and Perseus.

10.1 Morphological Analysis

In this section, we introduce the two targets we focus on in the present study, we describe our XMM data selection, the details of the binned-likelihood analysis, the “sideband” templates for nearby spectral lines and continuum emission, and finally, the generation of sky-maps for decaying dark matter based on several choices for the dark matter halo model.
10.1.1 Choice of Targets

The present study focuses on the Galactic center [50, 51], and on the Perseus cluster [134, 52]. The proximity of the Galactic center and the inherent asymmetry of the expected astrophysical emission makes it an especially compelling target for a morphological study; the Perseus cluster’s 3.5 keV line has been robustly detected with several X-ray instruments (including XMM MOS but not PN, Chandra ACIS-S and ACIS-I, and Suzaku) and the cluster has a large enough extension in the sky, compared to the instrumental angular resolution, that a morphological study is also possible.

If the 3.5 keV line indeed arises from the decay (or annihilation, or conversion of the decay products) of particle dark matter, the spatial morphology of any excess emission must be both roughly spherical and declining with growing distance from the center of the halo. On the other hand, the flux from atomic emission lines should trace the distribution of the astrophysical plasma as the product of atomic abundance and emissivity, the latter of which possesses a strong dependence on the local plasma temperature.

The X-ray emission from the Galactic center is dominated by resolved and unresolved X-ray point sources as well as thermal emission from the hot gas. In addition to hot plasma and high gas densities, the Galactic center region is densely packed with feedback sources, including the central black-hole, Sgr A*, supernova remnants such as Sgr A East, and stellar clusters. This environment leads to an extremely complex

\footnote{A possible exception, which we discuss in what follows, is the case of the Galactic center for axion-like-particle conversion.}
and spatially varying multi-temperature plasma structure, as well as to strong gradients in the atomic abundances of each radiating species, making it difficult to conclusively spatially correlate strong emission lines \cite{514, 515, 516}.

X-ray emission from galaxy clusters originates from the hot intergalactic medium heated during gravitational collapse. With very different cooling and feedback processes compared to the Galactic center, such systems provide an independent lens for spectrally and morphologically differentiating dark matter emission from that of \textasciitilde{}keV plasma emission lines. Already, there is substantial tension between the 3.5 keV line fluxes detected within the stacked and unstacked observations of clusters \cite{134}, perhaps providing an indication of differing multi-phase plasmas, or more exotic dark matter candidates, such as an Axion-Like-Particle with a photo-conversion rate dependent on the cluster’s magnetic field structure.

Categorically, clusters fall into two groups. ‘Cool-core clusters’ are stable virialized structures with no recent major-mergers, whereas in ‘non-cool-core’ clusters recent collisions have inhibited dynamical relaxation. Radiative cooling timescales are \textasciitilde{}10\textsuperscript{8} – 10\textsuperscript{9} yr, creating a flow of hot (\textasciitilde{}7 keV) dispersed gas to into the cool (\textasciitilde{}3 keV) cluster center. AGN feedback eventually halts the inflow and maintains temperatures of about a few keV \cite{517}. Perseus is a prototypical cool-core cluster with a complicated core structure, where the plasma has clearly been affected by feedback from the bright central AGN, offering an excellent test case for a comparative study of DM versus gas-correlated emission. Unfortunately, due to the relatively low flux of the spectral line in question, all but the most prominent of the detailed core structures in Perseus are unre-
solved, making a morphological analysis potentially less stringent than in the Galactic center. A prominent spatial feature associated with the cluster core would, however, provide a strong handle for differentiating exotic emission from that associated with the cool core \cite{518, 519, 517} (see also Ref. \cite{510}).

10.1.2 X-Ray Data Selection

We employ archival observations from XMM for both the Galactic center and the Perseus cluster. We restrict our analysis to using the two EPIC MOS detectors which have both higher spatial resolution and fewer instrumental chip gap features than the EPIC PN detector. While in principle the Chandra Observatory would offer better spatial resolution, the smaller field-of-view and lower effective area of Chandra make XMM the better choice. In addition, given the small 3.5 keV line flux, we employ a binning that is in any case larger than the inherent instrumental angular resolution.

For the Galactic center we use the same observations as listed in Table 1 of Ref. \cite{505}. This set has been chosen to eliminate observations with either strong particle background flaring or significant flaring from Sgr A*. For the Perseus cluster we utilize the same two XMM observations as in Ref. \cite{134}. The basic data reduction follows Ref. \cite{505}. All observations were reprocessed using the emchain task in XMM SAS version 13.5.0. Particle background flares were then removed using the mos-filter task in the XMM ESAS package \cite{520, 521}. The energies of all photons in the Perseus field-of-view are then blue-shifted by the current NED value\cite{http://ned.ipac.caltech.edu} $z = 0.0179$.  

\footnote{http://ned.ipac.caltech.edu}
For each observation, we also created a mask to remove regions containing bright point sources, including Sgr A* in the Galactic center and the central AGN in Perseus, as well as low exposure regions due to chip gaps and bad columns on the detector. Masks were generated with the ESAS task `cheese` run on broad-band (0.4-7.2 keV) images. These masks are applied consistently to all images generated as described below. To appropriately include the detector response when modeling the possible dark matter contribution (see Sec. 10.1.6), we also created exposure maps in the 3-4 keV band for each observation.

### 10.1.3 Binned Likelihood Analysis

In order to quantify the contributions of various templates to the 3.45-3.60 keV band, we perform a pixel-by-pixel binned likelihood analysis (See. Sec 4.1 and 4.3. Photons are binned into 20” square pixels over the ≈ 0.5° diameter field of view of XMM’s MOS1 & MOS2 imagers. This choice provides an average of several photons per pixel for the weak detectable emission lines (after subtracting off continuum emission), and happens to be only slightly larger than the XMM MOS point-spread function, implying that little would be gained with finer resolutions. We verified that the main conclusions reached by the present analysis are largely independent of this specific choice of binning, with only minor changes to e.g. limits. In these cases, we have ensured that the results presented here reflect the most conservative values. The templates employed are described in the following three sections.
10.1.4 Continuum Templates

We select 5 continuum emission bands at energies between 3.19 and 4.8 keV\(^6\). The lower-energy sideband includes photons from 3.19 and 3.27 keV. Although partially overlapping with the bright Ar XVII line at 3.14 keV, this band is included to provide continuum photons at low energies, where dense line structure prohibits a single band of wide energy (and also prohibits the selection of line-free continuum at energies below 3 keV). The second low-energy continuum band is also selected to be very narrow, ranging from 3.373-3.45 keV, but provides a reasonable background sample immediately neighboring our spectral region of interest. For the next neighboring continuum band, we choose 3.6-3.811 keV which also includes a series of three weak and tightly-packed Ar XVII lines. The limited energy resolution of the XMM MOS sensors make it difficult to separate such lines, and we include them as a single wide-band contribution. Finally, two additional high-energy bands from 4.2-4.5 keV and 4.5-4.8 keV provide a region which is effectively free of emission lines.

While the continuum templates are visually difficult to distinguish, it is clear from the likelihood analysis that they do supply linearly independent degrees of freedom, and that the inclusion of each additional continuum template improves the model fit to photons in the 3.5 keV band at high-significance. In Figure 10.1 we show log-scaled continuum count maps at high binning resolution (2.5”) for the photons between 4.2 and 5.5 keV in both the Galactic center and Perseus fields. The GC is revealed to be very asymmetrically-structured, while the Perseus cluster is significantly smoother and more

\(^6\)See also Fig. 10.7 where we show the bands we employ as vertical green bands above 3 keV.
spherically symmetric (i.e. virialized). A similar trend is observed in the morphology of emission lines, although in the Perseus cluster different plasma lines show different characteristic radii depending of the temperature at which their emissivity peaks.

When analyzing the morphology of the residual emission (i.e. the emission not associated with continuum templates), when performing dark matter fits, and when computing limits, we consider three different continuum models with the intent of probing the sensitivity to the background model. The set of continuum models we employ is as follows:

- ‘All’, utilizes all five continuum templates
- ‘Neighboring’ uses the two templates bracketing our 3.45-3.6 keV band of interest plus a single high-energy band (4.2-4.5 keV), and
- ‘High-energy’ uses only the two high-energy bands.

While it is naively preferable for the ‘Neighboring’ model to include only the neighboring two bands, these are both contaminated by Ar line structures that are substantially brighter near Sgr A* than the nearby continuum. In addition, when we fit the 3.5 keV photons using this background model, inspection of the covariance matrix reveals near degeneracy between fitting the normalization of the two neighboring sidebands in both Perseus and the Galactic Center. We therefore (minimally) add the 4.2-4.5 keV band in order to provide at least one clean (‘line-free’) continuum sample. It is important to note that this continuum template does not resemble a dark matter profile (Fig. 10.1) while improving the fit dramatically in each system.

452
Figure 10.1: Representative continuum photon maps for energies in the 4.2-5.5 keV range, centered on Sgr A* in the Galactic center (left) region and on the Perseus cluster (right). Count maps have been blurred using a Gaussian kernel with \( \sigma = 2.5'' \) and are log-scaled to highlight distinctive spatial features. In the right panel, the x-y axes are aligned with the equatorial axes and show the angular displacement from the cluster center. In both cases, bright point sources have been masked out.

10.1.5 Emission Line Templates

In order to search for qualitative correlations between the 3.5 keV excess and known plasma emission lines, we create templates for 8 spectral lines between 2 and 4.1 keV by selecting photons within \( \pm 50 \) eV of each line’s central energy\(^7\). The complete list of lines we consider is in the first column of the left panel of Table 10.1, along with the corresponding central energies and peak emissivity temperatures (the electron temperature for which the line intensity is maximal). In Figure 10.2 we show the line templates, as well as our 3.45-3.6 keV band of interest, with the best fitting ‘All’ continuum model subtracted off in order to highlight the characteristic morphology of each line. A black

\(^7\)The Full-Width-Half-Maximum (FWHM) energy resolution of the MOS CCDs is approximately 100 eV\( \sqrt{E_\gamma/3.5 \text{ keV}} \). Performance characteristics for XMM used throughout this section are taken from [http://xmm.esac.esa.int/external/xmm_user_support/documentation/uhb2.1/node1.html](http://xmm.esac.esa.int/external/xmm_user_support/documentation/uhb2.1/node1.html)
‘+’ and ellipse indicate the location of Sgr A* and the shell of the supernova remnant (SNR) Sgr A East, from Ref. [48].

It is important to note that because some of the lines are weak with respect to the continuum emission, and because our continuum is slightly energy dependent, it is difficult to unambiguously separate ‘line photons’ from ‘continuum photons’. For most of the lines listed in Table 10.1, the line flux is a substantial or even dominant fraction of the total emission, excepting the 3.45-3.6 keV band and some weaker lines in Perseus, which contribute only a few percent of the total flux. Later in our analysis we refer to ‘line’ templates in two contexts: for qualitative comparisons we will subtract off the best fitting continuum model, and thus most of the residual should be characteristic of that spectral line. When setting limits on the dark matter decay lifetime we include all photons in the respective line energy. In each case where the line templates are used, one should keep the above caveats in mind, though we do not expect either the continuum or line emission to trace emission from dark matter.

Figure 10.2 shows a clear common feature observed across all lines whose emissivities peak at relatively low plasma temperatures, which exhibit a negative (oversubtracted) residual concentrated near SNR Sgr A East, which increases into a bright, 0.2° diameter lobe extended toward positive galactic longitudes. In contrast, the lines which peak at higher plasma temperatures are seen to be more centrally concentrated around Sgr A* and Sgr A East. The 3.45-3.6 keV band shows a distinct quadrapolar morphology with positive residuals in the north/south oriented lobes. Visually, this ‘residual’

---

8We urge caution in strictly interpreting emission in terms of temperature, as varying relative elemental abundances also play an important role in the morphology.
Figure 10.2: Morphology of 8 plasma emission lines including the 3.5 keV band surrounding the Galactic center region after subtracting off the best-fit (ML) contribution from 5 continuum bands. For illustrative purposes, we normalize maps to the variance of each template. The band from 3.45-3.6 keV is also shown in the center-right panel. A black ‘+’ indicates the location of Sgr A* while the outer shell of the supernova remnant Sgr A East is approximately bounded by the ellipse shown, from Ref. [48].

emission most closely resembles the Ar XVIII line at 3.32 keV. If this residual is representative of the line morphology (rather than mis-modeling of the energy dependent continuum), then it is evident that this emission profile is qualitatively incompatible with that expected from dark matter. We quantify this statement accurately in what follows.
In Figure 10.3 we exhibit the same set of lines for the Perseus cluster. At our binning resolution and exposure depth, many of the detailed asymmetric features in the cluster are unfortunately washed out, and one is left with an approximately spherical distribution of X-rays for both the continuum and the lines. Still, the two well-known ‘ear-like’ features (see e.g. Ref. 519) are visible in the central regions, keeping in mind that point source masking and exposure maps induce some distortions. Clearly, cooler
emission lines are more concentrated in the cool cluster core, with a characteristic radius \( \lesssim 2.5' \), while emission lines associated with hotter, higher-dispersion plasmas extend well beyond the core. The 3.5 keV band appears, here, to be associated both with the core, perhaps from residual low-energy continuum emission, as well as exhibiting a small extended component tracing the morphology of emission lines that peak at higher temperatures \( T_{\text{peak}} \gtrsim 3 \) keV. It is important to note that in the case of Perseus, the 3.5 keV line is (even globally) quite weak. Thus a large, or even dominant portion of the residual emission in this band could be related to errors in continuum modeling. In Section 10.2.1 we discuss potential systematic effects associated with the continuum model for the 3.5 keV band.

### 10.1.6 Dark Matter Templates

The differential flux of photons from dark matter decay factorizes into two components: one containing the particle physics (P. P.) factors and one associated with the particle-physics-model-independent astrophysics.

\[
\frac{d\Phi_\gamma}{dE_\gamma} = \frac{1}{4\pi} \sum_f \frac{\Gamma_f}{m_\chi} \int \Delta \Omega \int_{\text{l.o.s.}} A(l, b) \cdot \rho(l, b, z) d\Omega dz \]

Decay

In the above equations, the first terms represent the particle physics for final-states \( f \), dark matter mass \( m_\chi \), and model-independent decay rate \( \Gamma \equiv 1/\tau \). The modification of Eq. (10.1) above for the case of annihilation is trivial. In our primary model of interest, a sterile neutrino decays at loop level to a standard neutrino, radiating
a nearly monochromatic photon with energy \( E_\gamma \approx m_\chi / 2 \) in the process. The lifetime is independent of the particular sterile neutrino model and is given in terms of a mixing angle \( \theta \) with active neutrinos \[522\].

\[
\tau = 7.2 \times 10^{29} \text{s} \left( \frac{10^{-4}}{\sin(2\theta)} \right)^2 \left( \frac{1 \text{ keV}}{m_\chi} \right)^5.
\] (10.2)

The double integral term in Eqn. \[10.1\] is known as the \( J \)-factor, with units GeV cm\(^{-2}\) for decaying dark matter. The mask \( A(l,b) \) represents an efficiency factor due to gaps between CCDs, masked point source regions, defective pixels, and the off-axis effective area. The mask \( A \) takes values between 0 to 1 and is generated by summing the individual aligned observation and exposure masks, weighted by their Good exposure Time Intervals (GTIs). Note that \( A \) itself is also an isotropic emission template which can be used to subtract the contribution of isotropic backgrounds such as galactic foreground and extragalactic background emission which are focused through the telescope. For a cosmic-ray induced isotropic background template \( A_{\text{flat}} \), we can use \( A \) without exposure masking (but including point-source and chip-gap masks), since these events are not focused through the telescope. The majority of each of these isotropic events should be compensated by the sideband templates. However, this couples the relative isotropic normalizations to the continuum emission. We therefore include these templates when explicitly indicated, although this has little quantitative impact in practice.

For the Galactic center field of view, we take three dark matter profiles including an NFW \[89\], an Einasto profile \[90\], and the paradigmatically cored Burkert \[94\] profile, which serves as a conservative (low) estimate of dark matter emission from the inner
Figure 10.4: $J$-factors sky-maps for a decaying dark matter candidate distributed as an NFW profile convolved with the XMM MOS instrument response functions and exposure masks for the Galactic center field (left) and the Perseus cluster (right).

Galaxy. The functional form of the dark matter density profiles are defined as follows:

\begin{equation}
\rho(r) = \left( \frac{r_s}{r} \right)^{\alpha} \frac{\rho_0}{(1 + r/r_s)^{3-\alpha}}, \tag{10.3}
\end{equation}

NFW

\begin{equation}
\rho(r) = \rho_0 \exp \left( \frac{-2}{\alpha} \left( \frac{r}{r_s} \right)^{-\alpha} - 1 \right), \tag{10.4}
\end{equation}

Einasto

\begin{equation}
\rho(r) = \frac{\rho_0}{(r_s + r)(r_s^2 + r^2)}, \tag{10.5}
\end{equation}

Burkert

where the scaling radius $r_s = \{20, 20, 6\}$ kpc, $\alpha = \{1, .16, N/A\}$, and the normalization factors are chosen such that the local dark matter density $\rho(R_\odot) = 0.4$ GeV cm$^{-3}$ is reproduced at the solar radius $R_\odot = 8.5$ kpc.

For the Perseus cluster we employ an NFW profile, with inner slope $\alpha = 1$ and $r_s = 20$ kpc. The overall normalization is obviously irrelevant for our template analysis.
a scaling radius derived using the mass-concentration relation of Ref. [523],

\[ c_{\text{vir}} = 9 \left( \frac{M_{\text{vir}}}{10^{14} M_\odot h^{-1}} \right)^{-0.172}, \tag{10.6} \]

where \( c_{\text{vir}} = R_{\text{vir}}/r_s \). The virial overdensity is taken to be 200, with \( M_{200} = 10.8^{+0.46}_{-0.41} M_\odot h^{-1} \) and \( r_{200} = 2.66 \pm 0.04 \) Mpc [524], yielding NFW parameters \( r_s = 445 \pm 3 \) kpc and \( \rho_0 = 0.0217 \pm .001 \) GeV cm\(^{-3}\). Following Ref. [52], we assume that Perseus lies at redshift \( z = 0.0179 \) (\( d = 72 \) Mpc).

Once the \( J \)-factors are calculated for each pixel, the skymap is smeared by the XMM MOS point-spread function (PSF), taken to be a Gaussian with \( \sigma = 15'' \), and normalized according to the total GTI of the field and assuming an on-axis effective area of 750 cm\(^2\) for MOS1+MOS2 which is corrected off-axis using generated exposure maps. In Figure 10.4, we show example templates for decaying NFW dark matter in the Galactic center and in the Perseus cluster.

In addition to the instrumental effects discussed above, one may worry about the effects of X-ray absorption by the dense interstellar medium near the Galactic center. In order to assess the impact of this, we have utilized high-resolution velocity integrated radio observations from the ATCA HI Galactic center survey [525]. One can then relate the integrated line brightness to the HI column density, \( N_H \) (see e.g. Ref [526]). We then employ the absorption model of Wilms et al [527] which provides an optical depth per

\[ \text{In principle, one should not include absorption behind the GC region. Unfortunately, converting velocity cubes into positional space is extremely difficult in the direction of the Galactic center as the velocity relative to the Sun vanishes along this line of sight. Accurate subtraction of radio continuum emission is also problematic due to bright point sources in the GC region. A detailed study of the HI distribution toward the Galactic center is beyond the scope and necessity of the present analysis.} \]

460
atomic hydrogen column density assuming elemental abundances typical of the ISM. At 3.5 keV, the ISM is optically thin for all but the highest column densities \( N_H \gtrsim 10^{23} \) and the maximal absorption in our region of interest is found to be less than 10%, averaging only a few percent. In addition, the morphology is not disk-like and actually slightly enhances the quadropolar structure observed in Fig. 10.2. While molecular hydrogen column densities can be even larger in the Galactic center and more concentrated in the Galactic plane, the photoionization cross-section for H\(_2\) at 3.5 keV is completely negligible relative to heavier elements \[527\]. As a final check, we recomputed the dark matter limits found in section 10.2.2 using this absorption map, finding only percent level changes in all cases. For these qualitative and quantitative reasons, we neglect absorption throughout the rest of this analysis.

We have empirically derived spatial templates for a variety of line and continuum emission in the Galactic center and Perseus fields of view. We have also generated emission profiles for dark matter templates which have been convolved with the necessary instrument response functions and analysis masks. All templates used are summarized in Table 10.1. In the case of emission line templates we also include the electron temperatures for which the corresponding transition line is at its peak intensity \[51\]. In the next section we use the pixel-by-pixel binned likelihood analysis in order to determine the primary emission template components associated with the 3.45-3.6 keV band.
<table>
<thead>
<tr>
<th>Template</th>
<th>E (keV)</th>
<th>$T_{pk}(10^7 \text{ K})$</th>
<th>Template</th>
<th>E (keV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si XIII</td>
<td>2.183</td>
<td>1.0</td>
<td>Ctnm1</td>
<td>3.190-3.270</td>
</tr>
<tr>
<td>S XV</td>
<td>2.430</td>
<td>1.26</td>
<td>Ctnm2</td>
<td>3.373-3.450</td>
</tr>
<tr>
<td>Si XVI</td>
<td>2.620</td>
<td>2.0</td>
<td>Ctnm3</td>
<td>3.600-3.811†</td>
</tr>
<tr>
<td>Ar XVII</td>
<td>3.140</td>
<td>2.0</td>
<td>Ctnm4</td>
<td>4.200-4.500</td>
</tr>
<tr>
<td>Ar XVIII</td>
<td>3.323</td>
<td>3.98</td>
<td>Ctnm5</td>
<td>4.500-4.800</td>
</tr>
<tr>
<td>Ca XIX</td>
<td>3.861</td>
<td>2.51</td>
<td>DM</td>
<td>–</td>
</tr>
<tr>
<td>Ca XIX</td>
<td>3.902</td>
<td>3.16</td>
<td>Flat Isotropic</td>
<td>–</td>
</tr>
<tr>
<td>Ca XX</td>
<td>4.107</td>
<td>5.01</td>
<td></td>
<td>–</td>
</tr>
</tbody>
</table>

Table 10.1: Summary of templates used. For atomic emission lines (top), we also indicate the peak emissivity temperatures taken from the AtomDB 2.0.2 [51]. We note that the K XVIII emission peaks at 2.16 keV ($2.51 \times 10^7$ K). †This continuum band includes three weak lines from Ar XVII; the limited energy resolution of the EPIC MOS CCD’s prevents the lines from being cleanly separated and they are thus treated as a single broad continuum band.

10.2 Results of the Morphological Analysis

In this Section, we discuss the basic morphology of the 3.45-3.6 keV residual emission using each of our three continuum model choices (sec 10.2.1). This involves subtracting off the best-fitting continuum+isotropic templates and comparing the results against expectations for dark matter and line-like emission. Next, in sec. 10.2.2 we add a decaying DM template to the fit, finding that there is no indication for a component whose morphology follows the dark matter templates in either the Galactic center or the Perseus cluster. We then calculate upper limits on the particle decay lifetime and discuss the implications for a dark matter interpretation of the 3.5 keV line. Finally, we use the maximum likelihood technique to check for spatial correlations between the
3.5 keV band and nearby energies, uncovering strong statistical evidence in favor of an astrophysical interpretation of the 3.5 keV line (sec. 10.2.3).

10.2.1 Residual Maps

We perform a maximum likelihood analysis of the Galactic center and of the Perseus cluster X-ray observations listed above for energies between 3.45-3.6 keV, subtracting off the best-fitting linear combination of (1) isotropic templates, and (2) each of the ‘All’, ‘Neighboring’, and ‘High-Energy’ continuum template sets described in Section 10.1.4. Figure 10.5 shows the residual count maps for the Galactic center (top panels) and for the Perseus cluster (bottom panels) for each of the three different continuum models.

For each continuum model in the GC we observe a bright extension emanating roughly perpendicularly to the Galactic plane from the position of Sgr A* (black ‘+’), with a smaller bridge connecting toward the direction of the supernova remnant Sgr A East (the outer shell is represented by the black ellipse) as well as a large faint bubble extending to the positive longitude edge of the field. Although this residual appears most likely associated with Sgr A* or Sgr A East, the central few parsecs are not well resolved and are known to host a large number of potential sources. The largest residual is seen when using the high-energy model, indicating that this feature is at least partially aligned with the ≈ 3.2 keV and ≈ 3.5 keV continuum. In the ‘All’ and ‘Neighboring’ models, the residual is substantially reduced and the log-likelihood is greatly increased.

In the Perseus cluster (Fig. 10.5, bottom), prominent morphological identifiers
Figure 10.5: Comparisons between 3.45-3.6 keV residuals after subtracting the best fit continuum+isotropic templates for different models of the continuum near the Galactic Center (top row) and the Perseus cluster (bottom row). Black ‘+’s in the top row indicate Sgr A* while the shell of SNR Sgr A East is shown by the black ellipse [48]. Maps have been smoothed by a Gaussian kernel with $\sigma = 20''$. For the high-energy continuum model, the GC and Perseus cluster maps have been rescaled by a factor 1/2 and 1/3, respectively, in order to maintain visibility on a common scale.

are seen in each residual. A relatively bright core region is apparent. Extensions to large radii are also observed, similar to those observed in the hotter Calcium lines, and to a lesser extent in Ar XVIII. The clumped nature of this residual is difficult to reconcile with the much smoother distribution expected from dark matter as is the radial profile which has a much sharper gradient at the edge of the core than what expected from a decaying dark matter profile (cf. Fig. 10.4).

In Figure 10.6 we show averaged radial and azimuthal intensity profiles for each
Figure 10.6: Radial and azimuthal profiles for the Galactic center (left panels) and for the Perseus cluster’s (right panels) un-smoothed residual maps shown in Fig 10.5. The shaded regions bracket alternative continuum models along with the best fitting NFW template (red), S XV Line (light blue), and Ar XVIII line (magenta). Poisson error bars are shown for our ‘All’ model. Azimuthal profiles rotate clockwise from the line pointing from the center (Sgr A* in the GC) to positive longitudes. In the top-right panel, we also show the steepest radial profile expected from photo-conversion of axion-like-particles (solid blue), calculated using formulae in Ref. [49] and convolved with the relevant masks and instrument response.

of the residuals along with the NFW DM templates, a prototypical cool emission line (S XV at 2.43 keV), and a medium-temperature emission line (Ar XVIII at 3.32 keV), both with the ‘All’ continuum model already subtracted. The normalizations of lines and DM templates are determined by minimizing the total $\chi^2$ of the binned template in question to the ‘All’ residual – i.e. the best fit is to the entire template rather than fitting the averaged profiles individually. Because the dark matter templates are positive everywhere, we have also included a flat isotropic degree of freedom in this case.
By visual inspection, it is evident that standard decaying dark matter does not
provide a good fit to either the GC or Perseus cluster system azimuthally or radially,
while the Ar XVIII line morphology shares precisely the same features as the GC residual
and both the Ar XVIII and the S XV profiles share common features with the Perseus
residual. The GC is characterized by a distinctly quadrupolar profile in azimuth and
by a centrally peaked radial profile. The DM template is instead effectively flat in
azimuth, with a slow radial falloff. Notice that the small deviations seen in the DM
template are due to the combined exposure masks $A(l,b)$. As noted in Sec. 10.1.6,
absorption effects are negligible and are, even qualitatively, unable to account for such a
morphology. The Perseus residual shows evidence of a distinct core which is truncated
around $0.04^\circ \approx 50$ kpc, matching what seen for the lines. Compared with DM, this is
much too sharply peaked than even the most concentrated physical NFW profile.

While the Ar XVIII line shown is detected at relatively high significance in the
GC and Perseus cluster, it is substantially weaker than that of Ar XVII. The Ar XVII line
morphology is similar to Ar XVIII except at the far East side of the field where a large
excess is present in the GC. One must consider that a portion of any ‘line’ template
will likely be unmodeled continuum emission. This is especially true in case of weak
lines, where the continuum dominates the total flux. However, the foremost objective
of this analysis is to test whether the excess emission in the 3.5 keV band traces any
plausible astrophysical background, and whether dark matter can potentially provide a
satisfactory spatial morphology. These questions will be answered quantitatively in the
following sections.
For Perseus, we also overlay the steepest of the radial profiles expected from photoconversion of axion-like-particles (ALPs) in Perseus’ large scale magnetic field as calculated using Eqns. (3.1) and (3.3) of Ref. [49], with a free electron density \( n_e \) taken from Ref. [528], and using the NFW parameters specified in our subsec 10.1.6. The three dimensional profile for the axion signal is then proportional to \( \rho(r) \times n_e(r)^{2\eta} \) and is always steeper than the decaying DM case for a radially decaying magnetic field, as is measured in Perseus. The case shown corresponds to the steepest magnetic field profile, \( \eta = 1 \), while smaller values of \( \eta \) lead to a significant flattening. The projected skymap was then convolved with the relevant masks.

The ALP scenario is significantly steeper than the decaying DM case due to the magnetic field falloff and it visually appears marginally compatible with the morphology of the residual emission. As \( \eta \to 0 \), this profile asymptotes to the decaying DM case. The azimuthal profile is also reasonably compatible, though much less so than for the profiles corresponding to elemental lines. However, here we have used an idealized model for the magnetic field structure which in reality will be much more complicated and could follow an azimuthal profile similar to that of emission lines. While the steepest ALP-conversion profile morphologically traces the cluster’s core, the excess emission is much better fit by adding a continuum or low energy line template (after which there is no preference for ALPs). We discuss this aspect on more quantitative grounds in the next section.

Recently, Ref. [529] also calculated the morphology expected in the Milky Way’s center where the signal is expected to roughly trace the projected free electron density (see also Ref. [530]). Based on the NE2001 model for the free electron distribu-
tion [531, 532], the expected signal is (i) highly elliptical with an axis ratio of nearly 4:1 elongated in the Galactic plane, and (ii) has a peak intensity offset from the center \( \approx 20' \) toward Galactic north. Neither of these features are remotely compatible with the observed excess. In fact, the orientation of an ALP-conversion excess is orthogonal to the residual shown here making it maximally incompatible with observations. A successful interpretation of the 3.5 keV line in terms of ALP photoconversion seems unlikely across both objects simultaneously. The case for an astrophysical origin of the GC 3.5 keV signal thus appears very robust.

In both systems, the 3.5 keV line makes up only a few percent of the total flux. An important caveat to above discussion is therefore to understand whether these residuals are representative of the actual 3.5 keV signal, as opposed to an energy dependent feature of the continuum that is not included in our model. The above is intended as a qualitative comparison, but in the following two sections we will draw the same conclusions, observing a stronger statistical correlation between the 3.5 keV band and, for example, the Ar-XVIII line shown in Figure [10.6] than continuum regions. Note that in what follows we do not derive limits or perform template fitting to the residuals above, but instead perform new fits allowing the normalizations of all of the included templates to vary, minimizing the impact of errors in the continuum model.

### 10.2.2 Fits and Limits for Decaying Dark Matter

In this section we test statistically for the presence of a dark matter component in the spatial distribution of photons in the 3.45-3.6 keV band. Using the method of
maximum likelihood described above, our model consists of up to eight templates: one for dark matter, one to two for flat and focused isotropic templates, and up to five more, depending on the continuum model. These template normalizations are then varied to fit to the all photons in the 3.45-3.6 keV band – i.e. not to the residuals found in the previous section – and similarly when calculating upper limits. Our key finding is that there is no statistical evidence \((TS \approx 0)\) for decaying dark matter in the Galactic center region for any combination of the three DM halo models or continuum models, with or without any combination of isotropic templates.

As additional tests of the robustness of our results, we start with the ‘All’ continuum and an ‘NFW’ profile and allow the central location of the DM profile to float in the vicinity of Sgr A*, increase the size of the spatial binning, radially mask the inner 5 arcminutes, and mask the outer 5 arcminutes, finding that each variation produces no change in the (zero) statistical significance of the dark matter template. Finally, we scan the inner slope of the NFW profile between 0 and 3, finding no preferred value. Since the DM profile is a pure power-law this close to the GC, annihilating dark matter – with the intensity canonically tracing \(r^{-2}\) – is also essentially ruled out as a candidate explanation of the 3.5 keV excess from the GC at high confidence level. We reiterate that models where the signal is azimuthally flat, including e.g. eXciting dark matter [533] or annihilating dark matter scenarios (e.g. [534]), are clearly disfavored by the quadrupolar structure of the residuals from the GC.

Similarly, the morphology of the X-ray emission from Perseus also does not exhibit any evidence for a dark matter component for the default cluster NFW model.
using any continuum model. Allowing the inner slope and scale factor to vary does not increase the goodness of fit, unless the relevant parameters are set to completely unphysical values (e.g. \( r_s = 60 \text{ kpc} \) and \( \gamma = 1.6 \) compared to 445 kpc and 1 respectively), in which case there is a slight statistical preference. These parameters effectively try to mimic the profile of the cool inner core, making it clear that the excess emission is associated with unmodeled cool lines or with thermal continuum emission below 3 keV. We will explore this further in sec. [10.2.3](#).

We also test the case of ALP photoconversion for Perseus. Using the ‘All’ continuum model and both isotropic templates we find a TS=28 preference for the steepest ALP profile (corresponding to \( \eta = 1 \) in subsection [10.2.1](#)). We note that if the 3.5 keV line is due to K XVIII, we expect to see strong correlations with the bright thermal emission below 3 keV. This continuum is not included in our three continuum models, and if we add continuum and/or line templates below 3 keV, these templates pick up TS>100 and the ALP template’s TS becomes insignificant. The significance is also reduced for the shallower \( \eta = 0.5 \) scenario. While we cannot rule out an ALP component with robust statistical significance due to the inherent morphological similarity to the core, it is clear that an elemental origin is strongly preferred. This is also a natural interpretation given the strong incompatibility of the ALP photoconversion scenario with an excess in the Galactic Center.

We now calculate upper limits on the dark matter decay rate and sterile neutrino mixing angle. While what was described above has focused on spatially correlating the 3.5 keV excess with nearby regions of the X-ray spectrum, such analyses carry the
important caveat that they may be sensitive to the choice of background models. If the templates employed in the fit—or some combination of them—are able to mimic the emission profile of dark matter, then there would be no statistical preference for adding a (now redundant) DM template. When placing upper limits, the story is more subtle. On the one hand, as the normalization of the dark matter template is increased, additional degrees of freedom work to accommodate the ‘imposed’ DM component. On the other hand, if the fit is poor to begin with, a small number of critical pixels may be degenerate with a DM template; for example, within the brightest inner arcminutes of Sgr A*. In light of these competing effects we explicitly check each template combination in order to systematically assess limits.

In Table 10.2 we show the 95% confidence level lower limits on the dark matter decay lifetime for NFW, Einasto, and Burkert profiles in the Galactic center, and for the expected NFW profile for the Perseus cluster using the maximal template set: the ‘All’ continuum, both isotropic templates, and all lines. These have been verified to be the most conservative and have also been translated into upper limits on the sterile neutrino mixing angle using Eqn. (10.2). Remarkably, our morphological analysis of the Galactic center provides the most stringent available limits. Even in the most conservative GC case, corresponding to the Burkert profile, the upper limit on the mixing angle essentially rules out preferred values for M31 in Ref. [52], while the other profiles rule these out at high significance. The GC results also rule out a standard decaying dark

\[ \text{The sole exception is for the ‘Neighboring’ continuum case, where the limits weaken by a factor } \sim 2 \text{ in the GC. However, if we mask the inner 2’ of the DM mask, the limits become more stringent than for the ‘All+Lines’ case, opposite of what would happen if a true dark matter component were present.} \]
matter interpretation of the stacked cluster analysis in Ref. [134], unless a radically different morphology is expected, as may be the case for e.g. photo-conversion of axion-like particles where emission depends also on the local transverse magnetic field structure. As shown in the previous section, even this scenario is morphologically inconsistent with observations.

The flux expected from the Perseus cluster is significantly weaker and the limits are much less stringent. In particular, the ‘All’ case is fully compatible with measurements of M31 from Boyarsky et al [52], but still rules out the detected mixing angle for the Perseus (MOS including core) analysis of Ref. [134]. The ‘All+Lines’ case is the most conservative estimate and does not limit the parameter space of interest. However, in contrast to the Galactic center case, the line templates for Perseus are broadly azimuthally symmetric, allowing them to more easily allow for a DM profile with an incorrect radial profile. For this reason, we believe these limits are likely to be overly conservative.

10.2.3 Cross-Correlating the 3.45-3.6 keV Emission

To assess the level of spatial correlation between the 3.45-3.6 keV band and different spectral regions, we compare the likelihood of a continuum only fit with that of the continuum plus a narrow 50 eV-wide “sliding window” template, which is scanned over energy. The test statistic of this template should then peak if the 3.5 keV band is correlated with all or some line emission in other regions of the spectrum. The null model used consists of the five ‘All’ continuum bands along with two additional low
\[
\tau \sin^2(2\theta) < 1.1 \times 10^{-11}
\]

<table>
<thead>
<tr>
<th>Target</th>
<th>Template Set</th>
<th>Profile</th>
<th>( J )</th>
<th>( \tau )</th>
<th>( \sin^2(2\theta) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>GC</td>
<td>All+Lines</td>
<td>NFW</td>
<td>6.8</td>
<td>&gt;3.7</td>
<td>&lt; 7.0 \times 10^{-12}</td>
</tr>
<tr>
<td>GC</td>
<td>All+Lines</td>
<td>Ein</td>
<td>8.2</td>
<td>&gt;5.9</td>
<td>&lt; 3.3 \times 10^{-11}</td>
</tr>
<tr>
<td>GC</td>
<td>All+Lines</td>
<td>Bur</td>
<td>1.9</td>
<td>&gt;1.3</td>
<td>&lt; 7.5 \times 10^{-10}</td>
</tr>
<tr>
<td>Perseus</td>
<td>All</td>
<td>NFW</td>
<td>1.4</td>
<td>&gt;.55</td>
<td>&lt; 1.5 \times 10^{-9}</td>
</tr>
<tr>
<td>Perseus</td>
<td>All+Lines</td>
<td>NFW</td>
<td>1.4</td>
<td>&gt;.03</td>
<td>&lt; 1.5 \times 10^{-9}</td>
</tr>
</tbody>
</table>

Table 10.2: \( J \)-factors for decaying dark matter profiles and limits on a sterile neutrino’s lifetime and mixing angle the Galactic center and Perseus cluster spatial analyses using the delta-log-likelihood method at 95% confidence level. Each of the line and continuum templates were used in deriving limits. These results exclude even the smallest value of \( \sin^2(2\theta) \) from Ref. [52] at 3.4 and 4.7\( \sigma \) for NFW and Einasto, respectively.

energy templates covering the ranges 2.23-2.38 and 2.68-2.78 keV\(^{12}\). Next we add one more template created using photons in a 50 eV wide window (slightly lower than the FWHM energy resolution of XMM’s MOS sensors) and scan the central energy between 1.5-5 keV, finding the maximum likelihood at each point.

In Figure 10.7 we show the test statistic as a function of the window energy (black line) for the Galactic center and Perseus cluster along with an overlay of the raw spectra for each system (light blue line with errorbars). We also indicate the 3.45-3.6 keV band (gold), continuum bands (hatched green), and spectral lines from Section 10.1.5.

\(^{12}\)Due to the substantial overlap of these regions with some prominent low-energy spectral lines, we have not used them previously. In what follows, however, their inclusion is a more conservative approach since any line emission ‘leaking’ into the continuum model will result in a lower TS for templates centered on emission lines.
(and a few extra), color coded by the ratio of their peak emissivity (electron) temper-
atures to that of K XVIII taken from AtomDB 2.0.2 [51]. The width of each band
corresponds to the included photon energy range while the height indicates the TS of
the sliding window at the central energy of each line. The height of the continuum and
3.45-3.6 keV band are arbitrary.

Immediately, one can see a dramatic improvement to the Galactic center fit
when the sliding template overlaps with any spectral line above 2.5 keV, peaking for the
Ar XVII line at 3.14 keV, but also very high for the Ar XVIII and Ca XIX lines. If the
Poisson uncertainty were the only source of error, the corresponding significance would
be more than 10σ compared to TS=0 when adding a dark matter template. Of course,
the TS becomes very large when the window overlaps with the 3.45-3.6 keV band since
the fit becomes nearly perfectly autocorrelated. Contrarily, the TS runs to zero when
the energy window overlaps with continuum bands already included in the fit, since little
to no additional template “information” is added.

The peaks of the line emission must be compared against neighboring pseudo-
continuum regions which are not included in the null model. For example, the fit im-
provement when the window is near 3 keV is much smaller than that of the neighboring
spectral lines, indicating two things: First, the continuum emission in the 3.5 keV band is
already well modeled. Since the continuum morphology changes rather slowly in energy,
adding more continuum templates offers little improvement; Second, for the Galactic
center the morphology of the residual emission is strongly correlated with that of atomic
transition lines. Since we are using the nearby continuum as a reference point, this can
Figure 10.7: Shown in black is the test statistics corresponding to adding a sliding 50 eV-wide window template to a null model consisting of 7 continuum bands (green hatched regions). In light blue we also overlay the raw \textit{XMM} spectrum for the Galactic center (top) and Perseus cluster (bottom). The 3.45-3.6 keV band is highlighted in gold. The brightest spectral line templates (with correct widths) are color coded according to the ratio of a given line’s peak emissivity temperature to that of K XVIII. \( T_{\text{peak}} \) for K XVIII is also represented by a dashed line at 2.16 keV, visible in the Perseus plot. For both the Galactic center and Perseus the TS stemming from adding a dark matter template is zero.

only be attributed to the presence of a distinct emission component over a narrow energy range. The cool lines below 2.5 keV are seen to have the opposite behavior, where
the TS is instead reduced compared to the nearby continuum model. This is indicative of a negative correlation with these spectral lines, and their template normalization is preferentially driven to zero.

For each emission line, there exists a unique electron temperature where the emissivity peaks. If each element is assumed to be identically distributed, one would then expect a parallel morphology between emission lines that peak at similar temperatures. Roughly speaking, this is observed here, where the very-cool and very-hot lines do not provide a substantially improved fit. It is difficult to quantify this further for several reasons. Firstly, over the few keV energy range of interest here, the emissivity as a function of temperature changes by less than a factor two for the emission lines considered. Thus we have only weak sensitivity to the underlying plasma temperature using morphology. Secondly, it is important to note that chemical abundances are not uniform over the physical scales probed here. As noted by e.g. Ref. [48] in studying Sgr A East, heavy elements such as iron are distributed much more compactly compared with He-like elements. More generally, recent simulations of supernova explosions show that hydrodynamic instabilities can lead to highly asymmetric ejection of heavy elements [535]. These factors complicate, for example, showing a nearly perfect correlation between suspected K XVIII at 3.5 keV and a spectral line with identical peak emissivity temperatures while also showing anti-correlation with cooler and hotter transition lines.

In the lower-panel of Figure 10.7 we show results for the Perseus cluster. Here the situation is very different. The relevant physical scale is increased by more than $10^3$ and emission is dominated by the approximately isothermal cool-core surrounded
by increasingly warmer and fainter radial shells. This is in contrast to the Galactic center, where the continuum flux is dominated by non-thermal emission (predominantly unresolved point sources). On this scale, entire galaxies are nearly point-like and the relative distribution of heavy elements is averaged out, depending much less on the atomic species in question. Emission lines above 2.5 keV are much weaker in Perseus, appearing only as small bumps in the spectrum. Still, distinct peaks are observed for the cooler Si XII and S XV lines while the Ar lines are more ambiguous. The hot Ca lines are now anti-correlated compared to the in-between continuum region at 4 keV.

Below 2.4 keV the flux rises very rapidly and it becomes difficult to disentangle the continuum and line emission. We note that the K XVIII line at 3.515 keV peaks at a plasma temperature of \( \approx 2.16 \) keV, indicated by a vertical dashed line. In the optically thin limit, the power spectrum of the corresponding thermal bremsstrahlung is exponentially suppressed above 2.16 keV and is relatively flat below, having at most a \( T_e^{-1/2} \) dependence on temperature. Since we would like to test for correlation with this very low temperature continuum, this is not included in our baseline model. The suppressed TS observed at Si line energies could therefore be interpreted as anti-correlated Si lines plus a strong continuum component due to a low temperature plasma. Such a plasma must exist, as the core temperature of Perseus has been measured to have a strong component near \( kT \approx 2 \) keV [519]. We note that the elemental abundances of bremsstrahlung-generating ionized hydrogen and K XVIII are likely to be different. The line structure is too dense below 2 keV to gain additional insight with such a simplistic analysis.
For the Perseus cluster, our key finding is thus that the strongest correlations are observed with the cluster’s core, namely continuum emission below $\approx 2.16$ keV and select lines that peak at similarly low electron temperatures. Such correlation is expected if the emission is due primarily to an atomic transition line of K XVIII, and is not expected if the emission is due to dark matter. The recent findings of Ref. [510] reveal a similar result, showing that the ratio of 3.5 keV emission in the core ($r < 6$ arcmin) to the ‘confining-region’ ($r > 6$ arcmin) is at least a few times too large to be compatible with decaying dark matter.

In summary, after finding no statistically significant morphological evidence for a dark matter component in Perseus or the Galactic center, we have taken a narrow window in photon energies and checked for regions of the spectrum with similar morphology to that of the 3.45-3.6 keV band. In the Galactic center the background is highly non-thermal and we see very strong statistical evidence for correlation with known spectral lines. At face value, the lines that most closely match the 3.5 keV morphology are those whose emissivity peaks at electron temperatures similar to that of K XVIII. Thermal emission from such a population of $kT_e \approx 2.1$ keV electrons is sub-dominant compared with the unresolved point source component. In the Perseus cluster, we see more ambiguous evidence of line correlated emission in the 3.5 keV band. The cool thermal emission is dominant in this system and the line fluxes above 2.6 keV are very low. Below 2.6 keV, the dense line structure also inhibits a clean correlation with continuum versus line emission. We note, however, that either of these cases could be taken as circumstantial evidence for K XVIII, or other atomic elemental emission since, for
example, a $kT_e \approx 2.1$ keV electron gas maximizes the K XVIII emission and is already measured in the core of Perseus.

10.3 Discussion of Morphological Analysis

We have examined the morphology of the X-ray emission at 3.5 keV from the Galactic center region and from the Perseus cluster of galaxies. We employed a variety of different choices to model the morphology of the continuum emission, and studied the resulting residual signal at 3.5 keV. Though it is difficult to ensure these residuals are dominated by the line signal and not mismodeling of the continuum, the azimuthal and radial distributions are strikingly different from the prediction from dark matter decay. In the case of the Galactic center, the 3.5 keV emission has a distinct quadrupolar distribution and is completely incompatible with emission from axion-like particle conversion. In the Perseus cluster 3.5 keV emission strongly overlaps with the cluster’s cool core. While the ALP scenario cannot be ruled out for Perseus, it is strongly disfavored after adding even a single additional low-energy continuum or line template.

Utilizing a sliding-window template, we demonstrated that the 3.5 keV emission most prominently correlates with the morphology of strong emission lines associated with Ar and Ca transitions in the case of the Galactic center. For Perseus, the correlation is observed in lines with a comparable peak emission temperature to K XVIII ($kT_e \approx 2.16$ keV) and/or the corresponding thermal bremsstrahlung. This is generally observed to feature a distribution overlapping with the cluster’s cool core. In both the Galactic center and Perseus, we thus find strong evidence in favor of a plasma emission origin for
the observed 3.5 keV line and against a dark matter interpretation.

Finally, utilizing the same binned-likelihood approach, we set the most stringent constraints to date on the lifetime of a dark matter particle decaying into a final state including a 3.5 keV monochromatic photon. By adding a dark matter template and allowing all template normalizations to float in this process, these limits (and fits) are resilient against continuum mismodeling and robustly exclude a dark matter decay origin for the 3.5 keV line observed from clusters.

We believe that the burden of proof for a claim of discovery of any “new” physics must be set as high as reasonably possible. This includes pursuing with vigor Occam’s razor, thus focusing with due diligence on any explanation that does not invoke unnecessary entities, and exploring with care the possible backgrounds and systematic errors.
Chapter 11

The WMAP-Planck Haze

Data from NASA’s Wilkinson Microwave Anisotropy Probe (WMAP) have fostered great advances in both precision cosmology and in the understanding of processes associated with the interstellar medium of our own Galaxy. WMAP also brought about unexpected observational results, including the detection of spinning dust emission and a mysterious diffuse microwave emission extending 20$^\circ$ around the Galactic Center, known as the “WMAP haze.” While originally associated with free-free emission, follow-up analyses showed that the haze spectrum was too soft to be attributed to free-free emission, but too hard to match the diffuse Galactic synchrotron emission produced by relativistic cosmic ray electrons.

While some authors have criticized the original analysis procedure, or the synchrotron nature of the haze, both arguments have been rebutted in detail. Excitingly, the Planck mission has recently presented conclusive evidence in favor of the existence of the microwave haze, employing superior background...
rejection methods to those available to the WMAP team. Specifically, the Planck data analysis proceeded along two distinct component separation techniques, one following the original WMAP template analysis of Ref. [541], and a more sophisticated Bayesian approach based on Gibbs sampling. Both techniques confirmed the existence of an anomalous diffuse haze in the Galactic Center (GC) region across multiple frequencies, with a spectral index $\beta_H = -2.55 \pm 0.05$, consistent with that found from WMAP data. Furthermore, future Planck studies will analyze the polarization of the haze, providing an even more stringent test of the synchrotron nature of this emission.

Several authors have considered dark matter annihilation as a possible source of the Galactic haze (see e.g. Ref. [547, 548, 549, 550, 551, 552, 553, 554, 555, 556, 557, 558, 559]) as well as in local extragalactic dark matter searches [560, 561, 562, 563, 564, 565]. The dark matter interpretation is consistent with theoretically well motivated ranges for the mass and annihilation cross section of weakly interacting massive particles, common to many extensions of the standard model of particle physics [566, 567, 568]. Furthermore, it was noted recently that the WMAP haze is consistent with the annihilations of light ($m \sim 10$ GeV) dark matter candidates which are also capable of accounting for a number of other reported observations [551], including direct detection signals from DAMA/LIBRA [569], CoGeNT [570, 571] and CRESST-II [572], as well as the spatially extended spherically symmetric excess of $\gamma$-rays observed around the GC by the Fermi-LAT [573, 456, 574], the extremely hard synchrotron spectrum observed in multiple filamentary arcs surrounding the GC [575], and the isotropic radio excess observed by the ARCADE collaboration [576] (see Ref. [577, 578] for further discussion of these...
observations and experiments).

Recent observations indicate that the observed morphology of the microwave excess haze exhibits a strong correlation with a diffuse feature discovered at GeV energies by the *Fermi* Large Area Telescope, known as the Fermi bubbles [579] (previously known as “Fermi haze” [580], see also [581]). This suggests a common origin for the observed emissions at radio and gamma-ray energies [582]. Hypotheses as to the origin of this additional cosmic ray population include anomalous enhancements to the supernova activity in the relevant region and time [583], peculiar cosmic ray propagation in the region of interest, perhaps associated with Galactic winds [581], central nuclear activity fueling cosmic ray jets [585], or an additional population of cosmic ray electrons distinct from the ordinary diffuse cosmic ray population in the Galactic plane [549]. While high mass dark matter models are capable of simultaneously explaining energy *spectrum* of the WMAP haze and Fermi Bubbles, no dark matter model is capable of accommodating the sharp edges observed at high galactic latitude [550], suggesting a much more complicated story if dark matter is to remain a primary progenitor of the WMAP haze.

11.1 Testing the Dark Matter Origins of the Haze with Nearby Observations of Spiral Galaxies

In this Chapter, we point out that if the WMAP haze results from dark matter annihilation, a radio signal with a similar luminosity and morphology should be emitted from other galaxies, so long as these galaxies are comparable to our own in terms of size
and other physical characteristics. This comparison may not hold in scenarios where the haze is of astrophysical origin (e.g., in the case that the haze is powered by episodic nuclear activity in the GC). The purpose of this study is to identify a suitable set of galaxies similar to the Milky Way, estimate the radio “haze” expected from these candidate galaxies assuming a dark matter annihilation origin and benchmark values for the parameters governing the propagation of charged leptons in each galaxy, and then employ radio observations to obtain constraints on the dark matter annihilation origin of the Milky Way haze.

In order to interpret the results of this comparison, it is necessary to estimate the uncertainties in the theoretical expectation for the dark matter radio haze in external galaxies. Relatively little is known about propagation of cosmic rays, magnetic fields, or dark matter distribution in external galaxies. Any or all of these characteristics could vary considerably from galaxy-to-galaxy, even among those galaxies that are similar in size and morphology to the Milky Way. We therefore study in detail the expected range of variation in the radio luminosity of the dark matter radio haze originating from such variations.

This chapter is structured as follows. In the next section, we describe the selection criteria we employ to select the relevant set of galaxies to investigate. In Sec. 11.1.2, we address the systematic uncertainties on the estimate of the haze luminosity. In Sec. 11.1.3, we produce a Monte Carlo model indicating the expected variation in the dark matter induced synchrotron signal due to these systematic uncertainties. In Sec. 11.1.4, we compare our predictions with radio data. Lastly, we discuss implications
of our results and future directions in Sec. 11.1.6.

11.1.1 Galaxy Sample Selection

In order to identify galaxies with size and morphology similar to the Milky Way, we utilize the 1.49 GHz radio data from the Condon Atlas of Spiral Galaxies (hereafter referred to as CA) \cite{580}. We obtain morphological information for each galaxy by cross-referencing the CA with the HyperLeda database\footnote{The HyperLeda database may be found at http://leda.univ-lyon1.fr/} and restrict our analysis to galaxies with a morphological type $1.5 < t < 4.0$\footnote{Mapping between Hubble classification and de Vaucouleurs morphological type index may be found at http://leda.univ-lyon1.fr/leda/param/t.html}, which limits the uncertainties associated with edge-on galaxies, for which morphological properties can be difficult to determine. We note that this conservative cut loosely includes type Sab-Sbc galaxies, where the Milky Way is typically classified near Sbc \cite{587}.

Apart from well-studied galaxies such as Andromeda, no specific information on the dark matter density profile is available for the galaxies in the CA. Most of these galaxies, however, have estimates for the values of the maximum rotational velocity, given by observations of 21 cm line widths. These values are highly correlated with the total enclosed mass in each galaxy. We place a cut on the maximum rotational velocity of $180 \, \text{km/s} < v_{\text{rot}} < 280 \, \text{km/s}$ to ensure a mass and size compatible with the Milky Way, where $v_{\text{rot}} \approx 235$ \cite{588}.

After each of the above cuts is applied, the resulting sample contains 66 galaxies which are used throughout this analysis. We then rank the galaxy candidates based on the observed radio flux in two ways. First, we calculate the total radio luminosity
at 1.49 GHz given the total observed radio flux ($S$) reported in the CA and the best-fit
distance estimate as given by the NASA/IPAC Extragalactic Database (NED). Second,
we calculate the luminosity 2 kpc above or below the Galactic plane by using the peak
flux measurement ($S_P$) reported by the CA, as well as the elliptical Gaussian defined
by the FWHM at 1.49 Ghz along the major and minor axes, with the major axis as-
sumed to lie along the Galactic plane as calculated by optical data. The resulting list
is then sorted in ascending order of their relative luminosity, found by multiplying the
flux times the square of the distance, and the two rankings are averaged. Seven of the
lowest luminosity galaxies are analyzed in more individual detail than the full 66 galaxy
sample. Ultimately, this subset of the 7 galaxies with the lowest cosmic ray background
will provide the most stringent limits on a dark matter induced haze. We note that
all statistical comparisons showing the percentage of galaxies which are underluminous
are calculated using the full population of 66 galaxies, to remain consistent with the
total distribution from which galaxies are drawn. We also note that all of our ensu-
ing statistical statements are made by employing the large, 66 galaxy sample, but our
constraints are derived from the most promising 7-galaxies sub-sample. Since we would
have gotten even more stringent constraints had we considered more than the 7 most
promising objects, we deem our results as conservative (i.e. they in principle can be
improved upon).

In order to estimate the physical size of the cosmic ray diffusion region, we use
as a proxy the projected size of the major axis of each galaxy, based on the distances

---

2The NASA/IPAC Extragalactic Database (NED) is operated by the Jet Propulsion Laboratory, Cal-
ifornia Institute of Technology, under contract with the National Aeronautics and Space Administration.
Table 11.1: Candidate galaxies from the Condon Atlas. $t$, $i$, $v_{\text{rot}}$, $S$, $S_p$, refer to the de Vaucouleurs morphological type, inclination, maximum rotational velocity, total flux, and peak flux, respectively. $\text{Rank}_L$ ($\text{Rank}_{2\text{kpc}}$) ranks the total (respectively, 2 kpc off disk) luminosity, in ascending order. Unless otherwise noted, inclination, type, and rotational velocity are from the HyperLeda database.

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>$t$</th>
<th>$i$</th>
<th>$v_{\text{rot}}$</th>
<th>$S$</th>
<th>$S_p$</th>
<th>D</th>
<th>$\text{Rank}_L$</th>
<th>$\text{Rank}_{2\text{kpc}}$</th>
<th>Mean Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>NGC 4448</td>
<td>SBab</td>
<td>1.8±0.6</td>
<td>69.00</td>
<td>221.54</td>
<td>1</td>
<td>0.9</td>
<td>13.1</td>
<td>1</td>
<td>2</td>
<td>1.5</td>
</tr>
<tr>
<td>NGC 4698</td>
<td>Sab</td>
<td>1.7±1.0</td>
<td>73.44</td>
<td>201.13</td>
<td>0.6</td>
<td></td>
<td>21.9</td>
<td>2</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>NGC 4394</td>
<td>SBb</td>
<td>3 ±0.4</td>
<td>16.55</td>
<td>255.13</td>
<td>0.7</td>
<td>0.6</td>
<td>21.9</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>NGC 7814</td>
<td>Sab</td>
<td>2±0.2</td>
<td>90.00</td>
<td>230.9</td>
<td>1.1</td>
<td>1.1</td>
<td>25.8</td>
<td>4</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>NGC 1350</td>
<td>Sab</td>
<td>1.9±0.6</td>
<td>64.79</td>
<td>199.87</td>
<td>1.1</td>
<td>0.8</td>
<td>30.2</td>
<td>5</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>NGC 0224</td>
<td>Sb</td>
<td>3±0.4</td>
<td>72.17</td>
<td>256.7</td>
<td>8400</td>
<td>14.5</td>
<td>0.7</td>
<td>12</td>
<td>1</td>
<td>6.5</td>
</tr>
<tr>
<td>NGC 2683</td>
<td>Sb</td>
<td>3±0.3</td>
<td>82.79</td>
<td>202.92</td>
<td>65.9</td>
<td>14.6</td>
<td>8</td>
<td>13</td>
<td>5</td>
<td>9</td>
</tr>
</tbody>
</table>

We conclude that all of our candidate galaxies have comparable diffusion region sizes, with the possible exceptions of NGC 4448 and NGC 4394, which exhibit a potentially smaller radius and a smaller major-to-minor axis ratio. These galaxies also have the largest distance uncertainties, directly affecting the reported semi-major axis.
Table 11.2: Distances and sizes of the candidate sample galaxies.

<table>
<thead>
<tr>
<th>Name</th>
<th>NED Distance</th>
<th>Major Axis</th>
<th>Axes Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>NGC 0224</td>
<td>0.7</td>
<td>60.2</td>
<td>2.55 ± 0.29</td>
</tr>
<tr>
<td>NGC 1350</td>
<td>20.9</td>
<td>52.4</td>
<td>1.99 ± 0.15</td>
</tr>
<tr>
<td>NGC 2683</td>
<td>10.2</td>
<td>46.9</td>
<td>3.51 ± 0.42</td>
</tr>
<tr>
<td>NGC 4394</td>
<td>16.8</td>
<td>28.4</td>
<td>1.04 ± 0.07</td>
</tr>
<tr>
<td>NGC 4448</td>
<td>13.0</td>
<td>10.0</td>
<td>1.53 ± 0.15</td>
</tr>
<tr>
<td>NGC 4698</td>
<td>23.7</td>
<td>43.8</td>
<td>2.45 ± 0.16</td>
</tr>
<tr>
<td>NGC 7814</td>
<td>17.2</td>
<td>36.4</td>
<td>2.32 ± 0.14</td>
</tr>
</tbody>
</table>

11.1.2 The Dark Matter Haze in External Spiral Galaxies

Although we employ morphological information to choose a sample of galaxies similar to the Milky Way, there are several other parameters capable of impacting the radio luminosity of a dark matter haze which can vary significantly from galaxy-to-galaxy. Generically, these parameters break down into three categories:

1. parameters that control the dark matter density profile,

2. parameters that control the diffusion of cosmic rays, and

3. parameters that control the magnetic field strength in each sample galaxy.

In Table 11.3 we show the default, maximum and minimum value for each parameter used throughout this work, and in Figure 11.2 we show the effect of changes in each individual parameter on the synchrotron luminosity due to dark matter annihilation at 1.49 GHz. In the following, we discuss the variations in the radio haze produced by of
these parameters in detail.

### 11.1.2.1 Dark Matter Density Profile

As the dark matter annihilation rate is proportional to the square of the dark matter density, the total synchrotron luminosity depends not only on the total dark matter mass (which can be reasonably estimated from galactic rotation measurements) but also on the density distribution of dark matter in each galaxy. In this work, we assume a generalized Navarro-Frenk-White (NFW) profile [89] with a radial density profile given by:

$$\rho(r) = \rho_s \left(\frac{r_s}{r}\right)^\alpha \left(1 + \frac{r}{r_s}\right)^{-3+\alpha}$$  \hspace{1cm} (11.1)

where $r_s$ is a scale radius which governs the turnover to the $r^{-\alpha}$ profile, $\rho_s$ is a dark matter density normalization constant, and $\alpha$ governs the inner slope of the dark matter density. In the original NFW profile, $\alpha = 1$, in agreement with the results of certain dark matter-only simulations of structure formation, e.g. Ref. [592]. However, recent simulations which include the effects of baryons on galaxy evolution have found that the cooling and contraction of the baryonic density profile tend to steepen the dark matter density profile in the central regions [593]. This effect, known as baryonic contraction, generally leads to values of $\alpha$ in a range between 1.2-1.7, depending on the degree of contraction. In contrast, other numerical simulations which include a large degree of baryonic feedback have found that baryons can flatten the inner slopes of the dark matter profile, producing distributions with a flat density core as large as 1 kpc in size [594].
In our simulations we allow for $r_s$ to change by a factor of 2 from our default choice of 22.0 kpc, and we allow $\alpha$ to change by a factor of 1.5 from a default value of 1.0. We normalize the dark matter density profile the dark matter density at the solar position ($R_\odot = 8.5$ kpc) to a range within a factor of 5 of the central value of $0.3 \text{ GeV cm}^{-3}$.

Figure 11.1 (top) illustrates that the haze luminosity depends strongly on the assumed value for $\alpha$, increasing precipitously for profiles with $\alpha > 1$. We note that this will affect our sample producing a logarithmically asymmetric distribution in luminosity and favoring large radio fluxes. We also note only a marginal dependence on the value of $r_s$ as the annihilation which produces the radio haze is largely confined to within the inner several kpc around the center of each galaxy.

11.1.2.2 Cosmic Ray Diffusion

As charged particles propagate through the galaxy, they are deflected by the turbulent magnetic field structure and proceed in a random walk that can be described as a standard diffusive process. Since Galactic magnetic fields are thought to be produced primarily by magnetohydrodynamic turbulence, they are highly dependent on astrophysical parameters such as the distribution of molecular clouds, ionized gas, star formation rates, etc. which vary wildly between galaxies. Additionally, the nature of charged particle propagation depends sensitively on the scale of the magnetogydronomic fluctuations compared to the gyroradius of the charged particle in the magnetic field. This is a local phenomena which is not uniform across different regions of the Galaxy.
Table 11.3: Nuisance parameters employed to estimate the range for a dark matter induced haze in external spiral galaxies. Note that we also place an additional constraint on each simulation that the diffusion height must not exceed the simulated diffusion radius. The Alfven velocity $v_A$ and the energy dependence index, $\gamma_D$, of the diffusion coefficient are held fixed at the default values for all analyses, though the effects on the synchrotron luminosity are presented in Figure 11.1.

Although an exact solution to the diffusion equation for a galaxy is not attainable, cosmic ray propagation codes exist that allow for realistic estimates of charged particle diffusion in the Milky Way. The predictions of these codes can be tested by observable quantities such as the ratios of radioactive secondaries to primary species observed at the solar position, large scale gamma-ray emission, and other diffuse Galactic radiation backgrounds. The Galprop code stands at the forefront of this effort, performing numerical calculations of particle propagation and of the resulting multi-wavelength emission, taking into account effects such as the diffusion, reacceleration, and convec-
Figure 11.1: The effect of variations in the nuisance parameters on the luminosity of the dark matter synchrotron haze at 1.49 GHz in units of the benchmark value, $L_{\text{MW}}$. We note that variations in $h_{\text{diff}}$ closely follow See Table 11.3 and text for more details.

tion of cosmic rays, the intensity as well as the morphology of the Galactic magnetic and interstellar radiation fields, and the morphology of molecular gas \[413\]. In this analysis, we employ Galprop (v. 54) to study the effect of varying four parameters, which previous analyses of the WMAP haze in the Milky Way determined to have the largest effect on the synchrotron signal due to dark matter annihilation \[552\]. Specifically we examine changes in the mean diffusion constant, $D_0$, whose benchmark value we take to be $1.0 \times 10^{29} \text{ cm}^2 \text{ s}^{-1}$, the radius ($R_{\text{diff}}$) and half-height ($h_{\text{diff}}$) of the diffusion region,
which we take to be 20 kpc and 16 kpc for our central values, and the normalization of the inter-stellar radiation field, which we take to be unity in units of the default *Galprop* model.

Figure 11.1 (middle) examines the changes in the mean Milky Way luminosity for variations in our diffusion setup, finding only a minimal effect from changes in the size of the diffusion region, on the order of 10% for regions double the default size. However, changes in the diffusion constant produce a larger effect, especially in the regime of low diffusion constants where electrons created by dark matter annihilations are efficiently trapped in the galaxy. Large increases in the strength of the interstellar radiation field also greatly decrease the luminosity of the synchrotron haze, as charged leptons lose a significant fraction of their power to inverse Compton scattering as opposed to synchrotron. Variations of the default the Alfven velocity, $v_A=25$ km/s, show the effect the electron re-acceleration which negligibly decreases the luminosity at lower values and increases as it is raised to 100 km/s. The energy index of the diffusion coefficient, $\gamma_D$, is also shown and indicates that the default value of $\gamma_D = 0.33$ produces the minimum luminosity and variations are positive over the rest of the physical domain ($0.2 \leq \gamma_D \leq 7$). Due to the inherent difficulty in constraining these parameters physically, both the Alfven velocity and the energy index of diffusion are held fixed at their conservative default choices for the remainder of this section.
11.1.2.3 Galactic Magnetic Fields

In addition to influencing the propagation of charged cosmic rays, Galactic magnetic fields also control the intensity and spectrum of synchrotron radiation produced by cosmic ray electrons as they travel through the interstellar medium. Unfortunately, the mean intensity of magnetic fields is highly uncertain, even in the case of the Milky Way. However, constraints from the rotation measures of pulsars place the mean magnetic field strength in the Milky Way to be approximately $4-6 \mu G$ [597].

In this section, we adopt the a magnetic field model described by the functional form

$$B(r, z) = B_0 \exp(-r/r_0) \exp(-z/z_0),$$

and vary the parameters of this expression as described in Table 3.

In Figure 11.1 (bottom) we show the variation in the dark matter synchrotron luminosity for changes in the strength of the magnetic field in a given galaxy. We find only moderate changes when we shift the overall amplitude of the magnetic field, which is primarily due to the large fraction of electron energy which is lost to synchrotron for all magnetic field strengths. The dependence of the total synchrotron intensity on the radial and zenith scale of the magnetic field is even more negligible, due to the fact that the synchrotron intensity is dominated by the very inner region around each galaxies’ center.

11.1.3 Monte Carlo Modeling of Systematic Uncertainties

In order to estimate a probability distribution for the luminosity of each external galaxy, we produce a Monte Carlo sample, varying each parameter listed above
within the minimum and maximum values provided in Table 3. We sample all of parameter space linearly except for the diffusion constant $D_0$ and the interstellar radiation density $u_{\text{rad}}$ which are sampled logarithmically. In the case of the diffusion constant the effect of logarithmic sampling can bias the distribution toward higher luminosities as a low diffusion constant more efficiently traps electrons and positrons in the galaxy. While this does produce somewhat less conservative constraints, linear sampling would have produced unrealistically large diffusion constants on average and we find that the logarithmic results are generically more compatible with the range of values preferred by cosmic-ray data. The remaining parameters are either sub-dominant drivers of the luminosity, or are only varied by a factor of 5 or less. In these cases, we do not expect Bayesian priors to have a significant effect. We provide an additional constraint on the parameters for the dark matter density profile, specifying that the total mass enclosed within 100 kpc fall between 0.25 and 2.0 times the value for the default Milky Way Halo. This is consistent with the fact that we select galaxies in our sample within a relatively narrow mass range as fixed by our constraint on $v_{\text{rot}}$.

In order to estimate a probability distribution for the luminosity of each external galaxy, we produce a Monte Carlo sample, varying each parameter listed above within the minimum and maximum values provided in Table 3. We sample all of parameter space linearly except for the diffusion constant $D_0$ and the interstellar radiation density $u_{\text{rad}}$ which are sampled logarithmically. In the case of the diffusion constant the effect of logarithmic sampling can bias the distribution toward higher luminosities as a low diffusion constant more efficiently traps electrons and positrons in the galaxy.
While this does produce somewhat less conservative constraints, linear sampling would have produced unrealistically large diffusion constants on average and we find that the logarithmic results are generically more compatible with the range of values preferred by cosmic-ray data. The remaining parameters are either sub-dominant drivers of the luminosity, or are only varied by a factor of 5 or less. In these cases, we do not expect Bayesian priors to have a significant effect.

Figure 11.2 shows the distribution in the total luminosity calculated at 1.49 GHz for our Monte Carlo sample, illustrating the luminosity due both to dark matter annihilation as well as the cosmic ray luminosity for a galaxy with a cosmic ray injection rate equal to that of the Milky Way. A time-independent change in the cosmic ray injection rate would simply linearly shift the cosmic ray induced radio luminosity of a given galaxy. We also show for comparison the distribution of luminosities for all 66 “Milky-Way-like” candidates taken from the CA catalog, using the best-fitted distance given by NED. In Figure 11.3, we show the distribution of dark matter-induced luminosities as determined by our Monte Carlo as evaluated along the Galactic plane at a distance of $r = 5$ kpc from the GC (red line), and above the Galactic plane at a height $z = 1$ kpc (blue line). Also repeated for comparison is the integrated luminosity due to dark matter.

At this point, we note several key results:

1. The total synchrotron luminosity from dark matter is almost invariably found to be subdominant to that from astrophysical cosmic ray sources, typically by more than one order of magnitude. We note from Figure 11.1 that this conclusion depends primarily on the dark matter profile, as the cosmic ray injection intensity
Figure 11.2: Distribution of 1.49 GHz luminosity ratio $L/L_{MW,DM}$ where $L$ is the total integrated luminosity and $L_{MW,DM}$ is the luminosity due to dark matter for the canonical Milky Way model. The benchmark luminosity for dark matter plus cosmic rays is indicated by the vertical line. The simulated sample contains 2000 runs randomly distributed in the parameter space of Tab. 11.3 with mass restricted to lie within $0.25 - 2$ times the mass of the Milky Way. We plot the contributions due to dark matter only (dot-dashed blue) and to cosmic rays only (dashed red) against extrapolated luminosities of 66 Condon Atlas galaxies meeting morphological cuts described in Section 11.1.1 (solid green). Only 11.2% of the simulated dark matter-induced haze luminosities are a factor 20 smaller than our benchmark value, and only 1.42% are a factor 100 smaller. Shown in shaded green are the 7 lowest background galaxies selected from the Condon Atlas.

is not altered in our simulations. This also implies that setting constraints on dark matter annihilation in external galaxies by assuming that the radio luminosity due to astrophysical sources is negligible is an extremely conservative approach, as the
Figure 11.3: Distribution of 1.49 GHz luminosity ratio $L/L_{MW,DM}$ where $L$ is the luminosity evaluated at a radius $r = 5$ kpc along the Galactic plane (dotted red), height $z = 1$ kpc above the Galactic Center (dashed blue) and $L_{MW,DM}$ is the luminosity due to dark matter for the canonical Milky Way model. The sample is identical to that of Figure 11.2 and we have repeated the integrated dark matter component (solid green).

radio luminosities of most galaxies is expected to be dominated by cosmic rays from astrophysical sources.

2. Our modeled astrophysical synchrotron radiation has a more pronounced high luminosity tail than is seen in the distribution of the CA galaxies, implying either that the range in the parameter space for cosmic ray diffusion is tilted towards very radio bright systems, or that the cosmic ray injection sources in our model galaxies
are typically smaller than in the Milky Way. This is not true for our distribution of dark-matter induced emission, however, which is symmetrically distributed in log-space around the luminosity of the Milky Way.

3. Only 11.2% of the simulated integrated dark matter-induced haze luminosities are a factor of 20 smaller than our benchmark value, and only 1.4% are a factor of 100 smaller. This implies that the dark matter haze is a reasonably resilient feature among a large array of dark matter density profiles and diffusion scenarios.

4. The simulated dark matter hazes can also be parameterized by the luminosity evaluated at 5 kpc along the Galactic plane and 1 kpc above the Galactic plane. In the r (z) directions, only 15.2% (12.3%) of simulations are suppressed by a factor 20 and 3.8% (1.7%) are suppressed by a factor 100. In the next section we find that the strongest constraints are typically set by comparing the flux along the major-axis. For high inclination sources this is coincident with the radial direction considered here.

11.1.4 Constraints from Radio Observations

11.1.4.1 Methodology

In addition to the above estimates of the total synchrotron power for a wide sample of values for the nuisance parameters, the Galprop code predicts in detail the morphology of the synchrotron emission stemming from dark matter annihilation. For each of the 7 lowest cosmic-ray background CA candidate galaxies listed in Table [11.1]
this morphological information allows us to set constraints in two additional ways besides considering only the total integrated luminosity:

- First, we can set constraints by comparing the peak flux contour in each galaxy against the predicted dark matter flux at the Galactic Center.

- Second, we can compare the flux above or below the Galactic plane, where the dark matter produced haze is expected to be most significant compared to the synchrotron flux from cosmic rays. In addition we can compare the flux along the galactic plane in each direction. In order to do this, we calculate the flux at the outermost observed radio contour for each galaxy and compare it to the modeled dark matter flux. We note that Figure 11.3 shows that the scale of the luminosity distributions from our dark matter models is expected to be similar in all cases.

For the simulations presented in this section, we set all relevant parameters to the central values quoted in Table 11.3, except for the radial size of the diffusion region, which we set to the size of the major axis as given in Table 11.2. We then use Galprop to calculate the synchrotron emission throughout our model galaxy as a function of the radius and height, and integrate the emission over the line-of-sight based on the observed inclination of each candidate galaxy, correcting for the instrument beam-width for each galaxy. We note two subtle points in this analysis.

Firstly, the diffusion height employed in this analysis is extremely large. Although this will produce a slightly overluminous synchrotron signal, the results of Section 11.1.2 show that this is a small effect until the diffusion height becomes less than 2 kpc.
This follows from the exponential falloff of the magnetic field with a default characteristic height of 1.8kpc, which is effectively halved when considering the synchrotron luminosity \( L_{\text{sync}} \propto B^2 \). We have confirmed in detail that the effect of changing the diffusion height has only an extremely suppressed effect until \( h_{\text{diff}} \lesssim 2 \) kpc. Very small diffusion heights can have a more pronounced effect when evaluating the off-peak flux along the radial direction because the electrons and positrons can escape through the top and bottom of the diffusion region before they are able to diffuse to large radii. For flux measurements at \( r = 5 \) kpc along the radial direction, the flux can vary up to \( \sim 20\% \) when the diffusion height becomes less than 4 kpc. However, this is a relatively small effect occurring under special circumstances and is not expected to play a significant role in our results.

The second point is to consider the possibility of correlations between the dark matter and cosmic-ray luminosity components, i.e. does a galaxy with a low cosmic-ray signal necessarily have a low dark matter signal? To answer this we can infer from Figure 11.1 that the dark matter halo parameters produce the largest changes to the DM induced haze luminosity, with the exception of the diffusion constant \( D_0 \). We therefore expect that the DM and CR haze luminosities should be effectively decoupled, as the dark matter component depends primarily on the dark matter density parameters. Detailed checks have shown that this is indeed the case, and that these two luminosities are uncorrelated at first order\(^4\).

\(^4\)We thank the Referee for bringing this cross-check to our attention.
In order to compare the resulting flux contour map to observations of each CA candidate galaxy, we take into account the distance to each candidate galaxy and the related observational uncertainties. Here, we only consider the central value for the distance measurement when the flux error due to the distance uncertainty is less than 25% of the standard deviation due to the systematic uncertainties discussed in Section 11.1.2. This condition does not hold, however, for the galaxies NGC 2683, NGC 4698 and NGC 4448. For these three galaxies, we provide flux contour-maps for the average, as well as the ±1σ distance measurements. We note that in the case of NGC 4448, only three distance measurements exist in the literature: we thus show results for the minimum, average, and maximum distance measurements reported in NED. For each model galaxy, we match our minimum contour to the minimum contour which is observationally reported, and then plot contours in flux increments of \(2^{n/2}\) for integers \(n\), as given by the CA catalog. For most galaxies, the lowest contour corresponds to \(n = -3\), since the minimum observable flux/beam is relatively distance independent for resolved galaxies. However, the fluxes for Andromeda are reported with fluxes starting at \(n = -2\).

In order to calculate the peak flux contour from our \textit{Galprop} models, we must employ a minimum angular region in which to calculate the peak flux, and this region must exceed the size of the contour region resolved by the radio observations, or else we will set overly stringent constraints based on the smaller angular region considered in the \textit{Galprop} models. We choose the peak flux to stem from the highest flux region with a physical size of at least 25 kpc\(^2\), which exceeds the size of the radio beam at
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our maximum distance for all galaxies. We then round the reported contour down to the next contour level, using the $2^{n/2}$ contour spacing with the minimum contour flux set by the observation. We note that this assumption is conservative, as the peak radio flux within an observed beam is always slightly higher than the average beam over the matching $Galprop$ contour.

In calculations of the minimum flux contour along the minor axis of each galaxy, the anisotropy of the observed emission contours presents a challenge for any determination of the size of the candidate galaxies’ minor axis. In order to conservatively estimate the size of the minor axis, we first calculate the direction orthogonal to the observed Galactic plane of each galaxy, and then calculate the smallest minor axis which includes all contours within 10° of the minor axis. We note that in the case of NGC 2683 and NGC 7814, secondary sources are observed in the -z direction, and thus only the +z measurement is used to set contour constraints. This method effectively chooses the largest possible minor axis which is consistent with the flux data.

In order to verify that our dark matter models are being correctly overlaid onto the radio halo, we also overlay the predicted dark matter contours onto optical images obtained by the STScI Digitized Sky Survey in Figure 11.4. In this case, we consider contours only for the central values of the distance to each candidate galaxy. We observe a strong morphological similarity, which serves to confirm our choices for both the size and orientation of the diffusion region.
Figure 11.4: Overlays of dark matter only contours from *Galprop* onto optical images obtained from the STScI Digitized Sky Survey. Units are mJy beam$^{-1}$. Contours are logarithmically spaced at levels $2^{n/2}$ for integer values $n$ with outermost contours $n = -2$ for M31 and $n = -3$ for all others. With the exception of NGC 4448, which has very large distance uncertainties, the optical dimensions are similar or slightly exceed those of the lowest detectable radio contours. The diffusion zone has been matched to the estimated physical axis size.

### 11.1.4.2 Constraints from the Integrated Flux

In Table 11.4 we show the distance, integrated flux, and the estimate for the dark matter-induced radio haze flux as calculated using *Galprop* for our central parameter values. Also given is the ratio between the observed and simulated flux between
1.49-15 GHz ($R_{\text{int}}$) for each candidate galaxy. Ratios smaller than one, which we highlight in red, indicate that the observed flux is smaller than what we predict *from dark matter annihilation alone*. For galaxies with non-negligible distance uncertainties, the uncertainty in the distance, *Galprop* flux, and $R_{\text{int}}$ are also given.

We note two important results: First, $R_{\text{int}}$ falls below unity for at least 15 of the 18 galaxy observations, implying that the expected dark matter flux overproduces the entire observed radio flux from each galaxy, which presumably includes both dark matter and astrophysical sources of radio emission. While a constraint on dark matter annihilation from this simple process is difficult to quantitatively determine, we note that from Figure 11.2 it is clear that astrophysical cosmic rays usually dominate over the dark matter contribution, implying that for these 7 candidate galaxies, drawn from a larger distribution of 66 Milky-Way like galaxies, the cosmic ray contribution is extremely low.

Finally, we find that for five galaxies in our sample, $R_{\text{int}}$ at 1.49 GHz is smaller than 0.05. In our simulations of the dark matter haze, we find that obtaining a dark matter haze a factor 20 smaller than the benchmark values (i.e. $R_{\text{int}}$ smaller than 0.05) has a probability of 11.2%. The likelihood of having at least 5 galaxies out of a sample of 66 with an emission smaller than 0.05 corresponds to 87.9%, so we cannot derive any conclusion on the dark matter origin of the haze out of the integrated flux, barring stronger assumptions about the cosmic ray component of the radio emission. For clarity we note that by choosing only 7 samples to analyze in detail, our statistical conclusions, which are always taken from the full sample of 66 galaxies, will always be more conservative than performing an in-depth analysis of additional galaxies.
<table>
<thead>
<tr>
<th>Name</th>
<th>Distance</th>
<th>$\nu$</th>
<th>$\Phi_{\text{Obs}}$</th>
<th>$\Phi_{\text{GALPROP}}$</th>
<th>$R_{\text{int}}$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>M31</td>
<td>0.70</td>
<td>1.49</td>
<td>8400</td>
<td>31967</td>
<td>.263</td>
<td>586</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NGC1350</td>
<td>20.9</td>
<td>1.49</td>
<td>1.10</td>
<td>36.2</td>
<td>.030</td>
<td>586</td>
</tr>
<tr>
<td>NGC2683</td>
<td>10.2 (7.96, 12.4)</td>
<td>1.49</td>
<td>65.9</td>
<td>139 (223, 94.0)</td>
<td>0.472 (0.295, 0.694)</td>
<td>586</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NGC4394</td>
<td>16.8</td>
<td>1.49</td>
<td>.7</td>
<td>24.1</td>
<td>.029</td>
<td>586</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NGC4448</td>
<td>13.0 (9.70, 47.4)</td>
<td>1.49</td>
<td>1</td>
<td>70.0 (117, 5.46)</td>
<td>0.014 (.009, .183)</td>
<td>586</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NGC4698</td>
<td>23.7 (16.9, 30.4)</td>
<td>1.49</td>
<td>.6</td>
<td>26.2 (51.1, 15.8)</td>
<td>0.023 (.012, .038)</td>
<td>586</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NGC7814</td>
<td>17.2</td>
<td>1.49</td>
<td>1.1</td>
<td>49.5</td>
<td>.022</td>
<td>586</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 11.4: Integrated flux limits for selected galaxies at available radio frequencies from 1.49 – 15 GHz. First and second values in parentheses represent limits corresponding to the minimum and maximum distance variations respectively. For measurements with associated flux uncertainties, $R_{\text{int}}$ was computed using the 95% confidence level upper limit. Observations providing constraints are highlighted in red.
<table>
<thead>
<tr>
<th>Name</th>
<th>Distance [Mpc]</th>
<th>$R_{\text{peak}}$</th>
<th>$R_z$</th>
<th>$R_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>M31</td>
<td>0.70</td>
<td>.125</td>
<td>.0085</td>
<td>.0043</td>
</tr>
<tr>
<td>NGC1350</td>
<td>20.9</td>
<td>.006</td>
<td>.155</td>
<td>.0054</td>
</tr>
<tr>
<td>NGC2683</td>
<td>10.2 (7.96, 12.4)</td>
<td>.063</td>
<td>8.04 (2.36, ∞)</td>
<td>.610 (.202, 2.05)</td>
</tr>
<tr>
<td>NGC4394</td>
<td>16.8</td>
<td>.004</td>
<td>.0148</td>
<td>.030</td>
</tr>
<tr>
<td>NGC4448</td>
<td>13.0 (9.70, 47.4)</td>
<td>.004</td>
<td>.043 (.0172, ∞)</td>
<td>.0173 (.0121, ∞)</td>
</tr>
<tr>
<td>NGC4698</td>
<td>23.7 (16.9, 30.4)</td>
<td>.004</td>
<td>.0265 (.0162, .107)</td>
<td>.0034 (.0033, .0034)</td>
</tr>
<tr>
<td>NGC7814</td>
<td>17.2</td>
<td>.008</td>
<td>.708</td>
<td>.027</td>
</tr>
</tbody>
</table>

Table 11.5: Contour limits for peak, major ($r$), and minor ($z$) fluxes for selected galaxies at 1.49 GHz. The first and second values in parentheses represent limits corresponding to the minimum and maximum distance variations respectively. Observations providing constraints are highlighted in red.

11.1.4.3 Constraints from Peak and Axis Fluxes

While we were not able to obtain any constraints from the total integrated radio luminosity, our dark matter radio emission simulations also allow us to investigate the signal for the galaxies in our sample by examining the peak emission (in the center of the galaxy) and off-peak emission (along and above the galactic plane). In Table 11.5, we show the flux ratios at 1.49 GHz between each observation and our models at the location of the peak ($R_{\text{peak}}$), the minimum observed contour within 10° of the major axis ($R_r$), and the minimum observed contour on within 10° the minor axis ($R_z$). We note four interesting results:

1. Evaluating the emission at specific locations, instead of the integrated emission, yields stronger constraints in every candidate galaxy.
Figure 11.5: 10 Kpc square overlay for M31 of Condon Atlas 1.485 GHz radio contours displayed over dark matter only predictions from Galprop. Units are mJy beam$^{-1}$ and the image has been corrected for distance, inclination, position angle, and beam solid angle. The colormap is linear while contours are logarithmically spaced at levels $2^{n/2}$ for integer values $n$ with outermost contours at the same level $n = -2$. Contour limits are computed using the conservative case (outermost observed contour) lying within 10° major and minor axis ($r$, $z$). Although the integrated and peak flux measurements do set limits for M31, the contour limits are the most stringent, constraining a dark matter haze at the $\lesssim 1\%$ level, relative to that of the Milky Way.

2. The flux from dark matter annihilation in the majority of our candidate galaxies exceeds the observed radio flux (i.e. $R_{\text{int}} < 1$) at 1.49 GHz.

3. We find that we get somewhat stronger constraints from $R_r$ than from $R_z$, somewhat contrary to expectations. In the case of the Milky Way the eccentricity in the ellipse stemming from dark matter annihilation is generally smaller than that for modeled astrophysical emission, so one might expect better constraints from
off-plane observations.

In Figures 11.5 and 11.6 we show the observed 1.485 GHz radio overlays for M31 and for the remainder of our galaxy sample respectively, noting that the flux contours for each follow the form $2^{n/2} \text{mJy beam}^{-1}$ with an outermost contour of $n = -2$ for M31, and $n = -3$ for the remainder of our candidate galaxies. In Figure 11.6 we show three distance variations corresponding to the minimum and maximum NED distance measurements for NGC 4448 (2nd row) and the distance estimates corresponding to the $1\sigma$ distance error for NGC 2683 (top) and NGC 4698 (3rd row). The other three galaxies show a variation of less than 25% around the mean NED distance, and the variation is not considered.

We note that in many cases the observed flux-contours are highly anisotropic, which contrasts with the approximately symmetric contours expected from dark matter. While anisotropies could be introduced by the cosmic ray propagation parameters, the one-dimensional simulations from Figure 11.1 show that these anisotropies in the magnetic field parameters and diffusion constants have relatively minor effects on the radio luminosity, compared to the case of astrophysical injection. Instead, the odd shapes of several galaxies’ contours, particularly those of NGC 4698 and NGC 7814, are highly indicative of anisotropic astrophysical cosmic ray injection. Most importantly, we do not see elliptical emission profiles for any galaxy, contrasting with our model for the Milky Way, which has a significant injection of cosmic rays in star formation regions across the Galactic plane. This means that in these radio-underluminous candidate galaxies, the elliptical extension of the expected dark matter profile in the radial direction produces
significantly better limits at $R_r$ than in the direction of the minor axis.

The results of Table 11.5 indicate that for three galaxies the off-peak emission along the galaxies’ major axis ($r$ direction) is suppressed by more than a factor 100 with respect to our benchmark dark matter haze model. Our simulations, reported as the red line in Figure 11.3 and in Table 11.6, indicate that only 2.3% of the simulated galaxies are suppressed by at least .006 compared with the benchmark dark matter model. We calculate that having at least 3 galaxies out of the 66 candidates with such a suppressed radio emission has a likelihood of less than 20%. Although it is difficult to turn this estimate into a confidence level exclusion limit to the dark matter haze hypothesis, the large variations we allow in multiple physical parameters make it clear that there is some tension in the dark matter interpretation of the galactic haze with observations of external spiral galaxies.

<table>
<thead>
<tr>
<th>Luminosity Cut</th>
<th>$f_{1.49 \text{ GHz}}$</th>
<th>$f_{30 \text{ GHz}}$</th>
<th>$f_{44 \text{ GHz}}$</th>
<th>$f_{1.49 \text{ GHz} R=5 \text{ kpc}}$</th>
<th>$f_{1.49 \text{ GHz} z=1 \text{ kpc}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L \leq 0.05L_{MW,DM}$</td>
<td>.112</td>
<td>.249</td>
<td>.097</td>
<td>.152</td>
<td>.123</td>
</tr>
<tr>
<td>$L \leq 0.01L_{MW,DM}$</td>
<td>.014</td>
<td>.065</td>
<td>.014</td>
<td>.038</td>
<td>.017</td>
</tr>
<tr>
<td>$L \leq 0.006L_{MW,DM}$</td>
<td>.006</td>
<td>.034</td>
<td>.007</td>
<td>.023</td>
<td>.007</td>
</tr>
</tbody>
</table>

Table 11.6: Fractions of random scans with luminosity suppressed by more than a factor of 20 and 100 for a randomized sample of parameter space containing 2000 galaxies with masses restricted to $0.25 \leq M/M_{MW} \leq 2$. Subscript “int” indicates the total integrated dark matter luminosity and subscript $r (z)$ indicates the luminosity evaluated at a given distance along (above) the Galactic plane.
11.1.5 Future directions

With upcoming data from the Planck satellite, we expect to obtain a much more robust analysis of the Milky Way’s haze. Planck will produce all-sky observations over nine frequency bands from 30 to 857 GHz, providing a much needed spectrum with superior foreground identification and separation, as well as detailed polarization data. Having established an effective lower bound on the integrated dark matter luminosity, the availability of an all-sky spectrum up to higher frequencies will allow us to transcend the issues associated with complicated cosmic ray sources. With an angular resolution of 30 arcminutes at 30 GHz and 24 arcminutes at 44 GHz, Planck will have the ability to resolve galaxies up to roughly 5 Mpc. This encompasses the local group which contains several well studied Milky Way analogs. Galaxies at larger distances will still register as point sources. If we exclude sources with known nearby radio confusion and cross-reference against a larger galactic catalog to make morphological cuts, it should be possible to obtain integrated flux limits with substantially better statistics than those presented here.

In order to test the impact of Planck observations, Figure 11.7 shows the predicted total luminosity components at 30 and 44 GHz, compared to the benchmark Milky Way value for galaxies in our random parameter scan. The distribution is similar in width to that of the 1.49 GHz distribution shown in Figure 11.2. However, the synchrotron spectrum from dark matter is expected to be significantly harder than that of cosmic rays. Thus, at higher frequencies, we expect a better dark matter signal-to-cosmic ray noise ratio. Additionally, at 30 GHz (44 GHz), 6.49% (1.4%) of models produce a
haze with more than a factor 100 suppression compared to the Milky Way model. With a larger sample, higher quality data, and higher-frequency observations, it should be possible to definitively rule out dark matter annihilation as the primary progenitor of the haze, even under very conservative assumptions.

11.1.6 Discussion

If the WMAP haze is indeed produced by synchrotron emission from electrons and positrons generated via dark matter annihilation, galaxies with properties similar to those of the Milky Way should also possess an observable radio haze. High-resolution radio data allows for morphological studies in addition to peak and integrated flux comparisons against simulations. In this section, we have examined seven galaxies of size and morphological type similar to the Milky Way, and compared the available data at 1.49-15 GHz against the predicted dark matter haze, as calculated using the code Galprop. Our results are conservative in the sense that we did not subtract the cosmic ray-induced component of the radio emission, which is typically dominant, when setting limits on the dark matter synchrotron emission from the galaxies under consideration.

Although there are significant systematic uncertainties involved in this procedure, our analysis found that most of the galaxies under consideration are less luminous at radio frequencies than would be expected from their dark matter-induced haze, unless somewhat extreme parameters are adopted for their dark matter halo profiles, cosmic ray propagation models, or magnetic field models. In particular, to reduce the dark matter luminosity below the observed upper limits, one must simultaneously reduce the dark
matter density, increase the diffusion constant, and/or increase the interstellar radiation energy density relative to those features of the Milky Way. The size of the diffusion region and the strength of the magnetic field are less important to this problem. While most of these parameters are very poorly constrained, we have performed a Monte Carlo scan over what we consider to be a reasonable range of the parameter space, and find that the dark matter-induced haze is less than 1% as luminous as the Milky Way’s haze in only about \( \sim 5\% \) of the simulated galaxies.

To obtain limits on the dark matter origin of the haze, we compare observed and predicted flux densities along the semi-major and semi-minor axes, peak contour levels, and integrated flux. For six of the seven galaxies examined, a dark matter interpretation is constrained below the 5\% level. We obtain stronger constraints from observations at a position of \( r=5 \) kpc along the galactic plane, where we find three galaxies which are underluminous by a factor of 100 compared to the Milky Way. Qualitatively, it is also worth noting that the radio emission from the majority of these galaxies does not closely resemble the morphology expected from dark matter annihilation, and instead appears to trace spikes in the cosmic-ray injection rate. Remarkably, one of the galaxies without evidence of a dark matter haze is our local-group neighbor, M31 (the Andromeda Galaxy). While it is difficult to turn this into a firm exclusion limit on the dark matter origin of the Milky Way haze, one would have expected Andromeda to be significantly more radio luminous in most dark matter interpretations of the WMAP haze.

An important caveat of the analysis in this section lies in the lack of experimental data on the WMAP haze below 22 GHz. It is safe to argue that for many dark matter
models the approximation of extrapolating linearly from the WMAP frequencies down to 1.49 GHz is valid. In the monochromatic approximation, the synchrotron emission peaks at

\[ v_{\text{max}} \approx 0.29 v_c \approx 4.6 \text{MHz} \ E_{\text{GeV}}^2 B_{\mu G} \]  

The characteristic electron energy \( E_e \) for a dark matter particle is approximately \( E_e \sim m_{\text{DM}}/10 \), so that for typical magnetic fields we expect the peak frequency (where the radio emission is not well-approximated by a power-law) to lie at frequencies between 500 MHz \( (m_{\text{DM}} \sim 10 \text{ GeV}) \) up to 1 THz \( (m_{\text{DM}} \sim 1 \text{ TeV}) \). Only for masses as large as about 10 TeV do we expect a non-trivial spectral shape for the radio emission between 1.4 GHz and the WMAP frequency range.

In addition, it is worth noting that the magnetic fields within the haze region are highly uncertain, and thus models with very different WIMP masses, may have an equivalent synchrotron spectrum for a different magnetic field structure. In the case of fits to the WMAP haze, this is often done with the intention of fitting the spectrum for WMAP emission between the 22, 33 and 41 GHz frequency bands (see e.g. [551]). In this case, the ratio of synchrotron emission at 1.4 and 22 GHz is set entirely by the fit to the WMAP data – since the Bessel function determining the synchrotron spectrum has only one degree of freedom, which must already be constrained by WMAP measurements. While this statement is necessarily true for various WIMP models annihilating through the same pathway, some minor variations are expected for models which annihilate to softer or harder final states. However, this yields only a very minor adjustment to the relative synchrotron rates, and is not considered in this work.
Upcoming data from the *Planck* space observatory will offer a much broader set of radio frequency observations (nine bands from 30 to 857 GHz). Notably, recent work from the *Planck* collaboration has already confirmed presence of the WMAP haze in the Milky Way, and found that it has a microwave edge spatially coincident with the gamma-ray bubbles detected by *Fermi*. Such a broad frequency range, and additional polarization information, will allow for much greater separation of astrophysical foregrounds, as well as reduced contamination from cosmic rays.
Figure 11.6: 20 kpc-square overlays of Condon Atlas 1.485 GHz radio contours onto dark matter only predictions from GALPROP. Units are mJy beam$^{-1}$ and images have been individually corrected for distance, inclination, position angle, and beam solid angle. For NGC 4448, distance variations correspond to minimum and maximum NED measurements centered on the value from the Condon Atlas. For NGC 2683 and 4698, distances are allowed to vary by 1 standard deviation from the mean based on NED measurements. The colormap is linear while contours are logarithmically spaced at levels $2^{n/2}$ for integer values $n$ with outermost contours at the same level $n = -3$. A dark matter haze should produce a fairly symmetric synchrotron signal. Here the irregular shapes of the observed contours often yield significant constraints along $r$, $z$, or both. Additionally, the peak predicted contours are often substantially higher than what is observed.
Figure 11.7: Distribution of 30 and 44 GHz luminosity ratios $L/L_{MW,DM}$ where $L$ is the total integrated luminosity and $L_{MW,DM}$ is the luminosity due to dark matter for the canonical Milky Way model at the respective frequency. Sample contains 2000 runs randomly distributed in the parameter space of Table 11.3 with the mass restricted to lie within 0.25 to 2 times that of the Milky Way. We plot the contributions due to dark matter (solid) and cosmic rays (dashed) individually. At both 30 and 44 GHz, 6.5% and 1.4% of models show suppression greater than a factor of 100 compared to the benchmark Milky Way model respectively. This indicates that higher frequency observations from Planck will produce more robust limits on dark matter origin of the haze.
Chapter 12

Conclusions

In this dissertation we have presented a variety of new methods, models, and analyses for the indirect detection of particle dark matter in the Milky Way using cosmic and gamma rays. The status of the field remains bright, and much additional work remains before the available data is fully exploited, particularly in the astrophysical modeling of the Galactic center region, and in the incorporation of multi-wavelength/multi-messenger studies. In this chapter, we summarize the status of each sub-domain, and emphasize our contributions to the field while highlighting the most pressing future directions.

12.1 New Astrophysical Signatures

In Chapter 3, we presented details for calculating the indirect detection signals from particle dark matter annihilations and decay. Our primary contributions consisted of (i) the first calculation of the $^3\text{He}$ flux from dark matter annihilations, and (ii) a
detailed morphological calculation for dark matter emission spawning from interactions with the Galactic interstellar medium including thermal electrons, gas, and cosmic-rays.

12.1.1 Antihelium from Dark Matter

Antihelium provides a novel and interesting potential discovery channel for dark matter owing to its negligible astrophysical backgrounds. We modified the so-called “coalescence framework” for the formation of heavy anti-nuclei with atomic number $A = 3$, as well as determining a theoretical extrapolation of the (currently unmeasured) coalescence momentum. Using Monte Carlo simulation codes and massive supercomputing clusters, we determined the injection spectrum for representative dark matter models (Sec. 3.2.4.2). In order to derive the flux at Earth, we applied new interaction cross-sections for $^3\text{He}$ on interstellar gas and applied a two-zone diffusion model combined with a force-field model of solar propagation (Sec. 5.1.3). It is clear that the current generation of experiments is very unlikely to be sensitive to primary antihelium from dark matter annihilation. Future generation satellite born experiments using a GAPS(SAT) detector, as initially proposed in Ref. 178, could potentially be sensitive to WIMPs annihilating to $W^+W^-$ near threshold and $b\bar{b}$ at $\lesssim 10$ GeV. Unfortunately, higher masses quickly become undetectable, particularly in the $W^+W^-$ case. If a convincing signal is observed at GAPS or AMS-02, follow-up $^3\text{He}$ observations may be needed to confidently rule out misidentified astrophysical secondaries. Refined analysis of antihelium production rates may be attainable with future collider data which directly measures antihelium production at colliders. For now, no such (usable) data is available.
12.1.2 Dark Matter Interactions with Cosmic Rays and the ISM

In Section 3.3 we carried out a model-independent study of scenarios where diffuse electromagnetic emission originates from interactions of dark matter particles with the interstellar gas, free electrons or Galactic cosmic rays. We assumed that the relevant morphology depends on the integrated line-of-sight product of the dark matter particle density times the relevant gas/cosmic-ray density. The key motivation to consider such models is that a variety of large-scale diffuse excesses in the general direction of the Galactic center have been identified, at wavelengths ranging from radio to gamma rays, and that a variety of particle physics scenarios have been proposed that rely on dark matter interacting with Galactic gas or cosmic rays.

We considered a variety of state-of-the-art gas density models, and well-motivated cosmic ray models, utilizing several different assumed injection source distribution profiles. We produced the relevant latitudinal and longitudinal profiles, and we are making our results available publicly on the web. Finally, we compared our predictions with the emission profiles of a few selected diffuse excesses.

Generally, we find that the morphology of the 511 keV line is matched much more closely by dark matter pair-annihilation than by any of the dark matter times gas/cosmic ray models we investigated; the COMPTEL excess is reproduced by models of dark matter times gas or free electrons in the innermost regions, at low Galactic latitude, but not at large latitudes or in longitude. Finally, models advocating dark matter/cosmic-ray convolutions fail at reproducing the Fermi-LAT GeV excess, while dark matter times gas or free electrons provides a relatively good fit to the latitudinal
distribution of the signal.

12.2 Novel Statistical Methods

In Chapter 4 we discuss the current ensemble of statistical methods applied in indirect detection studies. Here our contributions include the application of the DBSCAN clustering algorithm in both (i) the discrimination of point sources from diffuse emission classes at the Galactic center (these specific findings are discussed below in Sec. 12.5 below) and (ii) the detection of unresolved point sources in sparse photon datasets. In both cases we improved the traditional algorithm in three ways. First, we utilized the well constrained point-source-function of Fermi-LAT to determine the clustering radius, second we derived an adaptive estimator for the background density, and thus clustering density thresholding (which allows scans for point sources over variable backgrounds), and finally, we employed supervised learning techniques such as boosted decision trees, to reject spurious clusters, and thus lower the point source detection threshold.

In Section 4.7 we investigated three effects that may alter the interpretation of the TS=8.7 excess observed in the stacked population of dSphs by the Fermi-LAT Collaboration in Ref. [50]. More generally, these methods provide improved sensitivity in Fermi Lat searches for point sources using using multiwavelength catalogs to account for unresolved point sources contamination in both regions of interest, and in blank sky calibrations. In the specific case of Fermi, we find that more than 50% of the TS>8.7 residuals observed in blank sky locations are the result of sources identified in
the BZCAT and CRATES catalogs. Recent population models of blazers, radio galaxies, and starforming galaxies lead us to expect that an even greater fraction of such residuals are the result of unresolved point sources. And although BZCAT and CRATES sources are found within $1^\circ$ of 14 of the 25 dSphs analyzed in Ref. [50], the three dSphs most responsible for the observed excess (Segue 1, Ursa Major II, Willman 1) have no such sources within $0.7^\circ$, making them unlikely to be highly contaminated. Finally, for the range of dark matter masses and cross sections currently being probed by gamma-ray observations of dSphs, one expects a flux distribution of dark matter subhalos that would account for $\sim$5-10% of the unresolved source population. Even if all astrophysical sources are accurately modeled, these subhalos will constitute an irreducible background for gamma-ray studies of dSphs.

12.3 Modeling of Diffuse Galactic $\gamma$-rays

Throughout Chapter 7 we pushed the state-of-the-art regarding numerical models of the Milky Way’s diffuse Galactic gamma-ray emission. In particular we discussed massive improvements in three domains: (1) utilizing ultra-high-resolution and fully three dimensional treatments of cosmic-ray propagation, (2) implementing a high-precision three-dimensional empirical model of galactic gas, and most importantly (3) developing a high-precision 3D model of cosmic-ray source injection which assumes injection from star-forming regions (as traced by the density of CO). While the gas model and three dimensional propagation were found to possess sub-dominant effects relative to the changing source distribution, the overall quality of the predicted diffuse Galactic
gamma-ray emission is very significantly improved when 20-25% of cosmic rays are injected in starforming regions. This is particularly true at high-latitudes and in toward the inner Galaxy. Conclusions specific to the Galactic center region are provided in Sec. 12.4.

In Sec. 5.2 we discussed several paths forward for fully 3D models of CR propagation. These include models for environmentally dependent source injection spectra based on ion-neutral damping and shock Mach numbers, anisotropic and inhomogeneous diffusion based on the local regular and random magnetic fields and turbulence structures, and models for inhomogeneous reacceleration where the propagation of magneto-hydrodynamic-turbulence depends on the magnetic field and ion density. In addition to the improved gas and source density models above, such steps should be taken in the next generation of diffuse Galactic gamma-ray emission models.

12.4 The GeV Galactic Center Excess

In Chapter 8 we reviewed the current status of the Fermi GeV excess at the Galactic center. We have made two major contributions to this field which are the two most significant works of this dissertation. In Sec 8.1 we utilize the improved cosmic-ray injection models of Sec 8.1 to improve the modeling of the Galactic center region. In particular considering the cosmic-rays emanating from the Central Molecular Zone which harbors a plethora of high-energy sources, and has been completely neglected in the present diffuse emission models. As discussed in the following paragraphs we find that the extracted GCE signal depends sensitively on the assumed injection model, and
that nearly all of the excess is precisely explained in terms of steady state injection of cosmic-rays from the CMZ. In Sec. 8.2 we were the first group to propose transient bursts of cosmic-ray injection as a plausible explanation for the excess.

### 12.4.1 GCE from Steady State Cosmic Ray Injection

The conclusive determination of the existence of genuinely *excess* diffuse emission from the inner regions of the Galaxy depends crucially on the use of *reliable* and *physically motivated* models for the Galactic diffuse emission. It is clear that in studies thus far available a critically important population of cosmic rays in the region has been neglected, with potentially dramatic implications for the determination of both the existence and the properties of any excess emission.

In Section 7.1, we proposed a physically well-motivated model for the three-dimensional Galactic cosmic-ray injection source distribution, based on a fraction $f_{H_2}$ of such sources being associated with relatively recent injection in star-forming regions. We employed observational data on the density of $H_2$ alongside a simple prescription for star-formation efficiency. In Sec. 8.1.3 it was shown that the resulting Galactic diffuse emission models with $f_{H_2} \sim 0.1 – 0.3$ are *statistically strongly favored* by the $\gamma$-ray data over models with $f_{H_2} = 0$.

Throughout Section 8.1 we explore in detail the implications of these models for the diffuse Galactic emission, and the resulting impact on the existence and properties of any Galactic center “excess”. We found that the new cosmic ray population is consistent with the CMZ supernova rate (as determined by multi-wavelength observations) and
produces a significant \(\gamma\)-ray emission that is degenerate with many properties of the \(\gamma\)-ray excess. The choice of the region of interest impacts the details of this degeneracy. Specifically, without employing a GC excess template there is a strong preference for \(f_{H_2} \sim 0.1\) in the (narrower) Galactic Center analysis, and for \(f_{H_2} \sim 0.2\) in the (broader) Inner Galaxy and in the full-sky analyses. Including a GC excess template, but utilizing a value \(f_{H_2} \sim 0.2\) as a prior in the Inner Galaxy analysis, the GC excess is strongly affected, while the Galactic Center analysis still favors the existence of a bright residual emission.

An additional important finding of is that the low-energy \((E \lesssim 20\ \text{GeV})\) protons and electrons are over-produced in the GC region, as determined by the negative \(\gamma\)-ray residuals below 1 GeV. We explored possible solutions to this issue, and argue that the most plausible solution is the addition of significant advective winds which remove the excess electron and proton populations from the central Galactic regions. We showed that the existence of such winds is physically well-motivated. The inclusion of strong Galactocentric winds significantly improves our fit to the \(\gamma\)-ray data both in models that include (exclude), a GCE component, at the level of \(\Delta \chi^2 = 605\ (375)\) in an Inner Galaxy type analysis. For models which include a GCE component, the addition of strong Galactic winds removes the negative residuals typically absorbed by the GCE template, producing a GCE \(\gamma\)-ray spectrum which is physically realistic over the full energy range.

The models for the diffuse Galactic emission discussed here present a clear step forward in the current state of the art in this field. It is clear that a solid determination
of the properties of a Galactic center excess, and its association with new physical phenomena such as dark matter annihilation, hinges on further improving our modeling of the Central Molecular Zone. At present, a precision determination of diffuse emission in the Galaxy remains the most significant barrier to using high-energy gamma rays as a probe of new physics at the Galactic center.

12.4.2 GCE from Hadronic Bursts

In Sec. 8.2, we presented a case for high-energy cosmic-ray protons injected in the Galactic center region as a plausible explanation to the reported Galactic center \( \gamma \)-ray excess over the expected diffuse background. Our study focused on whether such an explanation meets the required (i) morphology, (ii) spectrum and (iii) energetics.

We demonstrated that cosmic rays injected on the order of a mega-year ago explain the observed spherical symmetry reported from the “inner Galaxy” analysis of Ref. [43], while a more recent (on the order of a few kilo-years old) episode would possess the same morphology obtained for the innermost portions of the Galaxy in the “Galactic center” analysis of Ref. [43].

We showed that the \( \gamma \)-ray spectrum predicted by cosmic-ray proton energy distributions responsible for the emission observed from supernova remnants (such as broken power laws with specific spectral indexes, and exponentially suppressed power laws) provide excellent fits to the observed Galactic center excess. We pointed out that the preferred range for the break of the power law and for the spectral indexes inferred from the observed excess fall squarely in the ranges inferred from observations of
supernova remnants, as well as in the general range expected from theory considerations. We also pointed out the importance of systematic effects in spectral reconstruction due to hadronic cross sections impacting the predictions for the $\gamma$-ray spectrum from inelastic proton-proton collisions.

Finally, we inspected the time-scales, spectrum and energetics we invoked to reproduce the morphology and spectrum of the Galactic center excess in the context of one or more additional populations of cosmic-ray protons in the region. We demonstrated that the existence of such populations is motivated by a variety of observational and theoretical reasons, which were reviewed in detail.

This study provided proof of existence of a well-motivated alternative to dark matter annihilation or millisecond pulsars as an explanation to the reported Galactic center $\gamma$-ray excess. Our results indicate that conclusively claiming a signal of New Physics from $\gamma$-ray observations of the inner regions of the Galaxy must contend with a variety of additional astrophysical processes. In particular, we highlighted that one or more previously unaccounted-for populations of cosmic-ray protons in the Galactic center could potentially produce a $\gamma$-ray emission with a spectrum, morphology and intensity closely resembling those of the Galactic center $\gamma$-ray excess.

### 12.5 The 130 GeV Line

In Sec. 4.4 we presented the DBSCAN algorithm as a powerful discriminator of point source versus diffuse emission sources over sparse photon datasets. Nowhere is this better exemplified as a technique than in our analysis of the 130 GeV line presented
in Ch. 9. Barring instrumental effects, a 130 GeV line could be ascribed to either new physics, presumably a dark matter particle decaying or pair-annihilating into a $2\gamma$ (or $\gamma Z$, $\gamma h$ etc.) final state, or to one or more pulsars featuring a cold wind with electrons with an energy at, or very close to, 130 GeV. This latter possibility, it is argued in [487], is the only "traditional" astrophysical process envisioned thus far that could produce a sharp gamma-ray line in the energy regime of interest. It is therefore of the utmost importance to discriminate between a cold pulsar wind scenario and a dark matter scenario, if indeed the line is resilient to future tests and observations.

Discriminating dark matter and pulsar interpretations of the 130 GeV line may not be possible based solely on the spectral characteristics of the Fermi-LAT data. In Chapter 9 we sought to use morphological information, i.e. the 130 GeV events' arrival direction, to establish whether the signal is likely due to multiple point sources as opposed to a truly diffuse origin. This is a meaningful question, since the signal region is much larger than the instrumental angular resolution, and it should be thus possible to discriminate a finite number of point sources, as expected in the pulsar case, from a distribution that follows a diffuse morphology, such as what expected from dark matter annihilation or decay.

To quantitatively approach the issue of discriminating pulsars versus dark matter on a morphological basis, we employed the DBSCAN algorithm which distinguishes clusters from background noise based on the local photon density. We defined a statistical significance measure, and we optimized the algorithm's two physically well-constrained parameters in order to reconstruct as accurately as possible the potential "clusters"
producing the observed $\gamma$-ray events.

As a result of our analysis of the available Fermi-LAT data, we concluded that at the 99%, 95%, 90% confidence level the data need at least 2, 3, 5 or more point sources, respectively, while the events’ morphology is perfectly consistent with various dark matter density profiles. We conclude that the data strongly disfavor the hypothesis of a small number of pulsars as the origin of the signal. If the pulsar scenario is indeed the culprit for the 130 GeV events, it is necessary to postulate a relatively large population of pulsars (likely at least 4) with cold winds featuring electrons with exactly, to within the instrumental energy resolution, the same energy. This appears, to say the least, quite problematic. A diffuse origin seems therefore the most likely scenario for the 130 GeV photons. Our clustering algorithm approach, clearly, is not optimized to discriminate between different diffuse morphologies: in fact, on the basis of our results, we find that we cannot discriminate between different diffuse morphologies (like dark matter annihilation vs. decay).

We showed that present and future observatories have the potential to shed additional light on the presence and characteristics of the 130 GeV line [502]. Improvements to the H.E.S.S. telescope (H.E.S.S.-II) have reduced the $\gamma$-ray threshold to around 50 GeV, allowing for the independent determination of a line signal from the GC region. This is especially important, as the $10^4$ m$^2$ collecting area of the H.E.S.S. telescope will quickly alleviate the low-statistics issues involved in Fermi-LAT studies [487]. Furthermore, future instruments such as Gamma-400 [503] and CTA [504] provide the necessary effective area and energy-resolution to definitively and conclusively test the diffuse or
point-like nature of high-energy gamma-ray spectral lines.

It is unfortunate that the 130 GeV line (now 135 GeV) has turned out – after the Pass 8 data release – to have been an unlucky combination of both systematic and statistical origin. Nonetheless, the methods presented here demonstrate the importance of using combined morphological and spectral information in order to maximally distinguish between competing models.

12.6 The 3.5 keV line

In Chapter [10] we examined the morphology of the X-ray line-like emission at 3.5 keV which has been detected in the Galactic center region and from the Perseus cluster of galaxies. We employed a variety of different choices to model the morphology of the continuum emission, and studied the resulting residual signal at 3.5 keV. Though it is difficult to ensure these residuals are dominated by the line signal and not mismodeling of the continuum, the azimuthal and radial distributions are strikingly different from the prediction from dark matter decay. In the case of the Galactic center, the 3.5 keV emission has a distinct quadrapolar distribution and is completely incompatible with emission from axion-like particle conversion. In the Perseus cluster 3.5 keV emission strongly overlaps with the cluster’s cool clumpy core. While the ALP scenario cannot be ruled out for Perseus, it is strongly disfavored after adding even a single additional low-energy continuum or line template.

Utilizing a sliding-window template, we demonstrated that the 3.5 keV emission most prominently correlates with the morphology of strong emission lines associated with
Ar and Ca transitions in the case of the Galactic center. For Perseus, the correlation is observed in lines with a comparable peak emission temperature to K XVIII ($kT_e \approx 2.16$ keV) and/or the corresponding thermal bremsstrahlung. This is generally observed to feature a distribution overlapping with the cluster’s cool core. In both the Galactic center and Perseus, we thus find strong evidence in favor of a plasma emission origin for the observed 3.5 keV line and against a dark matter interpretation.

Finally, utilizing the same binned-likelihood approach, we set the most stringent constraints to date on the lifetime of a dark matter particle decaying into a final state including a 3.5 keV monochromatic photon. By adding a dark matter template and allowing all template normalizations to float in this process, these limits (and fits) are resilient against continuum mismodeling and robustly exclude a dark matter decay origin for the 3.5 keV line observed from clusters.

Subsequent deep XMM-Netwon observations of Draco, a nearby Milky Way satellite, have revealed no 3.5 keV line and conclusively rule out a dark matter origin in the form of sterile neutrinos [602] (although e.g. axion-like-particles may still explain the disparate line intensities across multiple objects). While the precise origins of the line remain obfuscated, several mechanisms have been proposed including charge exchange processes between the neutral hydrogen and ionized sulfur atoms [603], as well as simply an underestimate of the systematic uncertainties in both abundance and the multi-phase plasma model, both of which impact the line ratio predicted for the nearby K-XVIII transition. From a dark matter perspective, this signal is not as interesting as it once was, although a conclusive ruling out of exotic candidate models will have to await the
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next generation of X-ray calorimeters following the destruction of the Hitomi/Astro-H instrument in March 2016.

12.7 The WMAP-Planck Haze

In Ch. [11] we tested the dark matter origins of the WMAP and Planck haze using a survey of synchrotron radiation from nearby galaxies. We showed that nearby galaxies with similar physical characteristics to the Milky Way have synchrotron intensities which are suppressed relative to our galaxy by several orders of magnitude. This implies that if dark matter is responsible for the haze, the diffusion parameters of some “Milky Way twin” galaxies must highly disfavor synchrotron emission compared to conditions of the Milky Way. For example, neighboring galaxies would require magnetic field strengths which are an order of magnitude suppressed relative to the Milky way, as well as large diffusion constants. The large uncertainties in the diffusion parameters of both the Milky Way and neighboring galaxies make quantitative constraints on dark matter annihilation difficult. If the signal is of dark matter origin, one must reconcile the suppression in external galaxies. Astrophysical models of the WMAP haze provide a more likely scenario which is connected with the Fermi bubbles (which shares overlapping edge features), and likely related to starburst or AGN activity emanating from the Milky Way’s Galactic center. In future astrophysical modeling of the Milky Way, such self consistent multi-wavelength constraints must be taken into account in order to converge on a realistic emission model.
12.8 Concluding Remarks

Of the excesses that remain viable, the Galactic center region is uniquely both the most promising and the most complex. A definitive confirmation of a dark matter origin for the GCE is unlikely to appear until the next generation of experiments can probe cleaner astrophysical systems; namely nearby dwarf galaxies. Such limits may arise from 15 year, highly improved Fermi dwarf constraints. In the meantime, the logical next step for indirect detection modeling of the Galactic center is to improve the cosmic-ray modeling, and propagation, and to incorporate full, self-consistent multiwavelength data. Diffuse emission modelling is the single largest limiting factor in extracting the properties of the GCE excess. In addition, future observatories such as Gamma-400 offer such improved angular resolution that point source interpretations may be ruled out or confirmed.

Indirect detection provides an essential and complementary probe of new physics beyond the Standard Model. As instrumentation, models, and statistical techniques continue to improve, it is likely that an increasing number of “excesses” will be reported. We should keep in mind the lessons of this dissertation, the number of misclassified signals, and take care to fully understand the background modelling being applied as well as the systematic uncertainties which are always present in the modeling of high-energy astrophysical processes. Fortunately, these mistakes inevitably lead to the discovery of interesting astrophysics and improvements in astrophysical models which can be applied to the next generation. In the theater of particle physics, the future of indirect detection
is bright, important, and uniquely positioned to discover the true nature of dark matter.
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Appendix A

Miscellaneous Codes

A.1 GammaLike: A Fast Binned Likelihood Analysis Package for Fermi Data

Github: https://planck.ucsc.edu/erccarls/GammaLike

GammaLike The GammaLike package is devoted to easing multi-linear template regression on gamma-ray data using a binned likelihood approach. While this library was designed to analyse Fermi-LAT data, it is easily extensible to any analysis using healpix maps. Many tutorials are provided in the tutorials folder.

The focus of this software is twofold. First, efficiency. The fermi science tools are prohibitively slow when working with large regions of interest. GammaLike can perform full-sky likelihood fits to fermi data in only a few minutes at .25 degree resolution. Second, is ease of use. After supplying flux maps, GammaLike automatically performs convolutions against instrumental response functions and supports arbitrary binning,
masking, and pixel weighting schemes. Written in pure python, it is also easy to add new functionality.

Package documentation is available at [http://planck.ucsc.edu/gammalike/html/](http://planck.ucsc.edu/gammalike/html/)

Features include:

- Fixed spectrum or bin-by-bin fitting in energy
- Built in support for a variety of gamma-ray structures such as the fermi bubbles or isotropic templates.
- Fast point source generation tool
- Simple interfaces to galprop output files.
- Multi-threading support in performance critical regions.
- Output models to HDF5 format.
- Support for Arbitrary Masking and Pixel weights.
- Can impose external uncertainties on components.
- Generate dark matter templates including common DM profiles, translations, ellipticities.

This library was developed originally to study both global fits to Fermi-LAT data, and to study the GeV Galactic center excess [arxiv:1603.06584]

Modified Galprop Codes The modified Galprop codes can be found at [https://github.com/erccarls/galprop](https://github.com/erccarls/galprop)

See the README of that repository for usage information and do not forget to cite the original Galprop code [http://galprop.sourceforge.net](http://galprop.sourceforge.net) and [http://galprop.stanford.edu](http://galprop.stanford.edu)


New Galprop Gas Maps To use our modified Galprop code you will need several additional files to be placed in the galprop_home/FITS folder:

- The 3D gas maps for use in the Galprop code above can be found at: [https://www.dropbox.com/sh/lno27rn44ybu5pl/AACzUsBgG4AY1EClif2RGd8ya?dl=0](https://www.dropbox.com/sh/lno27rn44ybu5pl/AACzUsBgG4AY1EClif2RGd8ya?dl=0)
- The 9 galactocentric ring gas maps used for galprop can be found at: [https://www.dropbox.com/s/nu1iqvrj5uiu2al/galprop_rbands.tar.gz?dl=0](https://www.dropbox.com/s/nu1iqvrj5uiu2al/galprop_rbands.tar.gz?dl=0)

Finally, a convenient script for generating Galdef files in python can be found at [https://github.com/erccarls/hyades_scripts/blob/master/RunGalprop.py](https://github.com/erccarls/hyades_scripts/blob/master/RunGalprop.py), although one
will want to modify this appropriately and remove the cluster submission code at the end.

New Diffuse Emission Models The emission models from http://arxiv.org/abs/1603.06584 can be found at the following links:

- Mod.A from Calore et al (but with the XCO profile fitted): https://www.dropbox.com/s/r48vjnmij/Mod_A
- The f_{H2}=0.2 ‘Canonical’ emission model with no wind: https://www.dropbox.com/s/uee55f64klsl榮
- The best fitting f_{H2}=0.25 model with a 600 km/s radial wind at the Galactic center: https://www.dropbox.com/s/w1oykrq6hdhr8/mod_v4_30_XCO_P8_corrected.hdf5?dl=0

These files are stored in HDF5 format with the templates for each Galactic diffuse component stored at the path ‘/templates/’. Further usage instructions can be found toward the bottom of the ‘Fitting a Galprop Model.ipynb’ tutorials.

If you need these in cartesian format, take a look at the script here: https://github.com/erccarls/GammaLike and modify as needed.

A.2 DM production of \(\bar{d}\) and \(^3\text{He}\) in Pythia

This includes code gist includes methods for both the coalescence mechanism

and the https://gist.github.com/erccarls/d45bb81f6d66083ee8e082c464165621

A.3 GammaCAP: A Gamma-Ray Clustering Analysis Package

Project Homepage: http://planck.ucsc.edu Github: https://github.com/erccarls/GammaCAP
This package is written in pure python and provides a simple yet flexible python interface and even simpler command-line tools to compute clustering information for gamma-ray event data. It is oriented toward Fermi-LAT data set, but is also easily configured for any general data set requiring only space, time, and spectral coordinates.

At the most basic level, GammaCAP employs the clustering algorithm DBSCAN (Density Based Spatial Clustering for Applications with Noise) to detect point sources in 2 (spatial) or 2+1 (time) dimensions, given a list of event data (e.g. lat/-long/time/energy). A variety of statistics are then computed such as significance over background (which can be used as a test-statistic), centroids, and bounding ellipses. The pixel-less nature of DBSCAN provides very high sensitivity to sparse gamma-ray data which can hopefully be used to gain a better understanding of the unresolved Isotropic Gamma-Ray Background (IGRB), improve the depth of point source catalogs, and provide an additional tool for distinguishing point source from diffuse emission classes (see e.g. arXiv:1304.5524 and arXiv:1210.0522 for sample applications of the algorithm). In addition, the incorporation of timing information presents a novel method to search for transient sources that may otherwise be washed out by an integrated background signal.

Some of the other features included in GammaCAP:

- Use of Fermi instrument response functions and Diffuse Galactic and Isotropic Emission Models to automatically and adaptively tune DBSCAN parameters.
- Post-processing of cluster data using Boosted Decision Tree classification to lower background contamination and improve sensitivity *** (Still in progress).
- Source Ellipse Calculations using principle component analysis.
- Highly optimized cluster computation rou-
- Automatic parsing of Fermi-LAT data - just supply the events in the standard FITS format or directly supply coordinates. - Simple simulation tools to quickly test sensitivity to new source models (also supports the Fermi Science-Tools gtobsim). - Full PDF and online searchable HTML documentation of API. - Tutorials highlighting the primary functionality. Useful new feature requests are always appreciated!

Installation Through python setup tools (Linux/Win/OSX) Although GammaCAP is pure python and should support Windows and Mac provided the dependencies are met, it was developed and tested on Linux (Ubuntu 12.04). The easiest way to install GammaCAP is through python setup tools which will automatically install all required dependencies. If you don’t have python setup tools installed, you can get it here: https://pypi.python.org/pypi/setuptools easy install gammacap **Note that superuser privileges will be required to install on the system python.

Upgrading to the latest version is just as simple...

easy_install –upgrade gammacap

Additional Files In order to use some of the plotting functionality, the Basemap Matplotlib-Toolkit is required. Instructions for installation can be found here. On most linux distributions, this is likely included in the repository and should be installed there. On Ubuntu, the relevant command is, sudo apt-get install python-mpltoolkits.basemap

Finally, the Fermi diffuse galactic background model must be downloaded if the Fermi Science Tools are not installed. If the Fermi Science Tools are installed, and FERMI_DIR is a valid environmental variable pointing to the installation directory, then this file should be found automatically. Otherwise it can be downloaded on the Fermi
website (below) and you will need to provide the path to GammaCAP as mentioned in
the tutorials.

Installation From Source If an alternative installation is needed, the latest
source tarballs and windows executables are also available here

Tarballs and Executables

This package has the following dependencies.

numpy pyfits scikit-learn matplotlib Bug Reports and Feature Requests Gam-
maCAP is being actively developed and feature requests are encouraged provided they
will be useful to others. Please submit these and any bugs at the Github issues page
here: https://github.com/erccarls/GammaCAP/issues

Tutorials and Documentation Documentation

GammaCAP: A Gamma-ray Clustering Analysis Package – A description/s-
tudy of the DBSCAN algorithm in application to Fermi data, as well as details of the
cluster properties.

Software Reference Manual ( online — pdf )

Tutorials

SimTools Tutorial ( online — .ipynb — .py — .pdf ) – Learn how to simulate
Fermi-LAT data and easily implement point source models.

DBSCAN 2D Tutorial ( online — .ipynb — .py — .pdf ) – Learn how to use
DBSCAN to compute spatial clustering information on Fermi-LAT data and simulations.

DBSCAN 3D Tutorial ( online — .ipynb — .py — .pdf ) – Learn how to use
DBSCAN to compute spatio-temporal clustering information on Fermi-LAT data and
simulations.

Contact Questions should be directed to Eric Carlson. Bug reports are preferentially submitted through Github here if possible, but will also be answered via email.

A.3.1 Description of GammaCAP Calculations

GammaCAP is a python software package which efficiently implements the 2 and 3-dimensional DBSCAN algorithms along with Fermi-LAT background models and data compatibility, boosted decision trees, and computation of cluster properties. It also includes easy-to-use simulation tools which include the most important of the Fermi-LAT instrument response functions with the intent of rapidly prototyping and assessing DBSCAN’s sensitivity to new source models. In the following sections we describe the methods employed in detail. The package website [http://planck.ucsc.edu/gammacap](http://planck.ucsc.edu/gammacap) provides installation instructions, tutorials, and software reference manuals.

A.3.1.1 Calculating DBSCAN Parameters

As discussed above, DBSCAN has 3 parameters, $\epsilon, N_{\text{min}},$ and $a$ (2 for the 2-Dimensional case). It should be noted that the default choices work very well, but it may be desirable to tune various settings for specific searches.

$\epsilon$: In GammaCAP, the first parameter, $\epsilon$ is automatically determined by calculating the 68% containment radius of the point spread function at that energy as has been recommended by several previous studies. This is found by averaging the point spread function over the input energies with weights proportional to the number of events, taken
as $dN/dE \propto E^{-2.5}$. Alternatively, the package also allows for the containment fraction to be changed, or $\epsilon$ set manually.

$N_{\text{min}}$: With $\epsilon$ fixed, $N_{\text{min}}$ can be automatically chosen based on evaluation of the local background. This is necessary due to the high variability of the diffuse background at low and intermediate latitudes. There are currently five built-in methods for this.

**BGInt**: The default option sums contributions of the Fermi Galactic Diffuse and isotropic models. In Fermi’s Pass 7 release, these are separated into 31 energy bins which are integrated over input energies weighted by $dN/dE \propto E^{-2.5}$. Next the energy dependent effective area is empirically incorporated by convolving an interpolation function which globally matches the photon flux to gtobssim simulations of the isotropic and diffuse components. Finally, the template is integrated over the $\epsilon$-neighborhood of the point of interest.

**BGCenter**: A more efficient, but less accurate method that can also be used, but does not integrate over the $\epsilon$-neighborhood and simply uses the background rate at the point of interest. Running DBSCAN typically significantly takes longer than the BGInt method so this is rarely used.

**annulus**: Alternatively, the ‘annulus’ method evaluates the rate by counting photons in an annulus of inner and outer radii equal to 1.5 and 2.5 times $\epsilon$.

\[ \text{For computational efficiency, the background count is actually determined by integrating the rate over a square circumscribed by a circle of radius } \epsilon \text{ and then multiplied by } \pi\epsilon^2 \text{. This has been found to result in an error of less than 10\% over the entire sky which is often less than uncertainty in the background model itself.} \]

\[ \text{Not yet implemented.} \]
**isotropic**: Pass a background event density. This is only useful for isotropic backgrounds.

**nMin**: A single value or vector (one value for each point) for $N_{\text{min}}$ may be directly specified, or the background density can be supplied.

The first four of these methods provide an estimate of the background rate which is then converted into $N_{\text{min}}$ via Eqn. [4.29] where $N_{\text{min},\sigma}$ can be set to the desired level.

**a**: The temporal search half-height is chosen by default by evaluating the average background density over the entire sky with the latitude interval $b \in [-5^\circ, 5^\circ]$ masked out and passing this to Eqn. [4.30]. This may also be specified manually which must often be done when considering sparse data, or looking for very short pulses. The value chosen is printed when running the algorithm and can guide the necessity of this.

### A.3.2 Cluster Properties

For each scan, discovered clusters are stored as an entry in the python object “ClusterResult” with a variety of properties precomputed. These details are described here.

**Centroids**: Spatial cluster centroids are computed by first finding the average position, called the zeroth order centroid, and then re-averaging weighted by $1/r$ where $r$ is the points distance to the zeroth order centroid. This has been shown to provide superior centroid reconstruction for low-count sources which have coun-
terparts and well known centers in other wavelengths. For the time centroid, we simply use the mean time.

**Cluster Ellipses**: Spatial cluster ellipses are calculated using a Principle Component Analysis which determines the semi-major and semi-minor axes as well as position angles. From this, the 95% containment axes are reported. For times we simply determine the half-height which contains 95% of the cluster members. From the sizes, uncertainties on the centroids are given as well the geometric mean of the two as the 95% containment divided by $\sqrt{N}$.

**Eccentricity**: Defined as $\sqrt{1 - b^2/a^2}$ for semi-major axis $a$ and semi-minor axis $b$.

**Median Radius**: Defined as the median distance from the cluster centroids in all three directions. This can be a size estimator more resilient to outliers.

**Density Profile**: A measure of the cluster profile, the densities simply calculate the percentage of cluster events in the inner, central, and outer third of the cluster radius. These are useful properties to discriminate true clusters from background fluctuations (see BDT discussion).

**Significance**: One of the most important properties defined by the following equation.

$$s = \sqrt{2 \left(N_s \ln \left(\frac{2N_s}{N_s + N_b}\right) + N_b \ln \left(\frac{2N_b}{N_s + N_b}\right)\right)}.$$  \hspace{1cm} (A.1)

where $N_b$ and $N_s$ are the background and signal + background counts respectively.
The background count can be estimated in one of three ways: 'BGInt’ which like
the determination of $N_{\text{min}}$ presented in above integrates the background template
to determine the rate and multiplies by the ellipse area. Also supports the annulus$^3$
and isotropic methods.

A.3.3 Simulation Tools

GammaCAP includes simple simulation tools which are much faster than gto-
bbsim and include easy-to-use functions for simulating background photons based and
point source models. These can be very useful for tuning DBSCAN, sensitivity tests,
training the boosted decision tree, or for statistical Monte-Carlo comparisons of source
models, which can extraordinarily time consuming using gtobssim. The tutorials provide
an overview of the functionality. The background is simulated using an accept/reject
Monte-Carlo of the background template constructed in precisely the same way as with
$N_{\text{min}}$ above.

For point-sources, if a spectral distribution and flux is supplied, the distribution
is convolved with the energy dependent effective area, photons sampled from the new
distribution, binned by energy, and positions are modulated by the energy dependent
point spread function.

A.4 Line-of-Sight Integrator with ISM Convolution

Project Homepage:http://planck.ucsc.edu/dmcr-morphology/

$^3$Annulus method is implemented for significance evaluations.
We present supplemental material for arXiv:1504.04782. These skymaps contain spatial distribution of electromagnetic or neutrino radiation which is proportional to the product of dark matter particles with cosmic-ray electrons, cosmic-ray protons, free electrons, and interstellar gas. This product of dark matter times the matter component of interest is then integrated along the line of sight in order to obtain the projected intensity skymap. More generically, we also provide a python code which can be used to convolve an arbitrary three-dimensional distribution gas, cosmic ray, or free electron densities. Below, we briefly describe each component.

Cosmic-ray distributions are derived using the numerical code Galprop [413], under standard assumptions regarding cosmic-ray transport, and assuming several different distributions for the injection of primary cosmic-rays. Free electrons are based on the NE2001 model with corrections to the thick disk scale-height taken from Gaensler et al (2007). For the gas density (2*H2+HI+HII), we employ two models of Galactic gas. The first is based on Dickey & Lockman (1990) with corrections in the inner galaxy due to Bronfman et al (2000), and with the inner 3 kiloparsecs following Ferriere (2007). The second model utilizes velocity data from a the Leiden-Argentina-Bonn 21 cm and Dame et al (2001) surveys combined with spatial deconvolutions by Nakanishi & Sofue and Pohl, Englemier, & Martin, respectively.

As described in [3.3.2] Our implementation for the NE2001 free-electron distribution neglects components which are small outside of the Galactic center region. This should be noted before using this code to integrate against non-centrally peaked
distributions.

A.5 Modified Galprop Codes

Github: https://github.com/erccarls/galprop_diff

The modified source codes discussed throughout Section 8.1 can be found at the above github link. This is initially based on the source folder from version Galprop v54.r2504. There are several new galdef parameters, and support files.

The second commit into this repo is the galprop version r2504, and the third commit is my modified version, so you can use the `diff` tool to see the parts I added (also can search "ECC" in a given file typically).

Note that the variable grid spacing does not work since the transport arrays were not built for this and it was more work than it was worth to finish it. This means disregard changes in galaxy.cc, galaxy.h

There are then a handful of additional galdef keywords which control the behavior of the added functionality.

A.5.1 Source distribution parameters

1. spiral_fraction: (aka $f_{H2}$) A float between 0 and 1 which specifies the fraction of CR sources distributed according to our star formation model. The remaining fraction is distributed according to the usual parametrized source dist specification.

The source calculation routines are in create_transport_arrays.cc since we have to

\[\text{https://github.com/erccarls/galprop_diff_r2504/commit/9502ec75ba9d3585ccded0c6039d758c6834f0eb}\]
integrate over the full galaxy it was much easier than putting them elsewhere.

2. kennicutt_index: This should be called the Schmidt index which specifies the volumetric power-law dependence of SFR and gas density.

3. kennicutt_threshold: Likewise, this specifies the minimal gas density to initiate star formation (in units of cm\(^{-3}\)).

4. nuc_g1_inner etc.: Parameters to change the CMZ injection spectrum (currently hardcoded as \(r_{2D} < .5 \text{ kpc}\)). I can’t remember how normalizations are handled so be careful if using this.

A.5.2 Gas Model parameters

1. nH2_model/nHI_model: 1: use galprop default gas maps for propagation and for gamma-rays. 2: use the new PEB models for propagation and gamma-rays (but does not change source distribution). The filenames must be specified below.

2. COCube_filename: Provide the input CO gas map in cartesian coordinates (x,y,z). This gas map should be in the galprop/FITS folder containing galprop data. This is also used for source distributions with non-zero \(f_{H2}\) (which is the “spiral_fraction”) keyword

3. HICube_filename: same as above, but for HI. You can also make your own additions to the gas/source model by modifying the fits files. The spatial info is read from the fits headers.
4. COCube_rlb and HICube_rlb: filenames of the input gas map in r,l,b coordinates. These are used if "nH2_model"=2 "nHI_model"=2 which tells the gamma-ray generation and galactic gas model (for propagation not sources) to use the new 3D models.

A.5.3 Wind parameters

1. convection: 1-3 are galprop models. 4: turn on radial 3D winds in GC as defined in our paper (1603.06584).

2. v0_conv: specified wind velocity in km/s

A.5.4 Debugging parameters

1. renorm_off: if 1, don’t renormalize pixels to the gas map.

2. uniform_emiss: if 1 make CR’s uniform throughout galaxy when calculating skymaps. used for debugging gas maps

3. single_component: if 1 or 2 only outputs HI or H2 contribution to the pi0 emission.

There are also a few routines for calculating propagation Green’s functions for dark matter injected antiprotons, but I don’t remember the status of this.

A.6 Spherical Propagation Code

Github [https://gist.github.com/erccarls/fb742ae860b00008fa97e1dfe45eb1fd]
The following code contains a python implementation of the simple spherical propagation model presented in Sec. 5.1 following the model of Ref. [18].