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A Test of Goodness-of-Fit Based on Extreme Spacings
with some Efficiency Comparisons

By S. Rao Jammalamadaka® and M. T. Wells?

Abstract: Tests for the goodness-of-fit problem based on sample spacings, i.e., observed distances
between successive order statistics, have been used in the literature. We propose a new test based
on the number of “‘small” and “large” spacings. The asymptotic theory under close alternative se-
quences is also given thus enabling one to calculate the asymptotic relative efficiencies of such tests.
A comparison of the new test and other spacings tests is given.

1 Introduction

Let X,,...,X,_; be independently and identically distributed random variables with
common distribution function (d.f.). The goodness of fit problem is to test if this d.f.
is equal to a specified one. A probability integral transformation on the sample would
permit us to test whether the data is uniformly distributed on [0, 1]. Thus from now
on, we shall assume that this reduction has been effected and under the hypothesis the
observations have a uniform distribution [0, 1].

Let 0<X(1)<X(3)...<X(n_1) <1 be the order statistics. Define the sample
spacings by

T1=X(,-)"X(i_]) i=1,...,l’l

where X (o) =0 and X(,) = 1. Tests for uniformity based on spacings, have been pro-
posed by several authors, see Pyke (1965) or Rao and Sethuraman (1975) and the
references contained therein.

1 S Rao Jammalamadaka, Statistics and Applied Probability Program, University of California,
Santa Barbara, CA 93106, USA.

2 Martin T. Wells, Department of Economics and Social Statistics, Cornell University, Ithaca,
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In analyzing circularly distributed data, testing for uniformity, i.e., deciding
whether a given set of observations on the circumference of a unit circle indicate a
preferred direction, is an important problem. This is a necessary preliminary step be-
fore making inferences on the mean direction. For purposes of inference on the circle,
one requires a statistic that is invariant under cyclical permutations of its arguments.
Spacings form a maximal invariant for this problem. For instance, functions symmetric
in all the arguments may be considered though they are not asymptotically efficient.
See Sethuraman and Rao (1970). Thus spacings play an important role in testing good-
ness-of-fit on the circle.

This paper is an extension of the results of Puri, Rao and Yoon (1979). They
discussed tests based on small spacings, while we derive tests which use both the small
and the large spacings, i.e., the number of “extreme” spacings. As one would expect, it
turns out that the later tests are much more efficient. In Section 2 we discuss the exact
distribution of our statistics under the hypothesis of uniformity. Section 3 deals with
the asymptotic distribution theory under a sequence of close alternatives. In Section 4
the asymptotic relative efficiency (ARE) of the proposed statistic is computed and
comparisons made with other spacings statistics.

2 The Statistic V(«,, 8, ) and its Exact Distribution

Choose and fix 0 < a,, < f,, < 1. Define
n
N(amﬁn)=i§:l {I(Ti< an)+I(Tl>ﬁn)} (2~1)

where I(4) is the indicator function of the event 4. The test criterion is to reject Hy if
too many of the spacings fall outside the interval (o, 8,). At this stage we will leave
the choice of a, and @, open. If o, =« and B, =, then the exact distribution of
MN(a, B) is given by the following

Theorem 2.1: Under the hypothesis of uniformity, the probability mass function of
MN(a, B) is given by
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P(V(e, ) = k) = ( )=§"=§ (i_‘)(";f)(_l)k_,-ﬂ

<l+a(m—-j—1I)+p>""1 (2.2)

for k=0, ...,n with the notation <x)=x if x >0and =0 if x <O0. In (2.2) we use the
k
convention that nl= 0ifk <n.

Proof: The characteristic function of n — N(a, ) = N(«, §) as given by Darling (1953)
is

1)! ctiee .
E(@™N(@8))= (.’Zm) [ ez {1+ (- 1)(e"** - e ?P)}dz (2.3)
c—jo

where Re z = ¢ > 0 and the path of integration is the straightline Re z = ¢. The term in
the braces is equal to

fei(e* —e ) 4 (1= (2 —eZ A"

zn: ( )[elt(e—za —zﬁ)]j . [1 _(e—zoz _e—zﬁ)]n—j

j=0

Then for any fixed k =0, 1, ..., n the coefficient of /*¥ s

[l e e ek
( )[e"za *-2(3] E" (n]k)( l)n j~ k(e—za —zﬁ)n—k~j
j=0

n-k

n) 5
j=0

& (n] k)( l)n j— k(e~za —zﬂ)n—j
n
k

=( ) nik n—j (”Tk) (n ':'f)(_l)n_i-k-)-1e_z[a(n—j—1)+ﬁl].
j=0 I1=0 J ]
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Then
P(V(a, B) = k)

(n=1) exie A [n\ncknoj(n—k\(n—j
= - z .
2mi c—fioo et kJj=o I=20 i !

(_l)n—j—k+Ie—z[oz(n—j—l)+l3l] }dz

=(Z) nik n{:i(nfk) (i’l l_j)(‘l)n~i_k+l(—’1'_—,l)!‘

j=0 I=0 ] 2mi

c+ioo X
[ z7ne? {l—a(n—1-1)+6l}}dz

c—ioo

R e —

k j=0 1=0 ]

The last equality follows from the Residue Theorem. Now replace k by n —k and the
result follows.

3 Asymptotic Distribution of N(«a,,, 3,)

In this section, we establish the asymptotic normality of N(w,,, 8,,) under the hypo-
thesis of uniformity as well as under a suitable sequence of alternatives. To compute
the Pitman Asymptotic Relative Efficiency (ARE) of M(a,,, 8,), in the next section, it
will be sufficient to obtain the limiting distributions under a sequence of alternatives
which converge to uniformity (see Rao and Sethuraman 1975). Under the alternative
hypothesis, we specify the distribution to be

Ap(x)=x+L,(x)n"* 0<x<1 (3.1

where L,(0)=L,(1)=0. Further assume that L,(x) is twice differentiable on [0, 1]
and there is a function L(x) which is twice differentiable with L(0)=L(1)=0,
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nY* sup |Ly(x)—1'(x)| = 0(1), where I(x) and /'(x) are the first and second derivatives
0<x<l1

of L(x). This type of alternatives have been considered, for instance, in Rao and
Sethuraman (1975).

Define the empirical distribution function of the “normalized” spacings {nT;:
i=1,2,...,n} by

n
H,(x)= 2 I(nT;<x)n, x=0. 3.2)
i=1
Also, let
x? 1
G,,(x)=1—e"‘+e"‘(x—-2—) - [ B(p)dp//n, x>0 (3.3)
0
and

$n(x) = \/;Z(Hn(x) =Gu(x)), x=0.
Then, {,,(*) can be considered as a stochastic process with values in D[0, <°).

Theorem 3.1 (Rao and Sethuraman 1975): Under the sequence of alternatives (3.1),
the sequence of stochastic processes

{$n(x) ‘_’\/;Z_(Hn(x) = Gu(x)); x =0}

converges weakly to the Gaussian process {{(x); x =0} in D[0, ) with mean func-
tion zero and covariance kernel

k(s,t)=e (1 —e *—ste”®) for 0<s<t<oo,

If g(°) is a real-valued measurable function on D[0, =) which is a.e. continuous with
respect to the probability measure induced by the Gaussian process {{(x): x = 0},
then by the Invariance Principle, the distribution of g({,(x)) converges weakly to that
of g(§(x)) as n > oo, a

At this point we assume o, and @, are of the form a, =— and §,, = — for some
a,b>0. " "
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Theorem 3.2: Under the sequence of alternatives (3.1),
ab
Vn{=N o] T Ga@) + Ga@)

where G,() is defined in (3.3), has a limiting M(0, 02) distribution with
02=(e%—e" b)) —(e%—e %) —(ae= % —be P)2.

Proof: Note that

N(%,S) = ._nl {I(nT;<a} +I(nT; = b)} = n(1 — H,(b) + H,(a)).

Thus

1 b
Vi |—N(f;,;) ~(1-Gy(®) + Gu(a))}

n
=V {1 = Hy(b) + Hy(@) = (1 = Gp(b) + Gy(a))

=\/n {Hy(@) = Gp(@)} =/ {Hn(b) = Gp(b0)} = {{n@) — {nl®)}.
Therefore, by Theorem 3.1
D
{$n(@) — $n(®)} > N(O, %)
where

0% = k(a, a) + k(b, b) — 2k(a, b)
=e Y (l-e—a*e ) +e (1 —e b —b2e"P)—2e0(1 -7 —abe™?)

=(e"? —e‘b) —(e”" —e~ %) —(ge? —be~P)?.
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Note that

(1-Gu(0) + Gpl@))

2

=l-e%+e 2+ [e‘“(a _f_) ~e“b(b—?~2-”fl P(p)dp/\/n
2 2/ 1o ’

(a b
N|=,=
n

Corollary 3.3: Under the null hypothesis of uniformity v/ —(1-e%+e b

has limiting N(0, 0?) distribution with
0= %—e?) (e —eP)? —(ae™% —be b)2.

This corollary is stated in Puri, Rao and Yoon (1979). This is also Theorem 8.1 of
Darling (1953) where unfortunately the expression for the limiting variance is incor-
rect. See Darling (1962) for the correction.

As special cases of Theorem 3.2, we can get the results of Puri, Rao, and Yoon
(1979) by letting @ = 0 and b = 8. There the interest was in a test of uniformity based
on the number of “small” spacings. We will call this statistic R,,(8). Alternatively, we
could look only at the number of “large” spacings by letting b = . A special case of

1-c 1+c¢ 1-¢ 1+c¢
interest to us is N, s . Its complement, i.e., n =N, s , can
n n n n
be expressed as
n 1 c
S,(c)= 21 T[——’<— s (34)
i=1 n n

c
which counts the number of spacings which are within - of the average (expected)

1
length of a spacing, namely P
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ab
4 The ARE ofN(—, —)
n'n

For a definition of ARE, see Fraser (1957). The ARE of a test relative to another may
be defined as the limit of the inverse ratio of sample sizes required to obtain the same
power at a sequence of alternatives converging to the null hypothesis. The limiting
power should be a value between the limiting size o and the maximum power 1, in
order that it can give information about the power of the test. When this converges to
anumberin (a, 1), then a measure of the rate of this convergence, called the “efficacy”
can be computed. Under certain standard regularity assumptions (see Fraser 1957),
which are satisfied here, the efficacy is given by

4
eff=(5) . (4.1)
o

Here u and o are the mean and standard deviation of the limiting distribution under
the sequence of alternatives (3.1) when the test statistic has been normalized to have a
limiting N(0, 1) under the hypothesis. Define the ARE of two statistics T'; with respect
to T, as

ARE (T, Ty) = o T1) (4.2)
( 1> 2)_ eff(Tz)' M
3
N|-,-
nn - A 2 2 _,,—a
From Corollary 3.3, \/n - -(1-e%+e °)| >N(0,0°) where ¢ =(e

—e Py —(e7?—e"%)? —(@e=? —be~®)? under H,. However from Theorem 3.2,
under the sequence of alternatives (3.1) the same statistic has a limiting normal distri-
bution with asymptotic mean

2 b2 1
{e“’ (a—-a?) —e"b(b —-2—) } of P(p)dp
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ab
and the same variance. Hence the efficacy of N (’—1, ;) is given by

o e e R}

[(e—a_e—b) _ (e—a _e——b)2 _ (ae—a _be—-b)2 ]2 .

As a special case, if we let @ =0 and b =6 (Puri, Rao, and Yoon 1979), the efficacy of
the statistic R,,(8) is

82 4/ 1 4
(5"‘2—) (flz(l’)dp)
0

[® —1-582P

eff (Ry(8)) = 44)

Also,if weseta=1—cand b =1 + ¢, the efficacy of the statistic S,(c) is given by

2 —1\%/1 4
( 5 )(ofll(p)dp)
eff (S,(c)) = c S 4.5)
lgcschc—l—[l—ccothc]zl

Sethuraman and Rao (1970) show that the asymptotically most powerful test for the
alternatives of the form (3.1) based on symmetric functions of spacings is (called the
Greenwood statistic)

1 n
Vi=— 2 (nT;>. (4.6)
]

V=

1 4 ab
They show that eff(V1)=( 1) 12(p)dp) . Hence the AREs of N(;,;), R,(8), and
V]

n 4
S,(c) can be found by dividing the efficacies of these statistics by ( [ (p)dp ) .
0
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ab
We now consider the class of tests NV (r_z’ ;) for varying @ and b and select values

which maximize (4.3). This is not an easy problem since the expression is quite com-
plicated. It may be checked by computer that the maximum of (4.3) is attained if
a=0.7355 and b =4.3205. Puri, Rao, and Yoon (1979) show that § =0.7379 maxi-
mizes (4.4). To maximize (4.5) we choose ¢ = 0.6254. The asymptotic relative efficien-

. 0.7355 4.3205 .
cies of N, T ) 5,(0.6254) and R,(0.7379) with respect to the Green-

wood statistic V; are 0.7941,0.2511, and 0.1570 respectively. In spite of the simplici-

0.7355 43205\ ) )
ty of NV, T ) it is worth noting that it has an efficiency of close to 80%

with respect to V;, which is known to be the most efficient among the class of sym-
metric tests.
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