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Abstract—This paper analyzes the performance of systems with dual-polarized antennas in correlated Nakagami-\textit{m} fading channels as a function of envelope correlation and cross-polarization discrimination by means of the characteristic function of the instantaneous post-maximal ratio combining (MRC) signal-to-noise ratio (SNR). Systems of interest include systems with receive polarization diversity and systems with transmit and receive polarization diversity employing Alamouti space-time code. The expressions for the average symbol error probability as a function of SNR assuming no power control, and the expressions for the average required transmit power to achieve the constant desired post-MRC SNR assuming perfect fast power control, are derived. Finally, a comparison between analytical and simulation results is used to validate the analysis.
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I. INTRODUCTION

It is well known that increasing the number of antennas in a wireless communication system can effectively improve the system performance. However, the cost of increasing the spatial dimensions at the base station and the handsets has been an impediment to the deployment of spatial diversity in practical systems. Polarization diversity provides an alternative means of increasing the diversity order with little increase in the spatial dimensions. The diversity is produced by the depolarization of the transmitted signal by reflection, diffraction, and scattering in the channel [1], [2]. Without polarization receive diversity, the signal energy residing in the polarization orthogonal to the polarization of the receive antenna cannot be utilized. Another advantage of polarization diversity is the ability to recover from a polarization mismatch, which occurs when the polarization of the transmit antenna and the receive antenna are different.

In wireless communication systems where antennas at the mobile units are randomly oriented, polarization receive diversity collects signal energy from multiple polarizations, allowing improved performance in a spatially compact array [3].

One limitation of polarization diversity is an intrinsic power imbalance. The nature of electromagnetic wave propagation dictates that the polarization orthogonal to the obstacle is attenuated more than the polarization parallel to the obstacle [1], [2]. Considering that buildings are typical obstacles in wireless channels, the horizontal polarization (HPol) is expected to be attenuated more than the vertical polarization (VPol). This asymmetrical attenuation can lead to a significant power imbalance, which will further degrade the system performance [1], [2], [4], [5].

The characteristics of polarization diversity have been described by envelope correlation ($\rho_{env}$) and cross-polarization discrimination (XPD or $\chi$). The envelope correlation represents the correlation between the polarizations. The XPD represents the power imbalance between the polarizations and is defined as the ratio between the copolarized signal power and the cross-polarized signal power. Given that the transmitted signal is vertically polarized, the XPD is the ratio between the average signal power received from the VPol and the average signal power received from the HPol. These parameters strongly depend on the specific channel characteristics, and extensive field measurements have been conducted to determine realistic values of $\rho_{env}$ and $\chi$. Experimental data have shown that the envelope correlation between the VPol and the HPol at the receiver is generally less than 0.2 [2]–[6]. Furthermore, the XPD in the urban environment, given that a vertically polarized signal is transmitted, is normally between 1 and 10 dB, with an average of 6 dB [2], [4], [5]. The XPD in the rural environment is usually more than 10 dB [2] due to the lack of obstacles that couple the signal from the VPol into the HPol. The values of $\rho_{env}$ and XPD measured from urban environments will be used as an example of realistic channel characteristics. Note that this system model may not represent some practical implementations, such as the uplink of cellular systems, where the transmit antenna is not vertically oriented, or a system with cross-polarization antennas, which consists of $\pm 45^\circ$ slanted antennas. However, performance gain of these systems can be obtained by replacing $\rho_{env}$ and $\chi$ used in this analysis with those of the system under interest.

Previous results which quantify various aspects of the performance gains of polarization diversity are discussed in [1]–[4] and [11]. In [2], the gain is defined as the increase in the measured combined signal power from the VPol and the HPol, compared to the VPol only, corresponding to a certain percentile of the power. Lotse et al. used simulations based on the XPD and the envelope correlation measurement to find the performance gain [4]. Turkmani et al. used measured fading coefficients to find the gain as a function of XPD and envelope correlation for selection, equal gain, and maximal ratio combining techniques.
and used curve fitting to produce expressions for the polarization diversity gain at 90% signal reliability [3]. Visoz and Bejjani derived an analytical expression for the matched filter bound error probability for the binary phase-shift keying (BPSK) modulation in correlated Rayleigh fading channels assuming no power control [1]. Nabar et al. used the Chernoff bound to derive the performance gain for transmit and receive polarization diversity using Alamouti space-time code [11]. The goal of this paper is to analytically derive the performance of polarization diversity systems as a function of the measured channel characteristic in a more general form by using the characteristic function of the instantaneous SNR at the receiver. Although this paper focuses on polarization diversity, the same analytical approach can also be applied to other correlated fading systems with unequal average receive signal power between diversity branches.

In this paper, we extend the study presented in [7], which derived the performance of polarization receive diversity systems in correlated Rayleigh fading channels, where maximal ratio combining (MRC) is used at the receiver, to correlated Nakagami-\(m\) fading channels [8]. The characteristic function of the instantaneous SNR at the output of the MRC suggested in [9] is used to derive the system performance as a function of \(\rho_{\text{env}}\) and \(\chi\). Systems studied in this paper include systems with polarization receive diversity, and systems with both polarization transmit diversity and polarization receive diversity employing Alamouti space-time code [10]. Two types of power control assumptions are investigated, namely, no power control and perfect fast power control. We derive expressions for the average symbol error probability as a function of SNR assuming no power control. For the perfect fast power control assumption, we derive expressions for the average transmit power required to achieve the constant desired post-MRC SNR. To appreciate the simplicity and flexibility of this approach, we extend the result of the system with Alamouti space-time code, assuming no power control to 16-QAM, and compare our analytical results to the results derived from the Chernoff bound approach [11] and our simulation results.

The paper is organized as follows. Section II describes the system model. Section III discusses the system performance assuming no power control or perfect fast power control. Section IV discusses the analytical results. Finally, the conclusion is presented in Section V.

II. SYSTEM MODEL

Although the analysis can be applied to any number of antennas, this paper focuses on three practical systems. Two types of antenna configurations are used in these systems, namely, the single-polarized antenna, which consists of a VPol antenna, and the dual-polarized antenna, which consists of collocated VPol and HPol antennas. The systems of interest are the following.

1) **System A**: One Vpol transmit antenna and one dual-polarized receive antenna. This system can be viewed as a supoptimal two-branch receive diversity system. When the space constraint prevents spatial diversity from being deployed, diversity is added to the system via polarization diversity.

2) **System B**: One Vpol transmit antenna and two dual-polarized receive antennas. System B is the system in which the space constraint allows two spatially separated VPol antennas to be deployed. Instead of using two VPol receive antennas, the system performance can be improved by adding an HPol antenna to each of the existing VPol antennas, making this system a spatial and polarization receive diversity system.

3) **System C**: One dual-polarized transmit antenna and one dual-polarized receive antenna. This system is an improvement from system A because of the added space and polarization diversity at the transmitter.

Fig. 1 shows illustrations of systems A, B, and C. Note that antennas on the left are transmit antennas, and antennas on the right are receive antennas.

The channel is assumed to be a multilink channel, where the transmitted signal is received over \(M\) slowly-varying flat fading channels. The envelope of the complex fading coefficient is assumed to be Nakagami-\(m\) distributed with the dominant branch having a unit average power [8]. The phase of the complex fading coefficient is assumed to be uniformly distributed ranging from 0 to 2\(\pi\). The signals received from collocated antennas are assumed to be correlated, while the signals received from spatially separated antennas are assumed to be uncorrelated. The transmitter and the receiver are assumed to have perfect knowledge of the channel state information. At the receiver, MRC is used to combine the received signals.

A. System A and System B

The baseband equivalent of the signal received at the \(k\)th receive antenna of the system with \(M\) receive antennas is

\[
x_k = \sqrt{E_b}\alpha_k s + n_k
\]

where \(E_b\) is the transmit energy per bit; \(\alpha_k\) is the complex fading coefficient at the \(k\)th antenna; \(s\) is the data symbol, \(\pm 1\) for BPSK, \(\pm 1 \pm j\) for quadrature phase-shift keying (QPSK); and \(n_k\) is the noise at the \(k\)th antenna.

Note that \(n_k\) is the baseband equivalent of the AWGN noise, i.e., a circularly symmetric, zero-mean Gaussian random process with \(E[n_k n_k^*] = 2\sigma^2 = \eta_0\). Noise components from different receiver branches are assumed to be independent and identically distributed.
Signals received from multiple antennas are combined using the MRC diversity receiver. The received signal, multiplied by the conjugate of the channel estimate, can be expressed as
\[ y_k = \sqrt{E_b} |\alpha_k|^2 s + \alpha_k^* n_k \] (2)
where \( \alpha^* \) denotes the complex conjugate of \( \alpha \).

The post-MRC SNR per bit (\( \varphi \)) can be expressed as
\[ \varphi = \frac{\sum_{k=1}^{M} E_b |\alpha_k|^2}{\gamma} = E_b \gamma \]
where \( \gamma = \sum_{k=1}^{M} \frac{|\alpha_k|^2}{\eta_o} \) (3)

The characteristic function of \( \gamma \) for an \( M \)-branch MRC diversity receiver in Nakagami-\( m \) distribution channels [9] is
\[ \Phi_x(s) = \left| I_M - js \frac{\bar{\gamma}}{M} \Lambda \right|^{-m} \] (4)
where \( I_M \) is an \( M \)-by-\( M \) identity matrix; \( \bar{\gamma} \) is the mean of \( \gamma \); \( m \) is the Nakagami-\( m \) distribution parameter, where the channels with \( m = (1/2), 1, \) and \( \infty \) corresponds to the one-sided Gaussian channel, the Rayleigh channel, and the AWGN channel, respectively; \( \Lambda \) is an \( M \)-by-\( M \) correlation matrix; and \( |\Lambda| \) is the determinant of matrix \( \Lambda \).

The correlation matrix \( \Lambda \), described in [9], can be summarized as follows:
\[ \Lambda_{kl} E[a_k a_l] = E[a_k a_l] + j E[a_k b_l] = \Lambda_{kl}^* E[a_l a_k] \] (5a)
\[ E[a_k a_k] = E[a_l a_l] \] (5b)
\[ E[a_k b_l] = -E[a_l b_k] \] (5c)

where \( \alpha_k = a_k + j b_k \), and \( \Lambda_{kl}^* \) is the element corresponding to the \( k \)th row and the \( l \)th column of \( \Lambda \).

Because of the power imbalance of polarization diversity systems, the equal average power assumption in [9] is invalid; therefore, some modifications are necessary in order to proceed with the analysis. First, we assume that the system has \( N \) dual-polarized receive antennas, where \( V_k \) and \( H_k \) represent the VPol antenna and the HPol antenna of the \( k \)th dual-polarized antenna, respectively. Second, we assume equal average receive signal power on all VPol antennas, equal average receive signal power on all HPol antennas, and the ratio between the average receive signal power of VPol antennas and the average receive signal power of HPol antennas is \( \chi \). Using the vertical branches as the reference branch, elements in the new correlation matrix can be described as
\[ \Lambda_{V_k V_k} = \chi \Lambda_{H_k H_k} = 1, \quad \text{for } 1 \leq k \leq N \] (6a)
\[ \Lambda_{V_k H_k} = 0 \quad \text{when } l \neq k \] (6b)
\[ \Lambda_{V_k H_k} \approx \sqrt{\rho_{\text{env}}} \chi. \] (6c)

Note that the approximation in (6c) is from the observation that the correlation coefficient of the two polarization components in Rayleigh fading channels can be approximated as the square root of the envelope correlation [12]. Due to lack of experimental result on polarization characteristics of Nakagami-\( m \) fading channels, we will assume that this approximation is valid for Nakagami-\( m \) fading channels as well.

Using the results from (6a)–(6c), the correlation matrix for system A and system B can be obtained as
\[ \Lambda_A = \begin{bmatrix} 1 & \sqrt{\frac{\rho_{\text{env}}}{\chi}} \\ \sqrt{\frac{\rho_{\text{env}}}{\chi}} & \frac{1}{\chi} \end{bmatrix} \] (7)
\[ \Lambda_B = \begin{bmatrix} 1 & \sqrt{\frac{\rho_{\text{env}}}{\chi}} & 0 & 0 \\ \sqrt{\frac{\rho_{\text{env}}}{\chi}} & \frac{1}{\chi} & 0 & 0 \\ 0 & 0 & 1 & \sqrt{\frac{\rho_{\text{env}}}{\chi}} \\ 0 & 0 & \sqrt{\frac{\rho_{\text{env}}}{\chi}} & \frac{1}{\chi} \end{bmatrix}. \] (8)

Notice that with \( 0 \leq \rho_{\text{env}} \leq 1 \) and \( \chi \geq 1 \), both \( \Lambda_A \) and \( \Lambda_B \) are positive semi-definite.

\( \text{B. System C} \)

In addition to the assumptions made for system A and system B, the analysis for system C also assumes that the channel changes slowly, such that the fading coefficients between two consecutive symbols are the same. For consistency, the transmit power for system C refers to the total transmit power, which is equal to twice the power transmitted from each antenna. Fig. 2 shows the signal sequence and the fading coefficients of system C. The signals at each of the receive antenna can be expressed as
\[ x_{1V} = \sqrt{\frac{E_b}{2}} (\alpha_{V} V_s_0 - \alpha_{H} H_s_1^*) + n_{1V} \] (9a)
\[ x_{1H} = \sqrt{\frac{E_b}{2}} (\alpha_{H} H_s_0 - \alpha_{V} V_s_1^*) + n_{1H} \] (9b)
\[ x_{2V} = \sqrt{\frac{E_b}{2}} (\alpha_{V} V_s_1 + \alpha_{H} H_s_0^*) + n_{2V} \] (9c)
\[ x_{2H} = \sqrt{\frac{E_b}{2}} (\alpha_{H} H_s_1 + \alpha_{V} V_s_0^*) + n_{2H}. \] (9d)

Because of the orthogonality between the sequences transmitted from the VPol antenna and the HPol antenna, the original
symbol can be recovered completely. The signals after MRC becomes
\[
y_1 = s_1 \sqrt{\frac{E_b}{2}} (|\alpha_{VV}|^2 + |\alpha_{VH}|^2 + |\alpha_{HV}|^2 + |\alpha_{HH}|^2) \tilde{n}_1
\]
\[
y_2 = s_2 \sqrt{\frac{E_b}{2}} (|\alpha_{VV}|^2 + |\alpha_{VH}|^2 + |\alpha_{HV}|^2 + |\alpha_{HH}|^2) \tilde{n}_2
\]
where \( \tilde{n}_1 \) and \( \tilde{n}_2 \) represent the noise after combining, and
\[
E[|\tilde{n}_1|^2] = E[|\tilde{n}_2|^2] = 2\sigma^2 (|\alpha_{VV}|^2 + |\alpha_{VH}|^2 + |\alpha_{HV}|^2 + |\alpha_{HH}|^2).
\]

The post-MRC SNR is
\[
\varphi_C = \frac{E_b}{2\eta_0} (|\alpha_{VV}|^2 + |\alpha_{VH}|^2 + |\alpha_{HV}|^2 + |\alpha_{HH}|^2) = \frac{E_b \gamma}{2}.
\]

The characteristic function of \( \gamma \) can also be represented with the characteristic function shown in (4). The correlation matrix for system C can be written as
\[
\Lambda_C = \begin{bmatrix}
1 & \sqrt{\frac{t_1}{\chi_1}} & \sqrt{\frac{t_2}{\chi_2}} & 0 \\
\sqrt{\frac{t_1}{\chi_1}} & \frac{1}{\chi_1} & 0 & \sqrt{\frac{t_2}{\chi_2}} \\
\sqrt{\frac{t_2}{\chi_2}} & 0 & \delta & \delta \\
0 & \delta & \sqrt{\frac{t_2}{\chi_2}} & \delta
\end{bmatrix}
\]
where \( t_1, t_2, r_1, \) and \( r_2 \) are the envelope correlation between \( \{\alpha_{VV} \text{ and } \alpha_{VH}\}, \{\alpha_{HH} \alpha_{HV}\}, \{\alpha_{VV} \text{ and } \alpha_{HV}\}, \) and \( \{\alpha_{VH} \text{ and } \alpha_{HH}\}, \) respectively. \( \chi_1 \) is the ratio between the signal power received from the VPol receive antenna and the signal power received from the HPol receive antenna, given that the VPol signal is transmitted. \( \chi_2 \) is the ratio between the signal power received from the HPol receive antenna and the signal power received from the VPol receive antenna, given that the HPol signal is transmitted. \( \delta \) is the ratio between the signal power received from the HPol antenna, given that the HPol signal is transmitted and the signal power received from the VPol antenna, given the VPol signal is transmitted.

Experimental data have shown that the correlation between fading coefficients that originate from different transmit antennas and arrive at different antennas (\( \{\alpha_{VV} \text{ and } \alpha_{VH}\} \) or \( \{\alpha_{VH} \text{ and } \alpha_{HV}\} \)) are very small [6]. With the assumption that these values are negligible, we can approximate the anti-diagonal elements of \( \Lambda_C \) to be zero.

Note that with \( 0 \leq t_1, t_2, r_1, r_2 \leq 1, \) and \( \chi_1, \chi_2 \geq 1, \Lambda_C \) is positive semi-definite.

### III. Performance Analysis

This paper focuses on two power control scenarios: no power control and perfect fast power control.

#### A. No Power Control

The signal power in this mode does not change with time. The performance is measured by the average symbol error probability corresponding to the SNR. From [9], the average symbol error probability of a coherent BPSK system is given by
\[
\tilde{P}_e = \frac{1}{\pi} \int_0^{\varphi/2} \left| I_M + \frac{\varphi}{\eta_0 \sigma^2 m \sin^2 \nu} \Lambda \right|^{-m} d\nu
\]
where \( I_M, m, \) and \( \Lambda \) are as previously defined, and \( \varphi \) is the expectation of \( \varphi \) and is equal to \( E_\delta \gamma \) for system A, B, and is equal to \( E_\delta \gamma /2 \) for system C.

Since the symbol error which dominates the system performance at high SNR is the error between the transmitted symbol and its nearest neighbors, the average symbol error can be approximated by considering only the nearest neighbor error events [13]
\[
\tilde{P}_e \approx \sum_{i=1}^{N_{sym}} P_{\text{R}(S_i)} N_{e}(S_i) Q \left( \frac{d_{\text{min}}(S_i)}{2\sigma} \right)
\]
where \( N_{sym} \) is the number of symbols in the constellation, \( P_{\text{R}(S_i)} \) is the probability of the symbol \( S_i \) being transmitted, \( N_{e}(S_i) \) is the number of the nearest neighbors of symbol \( S_i, d_{\text{min}}(S_i) \) is the minimum distance to the nearest neighbors of symbol \( S_i, \) and \( \sigma^2 \) is the noise variance [13]. Therefore, the average symbol error probability of a coherent QPSK system, assuming equally likely transmit symbols, can be approximated as
\[
\tilde{P}_e \approx \frac{2}{\pi} \int_0^{\varphi/2} \left| I_M + \frac{\varphi}{\eta_0 \sigma^2 m \sin^2 \nu} \Lambda \right|^{-m} d\nu.
\]

The symbol error probability of systems A, B, and C can be found by substituting \( \Lambda \) with the correlation matrix shown in (7), (8), and (12). The expressions for the average symbol error probability can be simplified as
\[
\tilde{P}_{e,A} \approx \frac{N_e}{\pi} \int_0^{\varphi/2} \left( 1 + \frac{\varphi \xi}{m \sin^2 \nu} - \frac{\varphi^2 \delta}{m^2 \sin^4 \nu} \right)^{-m} d\nu
\]
\[
\tilde{P}_{e,B} \approx \frac{N_e}{\pi} \int_0^{\varphi/2} \left( 1 + \frac{\varphi \xi}{m \sin^2 \nu} - \frac{\varphi^2 \delta}{m^2 \sin^4 \nu} \right)^{-2m} d\nu
\]
\[
\tilde{P}_{e,C} \approx \frac{N_e}{\pi} \int_0^{\varphi/2} \prod_{i=1}^{4} \left( 1 + \frac{2 \varphi \lambda_i}{2 m \sin^2 \nu} \right)^{-m} d\nu
\]
where \( \delta = \frac{P_{\text{avg}}}{N_e}, \xi = 1 + \frac{1}{\chi_1}, \) and \( N_e \) is the average number of nearest neighbors of the constellation (one for BPSK and two for QPSK). Note that the approximations in (16a)–(16c) become exact for the BPSK case.

#### B. Perfect Fast Power Control

When the transmitter and the receiver have perfect knowledge of the channel state information, the transmitter can perfectly cancel the effect of fading by controlling the transmit signal power such that a constant desired post-MRC SNR (\( \varphi_{\text{target}} \)) is
achieved at the receiver. This process is referred to as the perfect fast power control algorithm.

To achieve the desired post-MRC SNR per bit, the following condition needs to be satisfied:

\[ E_b = \frac{\varphi_{\text{target}}}{\gamma} \quad \text{for system A, B} \]

or

\[ E_b = \frac{2\varphi_{\text{target}}}{\gamma} \quad \text{for system C.} \quad (17) \]

The average transmit energy per bit for systems A, B, and C can be calculated using a Fourier transform identity as follows:

\[ E[E_b] = (2)\varphi_{\text{target}} E \left[ \frac{1}{\gamma} \right] = (2)\varphi_{\text{target}} \int_{-\infty}^{0} j\Phi_{\gamma}(s)ds. \quad (18) \]

Closed-form expressions for the average transmit energy per bit for systems A, B, and C can be obtained by substituting the correlation matrix associated with the system and solving the integral.

1) System A
   Case 1: \( \Lambda_A = I_2 \)
   \[ E[E_b] = \frac{\varphi_{\text{target}}m}{\gamma(2m - 1)}. \quad (19) \]
   Case 2: \( \Lambda_A \neq I_2 \), where the expression is shown in (20) at the bottom of the page.

2) System B
   Case 1: \( \Lambda_B = I_4 \)
   \[ E[E_b] = \frac{\varphi_{\text{target}}m}{\gamma(4m - 1)} \quad (21) \]
   Case 2: \( \Lambda_B \neq I_4 \), where the expression is shown in (22) at the bottom of the page.

3) System C
   Case 1: \( \Lambda_C = I_4 \)
   \[ E[E_b] = \frac{\varphi_{\text{target}}m}{\gamma(2m - 1)}. \quad (23) \]
   Case 2: \( \Lambda_C \neq I_4 \)
   \[ E[E_b] = \begin{cases} \frac{\varphi_{\text{target}}m}{\gamma} \sum_{i=1}^{4} \frac{k}{\lambda_i} \ln(\lambda_i), & \text{when } m = 1 \\ \text{no closed-form solution, otherwise} \end{cases} \quad (24) \]

where \( K(x, y) = \prod_{i=1}^{y}(2x - 2i - 1); \sum_{i=1}^{4} \frac{k_i}{1 + x\lambda_i} = \prod_{i=1}^{4} (1 + x\lambda_i)^{-1}; \omega = \sqrt{\xi^2 + 4\delta}; \) and \( \delta \) and \( \xi \) are as previously defined.

**IV. ANALYTICAL RESULTS**

Previously, we have presented polarization diversity as an additional dimension in lieu of, or combined with, spatial diversity. Consequently, the results that follow provide the comparative performance of polarization diversity with and without spatial diversity. Since power consumption is a very important factor in cellular systems, the required transmit power is used as the performance baseline. All systems are compared to the reference system, which is defined as a two-branch receive diversity system wherein the two receiver branches have the same average receive signal power and are uncorrelated. This system can be viewed as a perfect spatial diversity system wherein the two VPol antennas are far enough from each other that they are uncorrelated. Otherwise, it can also be viewed as a polarization diversity system where \( \rho_{\text{env}} = 0 \) and \( \chi = 0 \) dB. It is important to note that such a system is an ideal system and is unlikely to be found in a practical wireless system.

The ratio between the required transmit power of the reference system and the required transmit power of the system of interest is called the performance gain and is used to define the system performance relative to the reference system. Positive gain indicates that, relative to the reference system, the system requires less transmit power to achieve the same system performance.

**A. No Power Control**

Figs. 3 and 4 plot \( \bar{P}_e \) versus \( \varphi \) for systems A and B with BPSK modulation in Rayleigh fading channels for specified values of \( \rho_{\text{env}} \) and \( \chi \). As expected, the best performance occurs when \( \rho_{\text{env}} = 0 \) and \( \chi = 0 \) dB. Other curves quantify the degradation in system performance as \( \rho_{\text{env}} \) and/or \( \chi \) increase.

The performance gain is defined as the reduction in the required transmit power, compared to the reference system, to achieve the desired \( \bar{P}_e \). It is observed from Figs. 3 and 4 that the gain increases as \( \bar{P}_e \) decreases. For a desired \( \bar{P}_e \) of \( 10^{-3} \) and BPSK modulation, the gain of system A and system B for Rayleigh fading channels (solid lines), and Nakagami-\( m \) fading channels with \( m = 2 \) (dotted lines) are shown in Figs. 5 and 6, respectively.

\[
E[E_b] = \begin{cases} \frac{\varphi_{\text{target}}m}{\gamma} \left( \frac{\xi + \omega}{\xi - \omega} \right), & \text{when } m = 1 \\ \frac{\varphi_{\text{target}}m}{\gamma} \left( \frac{m\xi(\omega^2 + \sum_{i=1}^{m-2} m\xi(\delta^2)(m - 2 - i)!K(m, i))}{(m - 1)\omega^{2i + 2}} + \frac{m(\delta^2)m^{-2}K(m, m - 1)}{(m - 1)\omega^{m - 1}} \ln \left( \frac{\xi + \omega}{\xi - \omega} \right) \right), & \text{otherwise} \end{cases} \quad (20) \]

\[
E[E_b] = \frac{\varphi_{\text{target}}m}{\gamma} \left( \frac{m\xi(\omega^2 + \sum_{i=1}^{m-2} m\xi(\delta^2)(2m - 2 - i)!K(2m, i))}{(2m - 1)\omega^{2i + 2}} + \frac{n(\delta^2)^{m-1}K(2m, 2m - 1)}{(2m - 1)\omega^{m - 1}} \ln \left( \frac{\xi + \omega}{\xi - \omega} \right) \right) \quad (22) \]
It can be seen from Fig. 6 that when $\chi$ is large and $\rho_{\text{env}}$ is equal to one, the polarization diversity is no longer efficient, and the system is equivalent to a perfect two-branch space diversity system (or the reference system). The performance gain in a realistic channel can be estimated by using the measurement data from the urban environment. The data show that the envelope correlation is generally less than 0.2 and the XPD has an average of 6 dB. It can be deduced from Figs. 5 and 6 that the loss from using system A compared to the reference system is 3–3.4 dB for Rayleigh fading channels, and 2.9–3.1 dB for Nakagami-$m$ fading channels with $m = 2$, and the gain from using system B compared to the reference system is 4–4.3 dB for Rayleigh fading channels and 2.1–2.3 dB for Nakagami-$m$ fading channels with $m = 2$.

In order to appreciate the simplicity and the accuracy of the analysis presented in this paper, we extend (16c) to 16-QAM modulation and compare the results with the results from [11], which was derived using the Chernoff bound approach, and with our simulation results. The extended analysis uses the nearest neighbors approximation [13], and the expression for the bit error probability corresponding to 16-QAM can be expressed as

$$\bar{P}_{e,C,16\text{QAM}} \approx \frac{3}{\pi} \int_0^{\frac{\pi}{2}} \prod_{i=1}^{4} \left(1 + \frac{\bar{\gamma}_i \lambda_i}{10 \cdot 2 \sin^2 \nu}\right)^{-1} d\nu$$

where $\bar{\gamma}$ is the SNR as defined in [11], three is the number of the average nearest neighbors, and ten is the scaling factor used to maintain the same average transmit power between the QPSK and 16-QAM.

The comparison between (25), the result from [11], and the simulation result when $\sqrt{\tau_1} = \sqrt{\tau_2} = 0.7$, $\sqrt{\tau_1} = \sqrt{\tau_2} = 0.1$, $\chi_1 = \chi_2 = 5$, and $\delta = 1$ is shown in Fig. 7.
(25) accurately predicts the system performance at high SNR. However, as a result of the nearest neighbors approximation, the prediction is not accurate at low SNR.

B. Perfect Fast Power Control

The performance gain in the case of perfect fast power control is defined as the reduction in the required transmit power to achieve the desired post-MRC SNR compared to the reference system. Figs. 8 and 9 show the gain of system A and system B in Rayleigh fading channels (solid lines), and Nakagami-m fading channels with \( m = 2 \) (dotted lines), as a function of \( \rho_{\text{env}} \) and \( \chi \), respectively. The performance in a realistic urban environment can be approximated using the values of \( \rho_{\text{env}} \) and \( \chi \) measured from the actual channel. With \( \rho_{\text{env}} \) less than 0.2 and the average \( \chi \) of 6 dB, system A experiences a loss of 2.6–3 dB for Rayleigh fading channels and a loss of 2.3–2.5 dB for Nakagami-m fading channels with \( m = 2 \), while system B experiences a gain of 2.2–2.4 dB for Rayleigh fading channels and a gain of 1.4–1.5 dB.

The value of \( m \) in Nakagami-m distribution determines the severity of fading. The smaller \( m \) is, the more severe the fading condition is. Fig. 10 shows the performance gain of system B compared to system A when \( \rho_{\text{env}} = 0.2 \) and \( \chi = 6 \) dB as a function of \( m \) (Nakagami-m distribution parameter).

Unlike systems A and B, system C is a function of more parameters, and a simple contour plot similar to Figs. 8 and 9 does not exist. We have chosen a simple channel characteristic where \( \chi_1 = \chi_2, t_1 = t_2 = 0.2, \) and \( r_1 = r_2 \) as an example to illustrate
Fig. 11. Performance gain of system C for the sample channel compared to the reference system (perfect fast power control, Rayleigh).

the effect of the channel characteristic on system performance. Fig. 11 shows the gain of system C under this particular channel characteristic. The 0-dB line determines the channel condition where system C performs as well as the reference system, and the area on the left side of the 0 dB line represents the scenario wherein system C outperforms the reference system. It is interesting to point out that even though system C needs only slightly more space than a SISO system, under this particular channel characteristic, this compact system can achieve similar (or even better) performance compared to the perfect two-branch receive diversity system by use of space-time code and polarization diversity receive diversity. We can also see from Fig. 11 that as $r_1$, $r_2$ increases (the channel gets worse), the 0-dB line moves to the left, and the area where system C outperforms the reference system gets smaller.

V. CONCLUSION

It has been shown that polarization diversity systems can provide significant performance enhancements either in lieu of, or in combination with, spatial diversity systems, despite the inherent power imbalance between polarizations. We have derived the relationship between the polarization characteristic, which is represented by the envelope correlation and the power imbalance, and the system performance in correlated Nakagami-$m$ fading channels with the MRC diversity receiver. More specifically, the average symbol error probability as a function of SNR and the polarization characteristic (assuming no power control), and the average transmit power as a function of post-MRC SNR and the polarization characteristic (assuming perfect fast power control), are derived.

We have shown that the performance of polarization diversity in a realistic channel can easily be obtained by substituting the envelope correlation and the cross-polarization discrimination measured from the actual channel into the analytical expressions provided. The power imbalance does limit system performance, as expected. Nevertheless, it is shown that the gain achieved with polarization diversity can be significant. The advantage of polarization diversity ultimately depends on the particular channel characteristic.

It has also been shown that the analysis can easily be extended to a more complex system. The extension of system C to 16-QAM with the nearest neighbors approximation has been shown to match the simulation result, especially at high SNR.
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