Title
Human exposure to dynamic air pollutants: Ozone in airplanes and ultrafine particles in homes

Permalink
https://escholarship.org/uc/item/7500h2rs

Author
Bhangar, Seema Vijay

Publication Date
2010

Peer reviewed|Thesis/dissertation
Human Exposure to Dynamic Air Pollutants: Ozone in Airplanes and Ultrafine Particles in Homes

By

Seema Vijay Bhangar

A dissertation submitted in partial satisfaction of the requirements for the degree of Doctor of Philosophy in Engineering – Civil and Environmental Engineering in the GRADUATE DIVISION of the UNIVERSITY OF CALIFORNIA, BERKELEY

Committee in charge:
Professor William W Nazaroff, Chair
Professor Robert A. Harley
Professor Robert C. Spear

Fall 2010
Human exposure to dynamic air pollutants: Ozone in airplanes and ultrafine particles in homes

© 2010

by Seema Vijay Bhangar
Abstract

Human exposure to dynamic air pollutants: Ozone in airplanes and ultrafine particles in homes

by

Seema Vijay Bhangar

Doctor of Philosophy in Engineering – Civil and Environmental Engineering

University of California, Berkeley

Professor William W Nazaroff, Chair

To effectively control health risks associated with an airborne contaminant we need to understand when, where, why, and how much humans come into contact with the contaminant. To answer these questions, the temporal and spatial variability in levels of species must be evaluated in relation to the locations of humans in space and time. Characterizing human exposure through the measurement of pollutant levels within occupied microenvironments where people spend time is particularly important for species that have sharp gradients owing to rapid environmental processing. This is especially true if the pollutant dynamics are influenced by the presence or activities of the occupants themselves.

This dissertation investigates inhalation exposures to two dynamic air pollutants in two important settings: ultrafine particles (UFP) in residences and ozone in aircraft cabins. New field data were acquired and observed pollutant trends were modeled to assess the importance for indoor concentrations and exposures of outdoor levels, ventilation characteristics, indoor sources, pollutant dynamics, human factors, and control strategies. Study findings can be applied to assess the risk associated with each exposure scenario and to suggest conditions under which interventions are likely to have the greatest public health impact.

In the first part of the dissertation, residential exposures to ultrafine particles were characterized and governing factors explored on the basis of field data collected from single-family houses in California. During the field study, time-resolved particle number (PN) concentrations were monitored indoors and outdoors over a multi-day period, and information was acquired concerning occupancy, source-related activities, and building operation. Technological challenges have limited prior efforts to acquire time-resolved data on UFP from homes under normal occupied conditions, data that are potentially important for understanding total daily exposures to ultrafine particles as people spend a majority of their time in their own homes.

Results showed levels of ultrafine particles in houses to be highest when residents were present and awake, mainly due to their cooking and other activities that constituted episodic indoor sources. On average, the contribution to residential exposures from indoor episodic sources was 150 percent of the contribution from particles of outdoor origin. A previously
unstudied continuous indoor source, unvented pilot lights, caused baseline particle levels to be significantly elevated in houses where present. Particle control devices – a filter or an electrostatic precipitator – were successful at mitigating exposure by reducing the persistence of particles indoors. We found that, owing to the importance of indoor sources, variations in the infiltration factor, and the influence of human behavior patterns on indoor UFP levels, residential exposures to ultrafine particles could not be characterized either by ambient levels or by average indoor levels alone.

The source characterization and exposure apportionment results from the study of ultrafine particles in residences were applied to quantify inhalation intake fractions ($iF$) for ultrafine particles emitted from indoor sources. Intake fraction is an exposure metric that quantifies the mass of pollution inhaled by all exposed persons per mass of pollution released. As such, $iF$ estimates encapsulate the exposure effectiveness of a source under the exposure conditions considered. The analysis presented is one of only a few $iF$ investigations focused on UFP and is also the first semi-empirical $iF$ investigation for indoor sources to rely on experimental data resolved at the level of individual occupants and source-events.

For the continuous source (unvented pilot lights) and the episodic source events observed during the monitoring period at all study sites, estimated intake fractions ranged from $0.7 \times 10^{-3}$ to $16 \times 10^{-3}$, consistent with previous estimates for contaminants released indoors. House-specific factors such as the volume and number of residents, and occupant-specific factors such as breathing rates and time-activity patterns, had a significant influence on $iF$. Particle loss rates and occupancy patterns did not vary markedly among source types. Consequently, source type did not have a significant, independent influence on intake fractions.

In the second part of the dissertation, ozone levels in airplane cabins and factors that influence them were studied on commercial passenger flights. Ozone levels in passenger aircraft had not been the subject of a full-scale time-resolved monitoring effort since 1980, when U.S. Federal Aviation Regulations limiting ozone in cabin air were adopted. Studies conducted prior to 1980 were in need of an update because, in the past three decades, the operating conditions of commercial aircraft have changed significantly. Moreover, our understanding of ozone’s reactions with cabin surfaces, including human surfaces, and of the health risks associated with exposure to ozone and ozone oxidation byproducts has grown. Findings on in-cabin ozone need to be interpreted in light of the new findings.

To close this knowledge gap real-time ozone data were collected within the cabins of commercial passenger aircraft on 76 flight segments. Sample mean ozone level, peak-hour ozone level, and flight-integrated ozone exposures were highly variable across U.S. domestic segments, with ranges of <1.5 to 146 ppb, 3 to 275 ppb, and <1.5 to 488 ppb-hour, respectively. On planes equipped with ozone catalysts, the mean peak-hour ozone level was substantially lower than on planes not equipped with catalysts. For aircraft with catalysts, levels were higher on transoceanic flights than on domestic routes. In addition, within the transoceanic sample, ozone levels were lower on newer aircraft, a pattern that may be explained by differences in converter efficiency. Seasonal variation on domestic routes without converters was modeled by a sinusoidal curve, predicting peak-hour levels approximately 70 ppb higher in Feb-March than in Aug-Sept. The temporal trend was broadly consistent with expectations, given the annual variation in tropopause height. Episodically elevated (>100 ppb) ozone levels on domestic flights were associated with winter-spring storms that were linked to enhanced exchange between the lower stratosphere and the upper troposphere.

As in-cabin ozone originates outside, findings from the field study were supplemented
with an analysis of atmospheric ozone levels collected through the Measurement of Ozone and Water Vapor by Airbus In-service Aircraft (MOZAIC) monitoring campaign. Temporal and spatial trends in ozone levels encountered by aircraft were investigated by analyzing the data from all MOZAIC flights between Munich and three U.S. destinations. In a finding that reinforced the in-cabin study results, the MOZAIC analysis showed ozone levels cycled through the year, and positive outliers to the mean cycle were spatially and temporally consistent with known patterns of stratosphere-to-troposphere exchange. A spatial analysis showed that, for the routes surveyed, there was no monotonic increase in atmospheric ozone with latitude. On average, ozone levels increased with altitude, though the relationship between altitude and ozone was highly variable within and between flights. The spatial analysis also showed that even in domestic US airspace ambient ozone concentrations greater than 100 ppb were routinely encountered. This result illustrated the potential benefit of equipping all U.S. passenger aircraft – not just the ones designed for transoceanic travel, as is standard practice – with ozone catalysts.
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Chapter 1: Introduction

The research presented in this dissertation explores factors influencing human inhalation exposure to dynamic air pollutants in occupied microenvironments such as transportation vehicles and buildings. In this chapter, background information that frames the research is presented, and an overview of topics covered in the remaining chapters is provided.

Three themes frame the present work: exposure, dynamic air pollutants, and occupied microenvironments. Each of these themes is considered below.

1.1. Exposure

1.1.1. Exposure science: What it is and why it matters

Exposure science is concerned with the interface between humans and chemical, physical and biological agents that are present in the environment. In a narrow sense, the aim of an exposure assessment is to describe the concentrations of an agent at the human-environment interface and the duration of contact between the human and the agent. Toxicological and epidemiological information can help to identify a biologically relevant time of contact, which in turn informs the appropriate time-scale to be considered in an exposure investigation. More broadly, the objective of exposure science is to not just quantify exposures, but also to assess factors influencing exposure, so as to provide a basis for developing exposure mitigation strategies for given exposure circumstances and also to evaluate the anticipated public health benefits associated with alternative interventions. Environmental agents are responsible for a substantial portion of the US and global burdens of disease (WHO, 2010). Human resources to control the exposures that lead to these burdens are necessarily finite, and their deployment frequently involves trade-offs. The judicious application of exposure science methods can help to promote the efficient allocation of resources to control environmental risks, by helping to prioritize amongst a range of pollutants, exposed populations, and potential interventions (Lioy, 2010; Klepeis and Nazaroff, 2006; Zartarian et al., 1997; Zartarian et al., 2005).

The broad exposure-science objectives noted above are best pursued by considering the whole system that links sources to health effects. The system comprises the following components, which can be conceived as a bridge between the environment and public health: sources, concentrations in environmental media (air, water, soil or dust), exposures (i.e., contact), intakes, doses, and health effects (Smith, 1993; Marshall and Nazaroff, 2004; Ott, 2006). The “exposure” component of the bridge constitutes, predictably, the central focus of the exposure scientist. However, attention to the other components is needed to fulfill the broad exposure-science objectives noted above. For instance, “downstream” components such as dose and health effects can aid in identifying exposure scenarios of potential health concern and in defining appropriate exposure metrics. “Upstream” components, such as source emission rates, and processes and mechanisms that transfer the agent to the human receptor, can be used to design control strategies, and to refine plans for the routine collection of exposure data.

Field monitoring is the standard method for assessing exposures. A whole-system approach to exposure science – using tools from a range of disciplines including science and engineering, statistics, and the health and social sciences – facilitates the generalization of
findings from field studies to environments and scenarios not directly studied (Ott, 2006). For example, the exposure effectiveness ($EE$) and intake fraction ($iF$) metrics link source emissions directly to exposure or intake, respectively (Evans et al., 2002; Bennett et al., 2002). Once estimates of $EE$ or $iF$ are defined (on the basis of models and/or measurements), and conditions under which they apply are described, they can be used to rapidly predict the expected exposure associated with a source without the need for costly and potentially intrusive measurements. Exposure involves humans, and studies involving humans are often complicated by ethical concerns, logistics, or the idiosyncratic nature of human behavior. These constraints add value to the innovation and application of exposure-science methods that rely on modeling, simulation, automatic sensors and other tools that enable exposure data to be collected and used more efficiently (Lioy, 2010).

Assessing exposure is an integral part of the risk assessment and management paradigm. It also plays a key role in epidemiological studies, and may be needed for clinical diagnosis and the prevention of disease (Lioy, 1990). As it is concerned with both risk analysis and control, exposure science is relevant for academics, the private sector, and government agencies. Regulators, health workers, policy makers, and the general public all draw on exposure knowledge to support environmental policy decisions or to make personal decisions relating to their health.

1.1.2. Quantifying exposure

Lioy (2010) defines an “equation” of exposure as follows:

$$E = \int_{t_0}^{t_1} C(t) dt$$  \hspace{1cm} (1.1)

Exposure ($E$) is a function of both the concentration ($C$) of an agent of concern in contact with humans and intervals of time ($dt$) during which the contact occurs. Zartarian et al. (2005) present a quantitative definition of exposure assessment that asserts it is the process of estimating or measuring the magnitude, frequency, and duration of exposure to an agent, along with the number and characteristics of the population exposed (Zartarian et al., 2005). As is indicated by these definitions, an exposure assessment exercise has considerable flexibility in terms of defining the “exposure” to be quantified. The exposure of concern may be chronic or acute (or both). The subject of an exposure assessment can be an individual or a population and, in the case of the latter, the entire general public or discrete groups (subpopulations) defined on the basis of occupation, demographics, health status, or other criteria. The study can be designed to look at extant environmental conditions, historical data, or data from a controlled laboratory or field setting. An investigation may look at total exposure, or focus on a subset of sources, pathways, or routes. Moreover the usefulness of an exposure estimate is enhanced when it is paired with a description of its uncertainty and variability, and of the determinants of this variability (Zartarian et al., 2005; Paustenbach, 2000).
1.1.3. Exposure as a receptor-oriented science

Source-oriented approaches to assessing and controlling environmental risks require a priori identification of potential sources of concern, and thus treat the first component in the environment to public-health bridge as a focal point. While a source-based strategy may venture into explicit evaluation of exposures, by measuring or modeling factors that influence occupied microenvironmental concentrations, the human receptor is often missing from the analysis. In contrast, the “exposure” component – or human interface – is the focus of the receptor-oriented scientist. Like source-based strategies, the receptor-based approach is concerned with sources and environmental concentrations. It differs in that the focus is inverted so the receptor becomes the subject of the investigation, which can then proceed in both directions from the source to the receptor or the receptor to the source (Ott, 2006). A direct consequence of the change in focus is that importance is accorded to factors that influence exposure. These factors overlap with, but are not coincident with, the factors that influence emissions or environmental concentrations.

Receptor-based investigations have revealed that the exposure effectiveness (or intake fraction) of common pollution sources can vary over many orders of magnitude (Smith, 1988; Smith, 2002; Lai et al., 2000). The most obvious decoupling between exposure and environmental concentration occurs in relation to location or the use of personal protective equipment. Irrespective of environmental levels of an agent, exposure to it may be low if people are absent, or are shielded with efficacious protective devices (Nicas, 1995). No matter how detailed are the spatial and temporal maps of pollutant levels, they cannot give an indication of exposure without further information on the presence of humans, and their potential use of barriers against exposure. Knowledge about human attributes and behavior, referred to as “human activity patterns”, is also important because these can influence pollutant sources or sinks. Activity pattern information must include details on location, attributes or behaviors that influence pollutant levels and inhalation intake rate. Owing to the variability amongst humans, putting the receptor into the story can thus complicate analyses and expand the uncertainty in results.

Despite challenges associated with the receptor-oriented approach, it has gained prominence as a tool for revealing novel sources and control measures, or evaluating the importance (from the perspective of exposure) of ones that were already known. As such, the approach is useful for setting priorities amongst potential exposure-mitigation strategies (Smith, 2002). The source-centered approach tends to accord central importance to controlling emissions from sources with the greatest mass emission rates to the outdoor atmosphere, such as industrial facilities and motor-vehicles. Through the use of the receptor-based method we now know that for a wide range of pollutants, exposure is dominated by emissions that may be smaller on an absolute scale, but that occur in close proximity to humans. Examples of such sources include building materials, consumer products (including cigarettes), appliances, and even the human body itself (Smith, 1988; Nazaroff, 2008). A focus on the receptor shifts priorities on which sources are most important to control and affords the opportunity to consider and compare a broader and more flexible range of strategies to protect humans from the harm associated with environmental agents. These strategies go beyond emissions controls to include dimensions such as enhanced ventilation, selective filtration, personal protection, or altering patterns of location and personal source-use.
1.1.4. History and current trends

Examples from the historical record show that concern with exposure predates its codification as a formal, quantitative field of study. Humans have always interacted closely with environmental media, relied on ecosystem goods for their livelihood and well-being, and endeavored to protect themselves from environmental hazards. In the most simple case, imagine a human tending a fire, who notes that exposure to the smoke is linked with respiratory discomfort; and that the discomfort can be mitigated by turning away from the direct plume. In this case, the magnitude of exposure could be qualitatively assessed by proxies such as the thickness of the smoke, the number of times it blows on the target, the size of the target population, and so on. A more formal example is from the early epidemiological literature. John Snow identified the cause of a cholera epidemic in London in 1854 by mapping the pattern of disease, and finding cases were clustered around a single water pump. By this process, the consumption of water from a contaminated pump was identified as the pathway of exposure, and the risk was mitigated by removing the pump and handle. (Lioy, 1990).

Pioneering work by Alice Hamilton and others in the early 1900s is cited as initiating the systematic analysis of exposure. In 1986 the USEPA drafted formal exposure assessment guidelines (Lioy, 1990). Early work in the 1990s addressed exposures that were marked by two criteria: they were visible or otherwise tangible, and they were relatively easily linked with a health outcome. These criteria were most often met by extreme pollution episodes, or occupational exposures, which made both an attractive choice for early exposure studies. Workplaces presented the exposure scientist with a discrete population, bounded physical environment, and clear sources and pathways of exposure for study. Moreover, exposures to individual pollutants was often especially high in workplaces, and resulting health effects were commonly acute. The temporal association between the exposure and health outcome facilitated the attribution of harm to one or more environmental agents.

The events that mark the establishment of exposure assessment or exposure science as a distinct field are described by Lioy (2008). As the tools of this field have become more sophisticated, the trend has been toward tackling scenarios where the associations between exposures and health outcomes are more subtle, variable, complex, or otherwise challenging to characterize. Current tools enable us to appreciate that small spatial and temporal scales can exert large effects on exposure (Ott, 2006; Smith, 1988), which motivates us to pay attention to microenvironments where people spend time, and to time-resolved trends in contaminant levels and exposures. Exposure scientists are now more likely to investigate exposures experienced in non-workplace settings, to investigate low-level or chronic exposures, and to consider a wider range of sources, pathways, routes, and variables influencing exposure. The study of exposure has become quantitative and measurement-based to a greater degree, and the use of statistical tools to define the precision of exposure estimates is now common. In looking ahead at future directions for exposure science, Lioy (2010) advocates a proactive view where the tools of exposure science are applied to evaluate the potential for harmful contacts to occur, and to prevent or minimize them in advance.

In the air pollution field, although it is still common for outdoor measurements to be used as proxies for estimates of exposure, new research findings challenge this convention and help to define its advantages and limitations. There is a certain logic to studying outdoor sources as these are in the public domain, and because they are the main anthropogenic driver for ambient air pollution, which falls under the purview of public regulation. Furthermore, under some
circumstances, outdoor sources dominate the health risk attributed to an agent, so controlling emissions from these sources can be an effective environmental health strategy. In contrast, trends that favor the following actions or factors diminishes the utility of ambient measurements for the management of environmental risk: (1) regulations that limit emissions from ambient sources, thus reducing outdoor air pollution over time; (2) buildings designed and operated to be more airtight in order to save energy; (3) the use in building ventilation systems of filters to treat outdoor air; (4) the use of health-damaging chemicals in building materials and consumer products, and the use of appliances that emit pollutants indoors; and (5) the high proportion of time spent indoors. (Lioy, 1990).

1.1.5. Exposure assessment methods: Direct and indirect approaches

Exposure can be quantified via “direct” or “indirect” methods. Both have been widely applied, and each possesses distinct advantages and limitations. The choice of one or the other strategy depends on many factors, including the underlying motivation (e.g., assessing the effectiveness of a potential intervention or designing a program to mitigate the exposure, establishing a dose-response relationship, assessing risk), properties of the contaminant of concern, available instruments, access to study subjects, the variability in exposure, study budget, and intended study duration. I argue that the two methods, rather than being viewed competitively, can complement each other when used judiciously to assess and manage environmental risk.

The direct method is so called because it characterizes by means of measurement the levels of an agent at the interface between the individual and the environment. The levels may be characterized by means of a personal sampling device (e.g., Palms and Gunnison, 1973), or by identifying and measuring biomarkers of exposure (e.g., Lan et al., 2004). The application of the direct method requires a random sampling scheme, and the number of people sampled must be sufficient to allow inferences to be drawn, with known precision, about exposure of the larger population from which the sample is drawn. When combined with statistical analyses of human activity data, the direct method can aid in the identification of variables that contribute to exposure (Ott, 2006). The direct method has advantages in implicitly accounting for spatial and temporal variability in pollutant levels and human activity patterns, and in potentially measuring exposure from all sources and pathways. No a priori determination is needed about microenvironments where exposure occurs. The direct method is also a useful means for validating findings based on the indirect method (Klepeis, 1999).

The first practical personal samplers used photographic film to detect exposures to radiation. The Manhattan project provided an impetus for the development and use of monitoring badges for radiation detection, and by 1945 dosimeters that could be worn by workers to evaluate their exposure were commercially available (Poston, 2005). As reported by Silverman (1954), industrial hygienists also made advances in the 1930s and 1940s in developing equipment to sample gases and particles in workplaces. The Occupational Health and Safety Act, signed into law in 1970, formalized this use of personal sampling in the workplace.

Examples of early, direct exposure investigations relating to air quality reported in the literature include a study of the exposure of harvesters to pesticide residues (Popendor and Spear, 1974), and a study measuring personal carbon monoxide exposures (Cortese and Spengler, 1976). Examples of large-scale applications of the direct approach are the Total Exposure Assessment Methodology (TEAM) and National Human Exposure Assessment Survey
(NHEXAS) studies conducted by the US Environmental Protection Agency (EPA). In the 1979-1985 TEAM study, a stratified random sample of 600 people was monitored with specially developed personal samplers, to estimate the volatile organic compound (VOC) exposure of urban residents in selected US cities (Wallace, 1987). In the Particle TEAM (PTEAM) study, conducted in 1990, exposure to airborne particulate matter in Riverside, California, was surveyed (Ozkaynak et al., 1996). Beginning in the 1990s, the NHEXAS group of studies combined personal monitoring with the sampling of biomarkers to further explore and develop exposure assessment methods.

In the indirect approach, exposure is assessed using information on pollutant concentrations in microenvironments and human activity pattern data (Yoshida et al., 1980; Duan, 1982). Instead of installing a monitor on a person who then transports it through space and time, monitors are placed in fixed locations (or pollutant concentrations are predicted using mathematical models), and the movements of the individual are tracked. The indirect approach can be used to predict individual personal exposures without the problems of cost, logistics, access, and feasibility involved in measuring exposure directly. When combined with Monte-Carlo methods (Macintosh et al., 1995) or the use of input parameters with well-defined variances (Klepeis, 1999), the indirect exposure framework can be used to generate population frequency distributions of exposure. A virtue of the indirect approach is that it can be employed to rapidly and inexpensively generate estimates of exposure over a wide range of scenarios; and the sensitivity of exposure to quantifiable parameters can be readily assessed (Klepeis, 1999).

The indirect method is ideally suited to identifying and evaluating the relative importance of factors that influence exposure, which is necessary to fulfill the purpose of intervening with effective controls. Investigations in this dissertation rely on the indirect method. Consequently, the remainder of this section looks more closely at methods and emerging trends in indirect exposure research. Core components of the indirect method are assessing pollutant levels in microenvironments and assessing human time-activity patterns. Each is discussed in turn below.

Data on levels of a contaminant in microenvironments can be generated empirically by means of environmental measurements, or theoretically by means of mathematical models such as those based on the material balance principle. Varying levels of complexity may be brought to bear on the definition of a microenvironment. At the simplest level, microenvironments are defined on the level of their function, at a predetermined spatial scale, resulting in designations such as residence, vehicle, office, library, school. In a more sophisticated treatment, microenvironments are further defined on the basis of criteria such as time of day, season, weather conditions, geographic regions, demographic group under consideration; or the microenvironment itself may be defined on the basis of a finer spatial scale, such as kitchen instead of house. Such classifications aid in the generalization of findings to conditions outside the ones directly studied. A single microenvironment may be chosen as the focus of an exposure investigation on the basis of criteria such as high exposures, the presence of a vulnerable population, being previously understudied, or being the potential target of an intervention. Or, for a total exposure assessment, all locations where a population of interest spends significant time must be considered (Klepeis, 1999).

Several tools exist for collecting data on human activity patterns. These tools can be broadly categorized as population-based or individual-based. Population-based activity pattern data are collected through randomized surveys and may be used in the place of individual measurements when the subjects of an exposure study are drawn from the population that was surveyed. Such surveys typically include a range of questions relating to activities, locations,
and the use of and proximity to potential pollution sources. The Consolidated Human Activity Database (CHAD), maintained by the USEPA’s National Exposure Research Laboratory (NERL), is a source of such data, with ~23,000 person-days of activity spanning disparate cohorts (McCurdy et al., 2000). NERL sponsored the National Human Activity Pattern Survey (NHAPS), which was carried out from 1992-1994 and included 9,386 respondents recruited via a random sampling methodology from across the contiguous United States (Klepeis et al., 2001). CHAD also includes data from two large surveys conducted in California in 1987-1990 (Jenkins et al., 1992). Survey-based activity data can be helpful for predicting the frequency distribution of exposures in a population.

Individual-based approaches monitor the real-time, location-activity profile of subjects in an exposure study, with the aid of written records or sensors. Written records include questionnaires, surveys, or time-activity diaries, and typically depend on recall. Sensors can provide information about location and, in limited cases, about specific activities relating to exposure. Advantages of sensors include their accuracy relative to recall and their potential for being less intrusive than a diary or questionnaire. The requirement to keep a record of location and activities may cause a subject to unconsciously alter his or her behavior; this bias risk is reduced when the data are collected automatically.

Emerging research explores the use of automated sensors for obtaining location and activity data. Ultrasound transmitter/receiver pairs developed by Allen-Piccolo et al. (2009) represent an inexpensive means of indicating when a subject is present in a microenvironment (e.g., various rooms in a house). Global Positioning System (GPS) tools were used to successfully quantify time-location trends at a relatively high spatial resolution (typically about 2-3 m outdoors and 4-5 m indoors), for a cohort of 11 children in Seattle (Elgethun et al., 2003). The GPS units were integrated into the children’s clothing, and data were transferred into GIS software for analysis. GPS profiles and diaries were also used to estimate individual exposure to PM$_{2.5}$ in a study by Gerharz et al. (2009).

Location and activity patterns can also be tracked via indirect indicators, such as the open or closed state of doors, or the temperature near a source. This approach was applied in this dissertation. “State” sensors were installed on windows and doors, and served as indicators of when these were opened and closed. Temperature sensors were installed on potential indoor sources that heat up when operated (e.g. furnace, cooking range, toaster oven), and served as indicators of their use (Nazaroff et al., 2010). New research on sensors includes expanding their use to collect population-level data on exposure-relevant variables, such as stove use.

### 1.2. Dynamic air pollutants

When a species is released from a source into air it is subject to physical and chemical processes that cause it to be transformed, removed to a surface, or transported to a different airborne location. Potential species transformation processes include phase change and partitioning, and acid-base or redox reactions. Removal occurs by transport in the bulk fluid, or contaminant flux to fixed surfaces or to airborne particles, which occurs by mechanisms such as gravitational settling, diffusion, dispersion, inertial drift, and drift owing to electrostatic or thermophoretic forces (Nazaroff and Alvarez-Cohen, 2001). In this dissertation, a “dynamic” airborne species is defined as one that undergoes rapid chemical or physical processing following its release. “Rapid” in this context implies that the species is transformed or removed from the air at timescales faster than the residence time of the air mass in the region or indoor
environment. Typical residence times for air in an urban airshed are on the order of a day; indoors, residence times depend on the air exchange rate and are typically on the order of an hour.

The groupings “airborne particles” and “airborne gases” each contain conserved and dynamic components. For particles, the significance of dynamic behaviors tend to correspond with size. This class of contaminants is often divided into three groups, based on particle diameter, that receive separate consideration (Nazaroff, 2004). Particles in the largest (coarse mode) and smallest (ultrafine mode) size groups have a shorter lifetimes in air than do particles in the middle size range or accumulation mode (0.1-1 μm). Airborne gases span a wide range of lifetimes. At one extreme are long-lived, highly conserved species such as chlorofluorocarbons, nitrous oxide and carbon dioxide whose atmospheric residence times are on the order of years and longer. At the other limit are dynamic, short-lived radicals such as NO$_3$, OH and HO$_2$ which have midday lifetimes of seconds or less (Seinfeld and Pandis, 1998). Between these two extremes lie the relatively stable carbon monoxide, and less stable ozone, nitrogen oxides, sulfur dioxide, and volatile or semivolatile organic compounds.

In a mixed aerosol, elements that can be characterized as dynamic under the extant set of environmental conditions are preferentially removed. The result of uneven atmospheric processing is that air masses that are under the influence of fresh emissions are more likely to be enriched with dynamic components, while aged air masses are more likely to contain species that are relatively conserved. This trend has potential implications for public health, as it confers distinct features on fresh and aged air masses, which may in tum be linked with distinct health effects. Assessing exposure to dynamic species also poses special challenges (Sioutas et al., 2005), as it requires strategies that are sensitive to potentially sharp spatial and temporal gradients. Where dynamic species are concerned, the use of ambient monitoring data as a proxy for exposure in interior microenvironments is particularly inadequate. On the contrary, the need for high-frequency measurements is especially acute for characterizing exposures to dynamic air pollutants, as time-dependent phenomena that are relevant for assessing health effects and identifying sources would be masked by integrated sampling.

Conditions and processes that act on a species rendering it dynamic depend on the environment and on the species. Outdoor and indoor environments, discussed in turn below, each have attributes that amplify the relative importance of distinct physical and chemical processes. In outdoor air, species are subject to shortwave solar radiation, which can provide primary energy initiating chemical transformations; strong variations in meteorological conditions such as temperature and relative humidity that can, for instance, influence the activation of particles into cloud condensation nuclei; and transport by wind (Seinfeld and Pandis, 1998). Indoors, species are subject to transport between zones, and across the indoor/outdoor interface; sorptive reactions with surfaces; and reactive chemistry fueled by oxidants such as ozone or nitrates (Nazaroff, 2004; Nazaroff and Weschler, 2004). Five features distinct to indoor (versus outdoor) environments are: (1) the lack of a strong source of short-wave radiation; hence species that are rapidly broken down in the atmosphere during the daytime can persist indoors; (2) a high surface-area to volume ratio, which implies that species amenable to surface uptake will have a shorter lifetime indoors; (3) more stable environmental conditions (such as temperature, relative humidity, wind speed), which retards environmental transformations dependent on extremes in these measures; (4) typically, a higher occupant density, which amplifies the importance of processes that are directly linked with humans; and (5) dilution flows and volumes that are significantly smaller (Nazaroff et al., 2003).
Understanding pollutant dynamics is useful as it enables the construction of deterministic models of expected contaminant trends, on the basis of the principle of material balance. Once constructed, an effective model can be used to make forward predictions of exposure when emissions are known, or can work backwards to characterize sources that were responsible for the concentration in a monitored location. When applied in conjunction with an indirect exposure assessment study, models can aid in identifying conditions to which findings do or don’t apply. For example, models may be used to evaluate the degree to which conclusions from data on one contaminant might apply to another, to predict changes in exposure owing to expected variations in environmental conditions or patterns of behavior, and to investigate the significance of the proximity effect. While these goals can also be realized through a well-designed direct exposure study, the use of deterministic models allows the influence of a range of variables to be tested rapidly and at much lower cost. Such models have been used as tools in planning, owing to their usefulness in predicting the effect of an intervention or change. They are also widely used for guiding the establishment of regulations and for ensuring compliance.

1.3. Occupied microenvironments

Occupied environments under normal-use conditions are those where modes of operation are not under the control of a researcher, but allowed instead to follow habitual, undisturbed patterns. Conducting exposure assessments under such conditions is desirable because they represent reality rather than an idealized case. However, studies conducted under “normal” conditions pose challenges because the presence of research equipment necessarily creates an interference with the usual state of affairs at a site. Exposure assessments must seek to reduce bias associated with this interference.

Several features distinguish environments under normal occupied conditions from those that are vacant or controlled. Most importantly, the presence and habitual actions of occupants may exert direct and indirect effects on exposure. Direct effects include, for example, providing a substrate for chemical reactions (Coleman et al., 2008; Wisthaler et al., 2005; Corsi et al., 2007; Rim et al., 2009), or serving as a direct emission source for species (e.g., bioeffluents or infectious agents as described by Batterman and Peng, 1995 and Nicas et al., 2005). Indirect effects include manipulation of airflow conditions (e.g., by opening doors and windows or generating turbulence through movement as discussed in Klepeis and Nazaroff, 2006 and Zhang et al., 2008), or the operation of sources and sinks (e.g., cooking or turning on a fan-filter unit). Cumulatively, such “human” effects result in an association between human occupancy and pollutant trends in many common environments, which is of central interest for exposure science owing to the fundamental link between occupancy and exposure. This association between occupancy and environmental concentrations is likely to be more pronounced for dynamic species. Therefore, it is especially important to study pollutant dynamics in conjunction with human dynamics, as the two are intimately linked; and because the dynamics of greatest relevance for exposure assessment are the ones associated with the presence and behavior patterns of humans.

Occupied environments in a normal-use mode are more difficult to monitor than corresponding vacant or controlled sites because of problems of access or intrusion. The two environments sampled for the research presented in this dissertation both posed such challenges. For the study in aircraft, bureaucratic and practical challenges had to be overcome to monitor in commercial passenger cabins during flight. Owing partly to such issues, prior work to
understand in-cabin exposures has been conducted in laboratory chambers or simulated cabins. Almost no other published data were available since 1980 reporting real-time monitoring of ozone in ordinary aircraft cabins during flight. Two large surveys of time resolved ozone from aircraft cabin were conducted prior to 1980 (Brabets et al., 1967; Nastrom et al., 1980) but their current usefulness is limited by the following factors: (1) the design of aircraft ventilation systems has changed significantly so less outdoor air is drawn into the cabin and more is recirculated; (2) occupant densities are systematically higher due to an increase in load factors and reduction in floor space per passenger in economy cabins; and (3) the introduction of control devices. The data presented in this dissertation represent the largest published set of ozone levels measured in the location of interest for most aircraft passengers – the general (i.e. economy) seating area. In previous large surveys ozone levels were measured in the cockpit close to an incoming airstream (Brabets et al., 1967), on the outside wall of the staircase in a B747 airplane (Nastrom et al., 1980), or in the first-class cabin (Spengler et al., 2004). As findings from laboratory and simulated-cabin studies have shown ozone reacts with human skin oils, forming byproducts, the monitoring location relative to locations of exposed humans might matter.

The ultrafine particles study was conducted in houses in northern California. Though residences themselves are relatively easy to access, sampling ultrafine particles in occupied indoor environments has been challenging owing to health concerns associated with butanol, the common working fluid of condensation particle counters (CPC), which are the instruments typically used to measure UFP. While a CPC that uses isopropyl alcohol instead of butanol (the P-Trak) has been developed and is commercially available, information on the reliability and precision of the P-Trak is limited and evidence indicates that it significantly underestimates ultrafine particles smaller than 25-30 nm (Zhu et al., 2006). The present study pioneers the use of a water-based condensation particle counter (TSI Model 3781, Hering et al., 2005), which is free of toxic components, and relatively small, lightweight, and low cost, and is therefore likely to gain prominence as a tool for monitoring indoor UFP.

1.4. Overview of dissertation

This dissertation presents two indirect exposure investigations, of a particulate and a gaseous dynamic pollutant, in two common occupied microenvironments subject to normal use conditions: ozone in passenger cabins of commercial aircraft, and ultrafine particles in residences. The two studies are unified by the central aim of quantifying concentrations and exposures, and characterizing variables that govern trends in exposure. In each investigation, air concentrations were sampled at high frequency (at least 1/min) to capture peak exposures and to assess pollutant dynamic behaviors; levels in ambient air and levels in adjacent indoor exposure microenvironments were compared; and models based on principles of material balance were used to interpret and generalize findings.

Chapters 2 and 3 address the theme of residential exposure to ultrafine particles. During a field monitoring campaign in the East Bay area near San Francisco, California, UFP and copollutant levels were monitored at seven houses that span a range of expected source conditions. In Chapter 2, key findings from the field investigation are presented and explored. The dependence of concentration profiles on occupancy is elucidated, and the exposures of household occupants to UFP during the time spent at home is quantified. A dynamic particle material balance model is used to apportion exposures between outdoor and indoor source categories. Variables that significantly influence indoor PN concentrations and exposures for
study subjects are identified, and their degree of influence is quantified. The investigation of variables that influence residential UFP concentrations and exposures encapsulates four components: (1) indoor episodic source characterization, including the quantification of source-specific emission and loss rates; (2) understanding trends in the outdoor particle number (PN) concentration, which are responsible for baseline particle trends indoors; (3) estimating the indoor proportion of outdoor particles (IPOP or infiltration factor \( f \)) for various sites and operating conditions, and assessing the influences on \( f \) of variables such as the air-exchange rate and active particle removal; and (4) analyzing the influence of unvented pilot lights, when present, on the baseline indoor PN concentration.

The analysis presented in Chapter 2 shows that indoor sources are the main cause of indoor particle peaks and also of the between-home variability in occupants’ at-home PN exposures. In Chapter 3, therefore, an important question relating to indoor source use is explored: What fraction of UFP emitted from indoor sources is inhaled, and what are the variables that influence this fraction? The question is explored by assessing semi-empirical intake fractions (iF) associated with the peak events and continuous sources observed in the field study. The intake fraction metric allows inferences about exposure to be made on the basis of information on source emission rates. For each source category or event, individual and aggregate iF are assessed, the uncertainty associated with each estimate is described, and drivers of the variability in iF are explored.

Chapters 4 and 5 explore exposures to ozone in aircraft cabins during flight. The broad objective of the research presented in these chapters is to assess in-cabin ozone levels and factors that influence them, on northern hemisphere commercial passenger flights originating from or terminating in the United States, in all seasons. Chapter 4 presents results from a field investigation where ozone levels were measured in the passenger cabins of 76 commercial flight segments in 2006-2007. Measurements were made using a portable UV-photometric monitor on many flights across the United States and on several transatlantic and transpacific routes. A range of narrow and wide body aircraft, with or without ozone converters, was sampled. Flight selection was substantially opportunistic, with some flights intentionally chosen to augment seasons or flight routes not otherwise well represented. The analysis in Chapter 4 explores the dependence of in-cabin ozone on cabin occupant density, the presence or absence of a control device, and variables that are expected to influence levels of ozone in the air outside the aircraft, such as flight altitude, latitude, season, and meteorological processes that affect vertical mixing between the lower stratosphere and the upper troposphere. To put the results in context, findings on in-cabin ozone levels and exposures are compared with federally mandated limits, and with results from related published work. In an appendix to Chapter 4, estimates of the effective collection rate (ECR) for the Ogawa ozone passive sampler are presented for the air cabin environment. These ECR estimates were calculated based on field calibration tests.

Outdoor ozone levels are of key importance for in-cabin ozone exposures, as the ozone in cabins during flight originates outdoors (NRC, 2002). Hence, in Chapter 5, atmospheric ozone levels in the US and transatlantic air-traffic corridors are analyzed, for further insight into ozone levels and factors that influence them along these routes. The analysis in Chapter 4 is based on a field investigation of in-cabin ozone conducted by our research team. The analysis in Chapter 5 relies on data on outdoor ozone that were obtained as part of an ongoing European campaign known as the Measurement of Ozone by Airbus In-service air Craft (MOZAIC) project. MOZAIC investigators have, since 1993, collected ambient ozone data along a range of flight routes via automatic measurements by sensors installed on five long-range passenger aircraft
(Marenco et al., 1998). So far, more than 20,000 flights have been sampled. These represent a rich source of data that has not yet been used to expand understanding of in-cabin ozone exposure. The analysis of MOZAIC data in Chapter 5 complements the investigation reported in Chapter 4 by providing additional insight into spatial and temporal patterns in levels of ozone encountered by aircraft. Results from the analysis are combined with predicted ratios of in-cabin to outdoor ozone (which are in turn based on studies of the dynamic behavior of ozone in the cabin) to model the implications for in-cabin exposures. On the basis of these findings, the potential for controlling in-cabin ozone through the use of flight route planning and ozone converters (the control strategies recommended for compliance with federal standards) is evaluated.

Chapter 6 summarizes findings from this research, and outlines future research directions.

1.5. References


Chapter 2: Ultrafine particle concentrations and exposures in seven residences in northern California


2.1. Introduction

Inhalation exposure to airborne fine particles poses significant health risks (Pope and Dockery, 2006). Since populations cumulatively spend most of their time in their own homes (Klepeis et al., 2001), understanding exposure to particles indoors at home is needed to quantify total exposure. Particles measured on the basis of a mass concentration metric (particulate matter per unit air volume smaller than 2.5 or 10 μm in diameter for PM$_{2.5}$ and PM$_{10}$, respectively) have well established health risks, and their levels in ambient air are commonly subject to government regulations. On the other hand, ultrafine particles (UFP, smaller than 100 nm in diameter) may pose independent cardiovascular, respiratory, and neurological health hazards (Hoek et al., 2010; Knol et al., 2009; Weichenthal et al., 2007a; Delfino et al., 2005; Crüts et al., 2008; Ibald-Mulli et al., 2002) but are not separately regulated. They typically contribute little to and correlate poorly with PM$_{2.5}$ levels (Morawska et al., 2003; Jeong et al., 2004; Watson et al., 2006). In fact, under common conditions, particle number and mass may be negatively correlated (Ban-Weiss et al., 2009). Consequently, ultrafine particles are inefficiently controlled with mass-based standards, and PM$_{2.5}$ is a poor proxy for understanding the behavior and effects of the ultrafine fraction of airborne particulate matter.

Uncertainties exist in our understanding of pathways that link inhalation exposure to ultrafine particles with adverse health effects. In a recent “expert elicitation” (Knol et al., 2009), short-term UFP exposures were linked with adverse outcomes including mortality, hospital-admissions, lung-function decrements, and asthma aggravation more strongly than long-term exposures. Respiratory inflammation and thrombotic effects were proposed as key links in the mechanism considered most important in causing these adverse health outcomes. Whether all ultrafine particles pose similar hazards, or whether their toxicity is mediated by composition and varies by source, remains an open question. Studies that informed the early base of knowledge on UFP health effects were conducted with surrogate particles such as titanium dioxide and carbon black and emphasized effects linked to their small size and high surface area to volume ratio, rather than to their origin (Donaldson and Stone, 2003; Nel et al., 2006). In contrast most epidemiological studies on UFP have relied on outdoor levels or exposures and the comments by Knol et al. (2009) are specifically directed at ambient ultrafine particles.

Two studies where effects of indoor and outdoor exposures were independently evaluated suggested particles of outdoor origin were more potent than uncharacterized indoor UFP at generating the adverse effects investigated (Delfino et al., 2008; Vinzents et al., 2005). However both studies were designed to assess the effect of outdoor rather than indoor particles. One was conducted in a retirement community where indoor sources appear to have been minimal. The other prescribed a bicycling activity for exposure subjects to ensure they were exposed to fresh
traffic emissions outdoors, with no similar intervention to ensure sustained exposure to particles emitted indoors. To properly evaluate the hazard posed by ultrafine particles from indoor sources there is a need for either epidemiological studies that link indoor source exposures to health outcomes, or studies that characterize the composition of ultrafine particles emitted from various sources, and link individual components to health outcomes (e.g., Garza et al., 2008).

UFP exhibit dynamic characteristics in indoor and outdoor air. Owing to their small size, they have a high Brownian diffusion coefficient (approximately 0.0005 cm$^2$ s$^{-1}$ for 10 nm particles) and consequently high deposition velocity. Due to their high surface area to volume ratio and small diameter, ultrafine particles are also particularly susceptible to alteration via phase-change processes (Nazaroff, 2004; Zhang and Wexler, 2002). Previous work confirms that ultrafine particles are more subject to dynamic processing than species that are relatively stable such as carbon monoxide (CO) or accumulation mode particles measured on a mass basis (PM$_{2.5}$) (Zhu et al., 2002; Wallace et al., 2008). As a consequence, for a polydisperse aerosol emitted from a source, nanosized particles are preferentially altered, or removed to fixed surfaces or to the surfaces of other particles (via coagulation), relative to particles between 0.1 and 1 μm in diameter.

Concentrations of ultrafine particles in houses are affected by the intrusion of airborne particles from outdoors, removal processes from indoor air such as deposition and air filtration, and emissions from indoor sources. Two known major sources of UFP in outdoor air – motor vehicles and secondary photochemical formation – have been explored in many studies (Kulmala et al., 2004; Spracklen et al., 2006; Zhu et al., 2002). Dynamic particle parameters that mediate the impact of outdoor sources on indoor levels have also been identified and investigated (Liu and Nazaroff, 2001; Riley et al., 2002; Zhu et al., 2005; Zhao et al., 2009). Several studies have characterized indoor sources of ultrafine particles through experiments or observations in a chamber, laboratory, or field setting. Despite the steady emergence of new studies on ultrafine particles, so far very few have investigated levels in homes under normal occupied conditions. Since populations cumulatively spend most of their time in their own homes (Klepeis et al., 2001), understanding exposure to particles indoors at home is particularly important for quantifying total exposure.

Of eight studies of detached, single-family houses we identified in the archival literature, four focused on US conditions. Wallace (2006) collected and analyzed extensive size- and time-resolved particle data in one townhouse in suburban Virginia over a period of 37 months. Wallace and Ott (in press) collected data at close proximity to residential sources for the purpose of simulating personal exposures in a townhouse in Virginia and a house in California. Long et al. (2000) and Abt et al. (2000), respectively, studied nine and four houses in Boston, Massachusetts. Other studies have been conducted in a suburb of Brisbane, Australia (Morawska et al., 2003; He et al., 2004), in Canadian cities (Weichenthal et al., 2007b), in Mysore, India (Monkkonen et al., 2005), and in Sweden (Matson, 2005). A majority of the studies cited present simultaneous indoor and outdoor concentration data and characterize particle dynamic behaviors. However, only two studies included a source characterization component (Wallace, 2006; Morawska et al., 2003), and none have apportioned occupant residential PN exposures amongst indoor and outdoor source categories. In addition to detached, single-family houses, occupied interior spaces in which UFP levels have been characterized include apartments (Balasubramanian and Lee, 2007; Diapouli et al., 2007; Hussein et al., 2005; Mitsakou et al., 2007), retirement communities (Delfino et al., 2009), ice-rinks (Rundell, 2003), offices (Matson, 2005), schools (Weichenthal et al., 2008; Morawska et al., 2009; Mullen et al., in press), and the
cabins of motor vehicles (Fruin et al., 2008; Wallace and Ott, in press; Zhang and Zhu, 2010; Knibbs et al., 2010). In combination with the high potential health risks and the high proportion of time spent in one’s home across most populations, the small number of studies of ultrafine particles in occupied houses under normal use indicates the need for further research in this area.

The present study was undertaken to measure levels of ultrafine particles and to investigate factors that influence them in several occupied single-family houses in northern California. Particle number (PN) concentration is the metric used to quantify UFP levels, though health effects may also be linked to other particle parameters, such as surface area concentration and chemical composition (Nel et al., 2006). Houses that span a range of expected UFP source conditions were studied in moderate detail so as to elucidate important information about underlying physical processes that affect UFP levels and the resulting exposures of occupants.

2.2. Methods

2.2.1. Site selection

Seven occupied, single-family houses located in urban and suburban Alameda County, California, were included in this study. Monitoring was undertaken between November 2007 and October 2008 with supplementary experiments completed by February 2009. In aggregate, sampling was distributed across all four seasons. The study sites were a convenience sample and were intended to have UFP levels that were higher than average but within a normal range. House recruitment was based on the presence and occupants’ utilization of potential indoor UFP sources, the proximity of the house to traffic, and occupants’ willingness to cooperate with the research team. The realization of various specific source-oriented criteria in the study houses is described in Table 2.1a. We excluded households with smokers or other unusually heavy indoor sources, such as extreme candle use. Protocols for recruitment and study procedures were reviewed and approved by the Committee for the Protection of Human Subjects at the University of California, Berkeley.

Table 2.1a. Source-oriented attributes of study houses

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Houses with attribute</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proximity to (within 150 m of) a freeway</td>
<td>H3, H4</td>
</tr>
<tr>
<td>Gas cooking</td>
<td>H1, H2, H3, H4, H6</td>
</tr>
<tr>
<td>Unvented pilot lights</td>
<td>H1, H3</td>
</tr>
<tr>
<td>Vented natural-gas appliances</td>
<td>All</td>
</tr>
<tr>
<td>Use of terpene-containing cleaning products</td>
<td>H4, H5, H6</td>
</tr>
<tr>
<td>Candle use</td>
<td>H1, H6</td>
</tr>
</tbody>
</table>

Table 2.1b provides a brief summary of the monitored houses, designated H0–H6. The 21 residents of these seven houses comprised 14 adults and seven children. All houses were single-family detached units and spanned a range of ages, reflecting different construction styles and degrees of airtightness. On average, houses in this study were older than the overall housing stock in California. This outcome resulted from a deliberate choice to emphasize urban core housing, which tends to be older, rather than suburban sites, which is where California’s population growth in recent decades has been concentrated. The occupant-weighted geometric
mean household volume per occupant was approximately 100 m$^3$, lower than the estimate for all US single-family residences, 160 m$^3$ (Nazaroff, 2008). Five of the seven houses had central forced-air heating (and in two cases cooling) systems that were used during the observational monitoring period. For the forced-air systems, the recirculating fan was coupled to heating or cooling, and was activated either on-demand or according to thermostatic control. At two sites, the central air system included a particle filter, and at a third it was equipped with an electrostatic particle control device. Houses H1 and H3 had unvented pilot lights associated with their kitchen ranges.

Approximate locations of six of the seven sites are presented in a map, in Figure 2.1. H0 and H5 were at an elevation of ~150 m above sea level, and H5 was the only suburban site. The two houses that were sited within 150 m of freeways were downwind of the freeway during ~60% of the observational monitoring period.

![Map of the seven house sites](image)

**Figure 2.1.** This map shows the approximate location of six of the seven house sites, in the East Bay Area of California. One site, H5, was located to the east in Livermore, outside the frame of this map.
<table>
<thead>
<tr>
<th>Site</th>
<th>Residents</th>
<th>Y</th>
<th>V</th>
<th>Monitoring period</th>
<th>Nearest freeway</th>
<th>Description of heating and air-conditioning system and its use patterns during observational monitoring</th>
</tr>
</thead>
<tbody>
<tr>
<td>H0</td>
<td>2 (M, F)</td>
<td>1938</td>
<td>320</td>
<td>Oct-Nov 07</td>
<td>500 m E (0.62)</td>
<td>Heating by central, natural convection, natural gas furnace. Used sporadically.</td>
</tr>
<tr>
<td>H1</td>
<td>4 (M, F, m, m)</td>
<td>1910</td>
<td>315</td>
<td>Dec 2007</td>
<td>600 m SE (0.55)</td>
<td>Forced air, natural gas furnace, equipped with particle filter. Thermostat control.</td>
</tr>
<tr>
<td>H2</td>
<td>4 (M, F, m, m)</td>
<td>1949</td>
<td>328</td>
<td>Feb 2008</td>
<td>500 m NE (0.51)</td>
<td>Natural gas, vented wall-furnace. Used sporadically.</td>
</tr>
<tr>
<td>H3</td>
<td>3 (M, F, m)</td>
<td>1928</td>
<td>200</td>
<td>Mar 2008</td>
<td>120 m SW (0.58)</td>
<td>Forced air, natural gas furnace. Used sporadically.</td>
</tr>
<tr>
<td>H4</td>
<td>4 (M, F, m, m)</td>
<td>1904</td>
<td>386</td>
<td>Apr 2008</td>
<td>&lt; 50 m S (0.61)</td>
<td>Separate forced air systems upstairs and downstairs for heating and cooling, with particle filters. Upstairs recirculating fan on continuously; downstairs fan coupled to heat/air-conditioning (AC). Used sporadically for heating.</td>
</tr>
<tr>
<td>H5</td>
<td>1 (F)</td>
<td>1993</td>
<td>420</td>
<td>Jun-July 08</td>
<td>1.25 km N (0.43)</td>
<td>Forced air, natural gas furnace with AC. Electrostatic particle filter. Recirculating fan coupled to heat/AC. Used sporadically for cooling.</td>
</tr>
<tr>
<td>H6</td>
<td>3 (M, F, M)</td>
<td>1996</td>
<td>314</td>
<td>Sep-Oct 08</td>
<td>800 m W (0.80)</td>
<td>Forced air system, natural gas furnace. Not used during monitoring period.</td>
</tr>
</tbody>
</table>

*H0-H4 are in Oakland; H5 is in Livermore; H6 is in Emeryville.*  
*M = male adult; F = female adult; m = male child (3 – 11 y).*  
*V = volume (m³); estimate based on geometric measurement of occupied spaces. Unoccupied spaces such as unfinished basements or garages not included. Not corrected for volume of furniture or cabinetry.*  
*Numbers in parentheses indicate the fraction of the observational monitoring period during which the house site was downwind of the freeway (based on hourly data from the Bay Area Air Quality Management District). The annual average daily traffic frequency on the freeways near H3 and H4 is 170,000 and 202,000 vehicles per day, respectively (Caltrans, 2007). Heavy-duty trucks are banned from the freeway stretch close to H3 but allowed on the nearest freeway for all other sites.*
2.2.2. Experimental protocols

Observational monitoring at each site was conducted for durations of 67-140 h during 3- to 9-day periods and included at least one weekday and one weekend day. At H2 and H5 field complications resulted in one or two breaks of 8.5-54 h duration within the monitoring period; each of the other sites was monitored for a single, contiguous period. During observational monitoring, the 21 occupants of the seven houses were asked to follow normal behavior patterns. Time resolved particle and copollutant levels were measured indoors and outdoors, simultaneously. The main indoor instrument enclosure was placed in a central location (e.g. living or dining room), but not in the kitchen to avoid proximity to cooking-associated UFP sources. A supplementary indoor particle monitor was placed in a second indoor location to provide information about the spatial variability of UFP levels in the house. The outdoor enclosure was placed within 10 m of the house, under a shade for protection from rain and sunlight. Questionnaires, diaries, and direct observation and measurement by the field research team were used to collect information about building features and dimensions, occupant demographics and activity patterns, and potential sources. Additional information pertaining to ventilation and source-use was obtained with the aid of supplementary sensors. Details are reported in Nazaroff et al. (2010).

In addition to observational monitoring, approximately 20 h was spent in each house while it was unoccupied to conduct manipulation experiments to measure air-exchange rates (AER) and to characterize emissions and dynamic behavior of UFP from selected indoor sources. The air-exchange rate was determined by means of tracer-gas decay. Carbon dioxide was used as the tracer gas and was released by sublimating dry ice until the indoor concentration reached a level of about 2000 ppm. The AER measurements were conducted for key conditions of the building as observed during ordinary occupancy. A few potentially significant indoor UFP emission sources were tested at each house site. The tests entailed the researchers initiating a source activity and allowing it to continue for a predetermined period. Once the source was terminated, the house was left unoccupied until particle levels indoors returned to the baseline. At two sites with unvented pilot lights, additional manipulation experiments were conducted to quantify the emissions from this source.

2.2.3. Instruments and data acquisition

Air sampling instruments were assembled into two rigid, weatherproof enclosures that sampled air through masts at a height of 1.5-1.6 m, corresponding approximately to the breathing zone of a standing person. The particle line airflow rates were 8-9 L/min to minimize diffusion losses to the walls of the sampling tubes. Each enclosure contained a laptop computer for logging data and instruments to measure particle number concentration (TSI, model 3781); ozone (2B Technologies, model 202); nitric oxide (2B Technologies, model 400); and carbon dioxide, carbon monoxide, temperature, and relative humidity (TSI, model Q-Trak Plus 8554). The indoor enclosure was equipped with a supplementary carbon dioxide monitor (LI-COR, model 820). Data were averaged over 1-min intervals, either by configuring units accordingly or via post-processing of data collected over shorter periods.

The TSI Model 3781 water-based condensation particle counter detects airborne particles larger than 6 nm in diameter. Though particles larger than the nominal 100-nm upper bound for
the ultrafine size range are not excluded, these typically contribute little to the total PN concentration. Hence, total PN concentration is considered to be a good proxy for UFP levels. The instrument uses single-particle detection with live-time coincidence correction. Accuracy decreases with increasing particle concentrations; according to the manufacturer, the minimum accuracy is ± 10% at 5 × 10^6 particles cm^{-3}. The units used in the study were configured to log full data records, including raw counts, live time, and status flags. The analyzer has a response time (T_{95}) of 2 s, and can log data at the frequency of 1 Hz.

Two types of supplementary sensors were deployed indoors. “State” sensors (Onset, HOBO U9) recorded time-series data to indicate whether frequently used doors and windows were open or closed. Temperature sensors (Onset, HOBO U12) provided evidence about source-related activities by registering a rapid change of temperature owing to operation of the monitored appliance (e.g. toaster, cooking range, or a central heating or air-conditioning system).

2.2.4. Quality assurance

Instrument calibrations and performance checks were conducted throughout the period of field monitoring, approximately once per site. In addition, side-by-side testing of the instrument packages was done for several hours, indoors and outdoors, at each field site. For the WCPCs, instrument flow rates were checked with an external flow meter (BIOS, model Defender 510). Measured flow rates were used to adjust instrument responses to the target flow of 0.12 L/min. The absence of sampling leaks inside the WCPC was confirmed by the measurement of zero particle concentrations when air was sampled through a particle filter placed at the inlet. Artifacts were identified by means of scrutinizing values marked by an error code in the “status flags” field. For each site, one of the WCPCs was designated as the reference device; side-by-side comparison data were used to adjust the readings of the other instruments to match as closely as possible the results from this reference instrument. At the level of one-minute resolved data, the adjusted instrument responses agreed to better than 10%. Detailed quality control protocols and outcomes are presented in Nazaroff et al. (2010).

For a portion of the time at houses H2-H5, the temperature of the WCPC saturators rose above the design specification. Theoretical and empirical evidence indicates that the effect on data quality was small, so no adjustments were made to compensate. Once the problem was thoroughly diagnosed, it was corrected by adding active thermoelectric cooling devices to the instrument enclosures to offset the internal heat loads and maintain the enclosure temperature at close to ambient conditions.

2.2.5. Data analysis

The evolution of the indoor PN concentration (N, particles cm^{-3}) was interpreted using a material-balance approach (equation (2.1)), and assuming well-mixed conditions and steady values of dynamic particle parameters.

\[
\frac{dN(t)}{dt} = \frac{E(t)}{V} + N_0(t)aP - (k + a)N(t)
\]  

(2.1)
In equation (2.1), \( E(t) \) is the rate of particle emissions (particles h\(^{-1}\)) from indoor sources at time \( t \), \( V \) is the volume of the indoor mixed zone (estimated using physical dimensions, in units of \( \text{cm}^3 \)), \( N_o(t) \) is the outdoor concentration (particles cm\(^{-3}\)) at time \( t \), \( a \) is the air-exchange rate (h\(^{-1}\)), \( P \) is the particle penetration efficiency (–), and \( k \) is the cumulative first-order particle loss-rate coefficient for processes other than air exchange (h\(^{-1}\)). The model presented in equation (2.1) relies on the conservation of particle number rather than particle mass. Particle loss, in this treatment, implies either removal from the air owing to processes such as filtration and deposition on fixed surfaces, or coagulation with existing particles, a process that changes particle size and number concentration but not mass.

In keeping with the terminology of prior studies, an infiltration factor \( (f) \) is defined as the ratio of the time-averaged indoor particle concentration in the absence of indoor emission sources \( (E = 0) \), divided by the time-averaged outdoor particle concentration (Wallace and Williams, 2005). Based on the time-average of the terms in equation (2.1), to a good approximation, \( f \) can be expressed as a function of the air-exchange rate, particle penetration efficiency, and particle loss parameter as summarized in equation (2.2).

\[
f = \frac{N[E = 0]}{N_o} \sim \frac{Pa}{k + a}
\]

(2.2)

At most sites, \( f \) estimates were obtained by analyzing indoor and outdoor concentrations from the observational monitoring data, when the house was vacant and there was no evident influence of indoor sources on indoor PN levels. At H1 and H3, indoor sources always impacted indoor PN levels owing to the presence of continuously burning, unvented, natural-gas pilot lights. At these sites, the contribution to indoor PN from pilots was assessed and subtracted from the indoor trace prior to assessing \( f \). For H6, data from periods when occupants were asleep were included in the assessment of \( f \). Estimates of \( f_1 \) and \( f_2 \) were obtained for the primary and secondary indoor monitoring locations, respectively, and for one or more common house configurations.

Values of the AER and source-specific emission and loss rates were obtained under controlled conditions from manipulation experiments and under normal-use conditions from the observational monitoring data. AER values from observational monitoring data were estimated from periods when a change in state from occupied to unoccupied resulted in the decay of the indoor \( CO_2 \) level. Assessments of particle emission rates from unvented pilot lights \( (E_{\text{pilot}}) \) were based on study of H1 while vacant, with and without the pilot lights, and regression analysis at H3 using indoor and outdoor observational monitoring data (Nazaroff et al., 2010). To characterize episodic indoor sources, a parameter \( N_{\text{net}} \) was defined as the residual indoor PN concentration, computed as the difference between the indoor PN concentration and the expected concentration owing to outdoor particles \( (fN_o) \) and, where present, unvented pilot lights \( (E_{\text{pilot}}/[(k+a)V]) \). Event-specific first-order loss-rate coefficients were estimated as the slope of the natural log of \( N_{\text{net}}(t) \) versus time during the immediate post-emissions period. Cumulative emissions per house volume per event were obtained by integrating both sides of equation (2.1), and solving for \( \int[E(t)/V] \, dt \).

For episodic source events, the ability to attribute an indoor PN peak to an activity or appliance depended on the amplitude of fluctuations in the baseline PN concentration at a site at the time the activity was conducted. The detection limit for an instantaneous release of particles is estimated as \( \sim 2\sigma V \), where \( \sigma \) is the maximum standard deviation of 30-min time-averaged
baseline PN concentrations. If we further estimate that 10 min is a reasonable representation of “instantaneous” (as it is smaller than the typical time for removal of particles from house air and also smaller than the duration of emissions from most source events), the minimum detectable emission rate can be estimated to be $2\sigma V / 10$ min. Based on this approach, for the conditions in this study, an indoor source would need to emit at a rate of at least $\sim 10^{10}$ particles min$^{-1}$ (range: $1 \times 10^{10}$ min$^{-1}$ at H2 and H5 to $5 \times 10^{10}$ min$^{-1}$ at H6) for a period of at least 10 min to be clearly discernible.

Contributions to indoor PN concentrations from outdoor particles, from indoor continuous sources, and from indoor episodic sources were separately quantified. The concentration owing to outdoor particles was modeled, for each 1-min time interval, as $f N_0(t)$. The concentration owing to unvented pilot lights was modeled as $E_{pilot} [V \times (k + a)]$. During periods under the influence of episodic indoor sources, the contribution of these episodic sources was set equal to $N_{ner}(t)$. At all other times, the contribution of the episodic sources was set to zero. The causes of indoor episodic source events were identified by associating, whenever feasible, peaks in $N_{ner}(t)$ with a known activity, taking into account information from occupant questionnaires, measurements of copollutants, and supplementary sensor data (such as a temperature sensor and data logger placed on a toaster).

The exposure of individual household occupants to PN while they were at home was assessed using indoor concentration data from the primary monitoring location; when the supplementary indoor WCPC was placed in the sleeping zone, concentration data from the supplementary monitor were used to estimate exposures during sleep. For the purposes of this chapter, I use two primary exposure metrics. For both, the first step involves assessing an “integrated exposure” (Zartarian et al., 2005; Liou, 2010), by integrating the concentration over time (units: particles cm$^{-3}$ h) for periods of occupancy considered separately for each resident. The average exposure concentration was then assessed by dividing the integrated exposure by the exposure duration, and has units of particles cm$^{-3}$. The daily integrated exposure was calculated by dividing the integrated exposure by the monitoring duration (in days), and has units of particles cm$^{-3}$ h/d. The daily integrated exposure is a normalized form of the integrated exposure, and serves as a useful single metric to compare the relative importance of indoor and outdoor sources in contributing to indoor exposure.

Each occupant’s daily integrated residential UFP exposure was apportioned into contributions from outdoor particles, episodic indoor sources, and continuous indoor sources. Exposures owing to outdoor sources were estimated as the product of the time spent at home, the average outdoor concentration during that time, and an appropriate infiltration factor. Exposure attributable to episodic indoor sources was estimated by summing contributions from individual indoor source events during which the occupant was present. Specifically, the exposure associated with each event was estimated as the time integral of $N_{ner}(t)$ for the period of time that person was present. Exposure attributable to unvented pilot lights was estimated as the product of the time-average attributable indoor concentration times the duration of occupancy. The difference between measured and modeled values was designated as of unknown cause.
2.3. Results and discussion

2.3.1. Particle number (PN) concentrations

Reported in Table 2.2 are average PN concentrations measured at each site, indoors and outdoors, for the total observational monitoring period, as well as for times when all occupants were (i) awake or (ii) asleep at home, and when the house was (iii) vacant. Considered over the full monitoring period there is no simple pattern with respect to whether average particle levels are greater indoors or outdoors. At H0 and H1 the difference between the indoor and outdoor average is less than 10%. At H3 and H6 average indoor levels are 40-50% greater than outdoors. For ease of discussion, these four sites, with average indoor PN concentrations approximately equal to or greater than average outdoor PN, are clustered as Group 1. The other three sites — H2, H4, and H5 — are designated as Group 2; these houses had average indoor levels 30-40% below the average outdoor levels.

When time-resolved data are considered, the pattern across sites exhibits greater coherence. Figure 2.2 presents illustrative time-series plots of the diurnal trends for indoor and outdoor PN levels, from 48 h of monitoring at each of the seven sites. As illustrated, there are sharp, intermittent peaks in the indoor trace, when the indoor level rises to as much as an order of magnitude above the outdoor level. During periods between these episodic peaks, indoor PN typically drops to a value below the outdoor concentration. The occupancy-sorted PN averages and indoor/outdoor (I/O) ratios in Table 2.2 and Figure 2.3 demonstrate that high indoor levels and high I/O ratios coincide with periods when occupants are awake at home. In contrast, during quiescent (asleep or vacant) periods, indoor levels are significantly lower and the I/O ratio is consistently less than one.

Insight is gained into the causes of indoor PN trends by considering four factors that significantly influence indoor PN concentrations (§2.3.2-2.3.5). Implications for exposure are explored in §2.3.6.
Table 2.2. Average particle number concentrations (in units of 1000 particles cm\(^{-3}\)) measured during observational monitoring at the house sites.\(^a\)

<table>
<thead>
<tr>
<th>Site</th>
<th>Full monitoring period</th>
<th>All occupants at home, awake</th>
<th>All occupants at home, asleep</th>
<th>House vacant</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>In1</td>
<td>In2</td>
<td>Out</td>
<td>t(h)</td>
</tr>
<tr>
<td>H0</td>
<td>10</td>
<td>9.2</td>
<td>9.9</td>
<td>140</td>
</tr>
<tr>
<td>H1</td>
<td>21</td>
<td>27</td>
<td>23</td>
<td>67</td>
</tr>
<tr>
<td>H2</td>
<td>11</td>
<td>8.9</td>
<td>18</td>
<td>92</td>
</tr>
<tr>
<td>H3</td>
<td>28</td>
<td>35</td>
<td>19</td>
<td>77</td>
</tr>
<tr>
<td>H4</td>
<td>12</td>
<td>2.6</td>
<td>18</td>
<td>74</td>
</tr>
<tr>
<td>H5</td>
<td>3.7</td>
<td>4.1 (^b)</td>
<td>5.5</td>
<td>100</td>
</tr>
<tr>
<td>H6</td>
<td>16</td>
<td>21</td>
<td>11</td>
<td>74</td>
</tr>
</tbody>
</table>

\(^a\)“In1” is the primary indoor monitor; “In2” is the supplementary indoor monitor; “Out” is the outdoor monitor; “t(h)” is the duration of monitoring under the conditions indicated. The monitoring periods at H2 and H5 are non-contiguous, with breaks of 8.5-54 h.

\(^b\)These averages are based on the first 40 h of observational monitoring, only.
Figure 2.2. Illustrative time series of indoor and outdoor particle number concentrations from the seven home sites. At each site, 48 hours of continuous observational monitoring data are shown, for periods that start at midnight. The site H2 time series starts at 16:00 instead of midnight because 48 h of contiguous data starting at midnight were not available for this site. Vertical dashed lines demarcate noon and midnight and are intended to guide the eye. The indoor source activities associated with the peaks in the indoor trace are individually labeled. The vertical scales vary over orders of magnitude for the representations of “indoor” time series data. Vertical scales for the “outdoor” time series data are consistent, with the exception of sites H2 and H6.
2.3.2. Indoor episodic sources

Indoor PN concentration peaks were consistently associated with occupant activities and were absent when occupants were away from home or asleep. An indoor peak is defined here as a sharp excursion in the indoor PN concentration that cannot be explained by a corresponding change in the outdoor concentration or in the building configuration or operation that would influence $f$. When use of an appliance or some other activity was linked with a peak, it is referred to in this chapter as an “indoor source event.”

During the cumulative observational monitoring periods for all seven houses, there were 59 instances when an indoor source event resulted in a PN peak. The 59 peaks correspond to an average of about 2.4 peaks per day monitored. We identified one or two likely causes of the peaks for 57 events, and a single likely source factor was associated with 42 events. The following activities and appliances were sources of UFP each time they were used at one or more of the home sites (see Table 2.3): (i) cooking on a gas or electric stove, (ii) using candles, and (iii) ironing clothes. The following activities were associated with a particle peak at some sites
but not at others: the use of (iv) an electric toaster oven, (v) a vented natural-gas appliance, and (vi) terpene-based cleaning products. In addition to identifying activities that were sources of UFP, we noted that the following activities never led to a discernible increase in indoor PN levels: vacuuming; sweeping; clothes washing; the use of several electric appliances, such as a blender, dishwasher, coffeemaker, rice cooker, kettle, and clothes dryer; and the use of non-terpene cleaning products.

Our classification of activities into source and nonsource categories is broadly consistent with published reports of investigations in homes (He et al., 2004; Wallace, 2006; Long et al., 2000; Wallace and Ott, in press). For activities that were seen to be sources at some sites but not at others, a potential explanation is that low emission rates were insufficient to markedly disturb the baseline PN concentration. Furthermore, vented natural gas appliances may act as a source in some cases, such as when the exhaust gases are not perfectly captured by the flue, but may not be a source with better venting. Analogously, terpene-based cleaning products are expected to be particle sources only in the presence of sufficient ozone.

Table 2.3. Appliances used or activities engaged in during observational monitoring, and whether they were associated with particle peaks.

<table>
<thead>
<tr>
<th>Source</th>
<th>H0</th>
<th>H1</th>
<th>H2</th>
<th>H3</th>
<th>H4</th>
<th>H5</th>
<th>H6</th>
<th>N, Y, M a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas stove or oven</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0, 20, 9</td>
</tr>
<tr>
<td>Gas clothes dryer</td>
<td>N</td>
<td>N</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10, 1, 1</td>
</tr>
<tr>
<td>Furnace (gas fired, central or wall)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2, 9, 1</td>
</tr>
<tr>
<td>Electric stove or oven</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0, 5, 7</td>
</tr>
<tr>
<td>Toaster or toaster oven</td>
<td>N</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3, 4, 5</td>
</tr>
<tr>
<td>Ironing clothes, electric steam iron</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0, 2, 0</td>
</tr>
<tr>
<td>Microwave oven</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>11, 0, 3</td>
</tr>
<tr>
<td>Candles</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0, 1, 1</td>
</tr>
<tr>
<td>Terpene-based cleaning product use</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2, 0, 2</td>
</tr>
<tr>
<td>Vacuum cleaners</td>
<td>N</td>
<td>N</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4, 0</td>
</tr>
<tr>
<td>Sweeping</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1, 0, 0</td>
</tr>
<tr>
<td>Clothes washing</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td></td>
<td></td>
<td>7, 0, 0</td>
</tr>
<tr>
<td>Other electric appliances c</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td></td>
<td>25, 0, 6</td>
</tr>
<tr>
<td>Non-terpene cleaning product use</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7, 0, 1</td>
</tr>
</tbody>
</table>

a Number of episodes, summed over all sites, that fit into three categories in the form: N, Y, M; N = reported use with no clear evidence of emissions; Y = reported use alone associated with an indoor peak; M = reported use along with another potential source associated with an indoor peak.

b The stoves at sites H1 and H3 were equipped with unvented pilot lights that emitted particles continuously. Stoves at all sites emitted particles episodically, during use.

c Examples: blender, dishwasher, coffeemaker, rice cooker, kettle, and clothes dryer.

- = Not reported as used, or not present
N = Used, no clear evidence of emissions
= Used, individual use associated with an indoor peak
= Not used alone; however, joint use with another potential source was associated with an indoor peak
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Table 2.4 presents a summary of the statistical attributes of the source strengths (41 instances) and decay constants (39 instances) for the peak events that were associated with identifiable single events. The source strength is defined as the total number of particles emitted per event. As presented in Figure 2.4a, the emissions source strength for all 56 quantifiable events conform well to a lognormal distribution with a geometric mean (GM) of $18 \times 10^{12}$ particles per event and a geometric standard deviation (GSD) of 3.7. The overall arithmetic mean (AM) is $36 \times 10^{12}$ particles per event. The source strength estimates presented in this paper only represent contributions to PN that we could measure, limited at the lower end of the particle size range by the 6 nm instrument cutoff. The results indicate a high degree of dispersion among source strengths, which vary by more than an order of magnitude between the low-emissions source types (steam iron, clothes dryer, and wall furnace) and the high-emissions sources (use of a gas stove, central forced-air furnace, or candle).

**Table 2.4.** First-order decay constants and source strengths for peak events associated with identified single activities at the seven houses. $^a$

<table>
<thead>
<tr>
<th>Emission source</th>
<th>Decay constant ($k+a$) (h$^{-1}$)</th>
<th>Source strength ($\times 10^{12}$ particles)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>GM (GSD)</td>
</tr>
<tr>
<td>Gas stove</td>
<td>20</td>
<td>1.8 (1.4)</td>
</tr>
<tr>
<td>Furnace, central air</td>
<td>2</td>
<td>1.6 (1.5)</td>
</tr>
<tr>
<td>Candles $^b$</td>
<td>1</td>
<td>1.9</td>
</tr>
<tr>
<td>Toaster oven</td>
<td>4</td>
<td>1.7 (1.2)</td>
</tr>
<tr>
<td>Electric stove</td>
<td>5</td>
<td>1.1 (1.3)</td>
</tr>
<tr>
<td>Furnace, wall</td>
<td>3</td>
<td>1.3 (1.7)</td>
</tr>
<tr>
<td>Clothes dryer $^b$</td>
<td>1</td>
<td>2.2</td>
</tr>
<tr>
<td>Steam iron</td>
<td>2</td>
<td>1.5 (1.2)</td>
</tr>
</tbody>
</table>

$^a$ $N$ = number of episodes; GM = geometric mean; GSD = geometric standard deviation; AM = arithmetic mean; SD = arithmetic standard deviation.

$^b$ Since $N = 1$ for these sources, values reported are determinations for single events, not means.
Figure 2.4a. Cumulative distribution of particle source strength for 56 episodic events that were quantified from observational monitoring at the seven home sites. With our protocol, it is difficult to quantify sources that emit far fewer than $10^{12}$ particles.

Decay constants represent the influence of processes both that remove particles from the air and also that cause them to coagulate. For most peaks, the rate of decay conformed well to first-order dynamics. However, in several cases, the rate of decay was faster at the start than at the end of the decay period. In these instances, the overall decay rate was estimated as a weighted average of the two individual estimates. Overall, as presented in Figure 2.4b, the decay constants for 51 of the events that we could quantify conform well to a lognormal distribution with a GM of 1.6 h$^{-1}$ and a GSD of 1.5; no systematic variability in the decay rate was observed among source types. Three much higher decay constants (9.5, 10 and 11 h$^{-1}$) are excluded from this distribution; these occurred at H4 and appear to be dominated by the high rate of removal in the recirculating air-filtration systems at that site. Excluding these three events, the AM value of $k+a$ was 1.7 h$^{-1}$. 
Sources varied in terms of their temporal behavior and could be described as “continuous” or “sudden burst” emitters. For a combustion source, such as a gas stove or a candle, emissions continued until the activity was terminated, so that the total source strength was sensitive to the duration of use. In contrast, for sources that can be classified as heated surfaces, such as the furnace at H0 and electric stove at H0 and H5, particle concentration decay typically commenced before appliance use ended and total emissions were relatively insensitive to use duration. Moreover, as demonstrated in Figure 2.5, for furnace emissions at H0, an “aging” effect was apparent, whereby the source strength declined during subsequent uses that followed the first use closely in time. A similar aging effect was observed by Wallace and Ott (in press) for emissions from heated surfaces such as a toaster oven and electric oven. An explanation offered by those authors is that emissions could be associated with a coating of a chemical or dust on heating coils, which would become depleted during use.
Figure 2.5. The particle number (PN) concentration associated with repeated uses of the furnace (natural gas, vented) at site H0. The first use of the winter season (after months without use) resulted in a very high indoor PN level. Subsequent uses over the following 2 days resulted in progressively dampened peaks.

For most of the PN peaks associated with gas cooking, copollutant monitoring provides corroborating evidence. At four of the five house sites where natural gas appliances were used, we obtained coincident NO and CO data. There is a discernible NO peak associated with 21 of the 22 particle peaks that were linked with gas cooking at these sites. Some but not all of these peaks were also associated with evident increases in CO levels. Relative to baseline pollutant levels, significant NO emissions likely occur more consistently from gas combustion appliances than do emissions of CO, which, being a product of incomplete combustion, is not significantly emitted from well-tuned gas appliances.

Manipulation experiments were helpful for confirming that a particular activity was (or was not) a source at a given house site. In total, we ran 20 tests, 13 of which produced an analyzable peak. The loss-rate coefficients \((k+a)\) obtained from manipulation experiments were similar to those inferred from observational monitoring, with a GM = 1.6 h\(^{-1}\) and GSD = 1.4. The source strengths from the manipulation experiments were lower than those inferred from observational monitoring.

To assess the spatial variability of indoor concentrations during indoor source-use
periods, mean PN concentrations from the two indoor locations during the “awake” period were compared. At four of the five sites for which the two monitors were placed in the main indoor zone (H0, H3, H5, H6), mean “awake” PN concentrations were similar at the two locations, differing by only 4-15%. House H1 was an exception, with a mean difference of 31% between the two indoor monitors. At the remaining two sites (H2, H4), the two monitors were placed in zones that were treated in the analysis as decoupled. Based on these comparisons, we expect the indoor concentration data employed in the analysis to be reasonably representative of exposures, particularly as occupants tend to move about in a manner that is likely to take them both closer to and farther away from each active source. However, our results would not likely be representative of extreme cases, such as the exposure of occupants who remain consistently proximate to a source, or consistently distant such as on a decoupled floor or behind a closed door.

Only a few prior studies have characterized PN sources in homes under normally occupied conditions. He et al. (2004) characterized the sources of particles larger than 7 nm in 15 houses in a Brisbane suburb in the winter. They reported median PN emission rates that range from $1.1 \times 10^{10}$ particles min$^{-1}$ for hair drying to $73 \times 10^{10}$ particles min$^{-1}$ for grilling. Activity durations were not reported, but assuming that hair drying lasted for 10 min, and grilling for 1 h, these emission rates would correspond to source strengths of $\sim (0.1 - 44) \times 10^{12}$ particles per event. Wallace (2005, 2006) investigated the sources of particles larger than 10 nm in a suburban Virginia townhouse. PN source strengths were reported to be in the range from $(5$ to $39) \times 10^{12}$ particles for common cooking events, and to be $6 \times 10^{12}$ particles per use for a natural-gas dryer. Wallace and Ott (in press) measured particles larger than 10 nm in a suburban Virginia townhouse, and a home in California. For the California home, reported source strengths range from $0.4 \times 10^{12}$ particles from boiling water on a gas stove for 1 min in a stainless steel pan, to $68 \times 10^{12}$ particles from toasting an English muffin in an electric toaster. For the Virginia home, mean reported PN emission rates range from $0.003 \times 10^{12}$ particles min$^{-1}$ from a fireplace, to $5.1 \times 10^{12}$ particles min$^{-1}$ from a gas stove and toaster oven. Source strength results from these three studies are similar to the source-specific central tendencies reported in Table 2.4.

2.3.3. Outdoor concentration pattern

Whereas indoor episodic sources influence indoor PN intermittently, outdoor particles influence indoor PN continuously. They are responsible, in conjunction with indoor continuous sources at H1 and H3, for the “baseline” indoor PN concentration. In this study, we found that the cumulative contribution from the baseline to average indoor PN levels was substantial owing to its continuous influence. Hence, an understanding of the variability in outdoor particle levels is important for understanding indoor particle levels.

Figure 2.6 presents time-series plots of the diurnal variations in outdoor PN at each site. The values shown were calculated by averaging the concentrations measured at each clock minute, for all days monitored. As demonstrated in Figure 2.6, at all sites, outdoor levels are lower overnight than during the daytime. The overnight lows lead to lower indoor concentrations during “asleep” periods relative to “away” periods at all sites except H0 and H5 (Table 2.2).

Figure 2.6 also demonstrates that at H0 and H5, which are the two sites at the greatest
remove from the heavily trafficked urban core, the daily outdoor PN profile is relatively flat. At the remaining five sites, there is a marked diurnal cycle in outdoor PN, with two types of peaks in evidence. An afternoon peak occurred most distinctively at H2, H3 and H4, sites monitored between February and April. Rush-hour peaks at ~ 6:00 and ~ 18:00 were most prominently observed at H1, a site measured in the winter and marked by the lowest average outdoor air temperature in our sample (7 °C). These findings are consistent with observations made based on yearlong monitoring in Rochester, NY (Jeong et al., 2004), which showed that peaks related to strong afternoon nucleation events were most prevalent in the springtime, whereas traffic-related UFP peaks were common during cold, stagnant winter days.

Diurnal variations in outdoor levels of gaseous copollutants substantiate the hypothesis that there are two distinct sources of elevated outdoor PN evident in our data set. At H1, strong peaks in levels of copollutants accompanied the peaks in PN (Figure 2.7a). Moreover, the average wind speed was low (1.5 m s⁻¹), and peaks occurred twice a day in the morning and evening, indicating that primary emissions from traffic and stagnant atmospheric conditions are a plausible explanation. At this site 1-h CO, CO₂, and NO maxima of 2.4 ppm, 550 ppm, and 210 ppb, respectively, were observed.
Figure 2.6. Diurnal variations in outdoor PN concentrations at sites H0-H6. Values shown represent the averages of 67-140 h of observational data at each site.
Figure 2.7a. Time series of 1-h average outdoor particle number (PN) concentration, nitric oxide (NO), carbon dioxide (CO2), and carbon monoxide (CO) levels at site H1. Levels of the four pollutants are strongly correlated. The average wind speed at a nearby central monitoring station during the period was relatively low, 1.5 m/s.

In contrast to conditions at H1, afternoon PN peaks at sites H2, H3, and H4 were decoupled from levels of gaseous copollutants, indicating that secondary formation via nucleation may be the source of these peaks. The decoupling was most clearly evident at H3. As illustrated by Figure 2.7b, PN levels at H3 are highest during the time of day when gaseous copollutants are at their lowest. Levels of 1-h CO, CO2, and NO are relatively flat, with maxima of 0.5 ppm, 400 ppm, and 12 ppb, respectively. The absence of significant primary gaseous copollutant peaks at this site may be partly explained by the atmospheric ventilation conditions. The mean wind speed outdoors during the monitoring period was high (4.2 m s⁻¹). Since the secondary formation of ultrafine particles has been found to be a regional phenomenon (Kulmala et al., 2004), the relatively strong winds would not dampen peaks associated with this source, as it would peaks owing to local primary emissions.
Figure 2.7b. Time series of 1-h average outdoor particle number (PN) concentration, nitric oxide, carbon dioxide and carbon monoxide levels at site H3. Levels of gaseous copollutants are relatively flat. Gas and particle peaks are decoupled. The average wind speed at this site during the monitoring period was relatively high, 4.2 m/s.

2.3.4. Indoor proportion of outdoor particles (f)

A key parameter describing the influence on indoor PN concentrations exerted by outdoor particles is the infiltration factor, \( f \), also referred to as the “indoor proportion of outdoor particles” (Riley et al., 2002). This factor, which can assume values between 0 and 1, indicates the degree of protection from outdoor particles conferred to occupants of an indoor environment owing to removal processes such as deposition onto indoor surfaces, filtration, and deposition of particles during air leakage through the building shell.

Time-averaged \( f \) estimates obtained for the primary indoor monitoring location at six of the seven sites span a relatively small range, from 0.30 to 0.47. The estimate for H1 is much
lower, at 0.11. The significance of filters or air treatment devices in the mechanical ventilation system is evident in comparing \( f \) estimates made under varying house configurations at two sites. At H1, the estimated value of \( f \) was 0.16 when the ventilation system, including filtration, was off and 0.074 when it was on. At H5, the value of \( f \) was 0.43 when air filtration was off and 0.11 when it was operated. Both cases illustrate that active particle removal systems can significantly reduce indoor particle levels, in these cases by factors of \( \sim 2 \) and \( \sim 4 \).

The extent to which particles are able to penetrate from outdoors and persist in houses is expected to be associated with the air-exchange rate. All else being equal, a higher AER should increase \( f \). Table 2.5 presents a summary of the statistical attributes of 37 AER determinations made at the seven house sites. The harmonic mean of per-site AER estimates ranged from 0.18 h\(^{-1}\) at H0 to 1.1 h\(^{-1}\) at H6. The high value at H6 was at least partly attributable to occupants habitually having windows partially open. The distribution of arithmetic average AERs for the seven house sites has a GM of 0.59 h\(^{-1}\) and a GSD of 2.0, similar to the distribution parameters of a large data set from across the US \((N = 2844, \text{GM} = 0.50 \text{ h}^{-1}, \text{GSD} = 2.1)\) (Murray and Burmaster, 1995; Nazaroff, 2004).

Details on air-exchange rate assessments were reported by Nazaroff et al. (2010). Results reported there have been reanalyzed here using measured outdoor CO\(_2\) data, as discussed in Appendix 2.A.

**Table 2.5.** Air-exchange rates determined at the seven house sites.

<table>
<thead>
<tr>
<th>Site</th>
<th>( N )</th>
<th>HM (h(^{-1}))(^a)</th>
<th>Avg (h(^{-1}))</th>
<th>Range (h(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>H0</td>
<td>1</td>
<td>0.18</td>
<td>0.18</td>
<td>n/a</td>
</tr>
<tr>
<td>H1</td>
<td>4</td>
<td>0.25</td>
<td>0.26</td>
<td>0.20-0.34</td>
</tr>
<tr>
<td>H2</td>
<td>5</td>
<td>0.38</td>
<td>0.70</td>
<td>0.14-1.0</td>
</tr>
<tr>
<td>H3</td>
<td>6</td>
<td>0.75</td>
<td>0.99</td>
<td>0.45-2.2</td>
</tr>
<tr>
<td>H4</td>
<td>7</td>
<td>0.79</td>
<td>0.87</td>
<td>0.44-1.2</td>
</tr>
<tr>
<td>H5</td>
<td>11</td>
<td>0.30</td>
<td>0.75</td>
<td>0.16-3.3</td>
</tr>
<tr>
<td>H6</td>
<td>3</td>
<td>1.1</td>
<td>1.2</td>
<td>0.79-1.6</td>
</tr>
<tr>
<td>Avg.</td>
<td>5.3</td>
<td>0.53</td>
<td>0.70</td>
<td>0.36-1.6</td>
</tr>
</tbody>
</table>

\(^a\)The harmonic mean is the reciprocal of the arithmetic mean of the reciprocals.

### 2.3.5. Indoor emissions from unvented pilot lights

Indoor sources that emit continuously elevate the baseline indoor PN concentration. However, unlike particles of outdoor origin, the influence of continuous indoor emissions should vary inversely with the air-exchange rate. The only continuous sources that we detected were pilot lights associated with gas cooking appliances. At the two sites where pilots were present, persistently elevated indoor CO\(_2\) levels served as an indicator of the significance of pilot lights. The emission of particles from pilot lights at these houses was confirmed through controlled experiments. As presented in Figure 2.8, when the pilot lights were extinguished and all other conditions remained unchanged, the indoor PN concentration instantly started to decay (H3) or underwent an increase in the rate of decay (H1). A similar, instantaneous decrease in levels of gaseous copollutants was observed upon extinguishing pilot lights at these houses.
Figure 2.8. Particle number concentrations versus time during the supplemental pilot-light experiments conducted on 12 February 2009 at H1 (left), and on 8 July 2008 at H3 (right). The vertical dashed lines separate different operational states of the cook-stove pilot lights. During “servicing” at H3, a technician called in to relight the pilots conducted routine maintenance on the burners. Horizontal dashed lines at 5,000 and 20,000 cm⁻³ are intended to guide the eye.

Inferred PN emission rates from the pilot lights associated with the gas cooking appliances were 0.58 × 10^{12} particles h⁻¹ for H1, and 1.6 × 10^{12} particles h⁻¹ for H3. Based on field observations, the stove with lower emissions was in better repair, but the exact cause underlying the difference in emission rates was not discerned. Estimated steady-state indoor concentration increments attributable to the pilot lights for the dominant house configurations were 2.7 × 10³ and 4.2 × 10³ particles cm⁻³ at H1 and H3, respectively (Nazaroff et al., 2010).

2.3.6. Exposure assessment

Residential PN exposures of the 21 occupants of the seven houses, and the apportionment of exposures among sources, are summarized in Figure 2.9. The geometric mean of the average exposure concentration was 14.5 × 10³ particles cm⁻³ (GSD = 1.8). The average exposure duration was 17 ± 1.7 hours per day (mean ± standard deviation). The geometric mean daily integrated exposure per person was 244 × 10^3 particles cm⁻³ h/d (GSD = 1.9). The corresponding arithmetic mean ± standard deviation are 296 × 10^3 ± 195 × 10^3 particles cm⁻³ h/d. On average, more than 95% of the observed exposure was attributed to known source categories.

At every site, there were substantial contributions to exposure both from the penetration and persistence of outdoor particles and from episodic indoor emissions. Furthermore, at each site and for every occupant, these two source categories dominated. The distribution of residential PN daily integrated exposures caused by particles from episodic indoor sources and by particles of outdoor origin each conform reasonably well to lognormal distributions, with GM = 129 × 10³ particles cm⁻³ h/d (GSD = 2.4) for exposures attributable to episodic sources and GM = 77.2 × 10³ particles cm⁻³ h/d (GSD = 1.6) for residential exposures attributable to particles of outdoor origin. At two sites with unvented gas pilot lights, H1 and H3, the average daily integrated exposures associated with this source were 63.1 × 10³ and 79.1 × 10³ cm⁻³ h/d (or 16 and 12% of total exposure from all sources at these two sites), respectively.
Figure 2.9. The residential, average PN exposure for the 21 occupants of the seven houses studied. The bars indicate the daily integrated exposure (1000/cm³ h/d) and its apportionment amongst source categories. The length of the bars can be understood as the average exposure concentration per person × the daily average time spent indoors at home, which are listed to the right of each bar with units of 1000/cm³ × h/d.

Variation in exposure, as indicated by the relative standard deviation of individual average exposure concentration estimates, was greater between houses than among occupants of the same house. The within-house RSD ranged from 0.05 at H3 (N = 3) to 0.2 (N = 2) at H0. The RSD for all occupants was 0.6 (N = 21). An explanation for this observation is that key factors that influence indoor concentrations are site-specific. Moreover, occupancy patterns are correlated for family members. In addition, the inter-individual variability owing to within-house spatial variability of particle concentrations and variability in individual location patterns was not characterized in this study. As a consequence, the true within-household variability in exposures is likely to be greater than is indicated by our RSD estimates.
Insight into the primary cause of exposure variation between sites can be gained by analyzing the two sets of sites that were clustered earlier as Group 1 (H0, H1, H3, H6) and Group 2 (H2, H4, H5). The average residential PN exposure concentration is, on average, almost 2.5× greater for the 12 occupants of Group 1 sites, compared to the 9 occupants of Group 2 sites. This difference is mainly caused by the contribution from indoor sources. Whereas for Group 2 sites indoor sources contribute an average of 38% to the daily integrated exposure, for Group 1 sites emissions from indoor sources are more important, with a mean contribution of 76%.

The frequency with which the cooking range (gas or electric) was used to prepare food was the single most important determinant of exposure from episodic indoor sources. Subjects cooked in the monitored households at an average frequency that ranged from 0.3 to 2 times per day. A single-parameter linear regression analysis showed a high degree of correlation ($r^2 = 0.7$) between the average number of times per day that the stove (alone or in combination with another source) was used for cooking in the presence of an occupant, and the indoor episodic source exposure of that occupant.

To put the exposure results in context, four other studies of ultrafine particles in interior environments are briefly discussed. In a companion study to the present one, conducted in six schools in northern California, Mullen et al. (in press) found the mean within-classroom daily integrated exposure for students was $50 \times 10^3$ particles cm$^{-3}$ h/d. Two factors account for the at-school exposure being substantially lower than the residential exposure estimate: (1) less time is spent at school than at home by children; and (2) there was a much lower prevalence of indoor source events in the monitored classrooms as compared with households. In a multiyear study conducted in an occupied suburban Virginia townhouse with gas appliances (but with no pilots), Wallace (2006) attributed 55% of indoor UFP concentrations to indoor sources. This estimate is similar to our mean estimated exposure owing to indoor episodic sources (59%). Fruin et al. (2008) measured in-vehicle UFP concentrations in Los Angeles. Their modeled on-road exposure to UFP during 1.5 h/d spent driving was $119 \times 10^3$ cm$^{-3}$ h/d, an average daily integrated exposure that is about 40% as large as the average residential estimate from our study. Based on a scenario describing a “typical, suburban, nonsmoker house,” and data from a study in two houses in Virginia and California, Wallace and Ott (in press) attributed an integrated daily exposure of $62 \times 10^3$ particles cm$^{-3}$ h/d to cooking at home. Their estimate is similar to the geometric mean daily exposure attributable to residential cooking in our study, $88 \times 10^3$ particles cm$^{-3}$ h/d (GSD = 2.6).

### 2.4. Conclusions

Indoor and outdoor sources were both found to contribute substantially to PN concentrations and exposures in seven monitored northern California houses. Indoor concentrations are, on average, 1.7× greater during occupied relative to unoccupied hours because occupants, when present and awake, engage in activities that emit particles. If the occupied period is further segregated into “all occupants asleep” or “all occupants awake” hours, we find that “awake” PN levels are on average 6.6× greater than “asleep” PN levels, both because indoor peaks are linked with human activities and because outdoor PN concentrations were lower overnight than during the day for the conditions studied.

Indoor episodic sources are the cause of peak indoor concentrations and also the main cause of variability in occupants’ residential exposure among the houses. On average, indoor
sources contributed more to the individual residential daily integrated exposures than did particles originating outdoors. The most important indoor episodic source activity is cooking, and the frequency of cooking food on either a gas or electric range is therefore an important variable influencing exposure to PN in houses.

Intrusion of outdoor particles and emissions from indoor continuous sources such as unvented pilot lights determine the baseline particle level indoors. Making houses more airtight would tend to provide some protection from outdoor particles but would also lead to higher exposure to particles generated indoors. When present, active filtration or air treatment was seen to be an effective means of reducing the persistence of particles from outdoors and indoors alike. Completing the switch away from the use of unvented pilot lights on cooking appliances would be an effective intervention for reducing indoor PN levels and exposures.

Our study focused on a relatively small number of houses in one state in the US. Different regions have different outdoor air pollution levels, climatic conditions, building stocks, and demographics. Each of these features could influence the indoor PN and resulting exposures. Also, because the lower size-cut of our instrument is 6 nm, we may have underestimated the importance of sources like a gas or electric stovetop burner, which have been found to emit smaller particles under some conditions (Wallace et al., 2008). Our study relies on microenvironmental monitoring and diary data on time-activity patterns to model personal exposure. As such, reported exposures do not fully account for spatial variability in concentrations within a residence.

Spatial variability likely plays a minor role for exposures from particles that originate outdoors. However for particles generated indoors, the short-term exposure of a person proximate to a source can be significantly higher than is indicated by our estimates (Klepeis, 1999). The degree to which exposure is underestimated by the area measurements made in this study is likely to be greatest for indoor sources that require close proximity while active emissions are underway, as the spatial heterogeneity in concentrations is expected to be greatest during the emissions phase. For example for cooking, which was the most important indoor source observed in this study, the “active” version (e.g., stir-frying) requires the cook to remain close to the stove during the emissions period and thus to be exposed to freshly emitted particle plumes. In contrast during “passive” cooking (such as boiling rice or baking in the oven) the cook may be in the near-neighborhood of the source only intermittently or not at all.

Although limited in scope, this study reinforces and substantiates the expectation that residential exposure to ultrafine particles cannot be characterized by ambient (outdoor air) measurements alone. Reasons include the importance of indoor sources, and variations in the indoor proportion of outdoor particles across sites and as a function of several variables, including meteorology, house configuration, and house operating conditions. Therefore, characterizing indoor sources, assessing their frequency of use, investigating the parameter $f_i$ and monitoring spatial and temporal trends in outdoor PN are all important aspects on which we need better knowledge so that we may understand well the levels of human exposure to ultrafine particles and their determinants.
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2.A. Appendix

2.A.1. Evaluating building ventilation rates with indoor and outdoor carbon dioxide measurements

2.A.1.1. Introduction

Building ventilation conditions can be evaluated through techniques that rely on the measurement and analysis of a tracer gas. The analysis typically relies on the principle of material balance. From a scientific point of view, an ideal tracer gas is one that has no indoor sources, and is present only in trace quantities outdoors. When such a species (e.g., SF₆) is released continuously or as a pulse indoors, a material balance equation may be used to model the rate of change of the tracer as a function of ventilation conditions and the (known) emission conditions. By comparing measured concentrations to those modeled, the unknown ventilation rate may be determined.

Carbon dioxide is a commonly used tracer species. In this case, the tracer may be deliberately released indoors, or opportune use may be made of CO₂ released from respiration and from combustion appliances. Persily (1997) and Persily and Dols (1990) have explored approaches to assess ventilation on the basis of CO₂ measurements. Their discussion, and other examples of the application of this technique identified in the peer-reviewed literature, relies on the assumption that outdoor CO₂ levels remain constant during the ventilation assessment period.

As demonstrated by Figure 2.A.1, observations from our field study show that carbon dioxide levels at some urban sites exhibit significant temporal variability. The pattern in outdoor CO₂ levels depicted in Figure 2.A.1 – midday minima flanked by morning and evening peaks – are supported by investigations of outdoor CO₂ conducted in Baltimore by George et al. (2007). In light of the observed temporal variability in outdoor CO₂ levels, we evaluated air-exchange rates on the basis of time-varying data on indoor and outdoor CO₂. We compared our results with those obtained when outdoor CO₂ is treated as constant during each assessment period, to evaluate the importance of incorporating temporal variability in outdoor CO₂ to assess ventilation conditions, for the conditions in our study.
Figure 2.A.1. Diurnal variation in outdoor CO$_2$ at sites H0-H6. The median, 10$^{th}$ percentile and 90$^{th}$ percentile of 1-min carbon dioxide data collected during observational monitoring at all sites are plotted against the time of day when the data were acquired. The number of days monitored varies from 22 to 28 (average = 26) per clock minute.

2.A.1.2. Data analysis

The governing material balance equation for the evolution of CO$_2$ levels indoors in the absence of indoor sources is presented as equation (2.A.1):

\[
\frac{dY}{dt} = \lambda Y_0(t) - \lambda Y(t)
\]  

(2.A.1)

where $Y$ is the indoor CO$_2$ level (ppm) at time $t$; $\lambda$ is the air exchange rate (h$^{-1}$), which is assumed to stay constant during the decay period; $Y_0$ is the outdoor CO$_2$ level (ppm) at time $t$. Since the model equation assumes that there are no indoor sources of carbon dioxide, it is applicable only when the building is unoccupied and unvented pilot lights are absent. The house is treated as a single, well-mixed compartment.

When the outdoor CO$_2$ level can be treated as approximately constant, equation (2.A.1) can be solved analytically, with the result shown in equation (2.A.2):
\[ Y_d = Y_d(0)e^{-\lambda t} \] (2.A.2)

where \( Y_d = Y-Y_O \). For this case, \( \lambda \) can be calculated as the negative slope of \( \ln (Y_d(t)) \) regressed against \( t \). When the outdoor CO\(_2\) level is variable, a solution to equation (2.A.1) can be approximated using a numerical or an integral approach. The numerical approach involves transforming equation (2.A.1) into a difference equation, shown as equation (2.A.3):

\[ Y_{i+1} = Y_i + \lambda(Y_{O,i} - Y_i)\Delta t \] (2.A.3)

A best-fit value for \( \lambda \) can be obtained by minimizing the sum of squared deviations between predicted and measured values of \( \ln(Y) \), where predicted values are obtained via equation (2.A.3).

Alternatively, an integral approach can be used in analysis. Integrate both sides of equation (2.A.1) and solve for \( \lambda \). The result is shown as equation (2.A.4):

\[ \lambda = \frac{(Y_2 - Y_1)}{(Y_{O,avg} - Y_{avg}) \times (t_2 - t_1)} \] (2.A.4)

In equation 2.A.4, time \( t_2 \) represents the end of the air-exchange rate assessment period, and \( t_1 \) represents the start of the period.

2.A.1.3. Results and discussion

Table 2.A.1 presents results for 27 air-exchange rate assessments from the five house sites without unvented pilot lights. For comparison, air exchange rates are calculated using the numerical approach (equation (2.A.3)), the integral approach (equation (2.A.4)), and based on the assumption that outdoor levels remain constant (equation (2.A.2)). When the latter assumption was invoked, a representative outdoor CO\(_2\) level was obtained as the average outdoor CO\(_2\) during the decay period. The mean (± standard deviation) relative standard deviation of air-exchange rate estimates obtained by the three methods is low: 5 ± 4\%. If, however, the global annual average value of ~385 ppm is used as a representative outdoor CO\(_2\) level, the air exchange rate estimates obtained from observational monitoring data are biased (compared to the average estimate obtained using the other three methods) by, on average, 42\%. Air exchange rates assessed on the basis of manipulation experiments remain robust irrespective of the method or representative outdoor CO\(_2\) level employed.

On the basis of these findings, we concluded that the choice of method is not important for the ventilation assessments made via manipulation experiments (where CO\(_2\) levels indoors were deliberately elevated to ~2000 ppm). For unbiased results from observational monitoring data, however, while the choice of method is not of key importance, it is important to rely on measured outdoor CO\(_2\) levels rather than the global annual mean. This is especially true for urban areas where outdoor CO\(_2\) levels can be significantly elevated.

Summary statistics reported in this chapter are based on the integral method.
Table 2.A.1. Air-exchange rate estimates for five house sites without indoor CO₂ sources, obtained on the basis of three alternate approaches. a,b

<table>
<thead>
<tr>
<th>ID</th>
<th>CO₂, out, avg (ppm)</th>
<th>AER (h⁻¹) Fixed CO₂</th>
<th>AER (h⁻¹) Integral</th>
<th>AER (h⁻¹) Numerical</th>
<th>RSD (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H0 M1</td>
<td>341</td>
<td>0.19</td>
<td>0.18</td>
<td>0.18</td>
<td>3.1</td>
</tr>
<tr>
<td>H0 M2</td>
<td>Missing</td>
<td>0.32</td>
<td>0.34</td>
<td>n/a</td>
<td>4.3</td>
</tr>
<tr>
<td>H1 M1</td>
<td>431</td>
<td>0.44</td>
<td>0.44</td>
<td>0.45</td>
<td>1.3</td>
</tr>
<tr>
<td>H2 O1</td>
<td>494</td>
<td>0.93</td>
<td>0.98</td>
<td>0.93</td>
<td>3.0</td>
</tr>
<tr>
<td>H2 O2</td>
<td>435</td>
<td>1.2</td>
<td>1.0</td>
<td>1.1</td>
<td>9.5</td>
</tr>
<tr>
<td>H2 M1</td>
<td>413</td>
<td>0.20</td>
<td>0.14</td>
<td>0.21</td>
<td>21</td>
</tr>
<tr>
<td>H2 M2</td>
<td>Missing</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>H4 O1</td>
<td>497</td>
<td>0.89</td>
<td>0.78</td>
<td>0.74</td>
<td>9.7</td>
</tr>
<tr>
<td>H4 O2</td>
<td>536</td>
<td>0.93</td>
<td>0.98</td>
<td>0.93</td>
<td>3.0</td>
</tr>
<tr>
<td>H4 O3</td>
<td>435</td>
<td>1.2</td>
<td>1.0</td>
<td>1.1</td>
<td>9.5</td>
</tr>
<tr>
<td>H4 O4</td>
<td>413</td>
<td>0.20</td>
<td>0.14</td>
<td>0.21</td>
<td>21</td>
</tr>
<tr>
<td>H4 M1</td>
<td>431</td>
<td>0.44</td>
<td>0.44</td>
<td>0.45</td>
<td>1.3</td>
</tr>
<tr>
<td>H4 M2</td>
<td>422</td>
<td>0.77</td>
<td>0.73</td>
<td>0.73</td>
<td>3.1</td>
</tr>
<tr>
<td>H4 M3</td>
<td>418</td>
<td>0.67</td>
<td>0.73</td>
<td>0.75</td>
<td>5.8</td>
</tr>
<tr>
<td>H4 M4</td>
<td>370</td>
<td>0.89</td>
<td>0.96</td>
<td>0.84</td>
<td>6.7</td>
</tr>
<tr>
<td>H4 M5</td>
<td>Missing</td>
<td>1.3</td>
<td>1.2</td>
<td>1.2</td>
<td>1.6</td>
</tr>
<tr>
<td>H5 O2</td>
<td>366</td>
<td>0.25</td>
<td>0.24</td>
<td>0.24</td>
<td>2.4</td>
</tr>
<tr>
<td>H5 O3</td>
<td>366</td>
<td>0.25</td>
<td>0.24</td>
<td>0.24</td>
<td>2.4</td>
</tr>
<tr>
<td>H5 M1</td>
<td>Missing</td>
<td>0.19</td>
<td>0.18</td>
<td>n/a</td>
<td>3.8</td>
</tr>
<tr>
<td>H5 M2</td>
<td>Missing</td>
<td>0.31</td>
<td>0.31</td>
<td>n/a</td>
<td>0.0</td>
</tr>
<tr>
<td>H5 M3</td>
<td>Missing</td>
<td>0.19</td>
<td>0.18</td>
<td>n/a</td>
<td>3.8</td>
</tr>
<tr>
<td>H5 M4</td>
<td>Missing</td>
<td>0.33</td>
<td>0.34</td>
<td>n/a</td>
<td>2.1</td>
</tr>
<tr>
<td>H5 M5</td>
<td>Missing</td>
<td>0.17</td>
<td>0.16</td>
<td>n/a</td>
<td>4.3</td>
</tr>
<tr>
<td>H5 M6</td>
<td>Missing</td>
<td>0.56</td>
<td>0.55</td>
<td>n/a</td>
<td>1.3</td>
</tr>
<tr>
<td>H5 M7</td>
<td>Missing</td>
<td>1.9</td>
<td>2.1</td>
<td>n/a</td>
<td>7.1</td>
</tr>
<tr>
<td>H5 M8</td>
<td>Missing</td>
<td>0.19</td>
<td>0.18</td>
<td>n/a</td>
<td>3.8</td>
</tr>
<tr>
<td>H5 M9</td>
<td>Missing</td>
<td>2.8</td>
<td>3.0</td>
<td>n/a</td>
<td>5.6</td>
</tr>
<tr>
<td>H6 O1</td>
<td>449</td>
<td>1.3</td>
<td>1.6</td>
<td>1.6</td>
<td>12</td>
</tr>
<tr>
<td>H6 M1</td>
<td>449</td>
<td>1.0</td>
<td>1.1</td>
<td>1.1</td>
<td>5.4</td>
</tr>
<tr>
<td>H6 M2</td>
<td>359</td>
<td>0.73</td>
<td>0.79</td>
<td>0.82</td>
<td>5.9</td>
</tr>
</tbody>
</table>

a Each experiment is labeled with a two-part code that identifies that site, and whether the data are from the observational monitoring period (O), or from a deliberate experiment (M).

b In instances when time-varying CO₂ levels were not measured during the decay period, the numerical approach could not be applied. In these cases, the following outdoor CO₂ levels were used to evaluate λ: H2M2, 528 ppm, the CO₂ level measured outdoors just before AER assessment; H5, 367 ppm, the average of observational data 1-min averages from 11:00 to 17:00.

2.A.1.4. References

Chapter 3: Inhalation intake fraction of ultrafine particles from indoor emissions in homes

3.1. Introduction

3.1.1. Issue

Indoor sources dominate exposures to peak concentrations of ultrafine particles (UFP) in homes. On average, for 21 occupants of seven houses monitored in the field study reported in Chapter 2, indoor sources also dominated cumulative at-home UFP exposures. As people spend most of their time at home, the importance of indoor sources to at-home exposure suggests that they have the potential to contribute major proportions of overall daily integrated exposures as well.

The human health risk posed by indoor sources of UFP depends not only on their contributions to exposure, but also on the adverse health effects associated with their emissions. The most important indoor source observed in the field study described in Chapter 2 was cooking, which contributed, on average, 74% of exposures attributed to indoor episodic sources. During cooking, emissions are caused by the cooking fuel, electrically heated element, or the food itself. Modern cooking in the US and developed countries has been shown to be associated with adverse outcomes such as respiratory symptoms from nitrogen dioxide exposure (Neas et al., 1991). Fumes from Chinese-style cooking with hot oil have been shown to be mutagenic (Chiang et al., 1997) and this cooking style has also been reported to be a risk factor for lung cancer in nonsmoking women in Taiwan (Ko et al., 1997). The human health effects associated with the ultrafine particle emissions from cooking have not been directly investigated. However, individual components of particles emitted from cooking – such as elemental and organic carbon, polycyclic aromatic hydrocarbons, aldehydes, and metals – have been linked with adverse outcomes (e.g., Garza et al., 2008; See and Balasubramanian, 2008). Moreover, toxicological studies on ultrafine particles have emphasized effects linked to the small size and high surface area to volume ratio, rather than to their origin (Donaldson and Stone, 2003; Nel et al., 2006).

We know more about indoor sources of UFP than we do about exposures owing to their use. As emphasized in Chapter 2, there have been few studies published on ultrafine particles in occupied homes under normal-use conditions. Several studies have characterized emission rates for indoor sources via laboratory or controlled field investigations. A few studies have modeled the anticipated relationship between emissions and exposure for airborne contaminants released in residences (or other interior environments such as motor vehicles), and have used the intake fraction metric (or an equivalent concept) to present and discuss findings. However, as is demonstrated by the literature review to be presented in this chapter, the concerted characterization of sources of and exposure to ultrafine particles, in indoor environments, is comparatively rare. Increasing our understanding of the source-to-exposure relationship for ultrafine particles under real-world conditions puts us in a position to leverage our emerging knowledge about sources to draw inferences that have relevance for epidemiological studies, environmental planning, and risk assessment.

In the subsections to follow, the intake fraction (IF) metric is discussed (§3.1.2), a literature review is presented of previous IF assessments in homes (§3.1.3), and objectives of the
study are outlined (§3.1.4). Then, an intake fraction lens is applied to reinterpret the field data described in Chapter 2.

3.1.2. Inhalation intake fraction

Intake fraction was proposed, and has been widely adopted, as a consistent concept to discuss emissions-to-intake relationships, when emissions and intake are linearly related as is the case for most primary pollutants (Bennett et al., 2002). Other articulations of the linkage between emissions and intake or exposure have been variously named as exposure effectiveness, committed dose, inhalation transfer factor, or fate factor, to name a few examples (Bennett et al., 2002). Intake fraction is defined, for a species, emission source, and exposure scenario, as the ratio of attributable intake to attributable emissions (Bennett et al., 2002; Marshall et al., 2003). An intake fraction can also be conceptualized as the ratio of the probability of a pollutant entering a human body before it is removed from the local environment (Nazaroff, 2008). The relationship between emissions and exposures depends on several source-specific, environment-specific and population-specific factors that complicate precise \( iF \) evaluations under real-world scenarios. However, \( iF \) estimates often represent a useful starting point, an approximate and preliminary but efficient tool for comparing exposure scenarios, prioritizing efforts to reduce risk, and assessing whether further study is needed (Lai et al., 2000).

The intake fraction metric is unitless by design. The original definition presents it as a ratio of two masses (mass inhaled to mass emitted). In the present work, \( iF \) is assessed as a ratio of two numbers, as ultrafine particles are conventionally quantified on a number rather than a mass basis. When unqualified, \( iF \) encapsulates intake via all pathways and routes. The calculations here are limited to the inhalation route because that is the only known route of potential health concern for ultrafine particles emitted from environmental sources. While dermal uptake and ingestion routes have been explored for synthetic nanoparticles (such as may be incorporated, for instance, into consumer or medical products), these alternate routes do not make known contributions of health significance for environmental UFP intake. Finally, \( iF \) can be defined on an individual or a population basis. This analysis does both, as each formulation has distinct merits. Individual intake fractions are useful for identifying high-risk groups or inferring a dose from information on emissions. Population intake fractions are useful for assessing the total impact associated with a source as might be required, for example, for a comparative risk assessment (Ilacqua et al., 2007).

3.1.3. Background and literature review

The ideas underlying the intake fraction concept were conceived and developed independently by a number of research groups, as reviewed by Evans et al. (2002). The use of a consistent term to unify the development of related ideas was proposed by Bennett et al. (2002).

Attention to the intake fraction concept has had the effect of highlighting – from the perspective of environmental risk – the importance of indoor sources. When emission strength is the sole criterion for ranking sources, outdoor sources such as power plants and refineries are typically clear winners. But if exposure or intake is considered in addition to source strength, indoor sources emerge as potential cost-effective targets for intervention. An early study that illustrated the importance of indoor sources is the USEPA Total Exposure Assessment
Methodology (TEAM) survey. In the TEAM study, personal samplers were used to directly measure exposure to volatile organic compounds of 600 urban residents in selected US cities. Results showed that sources previously considered to be important – for example, for benzene, petroleum refining operations and manufacturing, oil storage tanks and underground leaks, groundwater contamination, and service stations – were unimportant compared to personal activities such as cigarette smoking, driving, and using attached garages (Wallace, 1989). A key reason for the observed dichotomy between sources associated with large emissions and sources leading to high exposures is that, according to magnitude estimates, intake fractions for indoor sources are roughly 1000 times greater than intake fractions for outdoor sources. This observation comparing indoor and outdoor sources has been dubbed the “Rule of 1000” (Smith, 1993).

Magnitude estimates of \( iF \) for indoor sources presented in the literature are semi-empirical. They rely on a combination of data, deterministic models, and simplifying assumptions, as illustrated by an early investigation of environmental tobacco smoke (ETS) exposure by Smith (1993). In that study, dose effectiveness was modeled as a function of mean occupancy, breathing rate, attributable exposure (i.e. attributable concentration \( \times \) exposure duration) per cigarette, and a per-cigarette emission factor. Nominal values were assigned to model parameters via approximation or from the literature. For example, data on attributable exposures and emissions on a per-cigarette basis were taken from Dockery and Spengler (1967), who in turn based their estimates on an analysis of simultaneous indoor and outdoor field measurements, questionnaire data from 68 homes sampled in six US cities, and a model of the house as a single, well-mixed zone with steady penetration efficiency, volumetric air flow, and particle first order loss rate.

Subsequent investigations of indoor intake fractions, summarized in Table 3.1, have also been semi-empirical, relying on tools and resources that include material-balance models, values for input parameters drawn from the literature or generated via models or measurements, and simplifying assumptions. The most basic case has the following elements: (1) conserved pollutant; (2) steady occupancy, with steady and uniform breathing rate; and (3) indoor space modeled as a single, well-mixed compartment with a steady ventilation rate. These three elements can be generalized as relating to pollutant dynamics, human factors and building-specific factors, respectively (Nazaroff, 2008). When conditions (1)-(3) are invoked, the \( iF \) is independent of the rate and schedule of emissions and reduces to the expression in equation (3.1), which is a ratio of the amount of air breathed by occupants (number of occupants, \( N \times \) breathing rate, \( Q_b \)) to the air available for dilution and removal of the pollutant (volume, \( V \times \) air-exchange rate, \( a \)).

\[
iF = \frac{NQ_b}{Va}
\]  \hspace{1cm} (3.1)

Results based on this basic approach are presented by Bennett et al. (2002) for benzene in California homes, Nazaroff (2008) and Lai et al. (2000) for US residences, and Meijer et al. (2005) for organic compounds in building materials released to the first or second floor of a house. In each of these cases, values of the input parameters are selected from the literature to match the geographical region and demographic group under consideration. Intake fraction results for this group of investigations range from \( 3-31 \times 10^{-3} \).
Table 3.1. Summary of published research in peer-reviewed archived journals on intake fractions for indoor sources in homes (page 1 of 2).

<table>
<thead>
<tr>
<th>Reference</th>
<th>Source/Agent</th>
<th>$iF$ ($\times 10^{-3}$)</th>
<th>Topic</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bennett et al., 2002</td>
<td>ETS: Benzene</td>
<td>7</td>
<td></td>
<td>Parameter values applicable to California residences.</td>
</tr>
<tr>
<td>Hellweg et al., 2009</td>
<td>Household indoors</td>
<td>1~30</td>
<td>√</td>
<td>$iF$ estimates include a correction factor for incomplete mixing.</td>
</tr>
<tr>
<td>Ilacqua et al., 2007</td>
<td>Indoor VOC sources:</td>
<td>Mean: 1.5-4.5</td>
<td>√</td>
<td>Monte-Carlo simulations based on distributions of residence volume, air exchange rate and time-activity data from the EXPOLIS dataset. Inhalation rates at rest and during light activity from the literature.</td>
</tr>
<tr>
<td></td>
<td>Individual $iF$</td>
<td>0.66-2.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Aggregate $iF$</td>
<td>0.26-1.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.6-11.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Klepeis and Nazaroff, 2006a</td>
<td>ETS: Particles</td>
<td>GM: 0.66-2.5</td>
<td>√</td>
<td>Model incorporates influence of contaminant transport and occupant location in a multizone residential environment. Human activity pattern scenarios for $iF$ assessments based on scripts (phase I) and on an NHAPS cohort (phase II).</td>
</tr>
<tr>
<td></td>
<td>Nicotine</td>
<td>0.26-1.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Carbon monoxide</td>
<td>1.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Klepeis and Nazaroff, 2006b</td>
<td>ETS: Particles (scripted scenarios)</td>
<td>0.23-2.6</td>
<td>√</td>
<td>Influence of mitigation strategies such as opening and closing interior doors and windows on ETS $iF$ in a multizone simulated house investigated. Scripted and NHAPS cohort scenarios considered (results for former shown).</td>
</tr>
<tr>
<td>Lai et al., 2000</td>
<td>Conserved pollutant</td>
<td>1-10</td>
<td>√</td>
<td>Modifications of the basic expression investigated are: nonconserved pollutant, multi-compartment residence. Individual $iF$ results shown here.</td>
</tr>
<tr>
<td></td>
<td>Aerosol, low air-exchange rate</td>
<td>1-20</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Aerosol, high air-exchange rate</td>
<td>0.2-1.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Multizone home, two scenarios</td>
<td>0.5-40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meijer et al., 2005</td>
<td>Organic compounds in building materials</td>
<td>26-31</td>
<td>√</td>
<td>Two $iF$ estimates, for compounds emitted to the first or second floor, respectively.</td>
</tr>
<tr>
<td>Nazaroff, 2008</td>
<td>Particles</td>
<td>3.6-5.2</td>
<td>√</td>
<td>Modifications of the basic expression owing to incomplete mixing, time-varying occupancy, deposition and sorptive interactions explored.</td>
</tr>
<tr>
<td>Russo and Khalifa, 2010</td>
<td>Sorbing species (acrolein, ethylbenzene, $o$-cresol)</td>
<td>0.6-6.2</td>
<td></td>
<td>“Normalized” $iF$ modeled to compare influence of ventilation system and proximity to source on exposure in office space.</td>
</tr>
<tr>
<td>Smith, 1993 b</td>
<td>ETS</td>
<td>1-10</td>
<td>√</td>
<td>Magnitude estimates generated for less developed country (LDC) cities.</td>
</tr>
</tbody>
</table>
Table 3.1. cont. (page 2 of 2).

<table>
<thead>
<tr>
<th>Reference</th>
<th>Source/Agent</th>
<th>$iF$ ($\times 10^{-3}$)</th>
<th>Topic $^a$</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhang et al., 2010</td>
<td>UFP (particle number concentration)</td>
<td>0.55-2.3</td>
<td>√</td>
<td>Empirical concentration data used to assess intake and emissions. Effect of stove fuel (electric or gas), stove temperature (medium or high) and exhaust fan (on or off) on $iF$ assessed.</td>
</tr>
</tbody>
</table>

$^a$ Topic code indicates the investigation considered: S = spatial variation, P = pollutant dynamics, O = occupant dynamics.

$^b$ Early research that led to the development of the intake fraction concept is reviewed in Evans et al. (2002) and Bennett et al. (2002) and has not been comprehensively reexamined here.
More sophisticated $iF$ analyses consider the influence of relaxing one or more of the pollutant-related, human-related and building-related elements noted in (1)-(3) above. Table 3.1 summarizes studies on $iF$ in homes, and classifies studies according to the factor explored. Though the influence of each class of factors is discussed in turn below, the influence of factors is interdependent. For example, the extent to which the well-mixed assumption will yield results that vary relative to a model with higher spatial resolution depends on spatial distributions of the agents and of the exposed people throughout a house. Or, in another example, the impact on $iF$ of a dynamic behavior such as deposition depends on the ventilation rate. Comments on these dependencies are woven into the discussion of individual factors below.

Pollutant dynamics that have the potential to influence inhalation intake fractions include deposition on fixed surfaces, coagulation with other particles, removal on filter media, sorptive interactions, phase change and resuspension (Nazaroff, 2004). If a pollutant is lost via first-order processes, a loss-rate coefficient associated with each process is added to the air-exchange rate, $a$, in equation (3.1). Sorption, when fully reversible, has the effect of shifting the time-dependent concentration profile and can alter the $iF$ when other factors such as the ventilation rate, occupancy, or occupant breathing rate also vary in time (Nazaroff, 2008). Intake fraction assessments that include particle deposition or reversible sorption are discussed in turn below. The influence of phase change on $iF$, though potentially significant, has not been explicitly studied. Resuspension is expected to be unimportant for ultrafine particles.

Lai et al. (2000) present particle size-specific $iF$ estimates, by associating each particle size fraction with a first-order deposition loss rate derived from prior research. Individual $iF$ values for particles 0.001-10 μm in diameter vary in the range $(1-20) \times 10^3$ under low ventilation conditions $(0.2 \text{ h}^{-1})$, and are $(0.2-1.2) \times 10^3$ under high ventilation conditions $(2 \text{ h}^{-1})$. In the only published study that has assessed indoor intake fractions for UFP semi-empirically, Zhang et al. (2010) estimated individual $iF$ in the range $(0.55-2.3) \times 10^3$. The highest individual intakes were attributed to high-temperature cooking on a gas stove with the exhaust fan turned off.

Nazaroff (2008) explored the influence of reversible sorption on $iF$ estimates, for the pulsed release of three species into an indoor environment that is occupied for various time horizons after the release. According to the model parameters chosen in that work, the ultimate $iF$ for a nonsorbing contaminant would be $6.25 \times 10^3$. When the effect of sorption is incorporated, $iF$ estimates reduce to 0.38, 0.33, and 0.10 of the baseline value for acrolein, ethylbenzene, and o-cresol, for 1-h exposure periods. In 24 hours, intake fractions increase to 0.95, 0.94, and 0.24, respectively, of the baseline values for the three contaminants. These numbers are based on sorption parameters from previous research, and a model implemented with the aid of numerical integration. Klepeis and Nazaroff (2006a) also account for the reversible sorption of nicotine, in a model that also accounts for spatial heterogeneity of indoor concentrations and occupant movement. For simulations based on activity patterns from the National Human Activity Pattern Survey (NHAPS), the geometric mean $iF$ was found to be $0.26 \times 10^3$ for a clean-wall scenario. The predicted GM $iF$ increased to $1.2 \times 10^3$ for the case where the wall was preloaded with nicotine (as would occur with repeated indoor smoking over months to years).

Occupant-related factors constitute the second category of elements influencing $iF$. They include presence or absence in the house, and activities such as cooking, resting, or sleeping that influence the breathing rate and location within the house (the latter being significant if concentrations are spatially variable). Occupant-related factors are at once a pivotal element for $iF$ – as exposure depends on the presence of people – and the most difficult to characterize.
owing to the non-deterministic nature of human behavior, and the complexity of intra- and inter-
individual differences. Hence, the influence of human factors is less well studied than the
influence of pollutant- and building-related elements. For example, no indoor $iF$ studies were
identified in the peer-reviewed literature that incorporate activity-specific inhalation rates as
inputs. The presence or absence of occupants indoors during part or all of a peak associated with
an episodic source has also not been previously addressed. Intake fraction assessments that
incorporate, to varying degrees, information on fractional time spent at home, variable breathing
rates, and/or location and activities within the home are discussed below.

Nazaroff (2008) presents deterministic expressions for intake fractions associated with
partial occupancy that are applicable for steady emission rates with a well-defined start and stop
time. Klepeis and Nazaroff (2006a) incorporate detailed information from the NHAPS on the
daily duration and sequence of time spent by Americans in locations that include the rooms of
their home; results from their simulations are discussed below. NHAPS lacks, however, details
on the configuration of individual homes, and on the timing and location of indoor smoking
events. Ilaqqua et al. (2007) include separate inhalation rates for “rest” and “light” activity.
Values for the fraction of time spent in each state are based on time-activity data from the
EXPOLIS dataset, but are applied independently of other parameters such as ventilation rate and
the schedule of emissions. This independence assumption is problematic because occupant
activity patterns typically have distinct diurnal patterns (e.g. sleeping at night, leaving the home
during the day, cooking in the morning and evening). The ventilation rate and the schedule of
emissions are also likely to vary diurnally, either owing to variations in meteorological
conditions, or because both may be strongly linked to human activities such as the manipulation
of air handling systems, or the use of appliances.

Building-related factors that influence intake fractions include volumetric ventilation rate
and interzonal mixing. The use of the well-mixed assumption may be appropriate in cases where
the release is not immediately proximate to an exposed individual and the characteristic time for
mixing ($\tau_{mix}$) is shorter than the time for removal ($\tau_{decay}$) via ventilation and other processes. On
the other hand, when $\tau_{mix}$ is similar to or larger than $\tau_{decay}$, spatial variation must be understood
and addressed. Approaches to characterize spatial variation in pollutant levels and removal rates
indoors include computational fluid dynamics (CFD) and multizone transport models (Chen,
2009). A semi-empirical technique involves multiplying the expression for $iF$ in equation 3.1 by
a ‘mixing factor,’ derived as a ratio of time-averaged concentration in the breathing zone of the
exposed individual to the time-averaged concentration in the ventilation exhaust air. If the
ventilation rate and breathing rate are correlated with pollutant concentrations, the $iF$ expression
is altered so $NQ_b$ and $Va$ are each included within integrals of concentrations in the breathing
zone and exhaust air, respectively (Nazaroff, 2008). Applications of these techniques and
consequences for $iF$ are discussed below.

Lai et al. (2000) use the multizone indoor air quality model MIAQ4 to assess individual
intake fractions for exposure to a conserved species in a six-zone, single-floor residence with a
steady ventilation rate and steady interzonal air flows, with variations in the location of the
source and state of internal doors and external windows. Under these conditions, the $iF$ is
heterogeneous across the six zones and varies in the range (0.5-40) $\times 10^{-3}$ for the configurations
considered. Hellweg et al. (2009) assess intake fractions for use in life cycle impact assessments,
and suggest values of the mixing factor ranging from 1 to 10. Russo and Khalifa (2010) use a
CFD model to explore the effects on $iF$ of body temperature, proximity, and personal ventilation
systems (relative to conventional mixing and displacement systems) in an office room. Body
temperature was found to have a negligible effect on $iF$. Emissions from all sources were determined to be poorly mixed prior to inhalation. The occupant-associated thermal plume had the effect of enhancing exposure to pollutants emitted from the floor and from the body and protecting against exposure to pollutants emitted from the wall and desk. Under the conditions modeled, personal ventilation systems were effective at reducing $iF$. The size of the reduction ranged from 59% for a wall-emitted pollutant to 83% for a desk-emitted pollutant.

The multizone exposure model employed to assess nonsmoker ETS intake fractions by Klepeis and Nazaroff (2006a, b) considers the interplay between the multicompartment nature of homes, intermittent emissions, the dynamic nature of pollutants, and the movement of human beings. A standard house configuration (with windows always closed), volume, and air exchange rate were chosen as inputs in the model. Building-configuration parameters such as the state (open or closed) of interior doors, interior airflow pattern, and operation of the central air handling system were varied among simulations. The movement of occupants was also varied, either according to scripts or according to nationally representative data from NHAPS. Finally, three classes of ETS pollutants were chosen to assess the influence of variations in pollutant dynamics. A correction factor $f$ was quantified for each simulation. This parameter, $f$, is analogous to the mixing factor but also incorporates differences owing to not only the single-zone model relative to a multizone model, but also due to occupant presence/absence and movements within the house. Results showed that $f$ for particles ranged from 0.1 to 1.3 for scripted scenarios. The geometric mean $f$ ($GM_f$) ranged from 0.4 to 0.8 for NHAPS scenarios. Results indicated that the lowest exposure ($iF = 0.23 \times 10^{-3}$) was experienced by a nonsmoking occupant who systematically avoided the smoking occupant. The highest $iF$ was an order of magnitude greater, $2.6 \times 10^{-3}$, and corresponded to a nonsmoker who consistently occupied the same room as the smoker.

To date, there has been no reported indoor $iF$ assessment that is purely empirical, that is, where emissions and intake are measured simultaneously using direct methods under normal field conditions. It is possible to imagine such an empirical study in theory. It could be achieved via time-resolved monitoring of breathing rates and personal exposure concentrations, and time-resolved or integrated measurements of emissions, in the field. However, in practice we lack instrumentation for continuous, passive monitoring of breathing rates and we rely on models to assess emissions from sources under normal operating conditions in the field.

Excluding mainstream cigarette smoke, intake fraction estimates for indoor sources in homes reviewed in this section span more than two orders of magnitude, from $0.2 \times 10^{-3}$ for small particles with a high indoor deposition efficiency, under high ventilation, well-mixed conditions, to $40 \times 10^{-3}$ for a conserved species in a multizone model, with the source and receptor in the same room. The high and low estimates are both presented by Lai et al. (2000). To be included in this review an “indoor source” had to meet the criterion of emitting pollutants directly into an occupied indoor space. Hence, for example, a fireplace venting to the outdoors or VOCs infiltrating into the house from the crawl space were excluded. The range in $iF$ estimates, though broad, supports the Rule of 1000 concept as – irrespective of the approach, assumptions, and input parameters employed – intake fractions for indoor sources are orders of magnitude greater than those commonly obtained for outdoor releases (Humbert et al., 2009). The range in $iF$ estimates indicates that for some exposure scenarios, intake may be mitigated via means that aim to reduce $iF$, rather than or in addition to aiming to reduce emissions from sources.
3.1.4. Study objectives

This investigation explores factors that influence the relationship between emissions of ultrafine particles from indoor sources and intake during a field study in seven California homes. In Chapter 2 indoor sources were characterized, and the role of indoor and outdoor sources and the infiltration factor in influencing particle number concentrations and exposures in homes was explored, with the aid of a material-balance model. The present work builds on that analysis. The objective of this research is to present a distribution of empirical intake fraction estimates, both individual and aggregate, for the population of episodic and continuous indoor sources identified during the field investigation. Episodic indoor emissions are linked with sporadic human activities that result in UFP emissions. For this source type, intake fractions are assessed on a per-peak basis, and average values per source type are summarized. Continuous UFP emissions are linked to the presence of unvented pilot lights (associated with some older, gas-fired cooking ranges), and lead to an elevated indoor particle baseline. The intake fraction for this source is considered on a per-house, per-occupant basis, for the full duration of the monitoring period, at the two sites where such a source was observed to be active. The dependence of $iF$ on building factors (ventilation), human factors (occupancy, asleep/awake state, breathing rate), and pollutant dynamics (particle removal or loss, timing of emissions) is explored for the range of sources and exposure scenarios observed in the field study.

This is one of very few intake fraction analyses focused on ultrafine particles (Zhang et al., 2010; Zhou and Levy, 2008) and also the first semi-empirical intake fraction investigation for indoor sources to rely on experimental data resolved at the level of individual occupants and source-events.

3.2. Methods

3.2.1. Evaluating intake fractions

The present investigation builds on the data acquired and analysis reported in Chapter 2. Indoor UFP concentrations attributable to identified indoor sources, source-specific particle first-order loss-rate coefficients, and episode start- and end- times assessed and presented in Chapter 2 serve as inputs in the analysis described below. Occupant exposures reported in Chapter 2 were reanalyzed by using sensor data (when available) instead of recall to assess exposure durations.

Individual $iF$ values are defined as the attributable fraction of particles emitted from a source that are inhaled by a single occupant. Aggregate intake fractions are computed by summing individual intake fractions over all exposed occupants. This approach for assessing aggregate $iF$ values assumes that a negligible number of particles emitted from indoor sources are inhaled by people other than household occupants. This assumption is reasonable owing to the rapid dilution of air as it is removed from a building. Though it is possible to imagine circumstances when, for instance, an open window carries a direct particle plume into the breathing zone of someone outside and nearby, on a cumulative basis, the exposure associated with such an occurrence is likely to be small relative to the exposure of in-house occupants. Further, $iF$ estimates do not incorporate the influence of unrecorded, short entries and exits (such as may occur to take out the garbage or pick up the mail), or the presence of transient occupants such as guests.
The influence on \(iF\) estimates of variables of interest was explored by comparing group means. The nonparametric Kruskall-Wallis rank sums test (or \(K\)-test) was used to test the null hypothesis of equal population medians, with the conventional Type-I error rate (\(\alpha\)) of 0.05. As the probability distribution of the \(K\) statistic only approximates the chi-square distribution when the sample size is adequate (at least > 5), the results of comparisons of medians with \(N < 5\) are to be treated with caution. In instances when the null hypothesis was rejected, the Tukey-Kramer honestly significant difference (HSD) test was employed to compare all possible pairs of means (and still control for the overall error rate of 0.05).

### 3.2.2. Episodic sources

During the cumulative observational monitoring periods for all seven houses, there were 59 instances when an indoor source event resulted in a PN peak. Each peak is labeled with a unique code. The first two characters of the code identify the house site at which the peak was observed. The third character of the code is a letter, starting with “a” for the first observed peak at each site. In some cases a peak contained sub-peaks that were then distinguished via a number in the fourth position of the code.

Intake fractions are assessed for 50 of the 59 peaks. In two instances, as shown in Table 3.5, overlapping pairs of peaks (H1f and g, and H6e1 and e2) were merged for the purposes of the \(iF\) analysis. Seven peaks were excluded for the following reasons: (a) emission estimates were unavailable, because monitoring commenced after the start of the source episode (H0a, H4a, H5e); (b) exposure estimates were unavailable, because emissions occurred in a location in the house that was not treated in our model as being part of the well-mixed exposure zone (H2f2, H4f, H4i); or (c) the first-order loss coefficient was very high (~10 h\(^{-1}\)), indicating that the characteristic residence time was too low for the well-mixed assumption to be reasonable (H4c).

For each source event, the attributable number of particles inhaled is determined as the product of the appropriate breathing rate estimate and the attributable particle number concentration (\(N_{\text{net}}(t)\)) integrated over the exposure period. The mass emitted is modeled as the product of the first order loss parameter \((k+a)\), house volume \((V)\), and \(N_{\text{net}}(t)\) integrated over the full duration of the peak (assuming the attributable \(N_{\text{net}}\) is zero prior to and following the designated episode start and end times). The resulting expression for estimating \(iF\) is shown in equation (3.2). The integrals in the numerator are evaluated for the awake (\(aw\)) and asleep (\(as\)) periods of occupancy that coincide with the episode \(i\), for resident \(j\), of house site \(h\). The integral in the denominator is evaluated over the full event.

\[
\frac{Q_{b,j,aw} \int_{aw} N_{\text{net}}(t) dt + Q_{b,j,as} \int_{as} N_{\text{net}}(t) dt}{V_h (k + a) \int_{i} N_{\text{net}}(t) dt}
\]  \hspace{1cm} (3.2)

The expression in equation (3.2) is simplified by defining a new parameter, \(F\), which represents the exposure integral normalized by the emissions integral. The parameter \(F\) is evaluated separately for \(aw\) and \(as\) periods, as shown in equation (3.3).

\[
\frac{Q_{b,j,aw} F_{j,aw} + Q_{b,j,as} F_{j,as}}{V_h (k + a)}
\]  \hspace{1cm} (3.3)
If an occupant is present and either awake or asleep for the entire duration of a source event, equation (3.3) is simplified as shown in equation (3.4), which is identical to the basic expression in equation (3.1) except for the addition of the loss-rate parameter $k$:

$$iF_{h,i,j} = \frac{Q_{b,j}}{V_h(k + a)_i}$$  \hspace{1cm} (3.4)

### 3.2.3. Continuous sources

Only one continuous source was identified in this study, natural gas pilot lights on the stove at house sites H1 and H3. For this source, the attributable mass inhaled is assessed as the product of the average, steady-state concentration owing to the source, $N_{pilot}$, multiplied by the appropriate breathing rate estimate and the exposure duration (assessed separately as $T_{aw}$ and $T_{as}$ for awake and asleep periods, respectively). The attributable number emitted is assessed as the product of the average emission rate, $E_{pilot}$, and the duration of the observational monitoring period, $T_{obs}$. The resulting expression for evaluating $iF$ is shown in equation (3.5):

$$iF_{pilot,h,j} = \frac{Q_{b,j,aw}N_{pilot,h}T_{aw,j} + Q_{b,j,as}N_{pilot,h}T_{as,j}}{E_{pilot,h}T_{obs,h}}$$  \hspace{1cm} (3.5)

The parameters $E_{pilot}$ and $N_{pilot}$ are related (based on material-balance principles, and assuming well-mixed conditions and steady values of governing parameters) as shown in equation (3.6) and discussed in Nazaroff et al. (2010):

$$N_{pilot,h} = \frac{E_{pilot,h}}{V_h(k + a)_{pilot,h}}$$  \hspace{1cm} (3.6)

Substituting equation (3.6) into equation (3.5), and representing the ratio between the exposure (awake or asleep) duration and observational monitoring duration using a newly defined parameter $P$ (which is analogous to $F$, above), the $iF$ expression in equation (3.5) can be rewritten so it is independent of $E$ and $N$, as shown in equation (3.7):

$$iF_{pilot,h,j} = \frac{Q_{b,j,aw}P_{aw,j} + Q_{b,j,as}P_{as,j}}{V_h(k + a)_{pilot,h}}$$  \hspace{1cm} (3.7)

At site H1, separate $k+a$ values were assessed for each of three different building configurations. The analysis in Chapter 2 relies on the separate estimates to assess values of $N_{pilot}$ and hence exposures – that are specific to building configuration. In the present analysis, to simplify the analysis, a single, representative estimate of $k+a$ is employed for the site.
3.2.4. Input parameters

These input parameters are needed for iF evaluations: inhalation rates during awake and asleep states, house volume, first-order particle number loss coefficient, and the parameters $F$ and $P$ that account for partial occupancy during a source event and during the observational monitoring period, respectively. Methods used to assess values of each parameter are discussed in §3.2.4.1 – §3.2.4.4.

3.2.4.1. Inhalation rate ($Q_b$)

A person’s volumetric inhalation rate, which may also be referred to as an inspiration, ventilation, or breathing rate, is an important parameter for assessing intake fractions because it governs the relationship between concentrations in the breathing zone and inhalation intake. Intake fractions have a direct, positive, linear relationship with inhalation rates. The inhalation rate is a function of the body’s oxygen requirement, which in turn depends on the degree of physical exertion, body size, age, and health status. To manage the temporal and between-person variability in these variables, $Q_b$ is commonly estimated for subpopulations defined on the basis of demographic parameters such as age and gender, which serve as proxies for the other influencing variables. Moreover, rather than point estimates, it is common to define distributional parameters for $Q_b$ for each subpopulation (Allan et al., 2008).

To estimate intake fractions for indoor sources, we require estimates of short-term breathing rates as an input. The use of long-term estimates would be inappropriate for the present study because they do not allow us to incorporate information we possess on time spent asleep versus awake, and because they are based on activities individuals habitually conduct in all locations rather than just at home. Moreover, $Q_b$ and episodic source use are both intimately associated with human activities, and thus correlated for the person conducting a source activity. Of the three approaches that have been used previously to generate estimates of breathing rates, only two – the time-activity-ventilation (TAV) approach (Allan et al., 2008) and metabolic energy conversion (MEC) approach (Layton, 1993; USEPA, 2009) – yield short-term, activity-specific estimates. The third approach, based on doubly-labeled-water (DLW) measurements (Brochu et al., 2006a,b; Stifelman, 2007), is considered the most reliable but is exclusively suited to long-term estimates.

The present analysis relies on estimates generated by the MEC approach, which is based on the principle that the amount of oxygen required for the energy expenditure (EE) associated with an activity can be used to estimate air intake. Individual, activity-specific inhalation rates are estimated as the product of EE, oxygen uptake per unit of energy produced (H), and ventilator equivalent (VQ) (Layton, 1993). The EE associated with an activity is estimated as the product of the basal metabolic rate (BMR), and the metabolic equivalent value (MET) assigned to the activity. The MET, in turn, is a dimensionless ratio of the activity’s assigned metabolic rate to a person’s BMR, and ranges from 0.9 for sleep to >6 for high intensity activities such as sports or farming (Layton, 1993; USEPA, 2009). Justifications for our choice of approach, and implications for the results (including a comparison with estimates based on the TAV approach), are discussed in Appendix 3.A.1.

The short-term $Q_b$ estimates used as inputs in the present study are sorted by demographic group and activity class (“asleep” or “awake”) as summarized in Table 3.2 (USEPA, 2009). The estimates in Table 3.2 are reasonable when compared with measurements
based on the doubly labeled water (DLW) approach. For example, using the short-term breathing estimates reported in Table 3.2, a female aged 41-51 y who sleeps 8 h/d and is awake and engaged in “light intensity activities” for 16 h/d would have a daily inhalation rate of 13.4 m$^3$/day. The DLW-based mean inhalation rate estimate for females aged 20 to 60 y is similar, at 13.6 m$^3$/day (Brochu et al., 2006b).

**Table 3.2.** Short-term breathing rate estimates based on a metabolic approach, sorted by demographic group and activity level.

<table>
<thead>
<tr>
<th>Demographic Group</th>
<th>Asleep (MET = 0.9) $Q_b$ (L/min)</th>
<th>Awake (1.5 &lt; MET ≤ 3.0) $Q_b$ (L/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Percentiles</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>Male Child 3-6 y</td>
<td>4.36</td>
<td>3.06</td>
</tr>
<tr>
<td>Male Child 6-11 y</td>
<td>4.61</td>
<td>3.14</td>
</tr>
<tr>
<td>Female 21-31 y</td>
<td>3.89</td>
<td>2.54</td>
</tr>
<tr>
<td>Female 31-41 y</td>
<td>4.00</td>
<td>2.66</td>
</tr>
<tr>
<td>Female 41-51 y</td>
<td>4.40</td>
<td>3.00</td>
</tr>
<tr>
<td>Female 51-61 y</td>
<td>4.56</td>
<td>3.12</td>
</tr>
<tr>
<td>Male 21-31 y</td>
<td>4.73</td>
<td>3.16</td>
</tr>
<tr>
<td>Male 31-41 y</td>
<td>5.16</td>
<td>3.37</td>
</tr>
<tr>
<td>Male 41-51 y</td>
<td>5.65</td>
<td>3.74</td>
</tr>
<tr>
<td>Male 51-61 y</td>
<td>5.78</td>
<td>3.96</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Demographic Group</th>
<th>Mean</th>
<th>Percentiles</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>Male Child 3-6 y</td>
<td>11.4</td>
<td>9.20</td>
<td>9.55</td>
</tr>
<tr>
<td>Male Child 6-11 y</td>
<td>11.6</td>
<td>8.95</td>
<td>9.33</td>
</tr>
<tr>
<td>Female 21-31 y</td>
<td>10.6</td>
<td>7.75</td>
<td>8.24</td>
</tr>
<tr>
<td>Female 31-41 y</td>
<td>11.1</td>
<td>8.84</td>
<td>9.30</td>
</tr>
<tr>
<td>Female 41-51 y</td>
<td>11.8</td>
<td>9.64</td>
<td>10.0</td>
</tr>
<tr>
<td>Female 51-61 y</td>
<td>12.0</td>
<td>9.76</td>
<td>10.2</td>
</tr>
<tr>
<td>Male 21-31 y</td>
<td>13.0</td>
<td>9.68</td>
<td>10.2</td>
</tr>
<tr>
<td>Male 31-41 y</td>
<td>13.6</td>
<td>10.6</td>
<td>11.1</td>
</tr>
<tr>
<td>Male 41-51 y</td>
<td>14.4</td>
<td>11.2</td>
<td>11.8</td>
</tr>
<tr>
<td>Male 51-61 y</td>
<td>14.6</td>
<td>11.1</td>
<td>11.6</td>
</tr>
</tbody>
</table>

Source: USEPA, 2009. Values are unadjusted for body weight. “Sleep or nap” (MET = 0.9) estimates used to represent $Q_b$ during sleep. “Light intensity activities” (1.5 < MET ≤ 3.0) estimates chosen to represent “Awake $Q_b$”. This activity level includes activities such as food preparation and clean up, clothes washing, indoor play, talking/reading, childcare, personal hygiene tasks, and passive sitting.

In Table 3.3, the 21 study occupants are classified into demographic groups that match the classifications in Table 3.2. Breathing rates for each were assigned accordingly. Study subjects spanned most of the major demographic groups, with the notable exception that there were no female children, no seniors, and no infants at any of the sampled sites.
Table 3.3. Demographic classification of the 21 study subjects, for purposes of assigning breathing rate estimates.

<table>
<thead>
<tr>
<th>Demographic group</th>
<th>Occupant ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>M 3-6</td>
<td>H1R4, H2R3, H2R4, H4R3, H4R4</td>
</tr>
<tr>
<td>M 6-11</td>
<td>H1R3, H3R3</td>
</tr>
<tr>
<td>M 21-31</td>
<td>H6R2</td>
</tr>
<tr>
<td>M 31-41</td>
<td>H1R2, H2R2, H3R2, H6R3</td>
</tr>
<tr>
<td>M 41-51</td>
<td>H4R2</td>
</tr>
<tr>
<td>M 51-61</td>
<td>H0R2</td>
</tr>
<tr>
<td>F 21-31</td>
<td>H2R1, H5R1, H6R1</td>
</tr>
<tr>
<td>F 31-41</td>
<td>H1R1, H3R1</td>
</tr>
<tr>
<td>F 41-51</td>
<td>H4R1</td>
</tr>
<tr>
<td>F 51-61</td>
<td>H0R1</td>
</tr>
</tbody>
</table>

3.2.4.2. House volume (V)

The volume of an indoor environment is an important parameter influencing exposure to contaminants released indoors, because a larger volume offers the potential for greater dilution of emitted compounds, and consequently lower exposure. Intake fraction has an inverse relationship with the volume through which pollutants are mixed following their release. The mixed volume is expected to be associated with the physical dimensions of an indoor space, but is influenced by additional parameters such as the volume occupied by furniture or occupants, and internal airflow characteristics. The airflow, in turn, depends on factors such as the state of doors and windows, operation of fans, and temperature and pressure gradients.

In the present analysis each house was treated as one or two well-mixed compartments. At two of the two-storey sites, H2 and H4, the observed concentration profiles indicated that emissions on one storey did not significantly influence concentrations on the other. Therefore, at these sites each storey was treated as an independent, well-mixed zone. The volume of each mixed zone is recorded in Table 3.4, and was assessed in two steps at each site. First, physical dimensions of each room (length, width, height) were measured manually by researchers and used to generate an estimate of the room volume. Second, 9% of the volume was subtracted to account for furniture and large objects, and to thus convert the measured volume into a “ventilated” volume estimate. The volume occupied by furniture and large objects was estimated on the basis of a study conducted in four detached houses located in the San Francisco Bay area (Hodgson et al., 2004). In that study, careful measurements were made of the room envelope and of large objects (including furniture), to assess the difference between the physical and the ventilated volume. Results from that study showed that on average, per site, the difference between the two measures of volume was 9% (N = 4, range = 8.1-10.2%, standard deviation = 0.9%).
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Table 3.4. House volume.

<table>
<thead>
<tr>
<th>Site</th>
<th>Volume based on linear dimensions (m^3)</th>
<th>Ventilated volume(^{a}) (m^3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H0</td>
<td>320</td>
<td>291</td>
</tr>
<tr>
<td>H1</td>
<td>315</td>
<td>287</td>
</tr>
<tr>
<td>H2</td>
<td>53, 250 (^{b})</td>
<td>48, 228</td>
</tr>
<tr>
<td>H3</td>
<td>200</td>
<td>182</td>
</tr>
<tr>
<td>H4</td>
<td>199, 186 (^{b})</td>
<td>181, 169</td>
</tr>
<tr>
<td>H5</td>
<td>420 (276, 144) (^{c})</td>
<td>382 (251, 131)</td>
</tr>
<tr>
<td>H6</td>
<td>314</td>
<td>286</td>
</tr>
</tbody>
</table>

\(^{a}\)Correction factor: 9% subtraction from volume based on linear dimensions.  
\(^{b}\)Volumes of first and second storey, respectively.  
\(^{c}\)For analysis of peak due to ironing, upstairs/downstairs volumes considered separately (up: 144 m^3; down: 276 m^3); otherwise, the whole house was treated as a single well-mixed zone.

3.2.4.3. Particle first-order loss rate \((k+a)\)

The intake fraction is inversely proportional to the first-order loss-rate coefficient, \(k+a\). The faster the rate of loss, the less likely a particle is to be inhaled. For episodic sources, event-specific first-order loss-rate coefficients were estimated as the slope of the natural log of \(N_{ne}(t)\) versus time during the immediate post-emissions period, or as the weighted average of two slopes, assessed for the start and end of the episode. Values of \(k+a\) associated with each peak are recorded in Table 3.5. Five of the episodic peaks were not amenable to the extraction of a \(k+a\) estimate, either because emissions continued to occur during the decay period (e.g., for cleaning products), or because the peak was too small for quantitative analysis of the decay period (e.g., for wall-heater emissions). In these instances, a nominal loss coefficient (1 h\(^{-1}\) for cleaning products used at site H5 and 1.6 h\(^{-1}\) for four wall-heater emission peaks at site H2) was chosen to assess the associated intake fraction.

The decay coefficient of particles emitted from pilot lights was assessed, for site H3, as a best-fit coefficient based on the application of a material-balance model to data from a controlled experiment at the site. At site H1 the indoor particle loss rate varied significantly during the observational monitoring period, according to the building configuration, as is summarized in Table 3.5. Therefore a mean decay coefficient for pilot lights at this site was assessed as the harmonic mean of \(k+a\) values estimated for each of three distinct building configurations, weighted by the occupant-average exposure duration corresponding to each configuration.

Table 3.5. Summary of \(k+a\) estimates used to assess pilot lights \(iF\) at site H1.

<table>
<thead>
<tr>
<th>Site</th>
<th>Configuration</th>
<th>(k+a) (h(^{-1}))</th>
<th>Exposed duration (h)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>R1</td>
<td>R2</td>
</tr>
<tr>
<td>H1</td>
<td>All closed</td>
<td>0.34</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>Central air system on (with filtration)</td>
<td>0.75</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>Window open</td>
<td>0.35</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>Average (^{a})</td>
<td>0.51</td>
<td></td>
</tr>
</tbody>
</table>

\(^{a}\)Harmonic mean value weighted by occupation-average exposure durations
3.2.4.4. Occupancy and time-activity patterns

The parameters $P$ and $F$ were defined to be indicators of partial exposure to particles emitted indoors from continuous and episodic sources, respectively, owing to incomplete occupancy during the event and its aftermath. They assume values between 0 and 1, with the two extremes representing either zero exposure to the source or presence for the full duration of the influence of the source. As indicated by equations (3.3) and (3.7), $P$ is the ratio between the awake or asleep exposure durations ($T_{aw,i,j}$ or $T_{as,i,j}$), and the observational monitoring duration ($T_{obs}$). The parameter $F$ can be expressed as the product of two ratios – a duration ratio and a concentration ratio – as shown in equation (3.8b).

\[
F_{aw,i,j} = \frac{\int N_{net}(t) dt}{\int N_{net}(t) dt}
\]

(3.8a)

\[
F_{aw,i,j} = \frac{(N_{net})_{aw,i,j}}{(N_{net})_i} \times \frac{T_{aw,i,j}}{T_i}
\]

(3.8b)

The derivation of equation (3.8b) starts with a presentation of $F$ based on its definition as a ratio of two integrals (equation (3.8a)), one assessed for the period during which occupant $j$ is awake that overlaps with the duration of episode $i$, and the other assessed over the full duration of the episode. Note that the subscript $aw$ in equation (3.8b) can be replaced with $as$ to assess $F$ during the time spent asleep, so the equation (and this discussion) applies equally to awake and asleep periods. The transformation from equation (3.8a) to (3.8b) relies on the substitution of the integral of $N_{net}$ with the average $N_{net}$ during the integration period multiplied by the duration of integration. The “concentration ratio” in the final expression is the average PN concentration attributable to event $i$, while occupant $j$ is awake or asleep, divided by the average attributable PN concentration for the entire episode.

3.3. Results and discussion

3.3.1. Episodic and discussion

3.3.1.1. Individual and aggregate intake fractions

Reported in Table 3.6 are individual and aggregate intake fractions for the 50 quantifiable episodic source events recorded over 26 days of observational monitoring at the seven house sites. Aggregate intake fractions span a range of about $20\times$, from $0.7 \times 10^{-3}$ to $16 \times 10^{-3}$. As demonstrated by the cumulative distribution plot presented in Figure 3.1, aggregate $iF$ values associated with the 50 events conform well to a lognormal distribution with a GM of $3.8 \times 10^{-3}$ and a GSD of 2.2. The corresponding arithmetic mean ± standard deviation are $(4.9 \pm 3.3) \times 10^{-3}$. As the average number of residents per site is 3 (range 1-4), the average individual $iF$ is $\sim 3\times$ smaller than the average aggregate $iF$. Exposure during “awake” hours accounts for (on average across all events) 95% of intake. Awake hours dominate intake both because many indoor
sources are tied to activities, which are conducted when occupants are awake, and also because breathing rates are higher when occupants are awake than when they are asleep.

The influence on $iF$ of house-specific characteristics, source-type, and human factors is discussed in §3.3.1.3 - §3.3.1.5.

**Figure 3.1.** Cumulative probability distribution of $iF$ estimates for 50 episodic indoor source events observed during 26 days of observational monitoring over an ensemble of seven house sites. The straight line represents a lognormal distribution with the parameter values ($GM = 3.8 \times 10^{-3}$, GSD = 2.2) computed from the data and reported in the box.
Table 3.6. Individual and aggregate intake fractions for the 50 quantifiable episodic source events observed over 26 days of monitoring at the seven house sites.\textsuperscript{a,b}

<table>
<thead>
<tr>
<th>Peak ID</th>
<th>Source</th>
<th>Details</th>
<th>Intake fraction (× 10(^3))</th>
<th>R1</th>
<th>R2</th>
<th>R3</th>
<th>R4</th>
<th>All</th>
<th>RSD \textsuperscript{c}</th>
<th>k+a (h(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>H0b Electric range</td>
<td>Boil water</td>
<td>4.8</td>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>H0c Electric range</td>
<td>Cook rice, stir fry veg.</td>
<td>1.9</td>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>H0d Electric range &amp; natural gas</td>
<td>First-use of furnace; boil water</td>
<td>1.5</td>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>H0e Electric range &amp; toaster</td>
<td>Boil potatoes</td>
<td>2.7</td>
<td>0.14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>H0f Natural gas furnace</td>
<td>Second-use of furnace</td>
<td>2.1</td>
<td>0.13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>H0g Electric range toaster</td>
<td>Boil water</td>
<td>1.4</td>
<td>0.13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>H0h Natural gas furnace</td>
<td>Third-use of furnace</td>
<td>n/a</td>
<td>0.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>H0i Electric range</td>
<td>Cook ramen noodles</td>
<td>n/a</td>
<td>0.12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>H0j Electric range &amp; toaster</td>
<td>Pasta, exhaust fan on</td>
<td>n/a</td>
<td>0.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>H1a Gas oven</td>
<td>Melt wax</td>
<td>1.6</td>
<td>0.15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>H1b Gas stove</td>
<td>Boil water</td>
<td>1.4</td>
<td>0.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>H1c Gas stove &amp; toaster oven</td>
<td>Boil water, cook pasta</td>
<td>0.60</td>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>H1d Gas stove</td>
<td>Stir-fry</td>
<td>3.1</td>
<td>0.76</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>H1e Gas stove &amp; toaster oven</td>
<td>Boil water</td>
<td>1.3</td>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>H1fg Gas stove and oven, candles</td>
<td>Frying egg</td>
<td>1.4</td>
<td>0.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>H2a Gas stove</td>
<td>Frying egg</td>
<td>0.23</td>
<td>0.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>H2b Heater, wall unit</td>
<td></td>
<td>1.7</td>
<td>0.22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>H2c Heater, wall unit</td>
<td></td>
<td>1.7</td>
<td>0.22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>H2d Heater, wall unit</td>
<td></td>
<td>1.7</td>
<td>0.22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>H2e Heater, wall unit</td>
<td></td>
<td>1.5</td>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>H2f Heater, wall unit</td>
<td></td>
<td>3.8</td>
<td>0.67</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>H2g Heater, wall unit</td>
<td></td>
<td>1.1</td>
<td>0.15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>H2h Heater, wall unit</td>
<td></td>
<td>1.7</td>
<td>0.22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>H2i Gas stove</td>
<td>Cooking carrots</td>
<td>0.67</td>
<td>0.16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>H3a Gas stove</td>
<td>Meat and noodles</td>
<td>2.2</td>
<td>0.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>H3b Gas stove</td>
<td></td>
<td>1.8</td>
<td>0.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>H3c Gas stove</td>
<td></td>
<td>0.016</td>
<td>0.16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>H3d Gas stove</td>
<td>Onions, meat, and noodles</td>
<td>2.1</td>
<td>0.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>H3e Gas stove</td>
<td></td>
<td>1.6</td>
<td>0.12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>H4b Toaster oven</td>
<td></td>
<td>2.2</td>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>H4d Gas stove</td>
<td>Burned tortilla</td>
<td>2.4</td>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>32</td>
<td>H4e</td>
<td>Gas stove &amp; and toaster oven</td>
<td>Boil water</td>
<td>2.2</td>
<td>1.1</td>
<td>2.1</td>
<td>2.1</td>
<td>7.6</td>
<td>0.16</td>
<td>1.7</td>
</tr>
<tr>
<td>33</td>
<td>H4g</td>
<td>Gas stove</td>
<td>Boil water</td>
<td>2.1</td>
<td>2.6</td>
<td>2.1</td>
<td>2.1</td>
<td>8.9</td>
<td>0.10</td>
<td>1.8</td>
</tr>
<tr>
<td>34</td>
<td>H4h</td>
<td>Gas stove</td>
<td>Boil water</td>
<td>1.1</td>
<td>1.3</td>
<td>1.1</td>
<td>1.1</td>
<td>4.5</td>
<td>0.10</td>
<td>3.6</td>
</tr>
<tr>
<td>35</td>
<td>H4j</td>
<td>Toaster oven</td>
<td></td>
<td>2.8</td>
<td>3.4</td>
<td>2.7</td>
<td>2.7</td>
<td>12</td>
<td>0.10</td>
<td>1.3</td>
</tr>
<tr>
<td>36</td>
<td>H5a</td>
<td>Gas stove</td>
<td></td>
<td>1.0</td>
<td></td>
<td>1.0</td>
<td></td>
<td>0.17</td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>H5b</td>
<td>Iron</td>
<td></td>
<td>0.74</td>
<td></td>
<td>0.74</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>H5c</td>
<td>Gas stove &amp; cleaning products</td>
<td></td>
<td>1.3</td>
<td></td>
<td>1.34</td>
<td></td>
<td>0.25</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>H5d</td>
<td>Iron</td>
<td></td>
<td>0.73</td>
<td></td>
<td>0.73</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>H5f</td>
<td>Cleaning products &amp; microwave</td>
<td></td>
<td>2.5</td>
<td></td>
<td>2.5</td>
<td></td>
<td>0.17</td>
<td>0.66</td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>H6a</td>
<td>Gas stove &amp; rice cooker</td>
<td></td>
<td>0.0</td>
<td>0.0</td>
<td>0.80</td>
<td></td>
<td>0.80</td>
<td>0.11</td>
<td>3.6</td>
</tr>
<tr>
<td>42</td>
<td>H6b</td>
<td>Gas stove</td>
<td>Frying</td>
<td>1.5</td>
<td>1.8</td>
<td>1.9</td>
<td></td>
<td>5.2</td>
<td>0.11</td>
<td>1.5</td>
</tr>
<tr>
<td>43</td>
<td>H6c</td>
<td>Candle</td>
<td></td>
<td>0.39</td>
<td>1.4</td>
<td>0.52</td>
<td></td>
<td>2.3</td>
<td>0.11</td>
<td>1.9</td>
</tr>
<tr>
<td>44</td>
<td>H6d</td>
<td>Gas stove</td>
<td>Frying</td>
<td>1.7</td>
<td>1.7</td>
<td>2.4</td>
<td></td>
<td>5.8</td>
<td>0.11</td>
<td>1.2</td>
</tr>
<tr>
<td>45</td>
<td>H6e</td>
<td>Gas stove and toaster oven</td>
<td>Boil water</td>
<td>0.42</td>
<td>1.1</td>
<td>1.1</td>
<td></td>
<td>2.6</td>
<td>0.11</td>
<td>2.819</td>
</tr>
<tr>
<td>46</td>
<td>H6f</td>
<td>Gas stove</td>
<td>Frying</td>
<td>1.2</td>
<td>1.5</td>
<td>1.0</td>
<td></td>
<td>3.8</td>
<td>0.16</td>
<td>1.6</td>
</tr>
<tr>
<td>47</td>
<td>H6g</td>
<td>Gas stove</td>
<td>Boil water</td>
<td>1.2</td>
<td>1.5</td>
<td>0.0</td>
<td></td>
<td>2.8</td>
<td>0.13</td>
<td>1.8</td>
</tr>
<tr>
<td>48</td>
<td>H6h</td>
<td>Toaster oven</td>
<td></td>
<td>0.0</td>
<td>0.67</td>
<td>1.1</td>
<td></td>
<td>1.8</td>
<td>0.13</td>
<td>1.7</td>
</tr>
<tr>
<td>49</td>
<td>H6i</td>
<td>Stove</td>
<td>Frying, boil water</td>
<td>0.0</td>
<td>0.077</td>
<td>0.71</td>
<td></td>
<td>0.79</td>
<td>0.76</td>
<td>1.5</td>
</tr>
<tr>
<td>50</td>
<td>H6j</td>
<td>Stove and grill</td>
<td></td>
<td>1.4</td>
<td>1.8</td>
<td>1.9</td>
<td></td>
<td>5.0</td>
<td>0.11</td>
<td>1.5</td>
</tr>
</tbody>
</table>

\[a\] R1=Adult female, R2=Adult male, R3/R4=Male child (except for H6; at that site, R3=adult male)
\[b\] For a portion of the observational monitoring period at sites H0 and H3 one or more occupants was away from the home overnight. In those instances, the observational monitoring duration per occupant was assessed as the total monitoring period, minus 24 h per day not slept at home. Occupant absences that clearly fall within 24 h “travel absences” are excluded from consideration in this study. In other words, instead of recording the \(iF\) corresponding to an event/occupant pair as zero, for an event that occurred during a “travel absence,” it is marked as “n/a.”
\[c\] Approximate relative standard deviation of aggregate \(iF\) estimates.
3.3.1.2. **Assessment of uncertainty**

The error associated with individual episodic source $iF$ estimates is approximated as a function of input parameters. For this purpose, equation (3.3) is simplified to a form wherein the input parameters are uncorrelated. The simplification involves lumping “awake” and “asleep” breathing rates into a single category (which is assigned an error equal to the error of the “awake” breathing rate). This step allows $P_{aw} + P_{as}$ and $F_{aw} + F_{as}$ to be considered as single terms. This lumping was deemed reasonable because it simplifies the error analysis and makes it more transparent, while having a minimal impact on the outcome. Errors associated with the two ironing-related peaks at site H5 were not quantified, as the procedure to assess $iF$ for those peaks differed from our standard protocol.

Relying on the simplified function and Gaussian error propagation, the error (or approximate standard deviation) associated with intake fraction estimates for each peak $i$ and occupant $j$ is calculated using the quadratic rule for products and ratios as:

$$
\epsilon_{IF,i,j} = \sqrt{\epsilon_{Q_{b,aw,i,j}}^2 + \epsilon_{F_i}^2 + \epsilon_{k+a,i}^2 + \epsilon_{F_{aw+as,i,j}}^2}
$$

(3.9)

The variable $\epsilon$ in equation (3.9) is the relative error, or the approximate relative standard deviation, associated with the input parameter identified by the subscript. The relative errors associated with aggregate $iF$ estimates were assessed using a similar approach, i.e. by invoking the simplifying assumptions noted and propagating errors in input parameters. Procedures used to assess approximate values of $\epsilon$ for the four input parameters are discussed in Appendix 3.A.2.

Approximate relative standard deviations for 48 of the 50 aggregate episodic-source $iF$ estimates are summarized in Table 3.6. The estimated error exceeded 25% for only one source event: peak H6i. Relative errors associated with individual $iF$ estimates exceeded 25% (ranging from 45% to 350%) for one or more residents for six peaks: H2g, H2i, H3c, H4e, H6f and H6i. The highest fractional errors were associated with occupants who were present for a small fraction of a peak. In these cases, uncertainty about the occupant entry or exit time had the potential to change the exposure (and hence the $iF$) by up to a factor of 4. If the six less-robust assessments (and two ironing episodes) are excluded, the arithmetic mean, standard deviation, geometric mean, GSD, and range of $iF$ estimates are not markedly changed. The moderate errors indicate that within the constraints of model assumptions, the results are reasonably robust.

The quantitative error analysis described in equation (3.9) does not incorporate approximation errors that arise from use of a model and subjective judgment involved in decisions such as identifying a peak start and end time, or whether a peak should be characterized via a single or multiple decay coefficients. Some of the approximations employed in this analysis are that (i) the house is modeled as a single, well-mixed compartment; (ii) model input parameters are treated as temporally invariant; and (iii) indirect exposure assessment techniques are used to model personal exposures.

The assumption of well-mixed conditions, applied in the present study to assess exposures and emissions, causes the true variability in individual and aggregate $iF$ values to be underestimated. The degree of underestimation is likely to be much greater for individual estimates, as individual differences will, to some extent, average out in estimates of aggregate $iF$. 
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On an individual basis, there are likely to be patterns of under- or over-estimation of $iF$ across similar events, owing to intentional behaviors and preferences. The degree to which the variability is underestimated depends on two factors: the spatial variability in concentrations in the house, and the occurrence of extremes of proximity between the source and exposed individuals. The spatial variability would be increased by the following conditions: interior doors are closed, especially when the isolated zone has enhanced ventilation or filtration; the central ventilation system and ceiling fans are off; the house is evenly heated, so thermal and pressure gradients are minimized and the rate of airflow between rooms is low; emitted particles have a high loss rate. In contrast, spatial variability is decreased by thermal energy releases within the house, as these would enhance mixing by means of natural convection. Such releases were associated with a large proportion of indoor source use episodes. Examples of extremes of proximity between the source and receptor are: an individual is behind a closed door, or in a high-ventilated zone distant from the emissions; the activity associated with emissions systematically brings a person close to a source, as occurs during cooking, cleaning, or ironing (in these instances, the effect of the exposure error may be magnified by an accompanying error in the breathing rate, which is likely underestimated for a person engaged in active tasks).

A review of the literature indicates that the effect of spatial variation on exposure can be substantial and, in a study of secondhand tobacco smoke (SHS) exposure, the unadjusted single-zone model generally overestimated the multi-zone nonsmoker exposure to particles (Klepeis and Nazaroff, 2006a). The range in $f$ is expected to be greater for UFP than for fine particle mass (the indicator used to measure SHS), as UFP are more dynamic. A decision-tree presented by Hellweg et al. (2009) also suggests conditions under which the well-mixed model may be inadequate: the emission is into a space larger than a single, small room ($<100$ m$^3$), effective mechanical ventilation and thermal mixing are absent, and people are exposed in the near-field and are not highly mobile.

Whereas for exposures the error associated with a single-zone well-mixed model is related to spatial variability and the location and mobility of humans, for emissions (when they are assessed as described in this paper) the error depends on spatial variability and the location of instruments relative to sources. Since instruments remain stationary and are deliberately located in a zone that was deemed, for typical sources, to be most representative of average conditions in the house, the error in the emissions estimate is likely to be relatively small. Exceptions are when sources were unusually proximate or distant from measurement devices, which would imply reported emissions were over- or under-estimates, respectively. Such instances were uncommon during the present study.

### 3.3.1.3. House-specific characteristics

House-specific factors expected to influence $iF$ values are the volume, which dilutes emitted particles and reduces their probability of being inhaled, and features that influence particle removal, such as the air exchange rate, filtration, and components of the particle deposition velocity that are site dependent, such as the surface area to volume ratio. Source-specific factors, and human factors such as the number of residents and their activity patterns and breathing rates, may also contribute to the difference in $iF$ values across sites if these factors influence $iF$ and differ systematically across sites.

Figure 3.2 presents aggregate $iF$ estimates, sorted by house site, for the seven houses. Table 3.7 presents mean intake fractions per house site, for the seven monitored sites, H0-H6.
The number of estimates per site ranges from 5 (H3 and H5) to 10 (H6). The box-and-whisker plots in the figure depict the median, interquartile range, and 10th and 90th percentile estimates per site. Median aggregate $iF$ values per site span roughly an order of magnitude, ranging from $1.0 \times 10^{-3}$ at H5, to $9.1 \times 10^{-3}$ at H4. The population medians are statistically unequal ($p < 0.0001$) showing that on average the house site had a significant influence on $iF$. A comparison of pairs of means showed that the means for H2 and H4 are significantly higher than the means for H0, H5, and H6.

The variability in aggregate $iF$ estimates, as indicated by the relative standard deviation (RSD), is high and similar amongst homes and between episodes within a home (between-house RSD = 0.5; within-house RSD = 0.3-0.6). The between-house RSD was assessed as the standard deviation of per-site arithmetic mean (AM) $iF$ values divided by the mean obtained by linearly averaging the seven per-site AMs. The within-house RSD was assessed as the standard deviation of per-episode $iF$ values per house, divided by the mean $iF$ per house site.

![Box-and-whisker plots for $iF$ values per site](image)

**Figure 3.2.** Aggregate $iF$ estimates sorted by house site. Each marker represents the aggregate $iF$ associated with a single event, and there are 5-10 quantified events per house site. The box-and-whiskers depict the median, interquartile range, and 10th and 90th percentile values per group. The different in medians across sites is statistically significant ($p < 0.0001$).

**Table 3.7.** Summary statistics (arithmetic means and standard deviations) for aggregate and individual intake fractions assessed for the 50 episodic source events at the seven house sites.

<table>
<thead>
<tr>
<th>House site</th>
<th>Aggregate N</th>
<th>AM ± SD ($\times 10^{-3}$)</th>
<th>Individual N</th>
<th>AM ± SD ($\times 10^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H0</td>
<td>9</td>
<td>3.1 ± 1.4</td>
<td>12</td>
<td>2.4 ± 1.0</td>
</tr>
<tr>
<td>H1</td>
<td>6</td>
<td>5.4 ± 3.3</td>
<td>24</td>
<td>1.4 ± 0.9</td>
</tr>
<tr>
<td>H2</td>
<td>9</td>
<td>7.6 ± 3.5</td>
<td>36</td>
<td>1.9 ± 0.9</td>
</tr>
<tr>
<td>H3</td>
<td>5</td>
<td>5.0 ± 2.0</td>
<td>15</td>
<td>1.7 ± 0.8</td>
</tr>
<tr>
<td>H4</td>
<td>6</td>
<td>8.6 ± 2.4</td>
<td>24</td>
<td>2.2 ± 0.6</td>
</tr>
<tr>
<td>H5</td>
<td>5</td>
<td>1.3 ± 0.7</td>
<td>5</td>
<td>1.3 ± 0.7</td>
</tr>
<tr>
<td>H6</td>
<td>10</td>
<td>3.1 ± 1.8</td>
<td>30</td>
<td>1.0 ± 0.7</td>
</tr>
</tbody>
</table>
Possible interactions between the influence of source-specific and human factors, and house-type, are discussed in the next two subsections. The potential contribution of variations in volume ($V$) and air exchange rate ($\lambda$) to the difference in $IF$ across sites is assessed by combining volume and air exchange rate into a single independent parameter, $V\lambda$ (which is equivalent to the building ventilation flow rate, $Q$). Harmonic mean air exchange rates summarized in Table 2.5 are treated as representative values for each site. The value of $Q$ ranges from 52 m$^3$ h$^{-1}$ at H0 to 315 m$^3$ h$^{-1}$ at H6. A linear regression analysis of the mean per-site aggregate $IF$ versus $Q$ (Figure 3.3a) shows that there is no systematic association between the estimated ventilation flow rate and $IF$ ($r^2 = 0.03$). Part of the reason for the lack of correlation may be that the air-exchange rate has significant temporal variation. The effect of the volume, which is invariant with time, is also assessed via a linear regression analysis (Figure 3.3b). Results show a strong inverse relationship between the house volume and average aggregate $IF$ per site.

**Figure 3.3.** Average $IF$ estimates sorted by house site. In Fig 3.3a (upper panel), the house is identified by its approximate ventilation flow rate, $Q$ (volume $\times$ air exchange rate). In Fig 3.3b (lower panel), the house is identified by its estimated volume. Each marker represents the mean aggregate $IF$ per house site.
3.3.1.4. Influence of source type

Source-specific factors that influence intake fraction may be direct or indirect. A potential direct influencing factor is the loss rate ($k$) owing to processes other than ventilation, of particles emitted from the source. For ultrafine particles, $k$ is dominated by deposition (on fixed surfaces or on other particles), and the rate of deposition is related to particle size. Therefore, sources that emit smaller ultrafine particles are expected to be associated with lower $iF$ values than sources emitting at the larger end of the ultrafine size range.

An indirect association of $iF$ with source type may also occur when source groups are correlated with building configurations, activity patterns, or meteorological conditions, which in turn influence $iF$. For example, if clothes are habitually ironed during the afternoon when most occupants are away and windows are open, ironing may be associated with systematically lower $iF$ values than sources habitually used when most occupants are present, or when the house configuration favors a lower air-exchange rate.

Table 3.8 presents a summary of mean individual and aggregate intake fractions for the 36 peak events that were associated with identifiable single activities. The population means shown in Table 3.8 span approximately an order of magnitude from $0.7 \times 10^{-3}$ for a steam iron ($N = 2$) to $8.6 \times 10^{-3}$ for emissions from a wall furnace ($N = 7$). Figure 3.4 presents the 36 aggregate $iF$ estimates for single events, sorted by source-type. The seven medians depicted in Figure 3.4 are statistically unequal ($p = 0.01$). However, the validity of this finding is blunted by the inadequate sample size for most source categories ($N < 5$ for five of the seven sources). Moreover, the type of source is strongly correlated with house site. For instance, an iron was used only at site H5 and all seven instances of use of the wall furnace are associated with site H2. When the effects of house-site and source-type on $iF$ are considered simultaneously, source-type is no longer a significant variable influencing $iF$ (whereas house-site remains so).

These results show that for the peak events in our sample, source-type did not exert a direct influence on $iF$. In other words, particle loss rates did not vary systematically by source-type. An indirect association between source-type and $iF$ is evident in our data, and appears to be associated with house-specific and human factors such as the house volume, and number of residents per house and their activity patterns in relation to individual sources. For example, the low $iF$ associated with ironing is linked to the large volume and low occupancy at H5, as well as to the tendency of the H5 occupant to iron in the morning and leave for work soon after. However, comments on underlying reasons for the indirect effect are tentative owing to the small sample sizes (<5) associated with five of the seven source categories. In contrast to the lack of association between source-type and $iF$ reported in this chapter, Zhang et al. (2010) found systematically higher $iF$ for ultrafine particles emitted from gas stoves compared to UFP from electric stoves when both were operated at medium temperatures. The difference was effaced at high temperatures.
Table 3.8. Aggregate and individual intake fractions for quantifiable peak events at the seven houses associated with identified single activities. \(^{a}\)

<table>
<thead>
<tr>
<th>Emission source</th>
<th>Aggregate (iF \times 10^{-4})</th>
<th>Individual (iF \times 10^{-4})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(N)</td>
<td>AM ± SD</td>
</tr>
<tr>
<td>Gas stove</td>
<td>17</td>
<td>5.3 ± 2.8</td>
</tr>
<tr>
<td>Furnace, central air</td>
<td>2</td>
<td>3.0</td>
</tr>
<tr>
<td>Candle</td>
<td>1</td>
<td>2.3</td>
</tr>
<tr>
<td>Toaster oven</td>
<td>3</td>
<td>7.5 ± 5.1</td>
</tr>
<tr>
<td>Electric stove</td>
<td>4</td>
<td>2.5 ± 1.6</td>
</tr>
<tr>
<td>Furnace, wall</td>
<td>7</td>
<td>8.6 ± 3.3</td>
</tr>
<tr>
<td>Steam iron</td>
<td>2</td>
<td>0.73</td>
</tr>
</tbody>
</table>

\(^{a}\) Standard deviations are only noted for \(N > 2\).

Figure 3.4. Aggregate \(iF\) estimates sorted by source type, where c = candle, e = electric stove, f = central-furnace, g = gas stove, i = iron, t = toaster oven, and w = wall-furnace. Each marker represents the aggregate \(iF\) associated with a single event, and there are 1-17 quantified events per source type. The box-and-whiskers depict the median, interquartile range, and 10\(^{th}\) and 90\(^{th}\) percentile values per group. Population sizes vary widely, with \(N < 5\) for most groups, which complicates the use of statistical methods to compare population medians.

3.3.1.5. Human factors

Human factors that influence \(iF\) include the number of occupants, their breathing rates and time-activity patterns. Individual intake is reduced when an occupant is asleep, owing to a reduced breathing rate, and is zero when an occupant is absent. Trends in breathing rates presented in Table 3.2 also predict that, on average, intake is greater for males compared with females, and increases with age (up to 60 y) within gender groups (USEPA, 2009). Human factors (excluding the number of residents) were the cause of variations in individual \(iF\) values between residents of a house. An indicator of the variation is the ratio of the minimum individual \(iF\) to the maximum individual \(iF\) for an episode. This ratio ranged from 0 to 0.84
across the 45 episodes at homes with more than one resident. The low value of the mean ratio (0.55) indicates that human factors have a significant influence on individual intake fractions.

The influence of human factors on aggregate IF was assessed indirectly, by comparing our “measured” aggregate IF estimates with a hypothetical set of IF estimates. The hypothetical IF values assume that all household occupants are present and awake for the full duration of each source event, and breathe at the same rate, 14 L/min, which is at the high end of breathing rate estimates used as an input in our sample, applicable to an adult male, 31-51 y, engaged in light intensity activities). With these assumptions, the expression for the aggregate IF per event simplifies to: 14 L/min × number of residents × house volume ÷ k+a associated with the source event. The discrepancy between hypothetical and measured IF is an indicator of the influence in the present study of demographic differences and varying occupancy patterns – which are collectively referred to as “human factors” in the discussion below.

Measured and hypothetical IF estimates were compared via a single parameter, least-squares best fit linear regression, as presented in Figure 3.5. Each symbol on the plot represents an indoor peak episode (N = 48). The two ironing events are excluded from this comparison because equation (3.3) is not applicable to them. On average, measured IF values are 30% lower than hypothetical IF values (range: 4% greater to 90% lower). This result implies that the combined influence of partial occupancy and reduced breathing rates (relative to the 14 L/min benchmark) owing to demographic differences and reduced activity during sleep is to reduce intake fractions to roughly two-thirds of the value obtained without taking these factors into account. It is hard to predict, on the basis of data from this field study, whether the well-mixed assumption biases the average result. That is, if we had personal monitoring data to assess exposure, whether we would find the difference between the measured and hypothetical IF was on average systematically greater than or less than the 30% estimated here.

This study allows a preliminary assessment of the influence of demographic differences on intake fraction. Our sample included three demographic groups: adult females, adult males, and male children (3-11 y old). Three behavior trends that have the potential to influence indoor intake fractions and may have demographic associations, are the amount of time spent at home, fraction of time spent at home asleep, and time spent engaged in activities that emit particles. On average, individuals in the three groups (N = 7 per group) spent the same amount of time at home (16.8 h/d – 17.2 h/d). Adult males and females spent, on average, a similar amount of time at home asleep (8.0 h/d – 8.2 h/d). However, children spent a greater portion of their at-home time asleep (average = 10 h/d). The time spent asleep by adults versus children is similar to the average parameters of a large California survey (adults: N = 1579, AM = 8.0 h/d; children: N = 1200, AM = 10.5 h/d) (Wiley et al., 1991). The third factor cannot be evaluated because the amount of time each individual spent on activities that emit particles was not recorded.

On average, there were not large differences in IF based on age and gender. But sleeping more than the adults caused IF values for children to be reduced for 11 of the 26 source events at homes with children. The percent reduction in IF owing to sleep varied widely, from 0.5% for one case (an 11 y old for peak H3d) to 62% for another case (a 5 y old for peak H1b). On average, the percent reduction was moderate (16%). However, the true reduction in intake owing to sleep is likely to be greater than indicated by these figures, as all are based on exposures assessed with a monitor placed in the main living area. As all 11 peaks were associated with sources located in the kitchen (cooking), living room (heater) or dining room (candles), the sources are closer to the monitoring instruments than they are to the children in the bedroom. Hence, while the percent reductions in intake due to sleep reported here are associated
with the reduced breathing rate during sleep, the true reduction is likely also dependent on the association between being asleep and being located away from sources.

![Graph showing a linear relationship between measured and hypothetical iF values. The graph has a linear fit line with the equation y = 0.7x; r^2 = 0.89.]

**Figure 3.5.** Each plotted symbol represents an indoor peak episode. Hypothetical iF = (number of household occupants) × (Q_b = 14 L/min) ÷ (house volume) ÷ (k+a associated with episode). The ~30% reduction, on average, in measured versus hypothetical iF owes to partial occupancy, and reduced breathing rates relative to 14 L/min owing to demographic factors or altered activity patterns (i.e., sleep).

### 3.3.2. Continuous sources

Reported in Table 3.9 are intake fraction estimates associated with the use of a continuous emissions source, unvented pilot lights, at houses H1 and H3. The aggregate iF for this source at H1 is 9.0 × 10^{-3}. Individual iF values at that site span a narrow range, from 2.1 × 10^{-3} to 2.4 × 10^{-3}. Inter-individual differences are dominated by differences in the fraction of time spent asleep: the two children spent the most time asleep, and the adult male spent the smallest fraction of time asleep. At H3, the aggregate iF is 3.7 × 10^{-3}, and the range of individual iF values is 1.0 × 10^{-3} (for the adult female) to 1.6 × 10^{-3} (for the adult male). At H3 the range in individual iF values is somewhat wider than at H1, owing to a greater disparity between occupants in the amount of time spent at home. This difference occurred because the adult female’s routine included leaving the house during business hours, while the adult male and the child remained at home.
Table 3.9. Individual and aggregate intake fractions for UFP emissions from unvented natural gas pilot lights (associated with the range and oven) at sites H1 and H3.

<table>
<thead>
<tr>
<th>Site ID</th>
<th>Mean $k+a$ (h$^{-1}$)</th>
<th>Obs dur. (h)</th>
<th>Fraction awake</th>
<th>Fraction asleep</th>
<th>Intake fraction ($10^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>R1</td>
<td>R2</td>
<td>R3</td>
</tr>
<tr>
<td>H1</td>
<td>0.51</td>
<td>67</td>
<td>0.38</td>
<td>0.30</td>
<td>0.25</td>
</tr>
<tr>
<td>H3</td>
<td>1.89</td>
<td>77, 53 a</td>
<td>0.42</td>
<td>0.55</td>
<td>0.38</td>
</tr>
</tbody>
</table>

*a Observational monitoring duration is computed as the total monitoring period, minus 24 h per day not slept at home. Therefore the observational monitoring duration for occupants R1 and R3 is 24 h shorter (53 h) than the duration for occupant R2 (77 h).

A factor accounting for the difference in continuous-source $iF$ values between H1 and H3 is the first-order particle loss rate, $k+a$. There is an approximately 4× difference in $k+a$ estimates for pilot lights obtained for the two sites. This difference is influenced by the difference in ventilation conditions between the two houses. As summarized in Table 2.5, the harmonic mean AER at H3 (0.75 h$^{-1}$) is 3× the harmonic mean AER assessed for H1 (0.25 h$^{-1}$).

At both H1 and H3, “awake” exposures contributed more to aggregate $iF$ values than did “asleep” exposures, by 54% and 79%, respectively. At H1 occupants were awake for a smaller fraction of time than they were asleep; so awake exposures dominated only because the greater time spent asleep was trumped by the higher “awake” breathing rates. At H3 occupants were awake for a larger fraction of their at-home hours than they were asleep, so the effect of the time spent awake was compounded by the higher “awake” breathing rates.

As was the case for episodic sources, use of the well-mixed model is anticipated to dampen inter-individual differences in continuous-source $iF$ estimates. However, the effect is likely less pronounced for continuous-source $iF$ values compared to episodic-source intake fractions, because differences owing to spatial patterns of occupancy will be averaged out over the period of days. For continuous source $iF$ estimates, the main source of model-related error is expected to be associated with the use of a single, time-invariant $k+a$ estimate to characterize the occupied component of the full observational monitoring period. An indication of the potential influence of the temporal variability in $k+a$ is obtained by looking at estimates of the air exchange rate obtained under varying conditions at each site. At H1, estimates range from 0.20 to 0.34 h$^{-1}$; both estimates were obtained from periods when the bathroom window was open. At H3, estimates range from 0.45 h$^{-1}$ (all doors and windows closed) to 2.2 h$^{-1}$ (conditions unknown).

3.4. Conclusions

Aggregate intake fractions estimated for a continuous indoor emission source – unvented pilot lights associated with the range and oven – were similar to aggregate intake fractions for episodic source events. However, the inter-individual variability in $iF$ values spanned a greater range for the episodic source events (RSD: 0.08-2) than for continuous indoor emissions (RSD: 0.08-0.3). This outcome makes sense because it is common for occupancy patterns to differ more among residents on the short time-scale associated with episodic source peaks; the
differences are dampened when they are averaged over a time scale of days, which – being the monitoring period – is the relevant period for continuous emissions in this study. Exposures during “awake” hours dominated intake fractions both for episodic and for continuous sources, but they did so more strongly for episodic sources because episodic sources occurred more commonly when occupants were awake than asleep.

A comparison of episodic $iF$ values across events, sites, and demographic groups showed that the house site had a significant influence on $iF$, with higher values associated with sites with a greater number of residents and a smaller volume. In Chapter 2, we saw that the type of source has a significant effect on emissions of and exposures to ultrafine particles. However, source-type was not demonstrated to have an independent effect of substance on $iF$. Human factors – occupancy and sleep patterns, and age/gender plus awake/asleep specific breathing rates – led to substantial inter-individual differences in $iF$ for episodic sources, and for continuous source exposures at site H3 (but not at site H1). Assuming that all occupants are present and awake during the period under the influence of indoor source emissions can lead to a significant overestimation in determining aggregate $iF$ values.

Comparing the results presented in Chapters 2 and 3 shows that distinct (though overlapping) sets of factors influence concentrations of UFP in microenvironments, exposures to UFP in microenvironments, and intake fractions associated with those exposures. Residential pollutant intakes estimated in this study are typically higher than would be predicted by the product of the average residential concentration × average residential breathing rate, owing to spatial and temporal correlations between indoor concentrations, occupant density, and breathing rate. This result has been demonstrated earlier for intake of motor vehicle emissions (e.g. Marshall et al., 2003).

Our findings are consistent with limited prior research, which shows intake fractions for indoor releases are on the order of one in a thousand. The range in aggregate $iF$ obtained in this study – (0.7-16) × 10^{-3} – falls within the range of estimates for indoor $iF$ for particles presented in the peer-reviewed literature (as summarized in Table 3.1). The highest individual $iF$ estimate associated with cooking obtained in this study (4.8 × 10^{-3}) compares well with the maximum individual $iF$ for ultrafine particles emitted from cooking activities (2.3 × 10^{-3}) reported by Zhang et al. (2010). However, as the present study uses empirical data on occupancy and age/gender differentiated breathing rate estimates to assess $iF$, the range of individual $iF$ estimates associated with cooking presented in this study is wider than the range reported by Zhang et al. (2010).

In theory, as modeled by Lai et al. (2000), particles at the smaller end of the ultrafine particle size range have a higher deposition velocity compared to accumulation mode particles, and should be associated with correspondingly lower $iF$ values. However, the $iF$ estimates in this study do not differ systematically from prior estimates for particles measured on a mass basis (the majority of which consider PM_{2.5}, which is typically dominated by the accumulation mode). As our particle metric (total number count) did not focus on the lower end of the ultrafine particle size range (i.e. $d_p < 20$-30 nm) and includes particles with a range of deposition velocities, perhaps it is not surprising that a distinct “ultrafine” signal did not dominate over the influence of other factors such as house volume and occupancy patterns.

This study used microenvironmental monitoring and time-activity data to model emissions and exposures. As a next step, it would be valuable to collect independent data on exposures and emissions – i.e., to assess exposures using the direct method and to evaluate
emissions as was done in the present study. That approach would have the effect of capturing the full variability in exposures amongst occupants of a house.
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3.A. Appendix


3.A.1.1. Results and discussion

The inhalation rate estimates used in the present study are presented in Table 3.2. For comparison, estimates based on direct measurement techniques (Allan et al., 2008) are presented in Table 3.A.1. The two sets of estimates are not directly comparable because of imperfect overlap in age bins and, for the “awake” state, the metabolic activity (MET) classification bins. Instead, the breathing rates that would be assigned to each occupant using each method, are compared. Direct measurement estimates exceed metabolic estimates for all occupants except toddlers (7 months – 4 y). The difference is most pronounced for “asleep” estimates, which are greater by 68% to 113%. “Awake” estimates are greater by 4% to 30%. For the three toddlers in the study, the direct estimates are 3 – 35% lower than the metabolic estimates.

Since the “asleep” estimates vary more strongly between the two methods than do the “awake” estimates, the continuous-source $iF$ results – which, on average, have a higher relative contribution from “asleep” periods than do the episodic $iF$ – are more sensitive to the choice of breathing rate estimates. A sensitivity analysis shows that if the $Q_b$ estimates in Table 3.A.1 were used in the present study instead of the estimates in Table 3.2, the mean episodic source aggregate $iF$ would increase by only 8%. The relative standard deviation would decrease slightly, from 0.67 to 0.63. Decreased variability is explained by the reduction in the number of age bins per gender category. The continuous source aggregate $iF$ increases more substantially, by 37% for H1, and 27% for H3.

The relative merits and drawbacks of the methods underlying each set of estimates is briefly discussed below. This discussion provides context and justification for the choice of the USEPA (2009) data as inputs in the present study. In the direct (or TAV) approach, the flow of air through a face mask is monitored as subjects perform a variety of staged activities over a defined period of time. The main advantage of the minute-ventilation data presented by Allan et al. (2008) are that they are based on direct experimental measurements and so do not require assumptions about the energy expenditure associated with activities or about population distributions of parameters used to convert EE to an inhalation rate (such as the BMR). There are, however, several disadvantages from the perspective of our research goals: (1) Data for adults are lumped in to a single category rather than being age-specific, causing some loss in resolution. (2) The interpolation scheme chosen to fill gaps in the dataset requires assumptions about EE to assign MET values to activities, thus negating one of the advantages of this method. (3) In the present study we are interested in at-home activities which generally encompass MET values of 0.9 to 5. However, the interpolation equation used by the authors was generated with activities spanning MET values from 1-17 thus excluding the lower end of our range of interest and being subject to undue influence from the high-end estimates. (4) The treatment of uncertainty is unsophisticated relative to the technique used by USEPA (2009) to assess metabolic $Q_b$, with a uniform coefficient of variation (COV) selected for all means (Allan et al., 2008; Allan and Richardson, 1998).

An attractive feature of the USEPA (2009) metabolic approach is its reliance on activity patterns compiled in the NHANES (1999-2002) dataset, which is designed to be nationally representative, to generate inhalation rate distributions for a range of exertion levels and age and
gender groups. The USEPA (2009) estimates extend down to MET=0.9 and are individually specified for each decade of adulthood. They rely on an updated method to assess the ventilator equivalent (VQ), that takes account of the variability of this parameter across demographic groups. The main limitation is that the BMR data used may not be representative of non-Caucasians (Allan et al., 2008). The USEPA (2009) approach was validated via a comparison with estimates based on the DLW method, which has a rated error of ±5% (Brochu et al., 2006).

Table 3.A.1. Short-term breathing rate estimates based on direct-measurement techniques, sorted by demographic group.

<table>
<thead>
<tr>
<th>Demographic group</th>
<th>$Q_b$ for MET=0.9 (L/min)</th>
<th>Awake $Q_b$ (L/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male Toddlers (7 mo-4 y)</td>
<td>4.2 ± 1.5</td>
<td>7.5 ± 2.6</td>
</tr>
<tr>
<td>Male Children (5-11 y)</td>
<td>7.7 ± 2.7</td>
<td>13 ± 4.4</td>
</tr>
<tr>
<td>Female Adults (20-59 y)</td>
<td>8.28 ± 2.9</td>
<td>13 ± 4.6</td>
</tr>
<tr>
<td>Male Adults (20-59 y)</td>
<td>9.5 ± 3.3</td>
<td>15 ± 5.3</td>
</tr>
</tbody>
</table>

Source: Allan et al., 2008. $Q_b$ estimates for “asleep” state calculated via empirical equations with a MET input of 0.9. Activity Level 3 estimates chosen to represent “Awake $Q_b$”. This level is defined as “light activity dominated by moderate movements or periods of rest interspersed with greater activity and with METs typically in the 2-4 range”. Standard deviations estimated as mean × coefficient of variation (COV). The 90th percentile of COV values obtained from the literature (0.35) was chosen for all age and gender groups. All estimates were noted as being lognormally distributed.

3.A.1.2. References


3.A.2. Errors in input parameters

3.A.2.1. Inhalation rate

The primary reference (USEPA, 2009) denoted the spread in short-term $Q_b$ estimates by presenting a range of percentile values for each mean. A lognormal distribution provided a reasonable fit to the percentiles shown, for each gender/age group. Hence, the standard deviation (SD) for each group was assessed as the SD of the normal distribution that best fit the log-transformed data in that group. The relative standard deviation (RSD) was assessed as the SD/mean of log-transformed data. For “awake” distributions the RSD ranged from 0.13 to 0.19 (mean RSD = 0.15), so $\varepsilon_{Q_b,aw}$ was estimated as 0.15. The RSD for “asleep” distributions was lower (0.06).

3.A.2.2. Volume

The standard deviation of volume estimates used in the present investigation is not precisely known. It depends on both the error in measurements of physical dimensions and on variability in the volume occupied by large objects across sites. The latter is likely more variable than indicated by Hodgson et al. (2004), owing to the heterogeneity in the dimensions and types of homes included in the present sample; hence, it is likely to dominate the overall error. Therefore, the error in house volume measurements was approximated as being equal to the mean fractional volume of large objects measured by Hodgson et al. (2004), 0.09 (or, equivalently, ± 5%), so $\varepsilon_V$ is approximated as 0.05.

3.A.2.3. Particle first-order loss rate

The error associated with first-order loss rates was approximated by considering the goodness-of-fit of the models (i.e. linear regression slopes) used to estimate the rates. The relative standard deviations of slopes/rates assessed for peaks linked with a single $k+a$ estimate range from 0.008 to 0.1. Most of the RSD values (all but one) lie below 0.05, so the error is approximated as ± 5% ($\varepsilon_{k+a} \sim 0.05$). The following exceptions apply. When a nominal loss coefficient was used to assess the $iF$, the nominal $k+a$ was deemed highly uncertain and was assigned an error of ± 20%, or $\varepsilon_{k+a} \sim 0.20$.

3.A.2.4. Time-activity patterns

The parameter $F$ was defined as the product of duration and concentration ratios, where the numerators are exposure duration or average exposure concentration, and denominators are peak duration or average peak concentration. The denominators refer to well-defined quantities, so the error in $F$ depends on errors in the exposure duration and mean exposure concentration. For both parameters, the underlying source of uncertainty is recall error, as exposure was modeled using occupant questionnaires. To assess the scale of the error, we require an indicator of the reliability of recall. The indicator chosen is the difference between reported and true entry or exit times, denoted as $\delta_t$. A representative value of 7 min was chosen for $\delta_t$, on the basis of 67
observed differences between self-reported entry or exit times and data from sensors on when an external house door was opened.

The influence of recall error was deemed to be negligible when sensor data were available to precisely define a time of entry or exit. When sensor data were not available to define an entry or exit the error in \( F \) was approximated as \( 2\delta_e \) and the relative error in \( F \) was characterized as \( 2\delta_e \) divided by the exposure duration, denoted \( T \). The basis for this approximation is that \( \delta_e/T \) is, by definition, the expected value of the relative error in the exposure duration owing to imperfect recall. As the exposure concentration error is difficult to precisely characterize (owing to its dependence on the shape of the peak in the zone influenced by an entry or exit), and because it is nonlinearly and nondeterministically but positively correlated with recall error, \( \delta_e/T \) was multiplied by a factor of 2 to account for the influence of exposure concentration error.

3.A.2.5. Reference

Chapter 4: Ozone levels in passenger cabins of commercial aircraft on North American and transoceanic routes


4.1. Introduction

Passengers in aircraft cabins may be exposed to elevated ozone that originates naturally in the stratosphere, where it is formed and removed as per the Chapman cycle, which is driven by ultraviolet radiation from the sun. Stratospheric ozone is also removed via reactions with trace gases such as nitrous oxide and chlorofluorocarbons. In-cabin ozone depends on ambient levels, the presence or absence of an ozone control device, the rate of outdoor air supply, and the rate of ozone loss through within-cabin transformation processes, such as reactions with interior surfaces. Ozone levels outside the aircraft depend on flight altitude, tropopause height, and on meteorological processes that affect vertical mixing between the lower stratosphere and the upper troposphere. Exposure to ozone in cabin air has potential health significance for the flight crew and for the general flying population, which includes individuals who may be sensitive to respiratory health effects, such as infants and adults with cardiopulmonary conditions. Although an average person flies infrequently, the cumulative exposure to the population via this pathway is on the rise, as the passengers per year has quadrupled since the 1970s.

Ozone and its volatile reaction byproducts are associated with adverse respiratory and cardiovascular effects (Levy et al., 2001; Bell et al., 2006; Weschler, 2006; Jerrett et al., 2009). Semivolatile byproducts formed via reactions between ozone and human skin lipids may remain on the surface and serve as skin irritants (Wisthaler and Weschler, 2010). Acute effects from short-term inhalation exposure range from breathing discomfort, respiratory irritation, and headache for healthy adults (Strom-Tejesen et al., 2008) to asthma-exacerbation and premature mortality for vulnerable populations (Gent et al., 2003; Bell et al., 2004). Chronic exposure effects may include enhanced oxidative stress (Chen et al., 2007), reduced lung function in young adults (Tager et al., 2005), and adult-onset asthma in males (McDonnell et al., 1999). Physical activity, as is undertaken by flight attendants, results in increased intake. There is no established threshold or “safe” level of exposure (Bell et al., 2006).

Real-time measurements made during flights in the 1960s and 1970s revealed that in-cabin ozone was commonly above 100 parts per billion by volume (ppbv), especially on flight routes through high latitudes (Brabets et al., 1967; Bischof, 1973; Perkins et al., 1979). In 1980, in response to these data and to associated health concerns for flight attendants (Reed et al., 1980), the Federal Aviation Administration (FAA) established standards (FAR 25.832 and FAR 121.578) designed to limit levels of ozone in airplane cabins (NRC, 2002). To comply with the regulations, many planes are equipped with “converters” that promote the decomposition of ozone in the ventilation supply air. Alternatively, airlines may comply by means of flight-route planning to reduce the probability of encountering elevated ozone. Not all planes are equipped
with converters and the probabilistic planning approach permits, by design, up to 16% of the flights to exceed the concentration standard. The ozone level in aircraft cabins is neither routinely monitored, nor has it been the subject of many research papers since the ozone standards were established. Spengler et al. (2004) present a survey of flight-integrated ozone levels on 106 segments. The presence or absence of an ozone converter was not confirmed. To our knowledge, real-time in-cabin ozone data have been published for just four flights since 1980 (MacGregor et al., 2008).

To address this data gap, we monitored ozone levels in the passenger cabins of 76 commercial flight segments between February 2006 and August 2007. Time-resolved (1-min) measurements were made using a portable UV-photometric monitor on many flights across the United States and on several transatlantic and transpacific flights. A range of narrow and wide body aircraft, with or without ozone converters, was sampled. Flight selection was substantially opportunistic, with some flights intentionally chosen to augment seasons or flight routes not otherwise well represented. Real-time sampling was undertaken to capture temporal trends within single flights, and because short-term elevated levels, which may be significant for public health, would be masked by flight-averaged sampling. The airlines operating the flights on which we sampled reported to us whether or not the plane was equipped with an ozone-control device. We estimated by direct observation the fractional occupancy of the cabin by passengers. Occupancy is of interest because chamber studies and studies in a simulated cabin and a simulated office (Wisthaler et al., 2005; Tamás et al., 2006; Weschler et al., 2007; Coleman et al., 2008; Wisthaler and Weschler, 2010) indicate that human skin oils constitute a significant sink for ozone (Nazareff and Weschler, 2010). Our study objective was to assess in-cabin ozone, and factors that influence it, on northern hemisphere commercial passenger flights originating from or terminating in the United States, in all seasons.

4.2. Methods

4.2.1. In-flight sampling

Monitored flight segments were on participating airlines that, cumulatively, commanded more than 30% of the 2006 market share of US domestic air travel greater than approximately 4 hours in length (Bureau of Transportation Statistics, 2007). Permission to sample was secured in advance from the airlines, from the Federal Aviation Administration, and from the Transportation Safety Administration. Segments shorter than 3.5 h were excluded. Our sample was designed to include a range of routes and to be distributed across all seasons of the year. For a large majority of flights, airline personnel were notified of our intent to monitor at least one week in advance. They informed the captain and flight crew. For each monitored flight, a researcher with a purchased travel ticket carried on-board a portable ozone monitor (2B Technologies, Model 202). The monitor was packaged inside a hard-sided case that fit under the seat in front of the researcher. A sampling tube from the monitor was affixed to the seat back in front of the researcher to sample air in proximity to the researcher’s breathing zone. In advance of the sampling campaign, the monitor underwent electromagnetic interference testing and was approved for use above a flight altitude of 10,000 ft. It required a 20-min warm-up period. Consequently, ozone data were collected from ~30 min after take-off until ~15 min before landing. For each segment, the researcher recorded the row number, the flight date, departure and arrival airports, departure and landing time, aircraft type, and the visually estimated
occupancy of the cabin. Whether that aircraft was equipped with an ozone control device was determined by consultation with airline personnel after monitoring.

4.2.2. Sampling method

The 2B Technologies Model 202 ozone analyzer is a single-beam photometer that works on the basis of absorption of 254-nm light by ozone (Bognar and Birks, 1996). A zero concentration reference sample is taken with each measurement and forms the basis for calculating an ozone concentration. Pressure and temperature sensors in the absorption cell record data required to compute mixing ratios. A 1-m coil of nation tubing upstream of the ozone scrubber guards against adverse humidity effects (Wilson and Birks, 2006), and a filter protects the light cell from particle contamination. The analyzer samples air at the rate of 1.0 L/min and computes the ozone level every 4 s. The units used in this study were configured to retain data in the form of 1-min averages. The monitor has a detection range of 1.5 parts per billion by volume (ppbv) to 100 ppmv and, according to the manufacturer, is accurate to the greater of 1.5 ppbv or 2%.

Data were successfully acquired for 76 flight segments. On an additional ten segments, attempted monitoring was unsuccessful. A few samples were lost owing to instrument malfunction or accidental misuse. During early flight segments, instrument malfunction was related to problems with the display, solenoid valve, external charger, or data storage card. These issues were resolved by design changes to reduce uncontrolled static electricity and by replacing components. Other failures resulted from accidental toggling of the power switch, a sampling tube becoming dislodged from the pump during an airport security check, and failures related to datalogging. Minor instrument modifications and amended protocols for use prevented these issues from recurring.

On 11 of the monitored flights, supplementary, side by side ozone data were acquired with the active monitor and Ogawa passive ozone samplers. The goal of this effort was to make opportunistic use of the active monitoring field campaign to calibrate the Ogawa sampler for the air-cabin environment. The Ogawa monitor calibration study is described in Appendix 4.A.1.

4.2.3. Quality assurance

Prior to and in parallel with the in-flight sampling effort, the two units used in the study (designated 2B-1 and 2B-2) were tested under controlled conditions. Overall, the instruments performed satisfactorily. In October 2005, unit 2B-2 was tested in the simulated aircraft cabin facility at the Technical University of Denmark (DTU) against a recently calibrated ozone monitor (Dasibi, 1003-AH). Measurements made by the two instruments were closely correlated. In May 2007, an ozone analyzer was tested for pressure compensation at Lawrence Berkeley National Laboratory (LBNL). The tested unit was not one used for in-flight monitoring but shared the same make and model number and therefore served as a proxy. During this test, ozone was maintained at ~70 ppbv, while the pressure was reduced from 1 atm to 0.7 atm, and then increased back to 1 atm. The measurements showed no correlation with changes in pressure and were consistently within 10% of transfer standard readings. On two instances during our in-flight monitoring, units 2B-1 and 2B-2 were carried on board the same flight for duplicate measurements. On one flight, 4 h of data were collected, ozone levels were in the range 0-100
ppbv, and the correlation coefficient for a linear relationship between the two instruments was high, \( r^2 = 0.98 \). On a second flight, ozone levels averaged less than 5 ppbv, too close to the detection limit to allow for a meaningful comparison of response. Finally, on six occasions distributed through the duration of the study, the monitors were calibrated at six levels covering the range from 0 to 250 ppbv using a recently calibrated ozone analyzer (API, Model 1471 or Model 3824) as a transfer standard. Measurements from units 2B-1 and 2B-2 displayed a strong linear correlation \( (r^2>0.9) \) with transfer-standard readings. The 2B Tech units were consistently less sensitive to ozone: a linear regression analysis of 2B-1 and 2B-2 readings versus API readings resulted, for both monitors, in a mean slope of \( 0.9 \pm 0.02 \) (mean ± standard error). Since this slope was consistent with that observed between 2B-2 readings and transfer standard readings in the DTU experiments, data collected in the field were adjusted by dividing all recorded values by 0.9 to correct for bias.

Occasional “spikes” – defined as an instance when the recorded change in ozone level in one minute exceeded 75 ppbv – were observed in data during July-Sept 2006. These were attributed to stray particle contamination in the light-absorption cell as they did not recur when the monitor’s particle filter was reconfigured to be always present in-line. Subsequent spikes greater than 200 ppbv min\(^{-1}\) were present at a frequency of about one spike per flight segment on fewer than 30\% of the segments monitored using 2B-2. They were absent from 2B-1-monitored flights at all times. Both types of spikes were treated as anomalous and deleted from data records.

4.2.4. Data analysis

Data were processed by computing, for each segment, peak one-hour, and sample-average ozone levels. Data from the 68 domestic flight segments were stratified into two groups based on the presence \( (N = 22) \) or absence \( (N = 46) \) of an ozone converter, and intergroup means were compared. Distributions of peak one-hour and sample-average ozone levels and of flight integrated ozone exposures were also determined for these two groups of domestic flights. Data from transoceanic segments \( (N = 8) \) were analyzed as a separate group. The with-converter segments were stratified into domestic and transoceanic routes and these groups were compared. For the domestic flight segments, the influence of additional variables of interest, including season, latitude, and occupancy, were analyzed by visual inspection and, for variables with clear influence, by means of a general linear regression model. Statistical significance was determined on the basis of the conventional 5\% Type I error rate.

4.3. Results and discussion

Table 4.1 presents a summary of monitored flight segments by calendar quarter, organized by route type, the presence or absence of an ozone converter, and aircraft type. About half the samples in our data set were collected on Boeing 757 aircraft without ozone control devices on continental US routes. Eight were on transoceanic (6 transatlantic and 2 transpacific) routes on the 2-aisle Boeing 747, 767, or 777. All transoceanic flights were on aircraft with converters. Monitoring was approximately evenly distributed across the year but was most intensive in the second quarter and least intensive in the third quarter.
Table 4.1. Summary of 76 flight segments monitored.

<table>
<thead>
<tr>
<th>Domestic without converter (N = 46)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aircraft type</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Boeing 737</td>
</tr>
<tr>
<td>Boeing 757</td>
</tr>
<tr>
<td>Boeing 767</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Domestic with converter (N = 22)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aircraft type</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Airbus 319</td>
</tr>
<tr>
<td>Airbus 320</td>
</tr>
<tr>
<td>Boeing 747</td>
</tr>
<tr>
<td>Boeing 767</td>
</tr>
<tr>
<td>Boeing 777</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Transoceanic with converter (N = 8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aircraft type</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Boeing 747</td>
</tr>
<tr>
<td>Boeing 767</td>
</tr>
<tr>
<td>Boeing 777</td>
</tr>
</tbody>
</table>

Figure 4.1 presents cumulative distributions of peak one-hour and sample average ozone levels obtained from the 68 domestic flight segments. Data from converter and nonconverter flights are plotted separately. The associated percentiles in the distribution are weighted to adjust for uneven sampling across the four quarters of the year. Weighting was done to minimize bias, as data from previous monitoring studies (Brabets et al., 1967; Spengler et al., 2004) show that ozone levels vary markedly through the year. The data conform reasonably to lognormal distributions and the weighted geometric means (GM) and geometric standard deviations (GSD) are presented for each distribution.

Peak-hour ozone levels on domestic flights exhibit an approximately 7× difference in central tendency (GM) between converter and nonconverter groups, and indicate that control devices are effective in limiting cabin ozone levels. The weighted GMS (GSDs, AMs) of peak one-hour ozone levels are 33 ppbv (2.3, 47 ppbv) for nonconverter flights, and 4.5 ppbv (1.4, 4.7 ppbv) for converter flights, respectively. For sample-average levels, the weighted GMS (GSDs, AMs) are 20 ppbv (2.1, 28 ppbv) for nonconverter, and 2.5 ppbv (1.4, 2.6 ppbv) for converter flights, respectively. The presence of an ozone converter is statistically significant in relation to cabin ozone levels for both peak one-hour ozone and sample-average ozone (p < 0.0001).
Figure 4.1. Weighted cumulative distributions of peak one-hour (upper frame) and sample-average (lower frame) ozone mixing ratios sampled in passenger cabins on 68 domestic US flight segments. Data are segregated by the presence or absence of an ozone converter. The weighted geometric mean and standard deviation, and the lognormal fits using these parameters, are presented for each distribution. Levels of 100 ppbv and 250 ppbv are indicated to facilitate comparison with levels specified in Federal Aviation Regulations (NRC, 2002).

Data from the eight transoceanic segments indicate that for aircraft equipped with converters, ozone levels on flights following long-haul, high-latitude routes span a greater range than they do on flights restricted to domestic routes (Figure 4.2). The peak one-hour ozone (GM
= 18 ppbv, GSD = 4.9, AM = 33 ppbv) and sample-average ozone (GM = 9.0 ppbv, GSD = 4.0, AM = 15 ppbv) on transoceanic flights were about 4 times higher than those on continental US flights with converters. This difference is statistically significant.


Figure 4.2. Ozone levels sampled on eight transoceanic flights. The shaded bars represent peak-hour ozone (left axis) for each flight segment and are labeled to indicate the flight route (Pacific or Atlantic), direction (eastbound or westbound), aircraft model, and the quarter and year of sampling. The diamonds denote cumulative ozone exposure (right axis) for each flight segment.

Flights with ozone converters consistently met the FAR for cabin ozone. As demonstrated by Figure 4.1, peak one-hour levels were very low – less than 10 ppbv – on domestic flights with converters. On transoceanic flights with converters ozone levels were higher, but considerably lower than levels measured before ozone converters were introduced (Perkins et al., 1979; Bischof et al., 1973; Brabets et al., 1967). Both Bischof et al. (1973) and Brabets et al. (1967) reported levels greater than 100 ppbv for 75% of the flight-time on long-haul flights in the spring. Using passive samplers to determine flight-average ozone levels, Spengler et al. (2004) found 3-hour average in-cabin ozone greater than 100 ppbv on 15 out of 42 transoceanic flights. However, 14 out of these 15 exceedances were on a Boeing 747-200. Only 20% of the aircraft of this model are estimated to be equipped with a converter (NRC, 2002). Aircraft in our sample of transoceanic flights belonged to newer models and were confirmed by airline personnel to have converters. The only other prior study involving one of these newer planes – a Boeing 767 – had results consistent with ours (Lindgren and Norbäck, 2002). This comparison raises the possibility that the difference between our results and those of Spengler et al. (2004) is a consequence of differences in the performance or availability of ozone.
converters on different aircraft models. Aircraft type may also have contributed to differences within our transoceanic sample: ozone levels were highest on the older Boeing 747-400 aircraft which was introduced in 1988 (Boeing, 2007), and lowest on the more recently introduced Boeing 777. Overall, we expect the efficiency of a converter to be related to its design, and its age and maintenance schedule since efficiency can be degraded with use owing to fouling by contaminants in bleed air among other reasons.

Figure 4.1 illustrates that in-cabin ozone levels for domestic US flights are variable. While levels are consistently low on flights with converters, they range from low to high on flights without converters. Short-term levels are generally, but not always below the concentration limits specified in the Federal Aviation Regulations. Since the ozone FAR was introduced, no large-scale studies of real-time in-cabin ozone have been published. Results from a pilot-scale study (MacGregor et al., 2008) and from several studies where integrated samples were collected (Nagda et al., 1992; Lee et al., 1999; Spengler et al., 2004) are generally consistent with our observations.

Figure 4.3 presents distributions of in-cabin ozone exposures, expressed in ppbv-h, from the 68 domestic segments – divided into converter and nonconverter flights. This metric was chosen to facilitate comparison with a passenger’s total ozone exposure during the course of routine activities when not flying. According to a recent analysis, estimates of total daily ozone exposure for various US urban populations are in the range 100-600 ppbv-h (Weschler, 2006). As demonstrated by Figures 4.2 and 4.3, 60% of exposures on our sample of transoceanic flights and 40% of exposures in our domestic nonconverter sample are in this range. In contrast, exposures from the domestic with-converter sample are well below this range, with a maximum of 26 ppbv-h. This result demonstrates that while exposures on aircraft can, in a few hours, reach levels comparable to what would be encountered on the ground over a day, converters on domestic flights are effective in reducing an occupant’s ozone exposure to levels below those normally experienced when not flying.

In addition to ozone itself, exposure to the products of ozone-initiated chemistry is a potential concern in occupied aircraft cabins (Wisthaler et al., 2005; Weschler et al., 2007; Wisthaler and Weschler, 2010; Nazaroff and Weschler, 2010). Hence, the adverse health risks from ozone exposure in the cabin environment may be compounded by exposure to oxidation byproducts (Weschler, 2006). In a study conducted in a simulated, occupied airplane cabin, levels of the anticipated byproducts of ozone chemistry – aldehydes, ketones, and organic acids – increased to more than double their without-ozone level when the residual ozone was 60-75 ppbv (Weschler et al., 2007). Occupants and their clothing were responsible for the removal of >55% of the ozone in the cabin, owing to the reaction between ozone and human skin oils, most notably squalene (Weschler et al., 2007). A series of experiments conducted in a laboratory and simulated-office setting substantiated the finding that humans alter the mix and mixing ratios of ozone and ozone byproducts in indoor environments they occupy (Wisthaler and Weschler, 2010). Conditions favoring a higher exposure to oxidation products (and correspondingly reduced exposure to ozone) include a high occupant density, low air exchange rate, and high exposure duration (or contact time between ozone and humans) (Wisthaler and Weschler, 2010). Chamber studies show that the byproduct yield under aircraft cabin conditions ranges from 0.07 to 0.24 moles of volatile product per mole of ozone consumed (Coleman et al., 2008).
Figure 4.3. Weighted cumulative distribution of ozone exposure levels from 68 domestic flight segments. Ozone exposure, in ppbv-h, represents the time-averaged ozone level multiplied by the sample collection time. Data are segregated by the presence or absence of an ozone converter. The weighted geometric mean and standard deviation, and a lognormal fit using these parameters, are presented for each distribution. The 100 ppbv-h level is marked to facilitate comparison with the total daily ozone exposures of various US urban populations, which are typically in the range 100-600 ppbv-h (Weschler, 2006).

The presence of a residual ozone level of 60-80 ppb, and its associated byproducts, in a simulated cabin was associated with significant decrements in the self-reported symptoms of occupants (Strøm-Tejsen et al., 2008). The upper 15th percentile of exposures observed for domestic nonconverter flights in our sample were comparable to the ozone exposures in the simulated cabin studies (200-300 ppbv-h). This comparison indicates that exposure conditions that have been linked to byproduct formation and self-reported adverse health outcomes in a simulated cabin are encountered in some ordinary domestic flights on planes without converters. On planes with converters, exposures to byproducts are expected to be proportionately reduced as a consequence of the reduction in ozone entering the cabin.

Figure 4.4 depicts peak one-hour ozone for domestic flights plotted against time-of-year. For aircraft without converters, in-cabin ozone varies through the year in a cyclical manner. The size and statistical significance of the seasonal effect was determined by modeling the annual trend using a sinusoidal curve. In the model, peak one-hour ozone from domestic flights without converters served as the response variable (Y). The linear model has the general form shown in equation 4.1:

\[ Y = \beta_0 + \beta_1 \sin(2\pi t + \phi) \]  

(4.1)
Here $\beta_0$ is the annual mean. The continuous variable $x_1$ is the date, converted to a real number between 0.003 (January 1) and 1.0 (December 31). The magnitude of the seasonal effect is indicated by the relative size of $2\beta_1$ in relation to $\beta_0$. The times at which the maximum and minimum are attained are reflected in the value of $\phi$. Fitting equation 4.1 to our data confirms that the seasonal effect is large and statistically significant ($p=0.001$) for domestic flights without converters. A least-squares best-fit sinusoidal curve for the nonconverter flights shows that ozone is expected to be highest in Feb-March, and lowest in Aug-Sept, with a difference of 73 ppbv. The finding of higher ozone in the winter and spring and lower ozone in the summer and fall was expected, as the tropopause height decreases in the hemisphere experiencing winter and spring, and rises in the summer and fall. Consequently, in the winter and spring there is a greater chance that flights at normal cruising altitudes will cross into the lower stratosphere and encounter elevated ozone. Ozone levels on domestic flights with converters were too low to manifest a clear trend.

The modeled trend in Figure 4.4 does not explain extreme values of peak one-hour ozone. Real time data from four domestic flight segments are displayed in Figure 4.5. The four frames (A-D) are arranged chronologically and provide a striking illustration of the effects on in-cabin ozone of both ozone converters and of a storm event. All four flights were monitored within the span of six days along domestic transcontinental US routes. On only the third flight was the monitored plane equipped with an ozone converter. Monitored levels of ozone are highest on the first segment, peaking at approximately 170 ppbv. They remain high but are reduced on subsequent nonconverter segments. Ozone is markedly reduced in the third segment (frame C), remaining below 10 ppbv at all times.
Figure 4.4. Peak one-hour ozone for domestic flights without converters (upper frame) and with converters (lower frame), plotted against time-of-year. A least-squares best-fit sinusoidal curve ($Y = \beta_0 + \beta_1(\sin 2\pi x + \phi)$) is included for the nonconverter sample.
Figure 4.5. Real-time ozone data from four consecutive domestic transcontinental US segments monitored within a 6-day interval in April 2007, arranged chronologically in frames A-D. The direction (EB = eastbound or WB = westbound) is indicated for each segment. Frame C represents data from an aircraft equipped with an ozone converter; the three other flights were on planes without converters.

The flights in which the highest ozone levels were recorded were associated with significant winter storm events. On 6 April 2007, the day that the data in Figure 4.5A were collected, the New York Times reported that “one of the most widespread outbreaks of early April chill on record is enveloping most areas from the Plains to the East Coast.” Forecasts through the next six days continued to highlight the eastern storm. The other flight segment exhibiting the highest ozone levels was sampled in February 2006, during a week similarly marked by heavy snow and frontal movement. We surmise that, while the mean variation in cabin ozone across seasons is tied to the established annual variability in the tropopause height, episodic winter and spring storm events appear to be a major driver causing the highest cabin ozone levels. A plausible explanation is the correspondence of these seasonal storms with tropopause folding events: periods when ozone-rich stratospheric air is injected into lower altitudes. Enhanced vertical mixing of this type can accompany cyclogenesis and the instigation of new weather systems. Appenzeller and Davies (1992) describe the structure, direction, and size of stratosphere-to-troposphere intrusions, the pressure and frontal systems that are associated
with them, and regions where the intrusions are favored at various times of year. Morgenstern and Marenco (2000), via an analysis of ambient airplane ozone measurements collected through the MOZAIC project, affirmed that outliers to the seasonal trend in wintertime ozone are associated with the North Atlantic storm track, an observation consistent with ours. In Chapter 5, I report on further investigations of atmospheric ozone levels along flight routes utilizing the MOZAIC data.

An effect owing to flight-route latitude is indirectly evident in a comparison of the domestic and transoceanic flight data, but not apparent within our domestic sample. In general, flights at higher latitudes are more likely to cross the tropopause, as the tropopause height diminishes from about 18 km at the equator to about 8 km at the poles (Seinfeld and Pandis, 1998). We observed this trend in the form of higher in-cabin ozone on transoceanic versus domestic routes, for converter-equipped aircraft. The domestic routes were restricted to latitudes south of about 50° N (with the exception of two round-trip flights to Anchorage, Alaska), whereas long-haul flights within the northern hemisphere typically follow polar routes, including latitudes north of 50° N. The lack of a clear latitude signal in our domestic data is expected, because although the tropopause altitude can demonstrate an approximately twofold variation across the United States in both vertical and horizontal directions, the change is not linear or constant with time (NCEP, 2007).

Higher-occupancy flights might be expected to have lower in-cabin ozone. Experiments in a simulated aircraft cabin (Tamás et al., 2006) showed that approximately 60% of in-cabin ozone removal could be attributed to human occupants. Our data do not clearly exhibit this effect. However, our analysis is constrained by the small number of sampled flights in which occupant density was low. On 53 out of 72 instances (33 out of 45 instances for domestic flights without converters), where data on occupant density was recorded by the researcher, the aircraft cabin was more than 80% full. Also, occupant density is correlated with season, as planes are more likely to be fully occupied in the summer and to have empty seats in the winter. Since the seasonal effect is strong and in the same direction as the anticipated effect owing to occupancy, and since the measured range in occupancy is narrow, the effect of occupancy on in-cabin ozone levels could not be separately resolved.

This field investigation adds substantially to the state of knowledge regarding ozone in the passenger cabins of commercial airplanes. Ozone levels were found to vary strongly with the presence or absence of an ozone converter and with season. For aircraft with converters, levels were elevated on flights following long-haul high-latitude routes relative to those restricted to domestic routes. We observed that the risk of elevated cabin ozone levels increases during winter-spring storms, suggesting that these are associated with hot spots of high ambient ozone in the mid-latitude air traffic corridor. Emerging epidemiological evidence indicates that ozone exposure can lead to an elevated risk of mortality with no threshold. In combination with evidence on within-cabin production of harmful volatile byproducts of ozone-initiated chemistry, these epidemiological data lend weight to the benefits of using ozone converters to reduce ozone exposure in all airplanes that fly at transcontinental cruise altitudes, even on those that fly on domestic routes.
4.4. References


4.A. Appendix

4.A.1. Determining an effective collection rate for the Ogawa passive ozone sampler for the aircraft cabin environment

4.A.1.1. Introduction

The technique of passive sampling for the quantitative detection of gaseous contaminants was introduced in 1973 for determination of nitrogen dioxide, sulfur dioxide, and water vapor (Górecki and Namieśnik, 2002). This method, which involves an assessment of the quantity of a gas transferred through a tube to a sorbent by molecular diffusion, has since been expanded to detect a range of contaminants including volatile organic compounds, carbon monoxide, formaldehyde, and ozone. Samplers based on this principle provide time-integrated measurements and are typically easy to use, inexpensive, small, light weight, unbreakable, create no noise, and do not need a power source. These features make them good candidates for the application considered here: the measurement of ozone in aircraft cabins.

Passengers or crew in aircraft cabins may be exposed to ozone when flight paths enter the lower stratospheric region. Recently, this issue has gained importance since ozone exposure has been associated with an increased risk of mortality down to relatively low levels with no apparent threshold (Bell et al., 2006). Passive sampling is a key to a large monitoring program that could, at moderate cost, elucidate factors that influence the level of ozone on airplanes. A passive sampling device for the measurement of ozone – the Ogawa badge – was developed in 1993 (Koutrakis et al. 1993). It does not require electromagnetic interference (EMI) certification for use on board and has been previously deployed to monitor in-cabin ozone (Spengler et al., 2004).

The Ogawa sampler contains two chambers holding collection filters protected by screens and a diffuser end cap. These filters are coated with a nitrite-based solution, and ozone oxidizes the nitrite to nitrate. The nitrate ion mass can be used to calculate the amount of ozone collected if the effective collection rate (ECR) of the sampler is known. The theoretical collection rate (TCR) is computed with the ozone diffusion coefficient and the dimensions of the sampler – the cross section area of diffusion ($A$) and the length ($L$) of the diffusion tubes – as shown in equation (A.1a). In equation (A.1b), the diffusion coefficient is expanded so its dependence on temperature ($T$) and pressure ($P$) are explicitly expressed.

$$ TCR = \frac{DA}{L} $$  \hspace{1cm} (4.A.1a)

$$ TCR = \left( \frac{D'T^{1.5}}{P} \right) A $$  \hspace{1cm} (4.A.1b)

The ECR, defined as the collection rate under real-world conditions, may be higher or lower than the TCR, depending on factors such as airflow conditions near the sampler and homogenous or heterogeneous reactions that can deplete the concentration of gas adjacent to the collector. For instance, an increase in the air speed near the sampler face reduces the effective diffusion length, $L$, and so increases the collection rate.
The mass of nitrate ion measured on the filter \( (M_{NO3-\text{g}}) \) is converted to a molar concentration of ozone \((M_{O3})\) by dividing by sampling duration \(t\), the molecular mass of nitrate \((MW_{NO3})\), and the ECR (Koutrakis et al., 1993; Ogawa and Co., 2001) as shown in equation (A.2).

\[
M_{O3} = \frac{M_{NO3-\text{g}}}{t \times MW_{NO3} \times ECR}
\]  

(4.A.2)

The ideal gas law is applied to convert the molar concentration of ozone to a mixing ratio \((Y_{O3}, \text{ppb})\), by dividing by \((PR^{-1}T^{-1})\) as shown in equation (A.3):

\[
Y_{O3,\text{ppb}} = \frac{M_{NO3-\text{g}}}{t \times MW_{NO3} \times ECR \times \frac{P}{RT}} \times 10^9
\]

(4.A.3)

Equation (A.3) may be rewritten by defining a new parameter \(ECR_p\), which is defined as the ECR multiplied by pressure and has units of \(m^3 \text{ h}^{-1} \text{ atm}\), and substituting it for ECR in the equation. The pressure terms cancel, with the result shown in equation (A.4).

\[
Y_{O3,\text{ppb}} = \frac{M_{NO3-\text{g}}}{t \times MW_{NO3} \times ECR_p \times \frac{1}{RT}} \times 10^9
\]

(4.A.4)

The parameter \(ECR_p\) can be used in place of the ECR to convert the mass of nitrate to an ozone reading when a mixing ratio (rather than concentration) of ozone is sought. Equation (A.4) has the advantage, relative to equation (A.3), of enabling the mass of nitrate ion measured by the sampler to be converted to an ozone mixing ratio without requiring information about pressure conditions in the cabin. Hence, in the context of the assessment of an ozone mixing ratio, \(ECR_p\) is denoted as a “pressure independent” effective collection rate.

For the Ogawa sampler, the TCR at normal temperature and pressure is 24.5 cm\(^3\) min\(^{-1}\) (Koutrakis et al., 1993). The ECR has been determined under a variety of conditions that include in a chamber and outdoors (Koutrakis et al., 1993) and during use as a personal monitor (Liu et al., 1994; Black, 2000). But the interior of an aircraft cabin is a distinctive environment, with a complex configuration of space, and with conditions that include a high air exchange rate and low pressure; so it is difficult to know, \textit{a priori}, which of these environments it resembles most closely from the perspective of the ECR. The aim of this study was to calibrate the Ogawa sampler for the air-cabin environment by assessing \(ECR_p\) for the device for commercial passenger aircraft, at cruising altitudes.
4.A.1.2. Methods

4.A.1.2.1. Experimental protocols

Monitoring was conducted on 11 commercial passenger airline flights that ranged from 3 to 11 hours, and included domestic and transoceanic routes, over a two-month period between February and April 2007. Ozone was measured simultaneously with the Ogawa passive sampler and a UV-photometric real-time ozone analyzer (2B Technologies, Inc. Model 202). The active monitor was recently calibrated and so was treated as a transfer standard for this calibration effort. We aimed to obtain a comparison of the Ogawa sampler and active ozone measurements for a range of ozone levels. Therefore, we monitored during the northern hemisphere low-tropopause season when ambient ozone levels in the air-traffic corridor are most variable. To avoid intentionally including flights with very low mean ozone, domestic flights with control devices were excluded from the sample, as these were previously found to have flight-mean ozone levels of only a few ppb. Table 4.A.1 summarizes, for each flight segment, the aircraft type, and flight duration.

Protocols for in-flight active ozone sampling were described in §4.2.1. Briefly, a researcher placed the active monitor under the seat in front of her or him, in the economy cabin of the airplane. A sampling tube connected to the monitor was clipped to the seat back in front of the researcher to sample air close to the passenger breathing zone. The Ogawa monitor was affixed to the seat in front of the passenger, close to the sampling tube inlet of the active monitor. The passive sampler was not placed adjacent to a fleeced or cloth surface, to prevent its being located in an ozone-depleted boundary layer. The surface was covered with a paperboard backing before the sampler was pinned to it, or the sampler was attached such that there was at least 2.5 cm of air space separating it from the surface.

Table 4.A.1. Flight-by-flight measurement results for the 11 segments on which passive sampling was conducted.

<table>
<thead>
<tr>
<th>No.</th>
<th>Aircraft model</th>
<th>Converter</th>
<th>Sample duration (h)</th>
<th>Mean O₃ (ppb)</th>
<th>O₃ exposure (ppb-h)</th>
<th>Nitrate mass (μg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>B737-300</td>
<td>N</td>
<td>4.0</td>
<td>6.1</td>
<td>24</td>
<td>0.056</td>
</tr>
<tr>
<td>30</td>
<td>B757</td>
<td>N</td>
<td>2.6</td>
<td>10.9</td>
<td>28</td>
<td>0.070</td>
</tr>
<tr>
<td>46</td>
<td>B737-300</td>
<td>N</td>
<td>3.7</td>
<td>12.8</td>
<td>47</td>
<td>0.12</td>
</tr>
<tr>
<td>47</td>
<td>B757</td>
<td>N</td>
<td>4.1</td>
<td>22.3</td>
<td>91</td>
<td>0.22</td>
</tr>
<tr>
<td>49</td>
<td>B757</td>
<td>N</td>
<td>3.6</td>
<td>17.2</td>
<td>63</td>
<td>0.094</td>
</tr>
<tr>
<td>51</td>
<td>B757-200</td>
<td>N</td>
<td>5.2</td>
<td>24.3</td>
<td>125</td>
<td>0.25</td>
</tr>
<tr>
<td>64</td>
<td>B757</td>
<td>N</td>
<td>4.0</td>
<td>32.1</td>
<td>129</td>
<td>0.36</td>
</tr>
<tr>
<td>69</td>
<td>B777</td>
<td>Y</td>
<td>6.3</td>
<td>-0.2</td>
<td>-1.4</td>
<td>0.026</td>
</tr>
<tr>
<td>70</td>
<td>B777</td>
<td>Y</td>
<td>10.5</td>
<td>0.1</td>
<td>1.1</td>
<td>-0.0079</td>
</tr>
<tr>
<td>74</td>
<td>B747-400</td>
<td>Y</td>
<td>7.8</td>
<td>17.9</td>
<td>139</td>
<td>0.30</td>
</tr>
<tr>
<td>76</td>
<td>B747-400</td>
<td>Y</td>
<td>8.2</td>
<td>30.0</td>
<td>246</td>
<td>0.48</td>
</tr>
</tbody>
</table>

*Passive sampling was conducted on a subset of flights described in Tables 4.A.2 and 4.A.3. The serial numbers link the data presented in the three tables.
Y = converter present; N = converter absent. Ozone converters were present on all transoceanic flights, and absent on domestic flights.
*Measured nitrate mass minus the mean “blank” nitrate mass associated with the sample batch.
The sampler was assembled and handled according to the protocol described by Ogawa and Co. (2001). Briefly, coated pads were stored in a refrigerator prior to use. A “batch” was designated as the set of samples exposed over the month following their assembly date. Following assembly and prior to analysis, samplers were stored in individual dark, sealed vials at room temperature. Three blanks were assigned to each batch, and remained with their corresponding samplers but were not exposed. On board, field researchers were instructed to begin exposure once the transfer standard warm-up period was concluded, and to re-seal samplers when the active monitor was turned off. As a consequence, samples were collected during the portion of the flight above 10,000 ft.

Samples and blanks were analyzed via ion chromatography by Dr. Eva Hardigan (Research Triangle Institute, NC, USA). The analysis included duplicate measurements for quality control. The limit of detection (in μg nitrate) for each batch was computed as 3×(standard deviation of field blanks) following the method described by Koutrakis et al. (2003) and employed by Spengler et al. (2004). A background correction factor (in μg nitrate) was computed as the mean of the three blanks in each batch, and subtracted from each reading.

4.A.1.2.2. Data Analysis

The Ogawa readings were compared, via linear regression through the origin (Zar, 1999), to paired ozone exposure measurements. The regression slope, b, between the Ogawa reading (in g nitrate) and the ozone exposure ($Y_{O3} \times t$ in ppb-h) is interpreted as shown in equation (A.5), which is derived from equation (A.4b):

$$b = MW_{NO_3} \times ECR_p \times \frac{1}{RT} \times 10^{-9}$$ (4.A.5)

Central estimates of the ECRp are assessed using the least-squares best-fit estimate of b (assuming in-cabin temperature, $T = 293$ K). Confidence intervals (95%) are calculated using the 95% upper and lower bound estimates of the slope (assuming the residuals are normally distributed and $\alpha(2) = 0.05$).

4.A.1.3. Results

Blank correction factors of 0.46 μg for batch 1 and 0.36 μg for batch 2 were subtracted from each reading. The limits of detection for batch 1 and batch 2 were 0.095 and 0.036 μg nitrate, respectively. Measurements (blank-corrected) ranged from –0.01 to 0.48 μg nitrate, corresponding to a range of ozone exposures, computed based on ozone measurements made by the active monitor, of –1.4 to 246 ppb-h. Negative values of mass nitrate or ozone are not physically meaningful; however, they have not been truncated to zero as they represent random measurement error and, as such, it is appropriate to include them in the regression.

Figure 4.A.1 presents a comparison between background-corrected Ogawa passive sampler raw readings (in g nitrate) and paired ozone exposure values based on readings from the active ozone monitor (in ppb-h ozone). The relationship between the two has a slope ($M_{NO_3}$ per $Y_{O3}t$) of 2.1 ± 0.1 ng nitrate per ppb-h ozone (mean ± standard deviation). The corresponding
ECR<sub>p</sub>, assessed from the slope according to equation (A.5), is 14 cm<sup>3</sup> min<sup>-1</sup> atm (95% confidence interval: 12 to 15 cm<sup>3</sup> min<sup>-1</sup> atm).

![Graph showing a linear relationship between Ogawa reading (g nitrate) and active monitor ozone reading (ppb-h).]

**Figure 4.A.1.** A comparison between background-corrected Ogawa passive sampler raw readings (in g nitrate), and ozone exposure values based on readings from the 2B Technologies’ real-time ozone monitor when the two were simultaneously deployed. Exposure values are assessed from the period when the active monitor was on and warmed up, which corresponds the period when the Ogawa sampler was unsealed. The best-fit single-parameter regression slope is 2.1 ng nitrate per ppb-h ozone.

**4.A.1.4. Discussion**

The empirical ECR<sub>p</sub> estimate assessed in this study can be converted to an ECR estimate by dividing by pressure. The 1-atm equivalent ECR is 14 cm<sup>3</sup> min<sup>-1</sup>. At elevation, the pressure in the flight cabin is maintained at >0.75 atm. The equivalent ECR for P = 0.75 atm is 18.3 cm<sup>3</sup> min<sup>-1</sup> (95% range: 16.4 – 20.3 cm<sup>3</sup> min<sup>-1</sup>). ECR<sub>p</sub> and ECR estimates are useful for converting nitrate mass to ozone mixing ratios and ozone concentrations, respectively (assuming exposure duration is known). The ozone exposure data that these estimates are based on span a moderate range: 0-246 ppb-h. Care must be taken when extrapolating to exposures far above this range.

Results from this calibration exercise reinforce the importance of accurate blank correction for unbiased interpretation of Ogawa passive sampler readings. The nitrate levels measured on blank samples in the present study were high – 0.36 to 0.46 μg nitrate – compared to levels obtained for exposed samples (0.45 to 0.94 μg nitrate). Spengler et al. (2004) measured similarly high blank nitrate levels of 0.70 to 2.6 μg. As a consequence, for low to moderate ozone exposures, a relatively small fractional error in the blank measurement could result in a substantial error in the corresponding ozone estimate.

The conversion from nitrate mass to ozone mixing ratio requires, in addition to estimates of the ECR<sub>p</sub> and exposure duration, information on temperature. However as the influence of temperature on the conversion is negligible (Palms and Gunnison, 1973) it is adequate, for the
flight-cabin environment, to assume that normal temperature (i.e., $T = 293$ K) conditions prevail. The main reason for a negligible dependence on temperature is that fractional changes in absolute temperature (i.e., measured in Kelvin) commonly encountered in the airplane cabin are small, few % or less. This result is also influenced by the finding from previous research that the dependence of diffusion coefficients on temperature is weaker than predicted by theory (Górecki and Namieśnik, 2002).

The Ogawa passive sampler was used to measure aircraft cabin ozone in one previous study. Spengler et al. (2004) used the device to survey 106 commercial passenger flight segments. That study used a nominal ECR of 21.6 cm$^3$ min$^{-1}$ (and $P = 0.75$ atm), which is ~20% higher than the ECR determined in the present research. Based on differences in sampler placement and configuration, we deem it appropriate that the ECR for the Spengler et al. (2004) survey was greater than the estimate presented in this paper. Spengler et al. (2004) suspended samplers from the ceiling (so as to lie in the breathing zone of a potential passenger, and to not disturb local air velocities) above an unoccupied seat in the first-class cabin. Our field monitoring was conducted in the economy cabin with monitors clipped to the seat-back in front of the passenger. A monitor suspended in the air in the less densely occupied first-class cabin, without a passenger in its immediate proximity, is likely to be exposed to airflow that is less obstructed and, as a consequence, is likely to be associated with a higher ECR.

The influence of variables such as sampler placement (e.g. suspended from the air or clipped near a surface), location within the cabin, aircraft occupant density, flight altitude, and aircraft type on the ECR was not investigated in this study and has not been the subject of previous research. Hence, we cannot evaluate the spatial and temporal variability of the ECR within an airplane or its variability among flights. However, an approximate assessment of the anticipated variability and the factors that influence it is gauged by considering previous research on the influence of airflow on the ECR for passive samplers. Koutrakis et al. (1993) attribute the differences between estimates mainly to face velocity effects. Ogawa and Co. (2001) noted that during indoor monitoring, insufficient air movement has the effect of decreasing the ECR. In a similar assessment, Brown (2000) noted that in low wind-speed conditions, the analyte may not be replenished efficiently at the sampler surface, resulting in an increased effective diffusion path length; whereas in high wind conditions, the effective diffusion path length may be decreased by disturbance of the stagnant air layer.

The dependence of the ECR on airflow conditions and related parameters is demonstrated by the range of estimates obtained across monitoring applications. Outdoors, it is common for air speeds to be higher, and airflow to be unimpeded, relative to indoor environments, so one would expect higher ECRs. This expectation was confirmed in a study by Koutrakis et al. (1993), who report ECR = $29.0 \pm 2.7$ cm$^3$ min$^{-1}$ ($N = 37$) for measurements made outdoors; and ECR = $18.1 \pm 1.9$ cm$^3$ min$^{-1}$ ($N = 20$) in a laboratory chamber. The lowest ECR estimates in the literature, which were reported as being 9-38% less than $18.2$ cm$^3$ min$^{-1}$ (Liu et al., 1994), were associated with personal monitoring. The reduction was attributed to the ozone depletion attributable to reaction with clothing, dilution associated with human inspiratory flow, and human activities blocking airflow around the sampler (Liu et al., 1994). Our ECR estimates – $18.3$ cm$^3$ min$^{-1}$ at reduced in-flight pressure conditions, and $14$ cm$^3$ min$^{-1}$ at 1 atm pressure – are comparable to those measured in personal monitoring studies and investigations in a chamber. As anticipated, they are much lower than estimates for outdoors.
This study represents the first field calibration of the Ogawa ozone passive sampler for the air cabin environment. A follow-up study with a larger sample size would be useful for obtaining estimates of ECR$_p$ and ECR that have greater precision than is reported here.

4.A.1.5. References


4.A.2. Flight-by-flight measurement results

Tables 4.A.2 and 4.A.3 summarize, for the 76 successfully monitored flight segments, the aircraft model, whether or not a converter was present, and the time of year during which the flight was monitored. The 1-h peak ozone level and the sample mean ozone level (along with the sampling duration) are also reported for each flight.

Table 4.A.2. Flight-by-flight measurement results for domestic segments (page 1 of 2).

<table>
<thead>
<tr>
<th>No.</th>
<th>Aircraft model</th>
<th>Converter</th>
<th>Quarter</th>
<th>Sample duration (min)</th>
<th>One-hour peak ozone (ppb)</th>
<th>Sample mean ozone (ppb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A 319</td>
<td>Y</td>
<td>Jan-Mar</td>
<td>186</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>A 319</td>
<td>Y</td>
<td>Oct-Dec</td>
<td>298</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>A 319</td>
<td>Y</td>
<td>Jul-Sep</td>
<td>216</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>A 319</td>
<td>Y</td>
<td>Jul-Sep</td>
<td>172</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>A 319</td>
<td>Y</td>
<td>Apr-Jun</td>
<td>237</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>B 777</td>
<td>Y</td>
<td>Jul-Sep</td>
<td>222</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>A 319</td>
<td>Y</td>
<td>Oct-Dec</td>
<td>312</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>A 320</td>
<td>Y</td>
<td>Jul-Sep</td>
<td>244</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>A 319</td>
<td>Y</td>
<td>Apr-Jun</td>
<td>244</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>A 319</td>
<td>Y</td>
<td>Apr-Jun</td>
<td>237</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td>A 320</td>
<td>Y</td>
<td>Apr-Jun</td>
<td>259</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>B 767-300</td>
<td>Y</td>
<td>Oct-Dec</td>
<td>210</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>13</td>
<td>B 767-400</td>
<td>Y</td>
<td>Apr-Jun</td>
<td>202</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>14</td>
<td>A 319</td>
<td>Y</td>
<td>Oct-Dec</td>
<td>231</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>15</td>
<td>A 319</td>
<td>Y</td>
<td>Jan-Mar</td>
<td>252</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>16</td>
<td>B 767-400</td>
<td>Y</td>
<td>Oct-Dec</td>
<td>202</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>17</td>
<td>A 319</td>
<td>Y</td>
<td>Oct-Dec</td>
<td>182</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>18</td>
<td>A 319</td>
<td>Y</td>
<td>Oct-Dec</td>
<td>270</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>19</td>
<td>B 757</td>
<td>Y</td>
<td>Jul-Sep</td>
<td>195</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>20</td>
<td>B 767-300</td>
<td>Y</td>
<td>Oct-Dec</td>
<td>213</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>21</td>
<td>A 319</td>
<td>Y</td>
<td>Jan-Mar</td>
<td>204</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>22</td>
<td>B 757</td>
<td>N</td>
<td>Jul-Sep</td>
<td>153</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>23</td>
<td>A 320</td>
<td>Y</td>
<td>Apr-Jun</td>
<td>264</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>24</td>
<td>B 737-300</td>
<td>N</td>
<td>Jan-Mar</td>
<td>239</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>25</td>
<td>B 747-400</td>
<td>Y</td>
<td>Oct-Dec</td>
<td>255</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>26</td>
<td>B 757</td>
<td>N</td>
<td>Jul-Sep</td>
<td>268</td>
<td>11</td>
<td>9</td>
</tr>
<tr>
<td>27</td>
<td>B 757</td>
<td>N</td>
<td>Jul-Sep</td>
<td>217</td>
<td>13</td>
<td>10</td>
</tr>
<tr>
<td>28</td>
<td>B 737-800</td>
<td>N</td>
<td>Jul-Sep</td>
<td>248</td>
<td>13</td>
<td>9</td>
</tr>
<tr>
<td>29</td>
<td>B 757</td>
<td>N</td>
<td>Jan-Mar</td>
<td>193</td>
<td>13</td>
<td>9</td>
</tr>
<tr>
<td>30</td>
<td>B 757</td>
<td>N</td>
<td>Jan-Mar</td>
<td>153</td>
<td>14</td>
<td>11</td>
</tr>
<tr>
<td>31</td>
<td>B 757</td>
<td>N</td>
<td>Jul-Sep</td>
<td>220</td>
<td>15</td>
<td>11</td>
</tr>
<tr>
<td>32</td>
<td>B 757</td>
<td>N</td>
<td>Oct-Dec</td>
<td>219</td>
<td>16</td>
<td>13</td>
</tr>
<tr>
<td>33</td>
<td>B 757</td>
<td>N</td>
<td>Oct-Dec</td>
<td>170</td>
<td>17</td>
<td>16</td>
</tr>
<tr>
<td>34</td>
<td>B 757</td>
<td>N</td>
<td>Apr-Jun</td>
<td>216</td>
<td>20</td>
<td>16</td>
</tr>
<tr>
<td>No. a</td>
<td>Aircraft model</td>
<td>Converter b</td>
<td>Quarter</td>
<td>Sample duration (min) c</td>
<td>One-hour peak ozone (ppb)</td>
<td>Sample mean ozone (ppb)</td>
</tr>
<tr>
<td>--------</td>
<td>----------------</td>
<td>-------------</td>
<td>-------------</td>
<td>------------------------</td>
<td>---------------------------</td>
<td>-------------------------</td>
</tr>
<tr>
<td>35</td>
<td>B757</td>
<td>N</td>
<td>Apr-Jun</td>
<td>213</td>
<td>20</td>
<td>16</td>
</tr>
<tr>
<td>36</td>
<td>B757</td>
<td>N</td>
<td>Jul-Sep</td>
<td>308</td>
<td>20</td>
<td>14</td>
</tr>
<tr>
<td>37</td>
<td>B767-300</td>
<td>N</td>
<td>Jul-Sep</td>
<td>240</td>
<td>21</td>
<td>13</td>
</tr>
<tr>
<td>38</td>
<td>B757</td>
<td>N</td>
<td>Apr-Jun</td>
<td>231</td>
<td>21</td>
<td>15</td>
</tr>
<tr>
<td>39</td>
<td>B757</td>
<td>N</td>
<td>Jul-Sep</td>
<td>277</td>
<td>21</td>
<td>9</td>
</tr>
<tr>
<td>40</td>
<td>B757</td>
<td>N</td>
<td>Oct-Dec</td>
<td>277</td>
<td>25</td>
<td>15</td>
</tr>
<tr>
<td>41</td>
<td>B757</td>
<td>N</td>
<td>Apr-Jun</td>
<td>264</td>
<td>25</td>
<td>16</td>
</tr>
<tr>
<td>42</td>
<td>B757</td>
<td>N</td>
<td>Jul-Sep</td>
<td>199</td>
<td>28</td>
<td>25</td>
</tr>
<tr>
<td>43</td>
<td>B757</td>
<td>N</td>
<td>Oct-Dec</td>
<td>230</td>
<td>29</td>
<td>14</td>
</tr>
<tr>
<td>44</td>
<td>B757</td>
<td>N</td>
<td>Oct-Dec</td>
<td>236</td>
<td>29</td>
<td>18</td>
</tr>
<tr>
<td>45</td>
<td>B737-800</td>
<td>N</td>
<td>Apr-Jun</td>
<td>186</td>
<td>32</td>
<td>19</td>
</tr>
<tr>
<td>46</td>
<td>B737-300</td>
<td>N</td>
<td>Jan-Mar</td>
<td>219</td>
<td>36</td>
<td>13</td>
</tr>
<tr>
<td>47</td>
<td>B757</td>
<td>N</td>
<td>Jan-Mar</td>
<td>242</td>
<td>36</td>
<td>22</td>
</tr>
<tr>
<td>48</td>
<td>B757</td>
<td>N</td>
<td>Oct-Dec</td>
<td>345</td>
<td>37</td>
<td>19</td>
</tr>
<tr>
<td>49</td>
<td>B757</td>
<td>N</td>
<td>Jan-Mar</td>
<td>219</td>
<td>42</td>
<td>17</td>
</tr>
<tr>
<td>50</td>
<td>B757</td>
<td>N</td>
<td>Jan-Mar</td>
<td>242</td>
<td>46</td>
<td>25</td>
</tr>
<tr>
<td>51</td>
<td>B757</td>
<td>N</td>
<td>Apr-Jun</td>
<td>306</td>
<td>47</td>
<td>24</td>
</tr>
<tr>
<td>52</td>
<td>B757</td>
<td>N</td>
<td>Apr-Jun</td>
<td>237</td>
<td>49</td>
<td>22</td>
</tr>
<tr>
<td>53</td>
<td>B757</td>
<td>N</td>
<td>Oct-Dec</td>
<td>194</td>
<td>55</td>
<td>31</td>
</tr>
<tr>
<td>54</td>
<td>B757</td>
<td>N</td>
<td>Oct-Dec</td>
<td>249</td>
<td>61</td>
<td>32</td>
</tr>
<tr>
<td>55</td>
<td>B767-300</td>
<td>N</td>
<td>Oct-Dec</td>
<td>178</td>
<td>64</td>
<td>33</td>
</tr>
<tr>
<td>56</td>
<td>B757</td>
<td>N</td>
<td>Apr-Jun</td>
<td>246</td>
<td>65</td>
<td>38</td>
</tr>
<tr>
<td>57</td>
<td>B757</td>
<td>N</td>
<td>Apr-Jun</td>
<td>201</td>
<td>67</td>
<td>49</td>
</tr>
<tr>
<td>58</td>
<td>B767-300</td>
<td>N</td>
<td>Oct-Dec</td>
<td>240</td>
<td>67</td>
<td>34</td>
</tr>
<tr>
<td>59</td>
<td>B757</td>
<td>N</td>
<td>Jan-Mar</td>
<td>251</td>
<td>70</td>
<td>34</td>
</tr>
<tr>
<td>60</td>
<td>B757</td>
<td>N</td>
<td>Jan-Mar</td>
<td>237</td>
<td>72</td>
<td>44</td>
</tr>
<tr>
<td>61</td>
<td>B757</td>
<td>N</td>
<td>Apr-Jun</td>
<td>180</td>
<td>72</td>
<td>56</td>
</tr>
<tr>
<td>62</td>
<td>B757</td>
<td>N</td>
<td>Jan-Mar</td>
<td>321</td>
<td>84</td>
<td>38</td>
</tr>
<tr>
<td>63</td>
<td>B757</td>
<td>N</td>
<td>Apr-Jun</td>
<td>233</td>
<td>85</td>
<td>53</td>
</tr>
<tr>
<td>64</td>
<td>B757</td>
<td>N</td>
<td>Jan-Mar</td>
<td>240</td>
<td>89</td>
<td>32</td>
</tr>
<tr>
<td>65</td>
<td>B757</td>
<td>N</td>
<td>Apr-Jun</td>
<td>254</td>
<td>113</td>
<td>85</td>
</tr>
<tr>
<td>66</td>
<td>B757</td>
<td>N</td>
<td>Apr-Jun</td>
<td>297</td>
<td>141</td>
<td>99</td>
</tr>
<tr>
<td>67</td>
<td>B757</td>
<td>N</td>
<td>Apr-Jun</td>
<td>201</td>
<td>160</td>
<td>96</td>
</tr>
<tr>
<td>68</td>
<td>B767-300</td>
<td>N</td>
<td>Jan-Mar</td>
<td>169</td>
<td>275</td>
<td>146</td>
</tr>
</tbody>
</table>

a Flights ordered from lowest to highest peak-hour ozone level.

b Y = converter present; N = converter absent.

c The monitor was approved for use above a flight altitude of 10,000 ft. It required a 20-min warm-up period. Typically this meant excluding data from the first 30 min and last 15 min of the flight (where the flight is defined as the period from take-off to touch-down).
Table 4.A.3. Flight-by-flight measurement results for transoceanic segments (all had ozone converters).

<table>
<thead>
<tr>
<th>No</th>
<th>Aircraft model</th>
<th>Route</th>
<th>Quarter</th>
<th>Sample duration (min)</th>
<th>One-hour peak ozone (ppb)</th>
<th>Sample mean ozone (ppb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>69</td>
<td>B777</td>
<td>Atlantic</td>
<td>Jan-Mar</td>
<td>378</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>70</td>
<td>B777</td>
<td>Atlantic</td>
<td>Jan-Mar</td>
<td>611</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>71</td>
<td>B767-ER</td>
<td>Atlantic</td>
<td>Oct-Dec</td>
<td>373</td>
<td>28</td>
<td>14</td>
</tr>
<tr>
<td>72</td>
<td>B747-400</td>
<td>Atlantic</td>
<td>Apr-Jun</td>
<td>557</td>
<td>30</td>
<td>15</td>
</tr>
<tr>
<td>73</td>
<td>B747-400</td>
<td>Atlantic</td>
<td>Apr-Jun</td>
<td>623</td>
<td>42</td>
<td>25</td>
</tr>
<tr>
<td>74</td>
<td>B747-400</td>
<td>Pacific</td>
<td>Jan-Mar</td>
<td>463</td>
<td>46</td>
<td>18</td>
</tr>
<tr>
<td>75</td>
<td>B767-300</td>
<td>Atlantic</td>
<td>Oct-Dec</td>
<td>406</td>
<td>48</td>
<td>16</td>
</tr>
<tr>
<td>76</td>
<td>B747-400</td>
<td>Pacific</td>
<td>Jan-Mar</td>
<td>491</td>
<td>65</td>
<td>30</td>
</tr>
</tbody>
</table>

a Flights ordered from lowest to highest peak-hour ozone level.
b The monitor was approved for use above a flight altitude of 10,000 ft. It required a 20-min warm-up period. Typically this meant excluding data from the first 30 min and last 15 min of the flight (where the flight is defined as the period from take-off to touch-down).
Chapter 5: Atmospheric ozone levels encountered by commercial passenger aircraft on transatlantic routes

5.1. Introduction

Ozone in the air traffic corridor poses a human health risk when it is introduced into passenger aircraft cabins via airplane ventilation systems. Elevated atmospheric ozone levels may be encountered by aircraft when they cross the tropopause and enter the lower stratosphere, or when meteorological processes cause ozone-rich air from the stratosphere to be injected into lower altitudes and to intersect with flight tracks. To assess the health risk associated with this exposure pathway and to evaluate control strategies, we need to increase our knowledge of in-flight ozone levels and the factors that influence exposure to ozone in the aircraft cabin environment. The investigation described in Chapter 4 addressed these objectives by quantifying ozone levels and exposures on 76 commercial flights either across the United States (68), across the Atlantic (6) or across the Pacific (2), in 2006-2007. The study showed that in-cabin ozone on domestic US flights varies as a function of season, differs with the presence or absence of ozone converters, and for flights without converters tends to be elevated during winter-spring storms. For aircraft with converters, levels were higher on transatlantic and transpacific flights compared to those occurring within the continental US.

Measurements of ozone made in passenger airplane cabins during flight are the most direct means of assessing in-cabin exposures. However at present, with no infrastructure in place for automatic in-cabin ozone monitoring, in-cabin data are expensive and time-consuming to acquire and are therefore scarce. Consequently, the present analysis seeks to elucidate an important factor influencing ozone exposures in aircraft: atmospheric ozone levels along commercial flight routes. This goal is accomplished via an analysis of ozone data collected by sensors installed outside aircraft, as part of the “and Water Vapor by Airbus In-service Aircraft” (MOZAIC) program.

Since 1994, automatic measurements of ozone have been made by MOZAIC aircraft on more than 30,000 commercial passenger flights along a range of routes across five continents, with a bias toward the North Atlantic flight corridor (Marengo et al., 1998). Previous research utilizing MOZAIC data has evaluated the effects of airplanes on atmospheric composition; identified and explained spatial and temporal ozone trends in the upper troposphere and lower stratosphere (UT/LS) region; assessed the frequency and features of cross-tropopause ozone flows; and evaluated existing three-dimensional chemistry and transport models (MOZAIC, 2010). While data from a previous aircraft campaign – the Global Atmospheric Sampling Program, GASP – were used to better understand in-cabin ozone trends in the 1970s (Perkins et al., 1979), the MOZAIC data have not yet been analyzed from a per-flight perspective to consider implications for human exposure to ozone in passenger cabins during flight.

The present study analyzes time-resolved ozone data collected by MOZAIC flights undertaken in 2000-2005, between Munich and selected destinations across the continental United States. The study objectives are to assess the influence of season, latitude, altitude, and tropopause folding events on ozone levels encountered by commercial passenger flights on transatlantic routes and to consider implications for exposures within the cabin.
5.2. Background: The tropopause

The tropopause marks the boundary between the troposphere and the stratosphere. The World Meteorological Organization defines the tropopause as the lowest level at which the temperature lapse rate decreases to 2 K km$^{-1}$ or less (Stohl et al., 2003a). Alternate definitions of the tropopause characterize it as a zone marked by sharp transitions in ozone, water vapor concentration, or potential vorticity. Though the various definitions are broadly consistent, Stohl et al. (2003a) note the ozone tropopause is typically lower than the thermal tropopause. The representative mean height of the tropopause varies cyclically through the year, with a spring minimum and a fall maximum. The tropopause height also varies with latitude, with the annual average decreasing from about 15-18 km in the tropics to 6-8 km near the poles. The change in tropopause height with latitude is not linear or constant, but has sharp discontinuities; most notably, it jumps across the jet stream. Moreover, the tropopause height can fluctuate significantly around its mean trend over relatively short periods, because of meteorological processes that cause air exchange between the lower stratosphere and the upper troposphere (NRC, 2002).

Stratosphere to troposphere exchange (STE) events that perturb the tropopause from its average position are associated with mesoscale-level fluctuations and are most common (within the northern hemisphere) in the mid latitudes (30-60 °N). They are highly episodic, and classified into two types. Shallow STE, during which stratospheric air resides in the troposphere for < 6 h before returning to the stratosphere, account for more than 90% of cross-tropopause fluxes. Their occurrence has a weak amplitude seasonal cycle with a maximum in the spring, and relatively little zonal (i.e. longitudinal) variability. Deep exchanges, typically occurring via tropopause folds – defined as thin bands of stratospheric air intruding into the troposphere – account for only 1-2% of total fluxes. Their frequency has a strong seasonal cycle with a winter maximum and summer minimum. Tropopause folds usually occur in association with the development of a low pressure system and a cold front at the ground (Appenzeller and Davies, 1992); they are associated with cyclogenesis (Sprenger et al., 2003). Surface-based deep convection is linked to both extreme weather and to tropopause folds, so the latter may be used to improve weather forecasts (or equivalently, weather markers may serve as indicators of folding events). The intrusions follow distinct zonal patterns and are associated with the end of the Pacific storm track and the beginning of the Atlantic storm track, occurring with greatest frequency over the US west coast and the western North Atlantic. (Stohl et al., 2003b; Holton et al., 1995; El Amraoui et al., 2010; Morgenstern and Marenco, 2000).

5.3. Methods

5.3.1. The MOZAIC project

MOZAIC, an acronym for the measurement of ozone and water vapor by Airbus in-service aircraft, is a collaborative European field campaign initiated in 1993. The project involves the automatic, regular measurement of various airborne species by five passenger aircraft (Airbus Model A340) during routine commercial flight. Flights are monitored at the approximate frequency of 2,000 segments per year. The aircraft fly at cruising altitudes, spaced 0.3 km apart, that range from approximately 9.8 km to 12.5 km. The data are made accessible through international computer networks.
In Phase I of the campaign, ozone and water vapor were measured. Monitoring of carbon monoxide and oxides of nitrogen was added as part of a second phase. Additional monitored variables include position, temperature, pressure, and wind velocity. All measurements are made by sensors installed on the aircraft shell, just below the cockpit. Data are collected during flight at irregular intervals, at the approximate frequency of 0.25 Hz. Ozone was measured via dual beam ultraviolet absorption (detection limit 2 ppb; precision ± [2 ppb+2%]) (Law et al., 1998).

5.3.2. Data acquisition

Our team obtained access to the MOZAIC dataset in August 2007. We focused on flights involving a US city because (a) these comprised a large fraction of the global dataset (about 40%), and because (b) the present analysis aims to build on insights gained from the US field monitoring campaign described in Chapter 4. As shown in Table 5.1, amongst the ~10,000 flights involving US cities sampled between 1995 and 2005, the most frequented US cities were New York, Atlanta, and Chicago. The European cities most often flown to were Frankfurt, Brussels, and Munich.

### Table 5.1. Number of flight segments in the MOZAIC database during 1995-2005, by year, and by US city involved (for the 8 US cities most frequently flown to).a

<table>
<thead>
<tr>
<th>Year</th>
<th>Total global</th>
<th>Total US</th>
<th>NY</th>
<th>ATL</th>
<th>CHI</th>
<th>DAL</th>
<th>HOU</th>
<th>SF</th>
<th>CIN</th>
<th>LA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1995</td>
<td>1933</td>
<td>1083</td>
<td>493</td>
<td>58</td>
<td>28</td>
<td>101</td>
<td>81</td>
<td>94</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>1996</td>
<td>2323</td>
<td>854</td>
<td>465</td>
<td>46</td>
<td>6</td>
<td>172</td>
<td>84</td>
<td>50</td>
<td>0</td>
<td>14</td>
</tr>
<tr>
<td>1997</td>
<td>2721</td>
<td>1008</td>
<td>391</td>
<td>62</td>
<td>124</td>
<td>208</td>
<td>100</td>
<td>18</td>
<td>95</td>
<td>0</td>
</tr>
<tr>
<td>1998</td>
<td>2704</td>
<td>1057</td>
<td>353</td>
<td>102</td>
<td>62</td>
<td>202</td>
<td>163</td>
<td>16</td>
<td>155</td>
<td>0</td>
</tr>
<tr>
<td>1999</td>
<td>2651</td>
<td>1070</td>
<td>313</td>
<td>282</td>
<td>45</td>
<td>126</td>
<td>139</td>
<td>16</td>
<td>43</td>
<td>0</td>
</tr>
<tr>
<td>2000</td>
<td>2835</td>
<td>1170</td>
<td>237</td>
<td>286</td>
<td>187</td>
<td>78</td>
<td>124</td>
<td>12</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>2001</td>
<td>1880</td>
<td>828</td>
<td>313</td>
<td>50</td>
<td>254</td>
<td>48</td>
<td>40</td>
<td>8</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>2002</td>
<td>1636</td>
<td>611</td>
<td>255</td>
<td>0</td>
<td>194</td>
<td>32</td>
<td>20</td>
<td>18</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2003</td>
<td>2552</td>
<td>838</td>
<td>208</td>
<td>112</td>
<td>260</td>
<td>60</td>
<td>42</td>
<td>16</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>2004</td>
<td>2544</td>
<td>1016</td>
<td>160</td>
<td>388</td>
<td>62</td>
<td>66</td>
<td>28</td>
<td>22</td>
<td>2</td>
<td>104</td>
</tr>
<tr>
<td>2005</td>
<td>1979</td>
<td>418</td>
<td>28</td>
<td>24</td>
<td>26</td>
<td>6</td>
<td>0</td>
<td>30</td>
<td>0</td>
<td>162</td>
</tr>
<tr>
<td>Total</td>
<td>25758</td>
<td>9953</td>
<td>3216</td>
<td>1410</td>
<td>1248</td>
<td>1099</td>
<td>821</td>
<td>300</td>
<td>311</td>
<td>300</td>
</tr>
</tbody>
</table>

aNY = New York, ATL = Atlanta, CHI = Chicago, DAL = Dallas, HOU = Houston, SF = San Francisco, CIN = Cincinnati, LA = Los Angeles.

The present analysis considers all flights between Munich and New York (NY), Chicago, and Los Angeles (LA), during the six-year period between 2000 and 2005. The period from 2000 to 2005 was selected as being reasonably representative of current conditions. New York, Chicago and LA were selected as they are major destinations, being the three most populous cities in the US. They represent an interesting blend of flight routes, as their locations encompass the eastern, central, and western US. Finally, they had approximately even sample sizes (NY = 361; LA = 274; Chicago = 432), and were monitored during all months of the year.
Flight segments with >10% data missing were excluded from the analysis. This reduced our sample sizes to: NY = 318; LA = 175; Chicago = 372.

5.3.3. Data analysis

Data were processed by computing the following summary statistics per flight segment: peak ozone, 1-hour peak ozone, and flight-average ozone; peak and flight-average altitude and latitude; mean altitude and latitude that coincide with the 1-h ozone peak; flight duration and the time-to-peak-ozone. Data from the 865 valid flight segments were stratified into six groups based on the route (Munich to LA, Chicago, or NY, and eastbound or westbound). Data were weighted to adjust for uneven sampling across the year, as described in Chapter 4, and weighted distributions of peak one-hour and flight-average ozone levels were determined for each group. Intergroup means were compared. The influence of time of year (i.e., season) and route on one-hour peak and flight-average ozone levels was analyzed by means of a general linear regression model. The effects of altitude and latitude were investigated indirectly, with the flight route serving as a proxy for their influence, and directly by assessing within-flight ozone trends. Statistical significance was determined on the basis of the conventional 5% Type I error rate.

5.4. Results and discussion

5.4.1. Comparing means

Figure 5.1 presents cumulative distributions of peak 1-hour and flight average ozone levels obtained from the 865 flight segments, stratified by route. The data conform reasonably to lognormal distributions, and weighted geometric means (GM) and geometric standard deviations (GSD) are presented for each distribution. Central tendencies of peak one-hour and flight-average ozone levels are in the ranges 355-415 ppb and 148-209 ppb, respectively. Across all 865 flights, ozone levels span an order of magnitude, with the 1-h peak and flight-average ozone ranging from approximately 90 to 900 ppb, and 50 to 500 ppb, respectively. Ozone levels are higher on westbound compared to eastbound routes. Of the three arrival city/departure city pairs, levels were highest for Munich/Chicago, and lowest for Munich/Los Angeles. The variations in ozone levels within each route are substantially greater than the variation across routes.
Figure 5.1. Weighted cumulative distributions of peak 1 h (upper trace) and sample-average (lower trace) ozone mixing ratios sampled outside passenger cabins of aircraft on six transatlantic routes. All flights either originated from or terminated in Munich. The weighted geometric mean and standard deviation and lognormal fits using these parameters are presented for each distribution. Data apply for the years 2000-2005.
5.4.2. Temporal effects

Figure 5.2a presents the peak 1-h ozone from the 865 flight segments, plotted against time-of-year. On all six routes, ozone varies through the year in a cyclical manner, and the timing and amplitude of the cycle is strikingly similar across routes. The degree of scatter about the mean trend also varies through the year. As summarized in Table 5.3, the value of an indicator of this scatter, the relative standard deviation of per-flight peak 1-h ozone levels, is about half as large in May-July than in Dec-Feb.

The size and statistical significance of the seasonal effect, and of the effect of the route direction (eastbound or westbound) and US arrival or departure city (LA, NY, or Chicago) on the annual mean, were determined by modeling the annual trend using the regression model shown in Equation (5.1):

\[ Y = \beta_0 + \beta_1 \sin(2\pi x_1 + \phi) + \beta_2[WB] + \beta_3[LA] + \beta_4[NY] \]  

(5.1)

Here the response variable \( Y \) is the peak one-hour ozone and \( \beta_0 \) is the annual mean. The continuous variable \( x_i \) is the date, converted to a real number between 0.003 (January 1) and 1.0 (December 31). The magnitude of the seasonal effect is indicated by the relative size of \( 2\beta_1 \) in relation to \( \beta_0 \). The times at which the maximum and minimum are attained are reflected in the value of \( \phi \). The effect of the route on the annual mean is encompassed in the last three terms. For westbound routes, \( WB = 1 \); for eastbound routes, \( WB = 0 \). Similarly, \( LA = 1 \) for flights to or from Los Angeles, and \( NY = 1 \) for flights to or from New York.

Least-squares best-fit values of model parameters are summarized in Table 5.2. The sinusoidal curves described by the model are shown in Figure 5.2b. The coefficient of determination for the model fit is \( r^2 = 0.98 \). Results in Table 5.2 and Figure 5.2b show that the seasonal effect is large and statistically significant. The peak 1-h ozone in the flight corridor is expected to be highest in April and lowest in October-November, with a difference of 360 ppb between the two times of year. Table 5.2 also summarizes parameter values obtained by fitting equation (5.1) to flight-average ozone levels \( (r^2 = 0.98) \). The seasonal cycle is consistent across the two metrics – peak 1-hour and flight-average ozone – in terms of the timing of the annual high and annual low (\( \phi = 6.0 \) to 6.1 radians). The predicted annual mean, and the amplitude of the seasonal cycle, is half as large for flight-average ozone levels compared to peak 1-h ozone levels.

The size and direction of differences in ozone levels between the six flight routes are discussed later in this section, in the context of observations about spatial (latitude, longitude, altitude) trends in flight-corridor ozone levels.

The finding of higher ozone in April and lower ozone in October-November was expected, based on previous research on in-cabin and flight-corridor ozone. Brabets et al. (1967) measured in-cabin ozone inside 285 aircraft on routes across the US, Canada, and the North Atlantic. The percent of flight time during which ozone levels were elevated above 100 ppb was greatest in March-April, and zero between August and November. Spengler et al. (2004) report in-cabin ozone levels to be greater during the winter and spring than in the summer and fall, in a survey of 106 flight segments on domestic US, Pacific, and southeast Asian routes. In our field study of in-cabin ozone, reported in Chapter 4, a sinusoidal curve fitted to data from the 46 domestic flights without ozone converters predicted maximum levels in Feb-March and minimum levels in Aug-Sept (\( \phi = 0.65 \) radians). Finally, data reported by NRC (2002) on ozone
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levels at flight altitudes for selected months and latitudes are also consistent with the observed trend in terms of the timing of the annual cycle, and the magnitude of differences between ozone levels in the spring and the fall.

Figure 5.2. Peak atmospheric 1-h ozone encountered by aircraft on westbound (WB) and eastbound (EB) flights between Munich and each of three US cities, plotted against time-of-year. Data are presented in Fig. 5.2a (upper panel). Least-squares best-fit sinusoidal curves (Equation (5.1)) are fit to data corresponding to each route, and presented in Fig. 5.2b (lower panel). Note that the two plots have different y-axis scales.
Table 5.2. Summary of least-squares best-fit parameters for the model in Equation (5.1).

<table>
<thead>
<tr>
<th>Effect</th>
<th>Parameter</th>
<th>Peak 1-h ozone</th>
<th>Time-weighted average ozone</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Size</td>
<td>p-value</td>
</tr>
<tr>
<td>Annual mean</td>
<td>$\beta_0$</td>
<td>416 ppb</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Season (amplitude)</td>
<td>$\beta_1$</td>
<td>182 ppb</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Season (phase shift)</td>
<td>$\phi$</td>
<td>6.0 radians</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Westbound – Eastbound</td>
<td>$\beta_2$</td>
<td>29 ppb</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>LA – Chicago</td>
<td>$\beta_3$</td>
<td>-38 ppb</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>NY – Chicago</td>
<td>$\beta_4$</td>
<td>-21 ppb</td>
<td>0.04</td>
</tr>
</tbody>
</table>

A plot of model residuals (measured ozone minus modeled ozone) versus time-of-year (Figure 5.3) indicates that in addition to the mean seasonal trend – which is captured well by sinusoidal curves – there is an association between season and positive outliers to the model. This correlation between positive outliers and time-of-year is further highlighted in Table 5.3, which summarizes the fraction of flights per month with peak 1-h or flight-average ozone model residuals greater than 100, 200, and 300 ppb. Figure 5.3 and Table 5.3 demonstrate that very high ozone levels (defined as measured levels that exceed model predicted values by >100 ppb), occur with the greatest frequency in February.

![Figure 5.3](image.png)

**Figure 5.3.** Model residuals (measured ozone minus modeled ozone) versus time-of-year for peak 1-h and flight-average ozone ($N = 865$). The dotted line at 100 ppb is intended to guide the eye, and shows that positive outliers to the model (where measured minus modeled ozone exceeds +100 ppb) occur most frequently around February and March.
Table 5.3. The percentage of flights per month with peak 1-h or flight-average ozone model residuals greater than 100, 200, and 300 ppb (blank cells imply a value of 0%).

<table>
<thead>
<tr>
<th></th>
<th>RSD 4</th>
<th>Peak 1-h model residuals (%)</th>
<th>Flight-average model residuals (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100-200 ppb</td>
<td>200-300 ppb</td>
<td>&gt;300 ppb</td>
</tr>
<tr>
<td>January</td>
<td>0.28</td>
<td>18</td>
<td>2</td>
</tr>
<tr>
<td>February</td>
<td>0.28</td>
<td>17</td>
<td>6</td>
</tr>
<tr>
<td>March</td>
<td>0.23</td>
<td>16</td>
<td>3</td>
</tr>
<tr>
<td>April</td>
<td>0.15</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>May</td>
<td>0.14</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>June</td>
<td>0.12</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>July</td>
<td>0.13</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>August</td>
<td>0.19</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>September</td>
<td>0.23</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>October</td>
<td>0.19</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>November</td>
<td>0.19</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>December</td>
<td>0.27</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Annual</td>
<td>0.38</td>
<td>7</td>
<td>1</td>
</tr>
</tbody>
</table>

4 The relative standard deviation of 1-h peak ozone levels measured on each flight segment during the month indicated.

A twofold effect of season on ozone levels encountered by aircraft is therefore observed. (1) Levels vary in a cyclical manner throughout the year, as would be expected by the reduction in the mean tropopause height in the hemisphere experiencing winter and spring, compared to the summer and the fall. Consequently winter and spring seasons produce a higher chance that flights at normal cruising altitudes will cross into the lower stratosphere and encounter elevated ozone. The mean trend predicts that levels are highest in April and that the scale of the high-low season difference is ~400 ppb for peak 1-h ozone, and ~200 ppb for flight-average ozone. (2) Overlaid on the seasonal cycle is a tendency for the flight to encounter, sporadically, unexpectedly high ozone levels in periods approximately between January and April. In February, the month with the highest frequency of very high ozone, 20-30% of flights encounter peak 1-h and flight-average levels that exceed the model-predicted level by more than 100 ppb. The time of year when very high ozone levels are most frequent coincides with the season when deep stratosphere to troposphere exchanges (STE) have been observed to occur at a maximum frequency, which suggests that these exchanges may account for the observed outliers.

This hypothesis linking very high ozone to STE is supported by observations from the in-cabin monitoring study as discussed in Chapter 4. The highest ozone level recorded during that study was also measured in February and also constituted a strong outlier to the mean seasonal trend in cabin-ozone levels. In that instance, the peak 1-h ozone exceeded the level predicted on the basis of season by ~200 ppb, and the flight it was measured on coincided with a major storm. We hypothesized that the storm was linked to a tropopause folding event and that the associated enhanced vertical mixing was the cause of the unusually high ozone. This hypothesis is further supported by the spatial pattern of very high ozone observations, as discussed below.
5.4.3 Spatial effects

In Figure 5.4a, locations where peak ozone levels were encountered are plotted for the 51 flights in Jan-Mar where peak 1-h ozone residuals exceeded 100 ppb. In Figure 5.4b, all ozone measurements made on these 51 flights are mapped on a latitude/longitude grid. The spatial distribution of the points on Figures 5.4a and 5.4b broadly support the hypothesis linking very-high ozone and deep STE, as northern hemisphere deep STE are known to occur most frequently over the US west coast and the western North Atlantic, in the 30-60° N latitude band (Stohl et al., 2003b).

Figure 5.4b shows that the 51 flights in Jan-Mar with very high ozone did not encounter consistently higher ozone with an increase in flight latitude, as might be expected based on the mean decrease in the tropopause height from the tropics to the poles. Instead, ozone levels encountered by the aircraft demonstrate a distinctly zonal pattern, with a tendency to be highest in the region described by the meridians 40-80° W, and parallels 40-60° N. If this region is conceived of as a rectangle, its edges are described approximately by the southern tip of Greenland and northwestern corner of Hudson Bay to the north, and Pennsylvania to the south. To assess the degree to which the zonal pattern in Figure 5.4b is specific to flights with peak 1-h ozone model residuals > 100 ppb, an analogous map is presented for all the flights in our sample from the month of June (N = 66; Figure 5.5). June was chosen as a representative period to assess latitude-related ozone trends that are largely independent of the influence of stratosphere-to-troposphere exchanges, because ozone levels in June are fairly well predicted by the seasonal model (i.e., the sets of peak 1-h and flight-average ozone levels measured in June have few positive outliers).

Figure 5.5 supports the observation that within the range of latitudes sampled, there is no monotonic association between latitude and ozone; instead, the spatial distribution of ozone appears to vary by zone. In June, elevated levels are distributed across most regions encompassed by the flight tracks investigated, with a band of relatively low ozone in a region that roughly corresponds to the plains states in the continental US, and that extends as far as northern Manitoba, Canada. A similar zonal pattern of low ozone on flight tracks overlaying the plains states was observed by Brabets et al. (1967). The lack of an association between ozone levels and latitude demonstrated in Figure 5.5 is consistent with the lack of a latitude-related trend in ozone levels observed for non-converter flights within the continental US in the in-cabin field study. In that study, ozone levels on transatlantic and transpacific flights (all of which had ozone converters) were found to be higher than levels on flights with converters on continental US routes. Interpreting those findings in light of the observed trend in Figure 5.5 suggests that the difference could be explained as a regional effect, rather than occurring solely as a consequence of differences in latitude across the two sets of flights.
Figure 5.4a. Locations where peak ozone levels were encountered, for the 51 flights (out of 225) between Munich and Chicago, NY, and LA in Jan-Mar with peak 1-h ozone model residuals exceeding 100 ppb.

Figure 5.4b. Ozone levels measured along flight tracks, for the 51 flights (out of 225) between Munich and Chicago, NY, and LA in Jan-Mar with peak 1-h ozone model residuals exceeding 100 ppb. The highest levels are clustered in the 40-60° N latitude band, and particularly around the western North Atlantic region, which is also the zone where deep stratosphere-to-troposphere exchanges are most frequent. The rectangle tracing the approximate location of the continental United States is intended to guide the eye.
Figure 5.5. Ozone levels measured along flight tracks for the 66 MOZAIC flights between Munich and Chicago, NY, and LA monitored in June. The rectangle tracing the approximate location of the continental United States is intended to guide the eye.

The lack of a consistent, monotonic association between latitude and ozone explains why, as summarized in Table 5.2, we observe higher ozone levels on flight routes to Chicago and NY, compared to flights to Los Angeles. Based on between-flight differences in latitude alone, ozone levels are expected to increase in proportion to the east-west span of a route (within a hemisphere), because longer flights venture further north to trace greater circle routes. However, in fact, by traversing higher latitudes, flights between Munich and LA avoid much of the “high ozone” area centered around the western North Atlantic, and therefore encounter lower ozone on average than flights between Munich and Chicago or Munich and New York.

The influence of altitude on ozone levels encountered by flights is assessed by between-flight and within-flight comparisons, discussed in turn below. First, to assess the contribution of
altitude to differences in peak 1-h and flight-mean ozone levels encountered by the 865 flights in our sample, the linear regression model residuals are plotted against altitude. Figure 5.6a presents peak 1-h ozone model residuals, plotted against the mean altitude corresponding to the 1-h peak on each flight segment. Figure 5.6b presents flight-average ozone model residuals, plotted against each corresponding flight-mean altitude. Figures 5.6a and 5.6b show that the association between model residuals and altitude is, though weak, consistent and positive (linear regression coefficient of determination $r^2 = 0.2$) and suggestive of a link between altitude and flight-corridor ozone that is not accounted for by the model. The slopes of each fit suggest a mean variation on the scale of 70 ppb ozone per km increase in cruising altitude for both peak 1-h and flight-average ozone. An approximate comparison shows that this ~70 ppb value is consistent with data on the annual mean vertical distribution of ozone presented by NRC (2002). In Figure 3-1 of the NRC report (reproduced below as Figure 5.7), ozone levels at 50° N latitude (converted to mixing ratio units by assuming altitude-specific values of $P$ and $T$ for the “US standard atmosphere”) vary from ~100 ppb at 9 km ($P = 30.7$ kPa, $T = 230$ °K) to ~290 ppb at 11.5 km ($P = 20.9$ kPa, $T = 217$ °K), a difference of ~73 ppb per km increase in flight altitude.

**Figure 5.6.** Peak 1-h ozone model residuals versus the mean altitude corresponding to the 1-h peak on each flight segment (a, left panel), and flight-average ozone model residuals versus the corresponding flight mean altitude (b, right panel). The weak (i.e. associated with a low coefficient of determination) but positive linear trend in each figure indicates an association between the flight altitude and ozone that is not accounted for by the model, equation (5.1).
Figure 5.7. Annual mean vertical distribution of ozone \((10^{11} \text{ molecules per cubic centimeter})\) over North America. Figure reproduced from NRC (2002).

Second, to assess the contribution of altitude to differences in ozone levels encountered during each flight, the mean flight altitude is compared with the mean altitude at which the 1-h peak is logged, by route (Figure 5.8). As flights typically gain altitude with time during a flight (until just before descent), the fraction of flight time that elapses before the 1-h ozone peak is achieved is also summarized, by route (Table 5.4), as a second indicator of the influence of altitude on within-flight ozone levels. Table 5.4 and Figure 5.8 show that the 1-h ozone peak for each flight segment is, on average, encountered during the second half of a flight (55 – 68% into the flight) on both eastbound and westbound routes, when the flight altitude (i.e. 1-h average coinciding with the 1-h ozone peak) is 0.7 – 1 km greater than the mean flight altitude.

The trends encapsulated in Figure 5.8 and Table 5.4 suggest the flights in our sample were, on average, more likely to encounter elevated ozone when they gained altitude on their journey between Munich and the US. The effect of altitude relative to effects of the other spatial coordinates (i.e. latitude/longitude) is further resolved by translating the average time-to-peak parameter into an average “distance”, in terms of flight hours, from Munich (Table 5.5). Table 5.5 reveals a distinct eastbound versus westbound difference in the average “location” of the 1-h ozone peak per flight. For flights to Munich, the 1-h ozone peak was encountered 3.2 – 3.6 h flight time from Munich. For flights from Munich, the 1-h ozone peak was encountered significantly further away – 5.0 – 6.9 h from Munich – with the distance from Munich scaling in relation to the duration of the flight.
Figure 5.8. The mean flight-average altitude (10.1 – 10.3 km), and the mean altitude at which peak 1-h ozone levels are logged (10.9 – 11.2 km), for the six flight routes investigated.

Table 5.4. The fraction of flight time elapsed before the 1-h ozone peak is logged, by route.

<table>
<thead>
<tr>
<th>Route</th>
<th>Avg. flight duration (h)</th>
<th>Avg. time-to-peak a</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chicago EB</td>
<td>8.1</td>
<td>0.55 ± 0.22</td>
<td>186</td>
</tr>
<tr>
<td>LA EB</td>
<td>10.8</td>
<td>0.68 ± 0.16</td>
<td>87</td>
</tr>
<tr>
<td>NY EB</td>
<td>8.1</td>
<td>0.56 ± 0.23</td>
<td>159</td>
</tr>
<tr>
<td>Chicago WB</td>
<td>9.3</td>
<td>0.64 ± 0.20</td>
<td>186</td>
</tr>
<tr>
<td>LA WB</td>
<td>11.8</td>
<td>0.59 ± 0.17</td>
<td>88</td>
</tr>
<tr>
<td>NY WB</td>
<td>8.5</td>
<td>0.59 ± 0.22</td>
<td>159</td>
</tr>
</tbody>
</table>

a Expressed as a fraction of the flight duration

Table 5.5. The mean “distance” from Munich when the 1-h ozone peak is logged, by route.

<table>
<thead>
<tr>
<th>Route</th>
<th>“Location” of 1-h ozone peak a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chicago EB</td>
<td>3.6 ± 1.8</td>
</tr>
<tr>
<td>LA EB</td>
<td>3.5 ± 1.7</td>
</tr>
<tr>
<td>NY EB</td>
<td>3.2 ± 1.7</td>
</tr>
<tr>
<td>Chicago WB</td>
<td>6.0 ± 1.9</td>
</tr>
<tr>
<td>LA WB</td>
<td>6.9 ± 2.1</td>
</tr>
<tr>
<td>NY WB</td>
<td>5.0 ± 1.9</td>
</tr>
</tbody>
</table>

a The location is indicated in terms of flight time out of Munich, in hours
The flight times/distances in Table 5.5 are evidence of the combined influence of two spatial trends in ozone levels encountered by aircraft. (1) Flights encounter peak levels of ozone in the latitude/longitude zone that corresponds to the 3 – 7 h “distance” from Munich. As the flight speed is approximately 850 km h⁻¹, this corresponds to about 2500 km to 6000 km away from Munich along flight tracks (for sample flight tracks, see Figure 5.9). This spatial zone is centered around the western North Atlantic, further supporting the hypothesis that ozone in the flight corridor varies by zone, rather than monotonically with latitude. (2) Within the latitude/longitude zone of high atmospheric ozone levels, differences in the location of the peak are sensitive to differences in flight altitude. Therefore EB flights, which attain their maximum altitude closer to Munich, have a corresponding tendency to log their highest ozone exposures closer to Munich. The reverse is true for WB flights. This difference may explain the trend for ozone levels to be higher, overall, on WB flights than on EB flights. For WB flights, the high flight altitude coincides with the latitude/longitude zone observed to have the highest atmospheric ozone levels, so the two effects reinforce one another. For EB flights, the high altitudes along flight tracks occur closer to Europe where atmospheric ozone levels at flight altitudes are not quite as high.

To illustrate the combined effects of latitude, longitude and altitude on ozone levels encountered by aircraft, Figures 5.10a and 5.10b present the ozone data from all flights in June, and from the 51 flights in Jan-Mar with very high ozone, resolved into four altitude bins: <9.6 km, 9.6 – 10.6 km, 10.6 – 11.5 km, and > 11.5 km. The association between altitude and ozone is much stronger for the Jan-March high ozone flights mapped in Figure 5.10b, compared to the flights in June mapped in Figure 5.10a. For both sets of flights, the highest bracket of ozone levels (roughly, those greater than 600 ppb) are only observed at altitudes greater than 10.6 km. For the flights in June, there is no clear trend of increasing ozone with altitude above 10.6 km. For the very-high ozone flights, however, there is a further association between ozone and altitude in the > 10.6 km bracket, whereby levels greater than ~1000 ppb are present above 11.5 km.
Figure 5.9. Sample flight tracks for the route between Munich and each of three US cities. The tracks shown correspond to flights selected at random from a period also selected at random: June-July 2005. For all routes, westbound tracks trace higher latitudes compared to eastbound tracks, and flights going further West fly at higher latitudes. The numbers indicated near each trace are the average (standard deviation) flight latitudes for all flights on that route.
Figure 5.10a. Ozone levels measured along flight tracks for the 66 MOZAIC flights between Munich and either Chicago, NY, or LA monitored in June. Measurements range from 0-725 ppb, and are grouped into four bins, according to altitude.
Figure 5.10b. Ozone levels measured along flight tracks for the 51 MOZAIC flights between Munich and either Chicago, NY, or LA with very high ozone, monitored in Jan-Mar. Measurements range from 0-1200 ppb, and are grouped into four bins, according to altitude.
5.5. Implications for in-cabin ozone exposures

This investigation reinforces the expectation that flights on transatlantic routes routinely encounter very high ozone levels, with annual means of approximately 200 and 400 ppb for flight-average and 1-h peak ozone, respectively. Without a control device (a catalyst or “converter”) to remove ozone from the ventilation air before it enters the cabin, corresponding in-cabin levels of ozone and ozone reaction byproducts would be unacceptably high – especially between February and June – and could commonly exceed the limits specified in Federal Aviation Regulations (FAR 25.832 and FAR 121.578).

A parameter known as the “retention ratio” (or R-value) is defined as the indoor proportion of outdoor ozone in the absence of a control device. The R-value enables in-cabin ozone levels to be estimated, given the range of flight-corridor ozone levels reported in this study. The R-value depends on cabin surface materials, occupant density, the surface area to volume ratio, and the design and operation of the aircraft ventilation system. Nastrom et al. (1980) report R-values between 0.47 and 0.83, based on a study where cabin and ambient ozone levels were measured simultaneously. More recently, R-values in the range 0.2-0.4 were calculated by Coleman et al. (2008), based on chamber experiments measuring ozone consumption on materials found in aircraft cabins, combined with a common range of cabin air-exchange rates and expected friction velocities. For demonstrating compliance with FAA ozone regulations, aircraft can be assigned a default R-value of 0.7 (NRC, 2002).

Based on $R = 0.7$, in-cabin peak 1-h and flight-average ozone levels on the 865 flights investigated would be expected to range from approximately 60 to 600 ppb, and 35 to 350 ppb, respectively. With this default R-value, flight-average ozone levels would exceed 100 ppb on more than 95% of flights between February and June. The high ozone levels would be accompanied by correspondingly high levels of ozone reaction byproducts. According to chamber-experiments, the total byproduct yield is predicted to range from 0.07 to 0.24 moles of products volatilized per mole of ozone consumed (Coleman et al., 2008). The byproduct yields during experiments in an occupied simulated cabin exceeded the range of values predicted by the chamber experiments, at 0.25 to 0.30 moles of product volatilized per mole of ozone consumed (Weschler et al., 2007). The mix and mixing ratio of oxidized species formed depends in part on occupancy conditions in the cabin. Human skin oils, most prominently squalene, react with ozone to generate characteristic products that desorb to the gas phase or, if they are less volatile, remain on the skin. Owing to reactions occurring on the body envelope, levels of byproducts in the breathing zone are expected to be greater than average levels in the cabin. (Wisthaler and Weschler, 2010; Nazaroff and Weschler, 2010).

As flights on transatlantic routes are routinely equipped with ozone converters (in response to the introduction of the FARs limiting cabin ozone), this illustration serves both to demonstrate the exposures avoided through use of the converters, and to define worst-case scenarios for conditions where a converter is absent or fails to perform adequately. The next illustration considers in-cabin levels of ozone that might be expected on the current fleet of aircraft plying transatlantic routes. When new, converters on these aircraft have an expected ozone destruction efficiency ($\eta$) of 90-98% (NRC, 2002). If the aircraft in our sample are modeled as having a converter with $\eta = 0.95$, and $R = 0.7$, ozone levels in the cabin are effectively controlled, with predicted in-cabin flight-average and 1-h peak ozone levels less than 18 ppb and 33 ppb, respectively, across all 865 flights investigated.
However, the efficiency of the catalysts is degraded with use, and they are subject to replacement or maintenance once the efficiency drops below 60% (Hunt et al., 2010). At $\eta = 60\%$, our results indicate that in-cabin ozone exposures could be substantial. For example, with $\eta = 0.60$ and $R = 0.7$, 97% of flights in February-June (and 55% of all flights) would have a predicted in-cabin peak 1-h ozone level exceeding 100 ppb; 6% of all flights would have in-cabin flight-average ozone levels exceeding 100 ppb. These observations highlight the importance not only of equipping transatlantic flights with converters, but also of ensuring they function well throughout their service life.

5.6. Conclusions

This investigation adds to the state of knowledge regarding ozone encountered by commercial passenger airplanes during flight, on transatlantic routes. Ozone levels were found to vary strongly and consistently with season, with maximum levels observed in April, and minimum levels in October. The spatial and temporal distribution of the highest bracket of ozone levels encountered by aircraft in our sample suggests these may be associated with intermittent tropopause folding, which occurs most frequently in the winter months, in the western North Atlantic region. For the routes investigated, flights at higher latitudes did not encounter systematically higher ozone than flights at lower latitudes. Instead, the relatively moderate differences between ozone levels observed on each of the six routes were linked to the combined influence of zonal (i.e. latitude/longitude) ozone trends, and flight altitude. As airplanes gain altitude with time during a flight, and because flights at higher altitudes are more likely to encounter elevated atmospheric ozone levels, the 1-h ozone peak per flight was observed, on average, during the second half of each flight segment.

Though this investigation included only transatlantic routes, maps of the spatial distribution of ozone along the flight routes studied allow a glimpse into levels of ozone in the flight corridor overlaying a portion of the continental US and thus provide a perspective on ozone levels that might be encountered on domestic routes as well. The results show that even on domestic routes (which are frequently traversed by aircraft without ozone converters), elevated ozone at levels of hundreds of ppb is routinely encountered, especially in a zone near the central west US, and in the northeast quadrant of the country (Figure 5.4b and 5.5). Therefore the present investigation supports the case made in Chapter 4 for the benefit of using ozone converters to reduce ozone exposure in all airplanes capable of transcontinental flight, even those only used on domestic routes.

Flight route planning is one strategy airlines can use to comply with ozone FARs. Data to aid with planning efforts are based on statistical summaries of atmospheric ozone as a function of altitude, latitude, and month (NRC, 2002). The results presented here indicate that planning-based risk management techniques may be effective in predicting ozone trends based on month and altitude. However, in addition to being based on mean trends in the position of the tropopause, planning should take account of the intermittent influence of tropopause folding events, especially when considering ozone that might be encountered in the winter months. Moreover, our results suggest that within the transatlantic flight corridor, latitude is not associated monotonically with ozone, so flight-route planning based on expected latitude trends may not be particularly effective.
5.7. References


Chapter 6: Conclusions

6.1. Summary of findings

The research presented in this dissertation explores inhalation exposures to two dynamic air pollutants in two important settings: ozone in aircraft cabins and ultrafine particles (UFP) in residences. Administrative and technological challenges have limited prior efforts to acquire time-resolved data under normal occupied conditions on these two pollutant-environment pairs; such data are important for understanding human exposures and consequent health risks. Hence, our knowledge of these two exposure circumstances has been based more on measurements of ambient concentrations, concentrations measured in unoccupied or controlled indoor environments, or on historical data than on current data acquired in the presence of humans engaged in habitual activity patterns. This dissertation addresses the knowledge gap by presenting new field data acquired under normal use conditions from occupied microenvironments. Observed pollutant trends are modeled for the purposes of assessing and apportioning exposure and to assess the importance for indoor concentrations and exposures of variables such as outdoor levels, ventilation characteristics, indoor sources, pollutant dynamics, human factors and control strategies. Study findings can be applied to assess and more effectively control health risks associated with each exposure scenario and to suggest conditions under which interventions are likely to have the greatest public health impact.

Residences were studied because people spend a large proportion of time in their own homes. As a consequence, exposures that occur indoors at home have the potential to contribute significantly to total daily exposures and hence to adverse health outcomes resulting from air pollutant exposure. Moreover, several sources and sinks of ultrafine particles occur uniquely in residences. And owing to their use in an enclosed space in close proximity to humans, residential sources can lead to high cumulative and peak exposures. Results from the field investigation of ultrafine particles in California residences presented in Chapter 2 reinforce and substantiate the expectation that residential exposure to ultrafine particles cannot be characterized by ambient measurements alone. Reasons include (1) the importance of indoor sources and (2) variations in the indoor proportion of outdoor particles across sites and as a function of several variables that change with time during the day and year. Owing to the association between occupancy and UFP levels indoors, residential exposures also cannot be characterized by average indoor concentrations alone. Levels measured in homes were, on average, $1.7 \times$ greater during occupied relative to unoccupied hours because occupants, when present and awake, engage in activities that emit particles.

In Chapter 2, the “indirect” method was used to quantify occupant exposures and a model based on the principle of material balance was developed and applied to apportion exposures among source categories. The geometric mean time-average residential UFP exposure concentration for 21 study subjects in seven monitored homes was assessed as 14,500 particles per cm$^3$ (GSD = 1.8). The average exposure duration (i.e. time spent at home) was $17 \pm 1.7$ h/d (mean ± standard deviation). Episodic indoor source activities, most notably cooking, caused the highest peak exposures and most of the variation in exposure among homes. The average contribution to residential exposures from indoor episodic sources was 150% of the contribution...
from particles of outdoor origin. A previously uncharacterized continuous indoor source – unvented natural-gas pilot lights – contributed 10-19% to exposure for the two households where present.

Activities and appliances observed to be sources of ultrafine particles indoors included “continuously emitting” combustion devices such as gas stoves or candles; heated surfaces that could be characterized as “sudden-burst emitters” such as an electric-stove or a vented furnace; and cleaning with terpene-based products in the presence of sufficient quantities of ozone to generate particles by secondary formation. Mean source strengths per episode ranged from 2-3 × 10^{12} particles for low-emitting sources (e.g., a steam iron, clothes dryer, and wall-furnace) to 26-41 × 10^{12} particles for high-emitting sources (e.g., a candle, central air furnaces, and gas stoves). The first-order particle loss-rate coefficient, representing removal by all processes, had a geometric mean of 1.6 h^{-1} (GSD = 1.5) and did not vary systematically across source types.

The intrusion of outdoor particles and emissions from indoor continuous sources determined the baseline particle level indoors. The indoor proportion of outdoor particles (IPOP or infiltration factor) ranged, on average, from 0.1 to 0.5 across sites (mean = 0.4). As such, values of the IPOP were found to be lower for ultrafine particles than values previously reported for fine particle mass, as would be expected for this more dynamic species. Making houses more airtight can provide better protection from outdoor particles but also leads to higher exposures to particles generated indoors. When present, active filtration or air treatment was seen to be an effective means of reducing the persistence of particles from outdoors and indoors alike.

In Chapter 3 semi-empirical intake fractions quantifying source-to-receptor relationships were assessed for episodic indoor source events and continuous sources observed during the field study described in Chapter 2. Estimates of the aggregate (i.e., summed over all occupants) intake fraction spanned an approximately 20-fold range, from 0.7 × 10^{-3} to 16 × 10^{-3}. The geometric mean aggregate $iF$ for the 50 episodic source events analyzed was 3.8 × 10^{-3}. As the mean number of residents per site was three, individual intake fractions were approximately three times smaller than aggregate $iF$. The reported range in values is consistent with limited prior research showing that intake fractions for indoor releases are approximately one in a thousand. Exposures during “awake” hours dominated the intake associated with episodic sources because episodic indoor sources are tied to human activities.

A comparison of episodic intake fractions across events, sites, and demographic groups showed that the house site had a significant influence on $iF$, with higher $iF$ associated with sites with a smaller volume per resident. Human factors, such as occupancy and sleep patterns, and the variability in the breathing rates linked to age and gender, caused substantial variations between individual $iF$ assessed for each episodic source event. The $iF$ for children, for episodic source events, was 16% lower on average than the corresponding $iF$ for adults owing to a greater number of hours spent asleep. Aggregate intake fraction estimates were ~30% less than they would have been if activity patterns and demographic differences were ignored and all occupants were treated as being present and awake throughout indoor emission episodes. In Chapter 2, we observed the type of source had a significant effect on emissions of and exposures to ultrafine particles. However, source-type was not demonstrated to have an independent effect on $iF$ under the conditions sampled.

In Chapters 4 and 5 the focus of this dissertation shifted from buildings to transportation vehicles, and from ultrafine particles to ozone. The transportation environment studied, passenger cabins of commercial aircraft during flight, has several exposure-relevant features that are distinct from residences. The air-cabin microenvironment is, compared to houses, more
densely occupied. Occupants spend much less time in this environment than they do in their own homes, but when present they do not have the options of leaving or of significantly modifying their local environment if conditions become unfavorable. Air-traffic routes take airplanes into the upper troposphere and lower stratosphere, while houses are located in the atmospheric boundary layer, and are as such exposed to different airborne constituents and temperature/relative humidity conditions. Finally, houses typically have a lower air exchange rate compared to airplane cabins, although the volume flow rate of ventilation air per occupant is generally higher in residences than in aircraft cabins.

In Chapter 4, results are presented from a field campaign that represents the largest published survey since 1980 of time-resolved ozone levels in aircraft cabins during flight. A few monitoring surveys on a similar or larger scale were conducted in the 1960s and 1970s, but data from those studies are not representative of conditions currently experienced by passengers in economy cabins, both because of the significant changes to aircraft design and operation since 1980, and because in the early surveys monitoring was not conducted in the main cabin, in close proximity to passengers.

The novel field data presented and interpreted in Chapter 4 show ozone levels vary with season, as was expected owing to the mean seasonal changes in the tropopause height. In-cabin levels also varied strongly with the presence or absence of an ozone “converter” or control device. Levels on aircraft without converters, all of which were on domestic routes, were moderate on average with a geometric mean peak 1-h ozone of 33 ppb (GSD = 2.3). Converters were effective at reducing in-cabin ozone, so that the peak 1-h ozone level on domestic flights with converters did not exceed 10 ppb. For aircraft with converters, levels were elevated on flights following long-haul, transoceanic routes relative to those restricted to domestic routes.

Aircraft type may have contributed to differences within our transoceanic sample; newer aircraft models appear to have more efficient converters. Individual in-cabin ozone exposures, expressed in units of concentration × time, were in the range 100-600 ppb-h for 40-50% of transoceanic flights (with converters) and domestic flights without converters. On a few domestic non-converter flights ozone levels were very high and the 1-h peak and sample mean exceeded 100 ppb. These high-ozone flights coincided with major storms, which appeared to be indicators of tropopause folding events that were the likely drivers of the high ozone.

As in-cabin ozone data are scarce and as ozone in the cabin originates in the air outside, the investigation in Chapter 4 was augmented by a study of atmospheric ozone levels collected as part of the MOZAIC monitoring campaign. Results from analysis of MOZAIC data are presented in Chapter 5 and substantiate the finding from Chapter 4 that ozone levels encountered by aircraft vary with season. As with the in-cabin data, the effect of season was observed to have two important components, consisting of (1) a mean annual trend that is plausibly explained by mean seasonal changes in the tropopause height and predicts maximum levels in the spring, and (2) a tendency for the highest bracket of ozone levels that are outliers to the mean trend to cluster in the winter. The spatial and temporal distribution of the high ozone levels suggests, as did the highest levels measured inside the cabin, that they are associated with intermittent tropopause folding that occurs most frequently in the winter months in the western North Atlantic region and around the central west US.

In addition to providing insight into temporal trends in ozone levels encountered by commercial passenger aircraft, Chapter 5 builds on the findings in Chapter 4 by elucidating spatial trends. Contrary to expectations, within the 40° – 80° north latitude band spanned by the US and transatlantic flight corridors, there was no consistent or monotonic association between
ozone and latitude. Hence the analysis of MOZAIC data suggests that the higher ozone on long-haul versus domestic US routes observed during the in-cabin monitoring study is better explained by regional location trends, rather than by the higher latitudes traversed by the transatlantic flights alone. While the in-cabin data were not conducive to resolving the effect of flight altitude on ozone exposures, the MOZAIC analysis showed a mean – though highly variable – increase of approximately 70 ppb in the atmospheric ozone level per km gain in flight altitude.

An analysis of the portion of the MOZAIC data that intersects with domestic US airspace substantiated the finding, suggested in Chapter 4, that elevated ozone levels (> 100 ppb) are routinely encountered by aircraft even on domestic routes. Atmospheric ozone levels over 100 ppb were common at flight altitudes in the winter and spring months, especially in a zone around the western United States and in the northeast quadrant of the country. As anticipated, in-cabin ozone levels on domestic flights without converters were, overall, substantially lower than atmospheric ozone levels measured by MOZAIC flights. However, the difference between atmospheric and in-cabin levels may not represent a public health benefit, as emerging research indicates that the reduction in ozone in the cabin environment occurs at the cost of forming potentially harmful volatile and semivolatile gaseous- and condensed-phase oxidation products. These findings reinforce the benefit of using ozone converters even on domestic routes to protect passengers from exposure to in-cabin levels of ozone and ozone oxidation byproducts that would be associated with the presence of ozone in the incoming ventilation air.

6.2. Opportunities for future research

Indoor (or, equivalently, in-cabin) sources were, from the perspective of the primary pollutants evaluated in this dissertation, present and important for ultrafine particle exposures in homes and absent for ozone in aircraft. However, ozone in airplane cabins is associated with a class of pollutants generated in the interior space that is of concern: ozone oxidation byproducts. Section 6.2.1 proposes research to look more closely at indoor episodic sources of ultrafine particles in residences and at the in-cabin formation of ozone oxidation byproducts in airplanes.

While episodic sources of ultrafine particles discussed in this dissertation have been previously investigated to some degree, the characterization of emissions and exposures associated with a continuous indoor source – natural gas pilot lights – was a novel contribution. As this source has not been well studied, §6.2.2 suggests research aimed at investigating it further.

The studies presented in this dissertation used microenvironmental monitoring and data on occupancy patterns to model exposures. As such, reported exposures do not account comprehensively for the effects of spatial variability in concentrations within the interior environments studied. As a next step, it would be valuable to combine personal and microenvironmental monitoring in a single study, discussed in §6.2.3, to accomplish the following goals with respect to the study on ultrafine particles in homes: (a) validate the use of the indirect exposure assessment method, (b) evaluate the full impact of pollutant and human dynamics on exposure, and (c) obtain improved intake fraction estimates by assessing exposure and emissions independently.

Finally in §6.2.4 an avenue of research is suggested that explores ways to incorporate advances in knowledge in disciplines outside of air quality and exposure science to improve our understanding of present and expected future trends for in-cabin ozone.
6.2.1. Indoor sources

6.2.1.1. Residential exposure to ultrafine particles from cooking

Cooking was the most important indoor source of ultrafine particles in the monitored homes described in Chapter 2, in terms of cumulative contributions to exposure. The frequency of cooking and the primary cooking fuel (gas versus electric) were the main drivers of exposure variability across sites and between residents within a site. It would be useful to assess the degree to which the reported findings – concerning the magnitude of exposures associated with cooking and the importance of cooking compared to other indoor sources – can be generalized to geographical regions and population groups beyond the ones directly studied.

This question might profitably be approached in two stages. First a review of the literature, in light of variables observed to be important for residential exposure to particles from cooking (compared to other sources), could aid in classifying populations as being more or less vulnerable to exposures from cooking emissions. The described classification could also provide a basis for an initial assessment of the anticipated inter-population variability. Variables that might be targeted include:

- The type of fuel (electric or gas) used for cooking, as natural gas appliances were associated with higher emissions and exposures than electric appliances.
- The presence of a particle filter or treatment device associated with the air handling system, as this would reduce the residential component of total daily exposures.
- The number of occupants, as a greater number of residents could necessitate longer and more frequent cooking.
- The house volume, as a smaller volume implies less dilution of emitted particles.
- Outdoor levels of UFP and the IPOP, as higher exposures to particles of outdoor origin could diminish the relative importance of particles emitted during cooking.
- Demographic attributes (e.g. age and gender). We did not observe a difference in exposures between men and women. However, such a difference might be observed in populations that have a gender-bias in terms of the amount of time spent engaged in cooking. For children, the longer duration of time spent asleep compared to adults could serve a protective function by removing them from the zone of active cooking emissions.

Second, on the basis of the review, two populations hypothesized to have high and low fractions of residential UFP exposures attributable to cooking activities could be selected for a comparative monitoring study. The exercise could aid with control efforts by helping to identify conditions under which cooking emissions matter for exposure and variables that mediate their influence. A comparative study of the type described would also have the benefit of helping to identify subpopulations most vulnerable to exposure to ultrafine particles from cooking. Identifying these populations could, in turn, inform a health risk assessment or intervention study targeting indoor sources.

To properly evaluate the importance of cooking emissions for ultrafine particle exposures it is also necessary to evaluate whether ultrafine particle emissions from cooking, apart from contributing to exposure, pose a human health risk. To address this issue three questions might be usefully considered. First, from an epidemiological perspective, can UFP generated by cooking and other indoor sources be lumped with UFP from outdoor sources? If so, does the...
residential component contribute meaningfully to total daily exposures to ultrafine particles? Second: while at home, people are exposed to “spiky” levels of freshly emitted particles from indoor sources, and to lower and more steady levels of an “aged” population of particles originating outdoors. Looking only at residential exposures, how do the health effects of particles from the two source categories compare? Third, a bottom-up approach could look at the size distribution and composition of UFP generated from cooking and use these parameters as indicators of their toxicity. The question of whether ultrafine particles generated by cooking matter for health could also be directly investigated through a controlled human study, where an acute health outcome (such as heart rate variability) could be measured in an exposed and an unexposed group.

6.2.1.2. In-cabin exposure to ozone byproducts

In the studies presented in Chapters 4 and 5, in-cabin and atmospheric ozone were investigated independently of each other. To our knowledge only one prior study (Perkins et al., 1979; Nastrom et al., 1980) has monitored the two parameters simultaneously on a large sample of flights, thus offering insight into the empirical relationship, under in-flight conditions, between atmospheric and in-cabin ozone levels. Simultaneous atmospheric and in-cabin monitoring was accomplished by adding an in-cabin monitoring component to the GASP aircraft monitoring campaign. This enabled the assessment of values of the retention ratio for two different aircraft types under five different operating conditions, on more than 300 flight segments.

There is a need to update the findings obtained by Perkins et al. (1979) as conditions in aircraft have changed since the 1970s. Long-haul commercial passenger aircraft are now routinely operated with ozone catalytic converters that were absent before 1980, the outside air ventilation rate has been reduced by approximately a factor of two, and the average occupant density has increased. Moreover recent research has advanced our understanding of a corollary of ozone surface removal, the formation of ozone oxidation byproducts, which is a piece of the story linking atmospheric and in-cabin ozone that was previously unknown.

Preliminary research has investigated the formation of ozone reaction byproducts and resulting health effects via experiments conducted in a chamber and in a simulated aircraft cabin. A field study investigating the formation of byproducts under normal, occupied conditions constitutes an important next step. It is especially crucial that byproduct formation be investigated in the presence of exposed people as human skin surfaces form a substrate for ozone reactions, and thus the presence and density of humans has an effect on their exposures. New research that investigates the formation of byproducts under in-flight conditions was initiated in 2008 (Weisel et al., 2010), and simultaneous ozone and ozone byproduct data have so far been acquired from 40 domestic and international flights. Ozone levels on the flights varied from below 20 ppb to greater than 100 ppb, and the oxidation products nonanal, decanal and 6-methyl-5-hepten-2-one (6-MHO) were routinely detected.

The research by Weisel et al. (2010) provides a strong platform for a large scale study of in-cabin exposure to ozone byproducts that could be modeled in part on the GASP and MOZAIC aircraft campaigns. In the proposed research, one or more commercial, passenger, B-757 aircraft (without ozone converters) would be outfitted with outside and in-cabin ozone monitoring equipment designed to automatically sample time-resolved levels of ozone on routine transcontinental US flights. The resulting large sample of atmospheric and in-cabin ozone levels
would enable the assessment of a robust retention ratio under conditions currently prevalent in aircraft chosen to be reasonably representative of the commercial passenger fleet. Ozone byproducts could then be sampled episodically, on a subset of monitored flights, to provide insight into the yield and mix of byproducts per mole of ozone consumed in the cabin. These parameters could in turn be linked to factors such as the cabin occupant density, and aircraft operating conditions. This study would advance our understanding of the importance of atmospheric ozone trends relative to other variables influencing the exposure of cabin occupants to ozone and ozone byproducts. It would form a strong basis for evaluating whether the current Federal Aviation Regulations limiting in-cabin ozone are adequately health protective.

6.2.2. Ultrafine particle emissions from natural gas appliance pilot lights

Reported in this dissertation are particle number emission rates, first-order decay coefficients and exposures for continuously burning pilot lights associated with a cooking range and oven. The pilot lights were present at two sites. The stoves at these sites were of the same make and model: they were antique Wedgewood stoves that had 4 pilots each (two for the range and two for the oven). Emissions and exposures associated with this source were found to be significant for the occupants of sites where it was present. The precise prevalence of natural gas pilot lights – which would, along with emissions and exposure estimates, serve as an indicator of their importance – could not be assessed. However, a Department of Energy analysis that assumes 18% of gas-range consumers purchase equipment with constantly burning pilots suggests piloted ranges are still in wide use (NARA, 2007).

It would be worthwhile to evaluate a wider set of piloted stoves, ovens and other appliances, to obtain a regionally or nationally representative distribution of ultrafine particle emission rates for this source category. To facilitate future research, the ability of gaseous copollutants such as nitrogen oxides and carbon monoxide to serve as indicators of the presence and particle number emission rate of pilot lights might also be evaluated.

The proposed research – which could be conducted in the field or in a laboratory – combined with a review of the prevalence of the use of pilot lights would facilitate an assessment of the importance of pilot lights compared to other residential sources of ultrafine particles. As a corollary the exposure benefit of phasing out pilot lights could be estimated, which might add momentum to a trend already underway, motivated by the intent to save energy. Results from the proposed investigation could also help researchers studying UFP in homes to gauge the importance of taking emissions from piloted appliances into account, to avoid misattributing indoor baseline exposures to outdoor particles.

6.2.3. Direct versus indirect exposure assessment

A study similar to the investigation in Chapter 2, with the addition of a personal monitoring component, could help to validate the “indirect” method used in this dissertation and to define its limitations for the exposure scenario under study. As the indirect exposure assessment method has distinct benefits compared to the direct method, the proposed study would make a methodological contribution by facilitating its use.

Results on UFP exposures in homes presented in Chapters 2 and 3 provided preliminary evidence of the influence of pollutant and human dynamics on exposure. With the addition of a
personal monitoring component, the impact on exposure of spatial variability in concentrations, ultrafine particle removal processes, and the movement of individuals through the house could be more accurately assessed. A comparison of direct and indirect exposure assessment results could provide insight into conditions under which the indirect method is more or less reliable.

While our intake fraction analysis did not demonstrate a difference in $iF$ associated with source type, such a difference might emerge if personal monitoring were employed to assess exposure and if some sources systematically require closer proximity than others. For instance, “active” cooking that requires a cook to remain close to a range is expected to result in exposures to elevated breathing-zone concentrations (relative to those recorded by the area monitor) and hence greater $iF$ than “passive” cooking such as use of the oven or water boiling.

6.2.4. Lessons from other disciplines

The investigations in Chapters 4 and 5 address the issue of ozone in aircraft cabins from the perspective of exposure scientists with a primary expertise in indoor air quality. It would be valuable to supplement that perspective with advances in knowledge from other disciplines that are concerned with commercial passenger aircraft and with atmospheric ozone. These disciplines include transportation, meteorology, atmospheric chemistry, and climate change.

Lessons from research under way in these areas could help in the interpretation of trends observed in an air-cabin ozone exposure study, and in anticipating future changes. Examples of such research areas include: (a) research on the relationship between stratospheric intrusions, the occurrence of deep convection, and weather systems, (b) predicted changes in the tropopause height as a consequence of global warming, (c) innovations in ozone catalytic converter design, (d) changes in aircraft design and operation, such as a shift from the use of bleed air for ventilation to bleedless systems, and (e) projected increases in flight altitude bands.
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