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Abstract

We will review the epidemiologic concepts for the prevention and control of infectious diseases. Public health and medical professionals are familiar with common interventions to prevent or control infectious diseases. However, the underlying epidemiologic concepts that drive and guide these interventions are less familiar. Although we focus on acute infectious diseases, these concepts are broadly applicable to communicable diseases, including chronic or neoplastic diseases caused by exogenous transmissible agents such as human immunodeficiency virus (HIV), hepatitis B and C viruses (HBV and HCV), human papilloma virus (HPV), and prions.
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1. Introduction

We will review the epidemiologic concepts for the prevention and control of infectious diseases. Public health and medical professionals are familiar with the interventions to prevent or control infectious diseases (Table 1). However, the underlying epidemiologic concepts that drive and guide these interventions are less familiar. Although we focus on acute infectious diseases, these concepts are broadly applicable to communicable diseases, including chronic or neoplastic diseases caused by exogenous transmissible agents such as human immunodeficiency virus (HIV), hepatitis B and C viruses (HBV and HCV), human papilloma virus (HPV), and prions.

A better understanding of the core epidemiologic concepts will (1) help researchers prioritize and conduct studies to identify and optimize prevention and control interventions; (2) help clinicians understand their role and how it directly and indirectly contributes to containment efforts; (3) help field investigators use a systematic and comprehensive approach to hypotheses generation and testing when conducting outbreak investigations; (4) help responders design, implement, and evaluate interventions to control and prevent acute microbial threats as well as endemic infectious diseases; and (5) help planners design, test, and evaluate infectious disease emergency operations response plans.

Our primary focus is on infectious disease transmission mechanisms, transmission dynamics, and transmission containment. The design, implementation, and evaluation of strategies to control infectious diseases can be improved by using a systematic, integrated epidemiologic approach, especially for acute or novel microbial threats that require special public health actions (e.g., severe acute respiratory syndrome [SARS], human pandemic influenza, or bioterrorism). Furthermore, we stress the value and importance of understanding the epidemiologic control points that drive infectious disease transmission dynamics.

1.1. Epidemiologic concepts

Epidemiology is "[t]he study of the distribution and determinants of health related states and events in populations, and the application of this study to control health problems" [1].
By health-related states or events, we mean the occurrence or condition of infection, disease, injury, disability, or death. Epidemiologic studies are designed to answer well-defined investigative questions while minimizing threats to making valid inferences (chance, bias, and confounding). Most medical and public health professionals are familiar with the epidemiologic approach to public health action. Infectious diseases differ in important ways from non-infectious diseases because of the mechanisms by which microbial agents are transmitted and the population dynamics of transmission and disease occurrence. To improve our conceptual understanding, we use a systematic, comprehensive, and integrated approach (Figure 1). Specifically, we cover the following:

1. Transmission mechanisms
   (a) Chain model of infectious diseases
   (b) Natural history of infection and infectiousness
   (c) Convergence model of human-microbe interaction

2. Transmission dynamics
   (a) Reproductive number
   (b) Infection rate among susceptibles
   (c) Generation time

3. Transmission containment
   (a) Control points
   (b) Control strategies
   (c) Control measures

First, we review infectious disease transmission mechanisms. How are infections transmitted and why? Second, we review infectious disease transmission dynamics. At the population level, what mechanisms explain the transmission of microbial agents and the appearance of infectious cases? How do infectious cases interact with susceptible hosts? Third, we review transmission containment. From our study of transmission dynamics, we identify transmission control points for preventing and controlling infectious diseases. We will use these control points to guide the development of appropriate control measures. This process helps us to evaluate the success or failure of our control measures.

2. Transmission mechanisms

2.1. Chain model of infectious diseases

The Chain Model of infectious diseases contains the key components that must be “linked” in order for an infection to occur. (Figure 2). First, there is a susceptible host. Second, there is a microbial agent capable of adhering, entering, infecting, and causing disease in the susceptible host. In its natural settings, the microbial agent multiplies and survives in a reservoir. The source is where the microbial agent is when it is transmitted to the susceptible host. The reservoir can also be a source of infection. The portal of exit is how the agent exits the source. The mode of transmission is the mechanism by which the agent is transmitted from the source to the host (e.g., contact, droplet, airborne, etc.). And the portal of entry is how the agent enters the susceptible host (e.g., respiratory tract, gastrointestinal tract, genitourinary tract, skin). For example, enterohemorrhagic Escherichia coli (EHEC), most commonly E. coli O157:H7, elaborate Shiga toxins that can result in severe human disease, including hemorrhagic colitis and hemolytic uremic syndrome. Cattle are the major reservoir for EHEC; up to 5% can be asymptomatic excretors of the organism. The source of infection for humans can be ingestion of contaminated foods or water, but also can be direct contact with colonized cattle or their environment. The most commonly recognized mode of transmission is human ingestion of contaminated ground beef.

Susceptible host. Human host susceptibility is a relative attribute and depends on the condition of host defenses. Host defenses consist of innate immunity and acquired immunity. Innate immunity consists of nonspecific mechanisms that do not require prior exposure to foreign agents in order to resist or fight invasion of the host by these foreign agents. The first lines of defense are intact skin and mucous membranes, and any breach in these provide a portal of entry. Non-specific inflammation and phagocytosis provide a second line of innate defense. The other type of host defense is acquired immunity, which can be active or passive. Acquired active immunity is comprised of inflammatory cells (macrophages and granulocytes) fight infection by engulfing microbes.
host antibody or cellular immune defense mechanisms that target specific foreign agents based on prior exposure to this or antigenically similar agents. Vaccination is a form of active immunization. Acquired passive immunity is when a host receives preformed antibodies that were made in other hosts. Receipt of immune globulin is a form of passive immunization.

**Microbial agent.** Microbial agents or their toxins can cause human disease. We focus on transmissible agents that are microbes, microbe-like, or their toxins. Microbes are complex, reproducing microorganisms such as viruses, bacteria, parasites, and fungi. Prions are transmissible, self-propagating proteins that can cause disease (usually neurodegenerative diseases called spongiform encephalopathies). With respect to terminology, we refer generically to microbes (or microbial agents), a specific agent (e.g., *Clostridium botulinum*), or a microbial toxin (e.g., botulinum toxin). Although we are focusing on the transmission of microbial agents, diseases can also be caused by transmission of non-microbial agents such as chemical toxins.

Microbial reproduction can occur outside or inside the host. For example, staphylococcal food poisoning occurs when *S. aureus* grows in food substrate and elaborates enterotoxin. Ingestion of preformed enterotoxin in food results in clinical symptoms (nausea, vomiting, watery diarrhea) 1 to 6 hours after ingestion [3]. *S. aureus* can also grow inside a host causing a local abscess or causing systemic shock from the elaboration of the toxic shock syndrome toxin. Host injury can occur directly from the invading microbe, from an inflammatory host immune response, or from organ hypoperfusion (septic shock).

Infection and transmission are two sides of the same coin: infection is from the perspective of a susceptible host and transmission is from the perspective of an infectious source. **Infection** is acquisition of a microbe by a host [4] (see Figure 3). **Infectivity** is the probability of infection given exposure to a microbial agent. **Transmission** is the transfer (infection) of a microbe from an infectious source to a host. Transmission can occur within species (intra-species), between species (inter-species), or between the environment and a species. **Transmissibility** is the probability of microbe transfer to a host given contact (exposure). This is also called the **transmission probability**.

Infection can result in several possible states: elimination, commensalism, colonization, persistence, or disease. Microbe **elimination** from the host occurs from physical factors, host flora interference, immune response, or medical therapy. **Commensalism** occurs when a microbe is acquired early in life and becomes part of the normal microbial flora. Commensals do not cause host damage unless there is impaired immunity or altered microbial flora. Infection can result in **colonization** where a microbe is recovered from a non-sterile site at which host damage is not clinically apparent. Colonization is transient and results in either microbe elimination, persistance, or host disease. Infection can result in microbial **persistence** when the microbe is not eliminated from the host and may or may not continue to cause host damage. Chronic hepatitis C infection and latent tuberculosis infection are both examples of persistence.

**Disease** is a state of infection where the host-microbe interaction results in sufficient host damage to be detectable by diagnostic tests, or to cause clinical symptoms or signs [5]. Disease can occur quickly after infection or can develop from commensalism, colonization, or persistence states. The term **pathogenicity** describes the probability of developing disease given infection. The term **virulence** describes the probability of severe disease, complication, or death given disease. For example, *Neisseria meningitidis* colonizes the human oronasopharynx resulting in a host immune response and eventual elimination. However, pathogenic strains are more likely to invade the bloodstream, causing meningococcemia, and the most virulent strains cause severe meningococcal disease (meningitis or septic shock) and death.

**Reservoir.** Reservoirs for microbes can be either human, animal, or environmental. Generally, the reservoir contains nutritional substrate to support microbial growth. Bacteria that sporulate are an exception; for example, *Bacillus* and *Clostridium* species can survive extreme conditions as spores, and only germinate into a vegetative form when conditions are favorable. To control an infectious disease, we must know the primary reservoir(s). For some infectious diseases, human are the only reservoir: polio, hepatitis A (B and C), measles, mumps, rubella, varicella, smallpox (before eradication)\(^3\), and malaria.

In large part, smallpox was eradicated from the human species because humans were the only reservoir—this is a necessary, but not sufficient, condition for successful eradication [6]. Other necessary conditions for eradication include that the microbial agent is not part of the normal human flora, and that effective prevention measures exist (e.g., vaccination).

\(^3\)Eradication is defined as the extinction of the causative agent in man as well as in nature, leading to the cessation of all control measure including vaccination [6].
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these microbes are well adapted to their animal reservoir, grow-
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agent is often not adapted to the human host and sustained human-to-human transmission may not occur. We see this phe-
nomenon with West Nile virus infection, bat and dog-variant rabies, and avian influenza virus—all of which cause human
disease, but are then not transmitted efficiently from human to
human.

Examples of human infectious diseases for which the envi-
ronment is the reservoir for the agent include botulism (neu-
rotoxin from Clostridium botulinum in soil), tetanus (neuro-
toxin from Clostridium tetani in soil), legionellosis (Legionella
species in water), Mycobacterium avium complex infections (Mycobacterium avium complex in soil and water), coccidioidomycosis (Coccidioides immitis in soil and dust), blastomycosis (Blastomyces dermatitidis in soil and dust), and aspergillosis (Aspergillus fungal species are ubiquitous in the environment). Environmental microbes that are ubiquitous are unavoidable.
Many of these microbes are nonpathogenic in the face of a com-
petent host immune system. However, in a severely immuno-
compromised host, these microbes can be deadly (e.g., Pneu-
mocystis jiroveci⁴ pneumonia in AIDS patients).

⁴Previously termed P. carinii [7]

Source. The source is where the infectious agent survives or
reproduces prior to transmission to a host. The source of in-
fec tion is a primary focus in any investigation of an infectious
disease outbreak. However, because the reservoir can serve
as the source of infection, understanding microbe reservoirs is
necessary to conduct a thorough investigation. Therefore, any
reservoir is a potential source (human, animal, environment).
A non-reservoir source can be almost anything; the only require-
ment is that the microbe must survive in or on the source until
it is transmitted to the host. In an outbreak investigation, if
the known reservoirs or the usual sources are not implicated as
the source of the outbreak, then analytic studies may be necessary
to identify an unsuspected or new source and redirect the inves-
tigation. Only hypotheses that are considered by investigators
can be tested in an analytic study. Therefore, if an analytic
study does identify a potential source, investigators may need
to re-think their current hypotheses or consider new hypotheses
(see Case Study 1).

Case Study 1 Postoperative Serratia marcescens wound
infections traced to an out-of-hospital source [8]

“From 25 August to 28 September 1994, 7 cardiovascular
surgery (CVS) patients at a California hospital acquired
postoperative Serratia marcescens infections, and 1 died.
To identify the outbreak source, a cohort study was done
of all 55 adults who underwent CVS at the hospital
during the outbreak. Specimens from the hospital environ-
ment and from hands of selected staff were cultured.
S. marcescens isolates were compared using restriction-
endonuclease analysis and pulsed-field gel electrophore-
sis. Several risk factors for S. marcescens infection were
identified, but hospital and hand cultures were negative.
In October, a patient exposed to scrub nurse A (who
wore artificial fingernails) and to another nurse—but not
to other identified risk factors—became infected with the
outbreak strain. Subsequent cultures from nurse A’s
home identified the strain in a jar of exfoliant cream.
Removal of the cream ended the outbreak. S. marcescens
does not normally colonize human skin, but artificial nails
may have facilitated transmission via nurse A’s hands.”

Portal of exit. When a portal of exit exists, it determines how
the infectious agent exits the source/reservoir. The portal of
exit for an infectious human or animal is most commonly the
respiratory, gastrointestinal or genitourinary tract, or a wound
or ulcerative lesion on the skin or mucous membrane. Blood-
borne pathogens exit the source through bleeding, phlebotomy,
or sometimes genital secretions (e.g., HBV, HIV). When pos-
sible, portals of exit should be covered; for example, covering
one’s mouth and nose when coughing or sneezing, or bandage
dressing an oozing skin wound. During the SARS outbreaks,
while the respiratory tract was quickly identified as a portal of
exit, it was not appreciated that the gastrointestinal tract har-
bored a large viral load until a single SARS case with diarrhea
produced a large outbreak [9].
Mode of transmission. The mode of transmission is the mechanism by which the microbial agent gets from the source to the susceptible host (Table 3). Microbes can be transmitted from the source to the host by contact, respiratory droplet, airborne, vehicle-borne, or vector-borne routes.

Contact transmission occurs from direct physical contact with a source (e.g., touching, kissing, having sex), indirect contact with a contaminated intermediate object (e.g., environmental surfaces, fomites), or vertical transmission from mother to child before, during, or after birth. The vehicle-borne category includes ingestion of contaminated food or water, instrumentation (e.g., urinary catheter), injection (including injection drug use), and infusion (e.g., intravenous catheter). Vector-borne transmission can be biologic (vector feeding on the host) or mechanical (contaminated fly appendage contaminating a food item).

Droplet transmission occurs via large droplets (> 10 microns) and secretions generated from the respiratory tract during coughing, sneezing, or talking. These droplets can directly enter the eyes, nose, or mouth, or indirectly by self inoculation by contaminated hands. Large respiratory droplets settle to the ground and environmental surfaces; however, smaller droplets (6–10 microns) may be suspended briefly (for several minutes), and inhaled into the proximal respiratory tract of the host [10].

Airborne transmission occurs when microbes are suspended in air on droplet nuclei (< 5 microns) or dust, and can be transmitted over long distances and time intervals. Suspended droplet nuclei can be inhaled deep into the lungs. Airborne transmission can be obligate, preferential, or opportunistic [11]. Obligate airborne transmission occurs with microbes (e.g., Mycobacterium tuberculosis) that, under natural conditions, can only infect a host when aerosols are inhaled deep into the lung. Preferential airborne transmission occurs with microbes (e.g., measles virus) that predominantly infect a host by deposition of droplet nuclei in distal airways, but can also infect via other modes such as droplet transmission. Opportunistic airborne transmission occurs when a microbe infects a host predominantly by non-airborne modes but, under the right host or environmental conditions, can also infect via aerosolization. Opportunistic airborne transmission explained some of the “super spreading” events observed with the SARS outbreaks [12, 13].

Some microbes can be transmitted via multiple modes. Shigellosis, an extremely infectious bacterial gastroenteritis of humans, is an example. Shigella is generally described as being transmitted via the “fecal-oral” route. However, this description is insufficient to design control measures because it only summarizes the portals of exit and entry. More specifically, the modes of transmission include direct contact (person-to-person physical contact, including sexual), indirect contact (contaminated fomites), and vehicle-borne (ingestion of contaminated food or water). Therefore, understanding all the modes of transmission is necessary to implement preventive measures, to conduct an outbreak investigation, and to implement control measures during an outbreak.

Portal of entry. The portal of entry is where the infectious agent enters the host. Possible portals of entry include the following:

- Mucous membrane surfaces
  - Nose, mouth, oropharynx
  - Gastrointestinal tract
  - Genitourinary tract
  - Respiratory tract
  - Anorectum
- Cutaneous (or percutaneous)⁵

Practical application. Understanding the chain model of infectious diseases is essential for implementing common sense infection control and worker safety measures. For example, agents transmitted primarily by large respiratory droplets and secretions include influenza virus, Neisseria meningitidis (meningococcal disease), Yersinia pestis (pneumonic plague), and Variola virus (smallpox).⁶ Large respiratory droplets fall out of the air, settling close to the source (usually within 3 feet). Therefore, common sense transmission control measures for these communicable agents include: having the infectious case cover the portal of exit (“respiratory hygiene” and “cough etiquette”); having the susceptible host use barrier methods to cover portals of entry (face mask, goggles); having the infectious case and susceptible host disinfect their hands (“hand hygiene”); and having the susceptible host increase their awareness of touching their face, mouth, nose and eyes with their hands (“hand awareness”). Hand awareness may reduce self inoculation from hands that have had contact with infectious patients or contaminated environmental surfaces.

Respiratory airborne agents transmitted by droplet nuclei include measles and varicella viruses, and Mycobacterium tuberculosis. Droplet nuclei remain suspended in the air for longer periods of time and can travel over distances. Reducing the risk of airborne transmission requires diluting and/or filtering air. Air can be diluted by increasing ventilation (opening the

---

⁵Skin or skin penetration
⁶Historically, small proportion of patients aerosolized the virus.
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windows), and it can be filtered by wearing a personal respirator. The common N-95 respirator is a snug-fitting face mask that filters air by the negative pressure generated by normal inspiration. To work properly, these respirators must be fitted and tested with the intended user. A higher level of protective, but much more expensive, alternative is wearing a powered air-purifying respirator (PAPR) hood. Preventing the spread of droplet nuclei to distant areas in a given facility can be achieved by implementing engineering controls that might include a negative pressure room for the infectious patient and assuring that any potentially recirculated air undergoes high efficiency particulate air (HEPA) filtration. Hospital and community infection control practices are derived from these basic concepts. We now understand the conceptual basis for contact, droplet, and airborne precautions in infection control practices [14].

2.2. Natural history of infection and infectiousness

To effectively interrupt transmission we also need to understand the natural history of infection, infectiousness, and disease and how they relate to each other. While clinicians focus on curing diseases and relieving symptoms, in public health we focus on understanding the dynamics of infection and infectiousness in order to prevent transmission (Figure 4). From the time a susceptible person is infected until he or she develops symptoms is called the *incubation period*. Clinicians are familiar with the incubation period because it helps them narrow their differential diagnosis when the causative agent is unknown. From the time a susceptible person becomes infected until he or she becomes infectious is called the *latent period*. The latent period is followed by the infectious period. The infectious period ends because the patient has cleared the infection or has died. When the latent period is longer than the incubation period, an infected person develops symptoms before becoming infectious. However, when the latent period is shorter than the incubation period, the infected person becomes infectious before developing symptoms (asymptomatic infectiousness).

Asymptomatic infectiousness. Asymptomatic infectiousness is the important driver of several infectious diseases with a large public health impact. For example, HIV infection is transmitted by direct person to person contact via blood or genital fluids. In the absence of any treatment, HIV-infected persons are infectious for a median of 10 years before developing symptoms of AIDS [15]. Hence, HIV-infected persons are potentially infecting many people (by sex or sharing injection drug use paraphenelia) for years before knowing they are infected. Likewise, many hepatitis C virus (HCV) infected persons can be infectious decades before developing symptoms that lead to a diagnosis of chronic HCV infection [16]. Persons with hepatitis A, measles, and influenza infection are infectious about 1 week, 3–4 days, and 1–2 days before developing symptoms, respectively [17]. Identifying exposed contacts can be more difficult when the exposure occurred before the infectious source developed symptoms, especially if the exposure occurred years before.

In contrast, with smallpox (when it existed), the latent period was longer than the incubation period, therefore patients developed symptoms (e.g., high fevers, muscle aches) before becoming infectious. In fact, patients with smallpox were most infectious after the rash onset. This made detection and isolation of cases and contact tracing and vaccination an effective disease control strategy. Likewise, patients infected with the human SARS coronavirus were infectious after developing respiratory symptoms and were progressively more infectious as their disease worsened. Hence, most secondary infections occurred among health care workers and close household contacts caring for very ill persons. This also helped to explain why transmission of SARS in the community was not sustained [18].

2.3. Convergence model of microbe-human interaction

In March, 2003, the “Convergence model of human-microbe interaction” was published by the Institute of Medicine (IOM), Committee on Emerging Microbial Threats to Health in the 21st Century [19]:

The convergence of any number of factors can create an environment in which infectious diseases can emerge and become rooted in society. A model was developed to illustrate how the convergence of factors in four domains impacts the human-microbe interaction and results in infectious disease (Figure 5). …The emergence and spread of microbial threats are driven by a complex set of factors, the convergence of which can lead to consequences of disease much greater than any single factor might suggest. Genetic and biological factors allow microbes to adapt and change, and can make humans more or less susceptible to infections. Changes in the physical environment can impact on the ecology of vectors and animal reservoirs, the transmissibility of microbes, and the activities of humans that expose them to certain threats. Human behavior, both individual and collective, is perhaps the
most complex factor in the emergence of disease. Emergence is especially complicated by social, political, and economic factors—including the development of megacities, the disruption of global ecosystems, the expansion of international travel and commerce, and poverty—which ensure that infectious diseases will continue to plague us. Today we also face the threats of intentionally introduced biological agents.

Epidemiologists can think of this model as an updated version of the agent-host-environment model of infectious disease causation, also referred to as the “epidemiologic triad” [20]. However, the Convergence model provides important detail. More specifically, the IOM Committee considered the following individual factors as major contributors to the emergence and re-emergence of microbial threats to health:

- Microbial adaptation and change;
- Human susceptibility to infection;
- Climate and weather;
- Changing ecosystems;
- Economic development and land use;
- Human demographics and behavior;
- Technology and industry;
- International travel and commerce;
- Breakdown of public health measures;
- Poverty and social inequality;
- War and famine;
- Lack of political will; and
- Intent to harm.

Through this integrated approach, we are reminded that causes can be complex, interrelated, and interdependent. The success or failure of our infectious disease prevention and control programs may depend on these factors, and how they interact. The current epidemic of highly pathogenic H5N1 avian influenza and the imminent threat of human pandemic influenza highlight the Convergence model [19, 21].

3. Transmission dynamics

Transmission dynamics is the population-level view of transmission of microbial agents with the occurrence of infectious disease cases. We cover the reproductive number, the infection rate among susceptibles, and the generation time.

3.1. The reproductive number

To understand the reproductive number it helps to adopt the perspective of a microbial agent that has infected and produced an infectious human case. In order for a communicable microbial agent to survive among humans, it must produce (directly or indirectly), on average, at least one other infectious human case. This is the only way microbes can survive in a host population. The reproductive number is the average number of secondary infectious cases produced by cases during their infectious periods. If $R < 1$, the number of new cases will decline and eventually go to zero. If $R \approx 1$, the production of new cases will assume a steady state. If $R > 1$, the number of new cases will increase (growing epidemic). The SARS outbreak in Singapore, 2003, illustrates this general process (Figure 6).

Under different host population conditions, the reproductive number gives us different insights. We will consider the reproductive number under two primary scenarios: when an infection is introduced into a population (at time $t = 0$) and as
In general, the per sexual act HIV (from the perspective of an infectious case), illustrates how. Therefore, this is called the basic reproductive number (\( R_0 \)). Figure 7 illustrates how the reproductive number is calculated.

3.1.1. Basic reproductive number (\( R_0 \))

If an infectious case were introduced into a population \((t = 0)\), we would like to know the inherent potential for this case to cause an epidemic. To do this, we pose the following question: If a single infectious case\(^7\) was introduced into a completely susceptible population with no control measures, how many secondary infectious cases would be produced, on average? This is called the basic reproductive number (\( R_0 \)).\(^8\) The basic reproductive number allows us to compare different microbial agents for their potential to cause epidemics in a population. More importantly, understanding the components that determine \( R_0 \) is necessary to designing and implementing control strategies.

\[
R_0 = dcp
\]  
(1)

In Equation (1) (from the perspective of an infectious case), \( d \) is the duration of infectiousness, \( c \) is the contact rate with susceptible hosts, and \( p \) is the transmission probability—the probability of infecting a susceptible host when contact occurs. By “source,” we are usually thinking of an infectious human case; however, it could be an infectious mosquito or a contaminated blood product used for transfusion. For each microbial agent and infectious disease, “contact” and “transmission” need to be defined carefully. Contact is an exposure episode. For example, for an HIV-infected man, contact might be defined as unprotected, insertive intercourse with another person. For a microbial agent, we generally define transmission to mean sufficient transfer of the agent to lead to an infection (pathological persistence in host, subclinical injury to host, or evidence of a host immune response). For example, transmission of hepatitis C virus can result in HCV infection (pathological persistence in blood), subclinical injury (liver inflammation with or without scarring), or presence of anti-HCV antibodies (evidence of a host immune response). Therefore, the operational definition of transmission probability will vary depending on the microbial agent and the outcomes under consideration.

Understanding the transmission probability can be less intuitive. Consider sexual transmission of HIV infection. Before the era of anti-retroviral therapy, the median time from infection to the development of AIDS was 10 years [23]. Therefore, the median duration of infectiousness was well over 10 years because even patients with advanced HIV disease could remain sexually active. The contact rate of HIV-infected patients with potentially susceptible hosts was measured through confidential surveys [24]. The transmission probability—the per act risk of an HIV-infected patient transmitting HIV to a susceptible sexual partner—has been studied extensively and the results are summarized in Table 4. In general, the per sexual act HIV transmission risk is very low. For example, the average risk of a woman contracting HIV infection from an infected man after having a single episode of unprotected penile-vaginal intercourse would be 10 in 10,000 (1 in 1,000). Therefore, \( R_0 \) for HIV transmission would be determined primarily from the duration of infectiousness and the contact rate.

Another familiar example of transmission probability is the secondary attack “rate” (really a risk) among susceptible household contacts who are exposed to an infectious index case. Secondary attack risks are usually estimated for infections that can be transmitted through household contact, such as tuberculosis, measles, chickenpox, influenza, and viral gastroenteritis.

In spite of the importance of \( R_0 \), it is difficult to measure empirically. This is because the necessary conditions—an index infectious case being introduced into a completely suscepti-

---

\(^7\) Also called “infective.”

\(^8\) \( R_0 \) is pronounced “R naught” or “R zero”
ble population without control measures—rarely occurs except when a novel microbial agent is introduced and spreads before it has been identified. For example, when HIV infection was introduced into San Francisco’s gay male community in the late 1970s and early 1980s, these conditions were met. Similarly, the uncontrolled transmission of HCV among injections drug users before the availability of anti-HCV antibody testing is another of these rare occurrences in which \( R_0 \) can be measured. Another situation in which the necessary conditions for measuring \( R_0 \) were met occurred when the human SARS-coronavirus was introduced into several countries (China, Canada, Singapore, Taiwan, Viet Nam, etc.) causing outbreaks before the agent of SARS was identified.

### 3.1.2. Effective reproductive number (R)

The \( R_0 \) represents the inherent potential for an agent to cause an epidemic after the introduction of an infectious case into a population. However, the actual or effective reproductive number (\( R \)) after the introduction of an infectious cases into a population (still without control measures) would be a function of the basic reproductive number (\( R_0 \)) and the fraction of the population (\( x \)) that is susceptible upon the introduction (\( t = 0 \)) of the infectious case (Equation 2). If \( x = 1 \) (completely susceptible population), then \( R = R_0 \).

\[
R = R_0 x
\]  

(2)

### 3.1.3. Control reproductive number (\( R_C \))

From Equation 2, it is apparent that we could prevent an epidemic (\( R < 1 \)) by sufficiently reducing \( x \) by some control measure. In this case, the effective reproductive number in the presence of control measures is called the control reproductive number (\( R_C \)) [26]. If the fraction susceptible, \( x \), gets small enough, eventually \( R_C \) becomes less than 1. Therefore, decreasing the fraction of susceptibles is a proven strategy to get \( R_C < 1 \): we usually achieve this by vaccination.

The effect of vaccination. If vaccination is our control measure, then \( x = 1 - hf \), where \( f \) is the fraction of the population that has been vaccinated (vaccine coverage), and \( h \) is the fraction of those vaccinated that have complete protection (vaccine efficacy\(^9\)). For a well-studied, vaccine-preventable disease, the basic reproductive number and vaccine efficacy are known. Armed with these data, and using simple algebra, we can estimate what fraction of the population would need to be vaccinated to bring \( R_C < 1 \). In other words, \( R_C = R_0 (1 - hf) < 1 \) becomes

\[
f > \frac{1 - (1/R_0)}{h},
\]  

(3)

where \( f \) is the minimum vaccine coverage necessary to get \( R_C < 1 \).

For example, \( R_0 \) was between 3 and 5 for smallpox. The smallpox vaccine had a pre-exposure vaccine efficacy of about 98%. Therefore, if smallpox were re-introduced into the human population and spread naturally, then we would need to vaccinate at least 68% of the population if \( R_0 \approx 3 \), and at least 82% of the population if \( R_0 \approx 5 \), to get \( R_C < 1 \).

Displayed in Table 5 are various \( R_0 \) values and vaccine coverage thresholds (\( f \)) for selected vaccine-preventable diseases [28]. This information is useful in several ways. First, we can use \( R_0 \) to compare the communicability of these infectious diseases. Notice that the \( R_0 \) for smallpox is much smaller than the \( R_0 \) for, say, measles. The differences in \( R_0 \) are primarily explained by the transmission mechanisms (p. 2). Smallpox was primarily transmitted by large respiratory droplets, and patients were not infectious until they developed a rash (that is, there was little to no asymptomatic infectiousness). In contrast, measles is spread by the airborne mode, and an infected person is infectious before the onset of the rash. As a result, measles is much more infectious than smallpox. Second, notice that an effective control measure (in this case, vaccination) does not need to be applied to the whole susceptible population to be successful; it only needs to be implemented sufficiently to make \( R_C < 1 \), although in public health practice we strive to protect as many people as is feasible and affordable.

Figure 9 displays a real-world example of these concepts—both \( R_0 \) and \( R_C \) [29]. On February 23, 2003, SARS was introduced into Toronto, Canada, and followed by two epidemic curves representing hospital outbreaks. In March, the early part of the first curve 1 rises rapidly and its slope approximates \( R_0 \): the average number of secondary cases when an index case was introduced into a completely susceptible population and without control measures. Once the outbreak was recognized and control measures were implemented, the epidemic curve peaked and returned to baseline approximately mid-to-late April. However, lulled by the disappearance of cases, infection control practices were relaxed and SARS was re-introduced in early May. Infection control measures were immediately re-instituted and we can see the subsequent “blunting of the curve” in late May. In this second curve, the initial slope was less steep and it approximates \( R_C \). Therefore, in this completely susceptible population, the initial slope in the first curve measures \( R_0 \), the average number of secondary cases in the absence of control measures, and the initial slope in the second curve measures \( R_C \), the average number of secondary cases in the presence of

<table>
<thead>
<tr>
<th>Disease</th>
<th>( R_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measles</td>
<td>12–18</td>
</tr>
<tr>
<td>Pertussis</td>
<td>12–17</td>
</tr>
<tr>
<td>Diphtheria</td>
<td>6–7</td>
</tr>
<tr>
<td>Smallpox</td>
<td>5–7</td>
</tr>
<tr>
<td>Polio</td>
<td>5–7</td>
</tr>
<tr>
<td>Rubella</td>
<td>5–7</td>
</tr>
<tr>
<td>Mumps</td>
<td>4–7</td>
</tr>
<tr>
<td>HIV/AIDS</td>
<td>2–5</td>
</tr>
<tr>
<td>SARS</td>
<td>2–5</td>
</tr>
<tr>
<td>Influenza A (1918 H1N1)</td>
<td>2–3</td>
</tr>
</tbody>
</table>

\(^9\)This is a simplification but serves our purposes. For a complete discussion, see Halloran [27].
control measures.

3.1.4. Reproductive number changes with time \((t > 0)\)

So far, we have considered the reproductive number upon the introduction of an infectious case into a population. However, as an epidemic evolves over time \((t > 0)\), the average number of secondary cases changes. As a function of time \((t)\), the effective reproductive number is denoted by \(R(t)\), and the control reproductive number is denoted by \(R_C(t)\).

For illustration, we simulated a smallpox outbreak where an infectious case of smallpox was introduced into a closed population of 10,000 susceptible people under four different scenarios (Figure 10). Curve A1 is the epidemic curve of prevalent smallpox cases in the absence of control measures. Curve B1 is the corresponding curve for the effective reproductive number, \(R(t)\), and the control reproductive number, \(R_C(t)\), for the same scenario.

The curves A2 and B2 display the effect of vaccinating 70% of susceptibles. Curves A3 and B3 display the effect of case isolation, reducing the effective duration of infectiousness from 10 days to 7 days. Curves A4 and B4 display the effect of both control measures.

Figure 9: Number of reported cases of severe acute respiratory syndrome \((N = 361)\), by classification and date of illness onset—Ontario, February 23–June 7, 2003. Source: CDC [29]

Figure 10: Simulated smallpox outbreak after introducing a single infectious case into a susceptible population of 10,000. Incubation period was 12 days, duration of infectiousness was 10 days, and \(R_0 = 5\). Top curve (A) displays the prevalent cases, and bottom curve (B) displays the effective reproductive numbers. Curves A1 and B1 are without control measures. Curves A2 and B2 display the effect of vaccinating 70% of susceptibles. Curves A3 and B3 display the effect of case isolation, reducing the effective duration of infectiousness from 10 days to 7 days. Curves A4 and B4 display the effect of both control measures. Curves B2, B3, and B4 display the control reproductive number \(R_C\).
calculated from $R(t) = R_0 x(t)$. $R_0$ drives the initial exponential increase in Curve A1. Even in the absence of control measures, the epidemic curve peaks and the number of prevalent cases declines. In a closed population, this happens because the supply of susceptible hosts is depleted (and $x(t)$ decreases). This also happens with infections, such as influenza, that move rapidly through open communities. Notice that the effective reproductive number changes with time (Curve B1). The effective reproductive number is a dynamic number and, in this case, eventually drops below 1, and the epidemic burns out. Even in the absence of control measures, the natural transmission dynamics of an epidemic may lead to extinction of the disease ($R(t) < 1$); particularly in a closed (or approximately closed) population.

In Figure 10, Curves A2, A3, and A4 are the epidemic smallpox curves in the presence of control interventions. Curves B2, B3, and B4 are the corresponding $R(t)$s. Notice that the effect of control measures is to shift and blunt the epidemic curve. Our goal in communicable disease control is to blunt the epidemic curve (representing occurrence of fewer cases) and get $R(t) < 1$ so that the epidemic burns out. The effects of early control measures on an outbreak curve can also be seen in Figure 9.

As an epidemic spreads, susceptibles are infected and become infectious (known as “infectives”). Eventually, infectives are “removed” from the infectious state; they

- become noninfectious and immune;
- become noninfectious and not immune (susceptible again); or
- die.

For a closed population (no migration in or out) where infectives either die or become noninfectious with immunity, the number of susceptibles declines in the absence of control measures. For an epidemic that moves rapidly through the population, the number of susceptibles also declines, even if the population is open. When the number of susceptibles declines, even in the absence of control measures, the average number of secondary cases produced by infectious cases also declines with time. In other words, the effective reproductive number ($R(t)$) actually changes over time:

- If $R(t)$ persists above 1, the epidemic continues to grow.
- If $R(t)$ persists around 1, the infection becomes endemic.
- If $R(t)$ persists below 1, the infection becomes extinct.

In summary, when an infectious case is introduced into a population ($t = 0$), the basic reproductive number ($R_0$) represents the inherent epidemic potential when the population is completely susceptible and there are no control measures. When a fraction $x$ of the population is susceptible, the effective reproductive number ($R$) represents the actual epidemic potential where $R = R_0 x$. In the presence of control measures, $R$ becomes $R(t)$. If $R > 1$ at $t = 0$, an epidemic occurs; however, both $R(t)$ and $R(t)$ will change as the epidemic evolves over time ($t > 0$). The difference between $R(t)$ and $R(t)$ represents the impact of control measures. We see this in Figure 10. Consequently, using this approach, a logical goal of control measures is to (1) delay the outbreak peak, (2) decrease the magnitude of the outbreak peak, and (3) reduce the total number of infectious disease cases [30].

3.2. Infection rate among susceptibles

Understanding the components of the reproductive number focused our attention on key transmission control points, including duration of infectiousness, contact rate, transmission probability, and fraction of the population that is susceptible. However, to complete the picture we must consider the transmission process from the perspective of a susceptible host.

In epidemiology, the infection rate among susceptibles is the number of new infections divided by the person-time at risk. However, it’s more instructive to consider the components of infection (Equation 4) with the following questions: First, what is the contact rate ($c$) with a potentially infectious source? Second, what is the probability that the potential source is infectious ($P(t)$)? And third, what is the transmission probability ($p$) given contact with an infectious source?

$$I(t) = cpP(t) \quad (4)$$

This perspective introduces an important new parameter to consider—the probability the potential source is infectious, $P(t)$. The contact rate is driven by behavior, the probability a potential source is an infectious case is driven by the prevalence of infectious cases, and the transmission probability is driven by biology and behavior.

3.2.1. Contact rate

The infection rate among susceptibles, $I(t)$, is a common and important epidemiologic measure of occurrence. Understanding the underlying components not only gives insights into the population level processes, but also helps us to develop and refine research questions, and to incorporate new research findings. Consider, for example, sexual contact rates among men who have sex with men (MSM). HIV researchers have hypothesized that selection of sexual partners (sexual mixing) in the MSM community is not random. In fact, sexual mixing is heterogeneous, with selection being influenced by age and HIV serologic status. Older men (who are more likely to be infected) tend to select younger men (who are less likely to be infected). Known HIV-positive men tend to select known HIV-positive partners, and known HIV-negative men tend to select known HIV-negative partners. This has been called “serologic sorting.” At a population level, for a given contact rate, age sorting can result in more new infections, and serologic sorting can result in fewer new infections. We can appreciate that these new research findings must act through the contact rate parameter.

3.2.2. Probability a source is infectious

A first approximation of $P(t)$ is the prevalence of infectious cases circulating in the target community. For example, in San Francisco in the mid-1980s, an MSM who randomly selected a
From Equations 1 (p. 8), 2 (p. 9), and 4 (p. 11), we have identified five transmission control points. All infectious diseases act through these control points. Therefore, the success or failure of our disease control interventions is ultimately explained by their impact on these five control points:

1. Contact rate (c);
2. Probability potential source is infectious (P);
3. Duration of infectiousness (d);
4. Transmission probability (p); and
5. Fraction of population that is susceptible (x)

4. Control strategies

Now we can develop a comprehensive prevention and control strategy that always makes sense. Using this approach, we derive six control strategies (Table 6). These six strategies map back onto the five control points. Here are the six essential control strategies in more detail:

1. Reduce contact between susceptibles and potential infectives
2. Reduce probability potential sources are infectious
3. Reduce biological susceptibility of susceptibles
4. Reduce biological infectiousness of infectives
5. Interrupt transmission between infectious source and susceptible host
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Figure 11: Summary of community mitigation measures. Isolation measures are applied to infectious cases. Quarantine measures are applied to exposed persons who may be in their incubation period yet infectious (i.e., past their latent period). Sheltering measures apply to persons or communities who have not been exposed. Social distancing measures apply to persons who are mixing or potentially mixing and whose exposure and infectious status may be unknown. All these measures require different levels of competence in infection control practices. Source: Adapted from [35].

6. Reduce fraction susceptible

It is important to consider the six strategies together. Failure to do so can result in unintended adverse effects. For example, suppose we introduce an HIV vaccine with a low efficacy. Although this will decrease the fraction of susceptibles, if the vaccination provides vaccinees with a false sense of protection and they increase their high risk behavior (i.e., increase the contact rate), then we may actually worsen the epidemic with this intervention [34].

4.3. Control measures

To design infectious disease control measures, we select control measures based on these six strategies (Table 7). Using these control strategies assures that our control measures are comprehensive and make epidemiologic sense. For example, consider the public health and medical response measures for human pandemic influenza (Table 8). Our epidemiologic concepts provide the rationale for these measures, and they provide guidance in the development of specific containment activities. To develop infection control guidelines, we apply concepts from the Chain Model of Infectious Diseases (reservoir, mode of transmission, etc.). Community mitigation measures are designed to reduce the contact rate between potential infectives and susceptibles (Figure 11 and Table 9) at home, school, workplace, and community [30]. Notice that some of these measures can act at multiple levels: finding cases (“case finding”) provides data for surveillance, results in case isolation, and can lead to treatment. In turn, case isolation reduces the contact rate, and treatment reduces the magnitude and the duration of infectiousness. Finally, these concepts help us evaluate the success or failure of our control measures.

5. Summary

In this review, we covered the epidemiologic concepts for preventing and controlling infectious diseases. We described transmission mechanisms, transmission dynamics, and transmission containment. Under transmission mechanisms, we reviewed the Chain Model of Infectious Diseases, the Natural History of Infection and Infectiousness, and the Convergence Model of Human-Microbe Interaction. Under transmission dynamics, we reviewed the reproductive number, the infection rate among susceptibles, and the generation time. And under transmission containment, we reviewed control points, control strategies, and control measures.

Understanding of these core concepts helps us prioritize and conduct studies to identify and optimize prevention and control interventions. Clinicians can be informed about their role and how it directly and indirectly contributes to overall containment efforts. Field investigators can be guided to conduct an outbreak investigations using a systematic and comprehensive approach to hypothesis generation and testing. Communicable disease controllers can improve their design, implementation, and evaluation of interventions to control and prevent acute microbial threats as well as endemic infectious diseases. Finally, public health planners can improve the design, testing, and evaluation of their infectious disease emergency operations response plans.
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Table 7: Transmission control strategies and control measures

1. Reduce contact between susceptibles and potential infectives
   (a) Behavior change (host and/or source)
   (b) Case isolation
   (c) Case finding for intervention (e.g., isolation)
   (d) Contact tracing for intervention (e.g., quarantine)
   (e) Quarantine of exposed (individual, community, geographic boundary [Cordon sanitaire])
   (f) Sheltering (e.g., isolation of nonexposed)
   (g) Reduction in the number of infectious sources
   (h) Social distancing (school closures, travel restrictions)

2. Reduce probability potential sources are infectious
   (a) Case finding for intervention (isolation, treatment, etc.)
   (b) Identification and control of infectious sources
   (c) Vaccination

3. Reduce biological susceptibility of susceptibles
   (a) Vaccination (Pre- and post-exposure)
   (b) Immune globulin (Pre- and post-exposure)
   (c) Antimicrobial drug (Pre- and post-exposure)
   (d) Treatment of co-factor (e.g., ulcerative STD)

4. Reduce biological infectiousness of infectives
   (a) Treatment of cases
   (b) Vaccination (Pre- and post-exposure)

5. Interrupt transmission between infectious source and susceptible host, given contact
   (a) Physical and chemical methods (e.g., barriers: masks, goggles, condoms; respirators; hand sanitizers, etc.)
   (b) Engineering controls (e.g., HEPA filters, negative pressure rooms)
   (c) Environmental controls (e.g., disinfection)

6. Increase herd immunity (population-level effects)
   (a) Vaccination, consider the following:
      i. Naturally-acquired immunity
      ii. Fraction vaccinated (vaccine coverage)
      iii. Vaccine efficacy (fraction fully protected)

Table 8: Public health and medical response to pandemic influenza

1. Surveillance and epidemiology
2. Laboratory diagnostics
3. Transmission containment
   (a) Community mitigation measures
      i. Isolation of cases (infectious)
      ii. Quarantine of exposed (potentially infectious)
      iii. Social distancing measures
         A. School closures or suspension of classes
         B. Cancellation of large public gatherings, events, etc.
         C. Travel restrictions (to and from affected areas)
      iv. Sheltering (isolation of non-exposed)
   (b) Vaccine distribution and use
   (c) Antiviral drug distribution and use
4. Environmental and occupational health services
5. Infection control and clinical guidelines
6. Health care services, including mental health, and surge capacity
7. Health communications (media, public, clinicians, health care facilities)
Table 9: Community mitigation strategies for pandemic influenza

**Home interventions**
- Voluntary isolation of ill at home (adults and children); combine with use of antiviral treatment as available and indicated;
- Voluntary quarantine of household members in homes with ill persons (adults and children); consider combining with antiviral prophylaxis if effective, feasible, and quantities sufficient.

**School interventions (child social distancing)**
- Dismissal of students from schools and school-based activities, and closure of child care programs;
- Reduce out-of-school social contacts and community mixing.

**Workplace/Community interventions (adult social distancing)**
- Decrease number of social contacts (e.g., encourage teleconferences, alternatives to face-to-face meetings);
- Increase distance between persons (e.g., reduce density in public transit, workplace);
- Modify, postpone, or cancel selected public gatherings to promote social distance (e.g., postpone indoor stadium events, theatre performances);
- Modify workplace schedules and practices (e.g., telework, staggered shifts).