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ABSTRACT OF THE DISSERTATION

Neutral Markers, Quantitative Genetics and the Use of Statistics to Inform Conservation

by
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Conservation genetics is a booming field focused on assessing the genetic structure and diversity among subpopulations of different species. However, the utilization of genetic analyses in management plans remains unclear because it is not known how often they are considered during creation of plans. Chapter one considers the question of how closely correlated the results from a genetic assessment on population structure are with the recommendations given at the conclusion of a study. Since conservation tends to have limited financial resources, it is imperative that the money spent on genetic studies is providing beneficial information for conservation. This analysis shows that genetic divergence is correlated with the recommendations, but different genetic markers (i.e. microsatellites) and divergence metrics (i.e. $F_{st}$) show different relationships between the recommendations and genetic divergence, possibly due to differences in the sample size associated with different markers.
Small populations, such as those of conservation concern, that inbreed may lose alleles over time. This can be problematic if the alleles lost are beneficial, but making genetic assessments based on neutral genetic markers gives no information on the fitness of populations. Ideally, conservation programs should use quantitative genetics to assess population fitness. Chapter two looks at the change in additive genetic variance in populations following a dramatic decrease in population size (bottleneck). On average, populations experiencing a bottleneck showed an increase in additive genetic variance for populations that had levels of inbreeding equal to or less than that of sibling mating (0.25); above that a decrease in genetic variation was observed.

Since genetic assessments using neutral markers can be costly, and the use of quantitative genetics may be impractical for informing conservation recommendations, chapter three looks at the use of statistical models to assess International Union for the Conservation of Nature Red list status using ecological characteristics. Here characteristics shared among species that have been assigned a threat status and those that have not been assigned a status, or those needing an update, are used in logistic regressions, regression tree analyses and discriminant function analyses to predict threat status and identify those species in most immediate need of attention. We found that logistic regression and discriminant function analysis are very good at predicting threat status. When resources are limited, using data on previously assessed species may be a good alternative to inform conservation recommendations.
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Introduction

Conservation genetics focuses on combining the use of genetic analysis with conservation biology and the preservation of species. There are a number of different uses for conservation genetics, including assessing human impacts on populations, identifying management units, helping to define taxonomy, and reducing the level of inbreeding in populations. To an extent these are interrelated, but this dissertation is primarily focused on the last of these uses - the use of genetic analysis to study inbreeding in populations, and suggests an alternate way to assess threat status when genetic data are unavailable. Inbreeding can be a serious problem (Hedrick 1995), particularly if a population is small (Bryant et al. 1999), as many populations in need of conservation tend to be. With inbreeding comes reduced genetic diversity, the backbone for adaptation and evolution in a changing environment, causing a reduction in fitness (Reed and Frankham 2003), and possibly even population extinction (Frankham 2003).

Habitat fragmentation has impacted population structure and inbreeding in numerous species ranging from bighorn sheep (Epps et al. 2005), bobcats, and coyotes (Riley et al. 2006) to voles (Gerlach & Musolf 2000), salamanders (Marsh et al. 2008), frogs (Arens et al. 2007), beetles (Keller & Largiader 2003), birds (Bush et al. 2011), plants (Gong et al. 2010), and even aquatic species (Miyake et al. 2011). Genetic studies
used to assess the level of isolation among populations that formerly exchanged genes freely via migration has become a popular method to identify populations in need of conservation efforts. Unfortunately, there is a lack of communication between the scientists performing the genetic assessments and those individuals in charge of monitoring the populations and designing and implementing conservation plans (Sutherland et al. 2004; Sutherland et al. 2006). Are genetic studies making important recommendations for conservation that may be overlooked in a conservation plan?

Chapter one looks at the relationship between the level of genetic divergence found among subpopulations and the recommendations for conservation given at the conclusion of a paper. Leaving genetics out of a conservation plan could result in greater expenses later to overcome problems that may have been avoided if genetics were considered initially. However, not all genetic studies are informative for conservation, so scientists should consult conservation managers as well, to ensure their efforts are useful (Mace & Purvis 2008).

One problem that all these genetic assessments overlook is that neutral markers (such as microsatellites) are indirect measures of fitness and do not necessarily indicate divergence in ecologically important traits (Bekessy et al. 2003). Quantitative genetic assessments are better for assessing diversity in ecologically important traits. But how are quantitative genetic measurements affected by inbreeding? Chapter two tackles the long standing debate of whether a decrease in population size followed by a population expansion, also known as a bottleneck, can increase additive genetic variance. An increase in variance with inbreeding is opposite to that expected using neutral markers,
where inbreeding would cause a loss of alleles and thus a loss of variance. Increased variance suggests that bottlenecked populations may be able to adapt and evolve in a changing environment faster than a non-bottlenecked population. However, the use of bottlenecks for conservation is highly risky for several reasons discussed in chapter two.

Overall, it appears that neutral markers may not collect the data ideal for conservation managers, quantitative genetic assessments are time consuming and not practical for small populations of conservation concern, and any genetic assessment requires money, a resource often lacking in conservation. So, how can managers assess the threat status of species when genetic data is lacking, or when they simply have incomplete data sets? Chapter three compares the use of three common statistical analyses to determine how well ecological characteristics, such as an individual’s size, can be used to predict threat status as assigned by the International Union for the Conservation of Nature. The ability to use data previously gathered on an unlisted species in comparison to data on listed species can identify species that may be threatened and in need of closer monitoring and help direct the use of resources for optimal conservation success. This is also a method of threat assessment that managers with access to statistical software can perform on their own, without calling in the aid of others, which may require more money on tight a budget.
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Chapter 1

Is genetic divergence correlated with recommendations for conservation?

Heather R. Taft and Derek A. Roff
Department of Biology, University of California, Riverside, California 92521

Abstract

Genetic analyses are increasingly being used on populations of conservation concern, but whether the analyses are being used to inform conservation recommendations is unclear. Here we performed a meta-analysis, to determine whether recommendations for conservation are correlated with measures of genetic divergence. Specifically we examined the relationship between the results of a genetic study and the conservation recommendations given at the conclusion of a paper, along with the justifications discussed for making those recommendations. Not all DNA markers (i.e. microsatellites, mitochondrial DNA, etc.) and divergence metrics (i.e. \( \theta \), \( \Phi \), etc.) can be used together because some metrics, such as \( R_{ST} \), are specifically designed for use with certain markers, whereas other marker and metric combinations are used together regularly. We found that recommendations are correlated with the results of the genetic assessment for particular marker and metric combinations. However, different marker
and metric combinations are correlated with different recommendations. Our results suggest that the difference between the metrics is due to differences in sample size. Studies using mitochondrial DNA tended to have smaller per subpopulation sample sizes and suggested less extreme recommendations, such as habitat maintenance, despite having rather large divergence values. The use of larger sample sizes indicating smaller but statistically significant divergence in microsatellite studies appears to have led to smaller divergence values being used to define subpopulations as divergent. Just because statistical analyses indicate a significant divergence value does not mean the divergence value is biologically significant. This is an important point for consideration when conducting genetic analyses.

**Introduction**

In the past there has been a dichotomy between conservation biologists in the academic arena and individuals in the field who create and institute recovery plans. The academics were often tackling scientific questions that were impractical from a management perspective (Whitten et al. 2001), and few recovery plans were created using scientific research to inform management decisions (Pullin et al. 2004; Pullin & Knight 2005). Practitioners creating recovery plans face time constraints preventing adequate reviews of scientific literature and most recovery plans end up being based on previous plans (Pullin et al. 2004; Sutherland et al. 2004; Pullin & Knight 2005). Emphasis has been placed on bridging this gap by creating more communication between scientists and conservation managers (Schemske et al. 1994; Sutherland et al. 2004;
Sutherland et al. 2006; Shaw et al. 2010). It has been suggested that scientific literature should be made more accessible to individuals creating recovery plans (Sutherland et al. 2004; Sunderland et al. 2009), but it can take four or more years for an article to be published (Fazey et al. 2005). For a population in immediate need of assistance even a single year to analyze, write and publish may be too long. Academic scientists have also been urged to get more involved in management (Whitten et al. 2001). Conservation managers could be consulted early in the planning process to prevent unnecessary, costly actions from being incorporated into management and to ensure future modifications based on known issues are not necessary (Mace & Purvis 2008). On the other side, scientists should consult managers prior to performing a study to ensure they are addressing an important, informative question (Mace & Purvis 2008; Milner-Gulland et al. 2012).

Along with direct communication between academics and managers, it is important for research papers to include management recommendations based on their conclusions. Fortunately, recommendations have become more common in scientific literature (Flaspohler et al. 2000). As genetic studies are increasing in conservation, recommendations based on the results are critical to interpret genetic studies for individuals not fluent in the field. Genetic studies have not been used very much in recovery plans in the past (Schemske et al. 1994; Stinchcombe et al. 2002; Moyle et al. 2003) but when genetic management is suggested as a recovery strategy it is often given high priority (Moyle et al. 2003). Genetic studies are important because fitness is often correlated with genetic diversity (Reed & Frankham 2003) and thus small, fragmented
populations may have increased inbreeding or reduced adaptive potential (Bakker et al. 2010). Changes in genetic structure caused by issues such as fragmentation can have devastating consequences for small populations, eventually leading to their extinction (Frankham 2003).

To assess loss of genetic diversity Wright (1951) developed the statistic, $F_{ST}$, to compare the genetic diversity in subpopulations with respect to the entire population. If $F_{ST}$ is greater than zero the subpopulation has reduced diversity compared to the overall population. $F_{ST}$ was originally defined as

$$F_{ST} = \frac{\sigma^2_x}{x(1-x)},$$

where $\bar{x}$ is the mean frequency of allele $x$, and $\sigma^2_x$ is its variance (Wright 1943, 1951). $F_{ST}$ can also be calculated using the migration rate ($m$) and the population size using Wright’s (1951) commonly seen equation:

$$F_{ST} = \frac{1}{4Nm + 1}$$

if $m$ is small. An alternate way to calculate genetic divergence was created by Nei (1973) to account for multiple alleles and is essentially the same as $F_{ST}$:

$$G_{ST} = \frac{H_T - H_S}{H_T},$$

where $H_T$ and $H_S$ represent the heterozygosity of the total population and a subpopulation, respectively. The statistic $\theta_{ST}$ (Weir & Cockerham 1984) is also used to estimate genetic divergence using analysis of variance to partition subpopulation variance and overall variance in allele frequencies. Another statistic, $\Phi_{ST}$ (Excoffier et al. 1992), is similar to $\theta_{ST}$,
but is used for data such as microsatellites and single nucleotide polymorphisms using what
the authors call analysis of molecular variance. $R_{ST}$ was created by Slatkin (1995) to be used
with microsatellite loci assuming they accumulate mutations in a step-wise manner, so alleles
that have fewer repeat differences are assumed to be more closely related. Jost’s $D$ (2008),
Hedrick’s $G’_{ST}$ (2005) and Meirmans and Hedrick’s $G”_{ST}$ (2011) are much newer. They aim
to get rid of problems associated with only assessing differences in heterozygosity in
populations and not incorporating specific alleles in the equation. All these statistics are
becoming more and more common for assessing genetic divergence among populations (see
Meirmans and Hedrick [2011] for a further discussion on these statistics).

Knowing the genetic structure within a population is useful for conservation
purposes, but it is unclear whether the information is being used to inform conservation.
The price of performing a genetic study continues to decrease, but for conservation
programs, where money is scarce, they are still expensive. If the results are not being
usefully applied to conservation the money may be better utilized elsewhere, though the
results could be extremely valuable, even critical, to save a species from extinction when
applied properly. In this paper we report on a meta-analysis comparing assessments of
genetic divergence to the recommendations made for conservation at the conclusion of a
genetic study. Specifically we ask whether genetic divergence is correlated with the
recommendations. Then, using the justifications for the recommendations discussed in
the conclusion, we assess whether other population characteristics (genetic and non-
genetic) significantly impact the recommendations.
Methods

Articles from the journals Conservation Genetics and Biological Conservation published between 2007 and 2011 were reviewed for studies assessing genetic divergence that gave conservation recommendations for wild populations (no captive or domestic populations were used; see Appendix A for a list of studies). To avoid the problem of pseudo-replication, only studies focused on a single species were used. Only studies reporting overall statistics, not pair-wise values were used for the same reason, but only when divergence values for all types of markers used in the study were provided. Studies on hybridization between wild and farm raised species, or invasive species, were excluded because recommendations based on genetic divergence would be opposite to those for pure bred species (i.e. reduce connectivity to prevent further hybridization). FST - QST studies were excluded because our focus is on the use of FST and not the relationship between FST and the quantitative genetic metric QST. Finally, when studies assessed divergence over multiple years, only the most recent data were used.

The following data were collected from each study: the neutral Markers used to assess genetic divergence (mtDNA, microsatellites, etc.), the Divergence Metric used to assess genetic divergence (FST, GST, θ, etc.), the Divergence Value (the value of FST, GST, etc.), sample size, the Recommendations resulting from the study, which were classified into seven categories:

1. Habitat maintenance - enhance habitat, increase area protected
2. Maintain/enhance connectivity between populations
3. Start/change method of genetic banking, ex situ conservation methods suggested
4. Change method of management/management units suggested
5. Translocation between populations
6. Conserve diversity
7. Protect populations

and the Justifications given for making those Recommendations, classified into the eight population characteristics (1-4 genetic and 5-8 non-genetic):

1. Genetic differentiation - whether the authors concluded that genetic divergence was present among populations and thus little or no connectivity remained
2. No genetic differentiation - whether the authors concluded that there was no genetic divergence and thus populations were connected (1 and 2 are not mutually exclusive because in some studies neither Justification was used)
3. Genetic diversity - the populations were genetically diverse
4. Low genetic diversity - the populations had minimal or no diversity (3 and 4 are not mutually exclusive either because in some studies neither Justification was used)
5. Few individuals/population declining
6. Unresolved disturbances - disturbances such as continued hunting were still present and affecting the population
7. Habitat loss/fragmentation
8. Possible ecological differences in locations to which the populations were adapted

Some studies used multiple Markers and different Divergence Metrics to assess genetic divergence. To better understand how specific Markers and Divergence Metrics
affect the genetic Divergence Value, subsets of the data that included a single type of Marker and a single type of Divergence Metric were also used in the analyses.

Several studies generally referred to genetic divergence as $F_{ST}$ without reference to a specific method of calculation, such as Weir and Cockerham’s (1984) $\theta$. These Divergence Values were analyzed as $F_{ST}$, but when references were made to a specific method of calculation, such as $\theta$, they were entered into the analysis as such. The categories for the Recommendations and the Justifications for making the Recommendations were scored binomially: 1 if the Recommendation was suggested or the Justification discussed and 0 if the Recommendation or Justification was not suggested or discussed. Studies generally did not discourage a particular action, so the analyses are based on the Recommendations being made or not made.

Unlike the rest of the studies, Castellano et al. (2009) recommended managing populations as a single unit, not multiple units. Because Recommendations are binomial in our dataset, and their Recommendation is opposite to all the other studies, this study was excluded from all analyses using the Recommendation “Management Units.”

To determine if Marker and Divergence Metric could be used as two categories, instead of having to use each type of Marker and Divergence Metric in analyses, we used an analysis of variance (ANOVA) with Divergence Value set as the response variable and Marker and Divergence Metric as the predictor variables.

As all the response variables used in these analyses were binomial, we used a general linear model (GLM) with a binomial error to analyze the data. To assess the impact genetic studies have on Recommendations we analyzed the data in two ways. First, to
determine if there was a significant association between the Divergence Values and the Recommendations, indicating that the Divergence Values influenced the conclusions of the study, we used just the Divergence Values from the genetic studies as independent variables regardless of the Divergence Metric. Following this the same analyses were performed on a subset of data with specific Markers and Divergence Metrics. Finally, to determine which, if any, factors contributed to the Recommendations we used the Justifications for the Recommendations as independent variables, which included genetic and non-genetic population characteristics (see above). For this analysis we included all the justifications (#1 – 8), just the justifications based on genetic divergence (#1 – 2), all genetic considerations (#1 - 4), and the justifications excluding any genetic considerations (#5 – 8, as outlined above).

Analyzing the variables from the genetic studies

Many of the studies used multiple Markers and/or multiple Divergence Metrics to calculate genetic divergence. To minimize problems of pseudo-replication we analyzed each Recommendation separately using two different formats for the data.

1. To avoid issues with multiple Divergence Values from each study, we used the median Divergence Value in analyses with each Recommendation

   \[ \text{Recommendation (0,1)} = a + b \text{Divergence Value} + \epsilon \]  

where \( a \) and \( b \) are constants and \( \epsilon \) is a binomial error term. In total, 7 analyses were performed, one for each Recommendation (e.g. Recommendation 1 vs. median Divergence Value). We also ran the tests with the mean and the highest
Divergence Value from each study, which gave the same statistical conclusions so the results are not reported here.

2. The second set of analyses used subsets from a data set that included every Marker and Divergence Metric from each study (i.e. a study was represented once if only one $F_{ST}$ value was calculated, but multiple times if different Markers or Divergence Metrics were used). Subsets using specific Markers and Divergence Metrics, where enough (>10) data points were available, were used to determine whether specific Marker and Divergence Metric combinations were correlated with the Recommendations. For example, only the Divergence Values obtained using microsatellites and calculated using $F_{ST}$ were analyzed in a GLM using Equation 1. Four groupings of Markers and Divergence Metrics had a large enough sample size (N) to perform these analyses: microsatellites with $\theta$ (N=51), $F_{ST}$ (N=14), $R_{ST}$ (N=14), and mtDNA with $\Phi$ (N=21).

Analyzing the Justifications for the Recommendations

The Justifications for the Recommendations had eight binomial variables, four of which were genetic (genetic differentiation, no differentiation, genetic diversity, and low genetic diversity), which were based solely on whether or not the authors said divergence or diversity were or were not found. In these analyses the Divergence Value was not used because the significance of the actual value was investigated in the previous analyses and we assumed that the Divergence Value was taken as the basis for the genetic Justifications given for the Recommendation.
1. The first analysis examined the importance of divergence as a Justification for making Recommendations (See Table 1.1). A GLM with the binomial error was performed using all eight justification variables ($x$) for each of the seven Recommendations (seven models total).

\[ \text{Recommendation } (0,1) = a + b_1x_1 + b_2x_2 + b_3x_3 + \ldots + b_8x_8 + \varepsilon \]  

(2)

Each of the models was compared to a model that contained the six Justification variables excluding the two genetic divergence Justifications.

Table 1.1. Interpretation of the model comparisons in the analyses assessing the importance of the Justifications for the Recommendations.

<table>
<thead>
<tr>
<th>Comparison</th>
<th>Df\textsuperscript{ab}</th>
<th>How to interpret a significant comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. All Justifications vs No divergence Justifications</td>
<td>2,97</td>
<td>Divergence is important</td>
</tr>
<tr>
<td>2. All Justifications vs No genetic Justifications\textsuperscript{c}</td>
<td>4,97</td>
<td>Genetic variables in general are important</td>
</tr>
<tr>
<td>3. All vs Divergence Justifications</td>
<td>6,97</td>
<td>Variables other than divergence are important (includes non-genetic and diversity variables)</td>
</tr>
<tr>
<td>4. All vs Genetic Justifications</td>
<td>4,97</td>
<td>Non-genetic variables are important</td>
</tr>
<tr>
<td>5. All vs Null model</td>
<td>8,97</td>
<td>At least one of the Justification variables is important</td>
</tr>
</tbody>
</table>

a: Degrees of freedom for the Justification analyses using all the data.

b: Denominator df for microsatellites and $\theta$: 44; for mtDNA and $\Phi$:15.

c: The genetic Justifications include: genetic differentiation, no differentiation, genetic diversity, and low genetic diversity.
2. Next we assessed whether or not any of the genetic Justifications for Recommendations helped explain the Recommendations. Here we compared a model with all eight Justifications to a model without the four genetic Justifications.

3. This was followed by analyses to assess how important the other Justification variables were for making Recommendations. We compared a model with all eight Justifications to a model with only the two divergence Justifications, divergent and not divergent.

4. Next, we compared a model with all eight Justifications to one with the four genetic Justifications alone.

5. Finally, a model with all eight Justification variables was compared to a null model with no Justification variables to determine the significance of the full model.

These same model comparisons used to assess the Justifications for Recommendations were performed again on subsets of the data where Marker and Divergence Metric were held constant. Only two subsets had enough studies to perform these analyses: microsatellites and \( \theta \) (\( N = 51 \)), and mtDNA and \( \Phi \) (\( N = 21 \)). This is different from the previous analyses with subsets of the data using single Markers and Divergence Metrics because here we have more variables to compare, requiring a larger sample size.
Results

One hundred and six studies were used in the analysis. The dataset included plants (29%) and animals (71%). The plants were dominated by terrestrial perennial angiosperms, with only one aquatic species, two gymnosperms and a bryophyte included in the dataset. Both vertebrates (84%) and invertebrates (16%) were represented in the animals, as well as terrestrial (60%) and aquatic (40%) species.

There was a significant difference between Divergence Values using the Marker as the predictor variable (ANOVA, $F_{(8,165)} = 9.234, P < 0.0001$), indicating that combining all Markers into a single category is inappropriate. Similarly, there was a significant difference between Divergence Values ($F_{(8,165)} = 4.289, P = 0.0001$) using the Divergence Metric as the predictor variable, so it may be more appropriate to analyze each Marker and Divergence Metric combination separately. Including both Marker and Divergence Metric as independent variables in an ANOVA, along with the interaction term, only produced a significant result for the Marker (Marker: $F_{(8,146)} = 4.736, P < 0.0001$, Divergence Metric: $F_{(8,146)} = 0.998, P = 0.4402$, Interaction: $F_{(11,146)} = 0.582, P = 0.8416$).

Are the Divergence Values correlated with a particular Recommendation?

To avoid issues of pseudo-replication with multiple Divergence Values from each study, only a single value from each study was used; because Divergence Values within a study may not be normally distributed we ran the tests using the median Divergence Value as the response variable and each of the seven Recommendations as the predictor variable. Because of the number of tests (7) we did a Bonferroni correction and set the
significance level for the Divergence Value at 0.05/7=0.007. In only one case did the correlation between Divergence Value and Recommendation (“Genetic banking”) approach statistical significance (Table 1.2).

Table 1.2. Probabilities from analyzing the importance of the median Divergence Value from a study for making specific Recommendations. \( P \)-values less than 0.05 are indicated in bold.

<table>
<thead>
<tr>
<th>Median Divergence Value</th>
<th>( df = 1, 104^* )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( F )</td>
</tr>
<tr>
<td>Connectivity</td>
<td>2.8310</td>
</tr>
<tr>
<td>Protect Population</td>
<td>0.3593</td>
</tr>
<tr>
<td>Habitat Maintenance</td>
<td>0.6552</td>
</tr>
<tr>
<td>Management Units</td>
<td>2.4078</td>
</tr>
<tr>
<td>Genetic Banking</td>
<td>7.2741</td>
</tr>
<tr>
<td>Conserve Diversity</td>
<td>0.7436</td>
</tr>
<tr>
<td>Translocation</td>
<td>0.3196</td>
</tr>
</tbody>
</table>

* \( df \) for “Management Units” was 1, 103

The above tests combined all types of Markers (microsatellites, mtDNA, etc.) and Divergence Metrics \( (F_{ST}, \theta, \text{etc.}) \). To assess the influence of individual combinations of Markers and Divergence Metrics (see columns in Table 1.3 for specific combinations) we reran the above tests for those combinations that had more than 10 observations. Given that there were four combinations and seven Recommendations we set the
Table 1.3. Probabilities from analyzing the importance of Divergence Values for making specific Recommendations using subsets of the data with specific Markers and Divergence Metrics. *P*-values less than 0.05 are indicated in bold.

<table>
<thead>
<tr>
<th></th>
<th>Microsatellites and $\theta$ (df = 1, 51)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Microsatellites and $F_{ST}$ (df = 1, 12)</th>
<th>Microsatellites and $R_{ST}$ (df = 1, 13)</th>
<th>mtDNA and $\Phi$ (df = 1, 22)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$F$</td>
<td>$P$ - value</td>
<td>$F$</td>
<td>$P$ - value</td>
</tr>
<tr>
<td>Connectivity</td>
<td>0.0313</td>
<td>0.8604</td>
<td>0.0869</td>
<td>0.7732</td>
</tr>
<tr>
<td>Protect Populations</td>
<td>0.6807</td>
<td>0.4132</td>
<td>1.0061</td>
<td>0.3356</td>
</tr>
<tr>
<td>Habitat Maintenance</td>
<td>1.9748</td>
<td>0.1660</td>
<td>0.7862</td>
<td>0.3927</td>
</tr>
<tr>
<td>Management Units</td>
<td>0.2155</td>
<td>0.6445</td>
<td>0.5572</td>
<td>0.4698</td>
</tr>
<tr>
<td>Genetic Banking</td>
<td>3.0599</td>
<td>0.0863</td>
<td>NA&lt;sup&gt;b&lt;/sup&gt;</td>
<td>NA</td>
</tr>
<tr>
<td>Conserve Diversity</td>
<td>4.3221</td>
<td><strong>0.042</strong></td>
<td>0.3902</td>
<td>0.5439</td>
</tr>
<tr>
<td>Translocation</td>
<td>0.0070</td>
<td>0.9339</td>
<td>0.0449</td>
<td>0.8357</td>
</tr>
</tbody>
</table>

a: df for “Managements Units” was 1, 50.

b: No studies recommended “Genetic banking” using the data subsets with microsatellites and $F_{ST}$ or mtDNA and $\Phi$. 
significance level at $0.05/28 = 0.0018$. In only three cases is $P<0.05$ and after correcting for multiple tests, the only significant correlation between a particular Recommendation and statistic was the Recommendation “Translocation” using the combination of mtDNA and $\Phi$ (Table 1.3).

**Are the Justifications for the Recommendations significantly associated with the Recommendations?**

At the conclusion of each paper one or more of the seven Recommendations (listed in the methods section) were given based upon one or more of the eight population characteristics justifying the Recommendations (Justifications, see methods), four of which were derived from the genetic analysis.

Using all the data produced 10 tests in which $P<0.05$, which is significantly different from the expected 5% by chance alone (binomial test, $P<0.0001$, Table 1.4). In no test were “Habitat maintenance,” “Genetic banking,” or “Translocation” significant. Because of the large number of tests (35) identifying the “significant” (i.e. $P<0.05$) tests is difficult as none of the values are less than the Bonferroni-corrected $P$ value of $0.05/35=0.0014$. However, six of the “significant” tests implicate genetic variables, although divergence per se appears not to have played a significant role in the Recommendations (Test 1, Table 1.4).

When the tests were applied to the two subsets for which enough data were available a somewhat different picture emerges. In both cases there were significantly more “significant” tests than expected by chance (binomial test, $P=0.003$, $P<0.00001$, respectively, Table 1.4). The data subset using microsatellites and $\theta$ consistently
Table 1.4. Probabilities from the ANOVAs used to compare general linear models analyzing the Justifications for making conservation Recommendations. See Table 1 for the interpretation of the tests. *F*-values less than 0.05 are indicated in bold.

<table>
<thead>
<tr>
<th>Test for significance of</th>
<th>Maintain Connectivity</th>
<th>Protect Pops</th>
<th>Habitat Maintenance</th>
<th>Management Units</th>
<th>Genetic Banking</th>
<th>Conserve Diversity</th>
<th>Translocation</th>
</tr>
</thead>
<tbody>
<tr>
<td>All Data</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Divergence</td>
<td>0.3103</td>
<td>0.1241</td>
<td>0.3250</td>
<td>0.0525</td>
<td>0.5640</td>
<td>0.3020</td>
<td>0.3816</td>
</tr>
<tr>
<td>2. Genetic variables</td>
<td>0.2757</td>
<td>0.0041</td>
<td>0.7115</td>
<td>0.0130</td>
<td>0.2984</td>
<td>0.0231</td>
<td>0.0881</td>
</tr>
<tr>
<td>3. Variables other than divergence</td>
<td>0.0348</td>
<td>0.0191</td>
<td>0.3741</td>
<td>0.2607</td>
<td>0.4938</td>
<td>0.0172</td>
<td>0.1018</td>
</tr>
<tr>
<td>4. Non-genetic variables</td>
<td>0.0471</td>
<td>0.1530</td>
<td>0.2546</td>
<td>0.4151</td>
<td>0.8570</td>
<td>0.0976</td>
<td>0.1456</td>
</tr>
<tr>
<td>5. One or more predictor variables</td>
<td>0.0690</td>
<td>0.0108</td>
<td>0.5110</td>
<td>0.0374</td>
<td>0.5743</td>
<td>0.0259</td>
<td>0.0727</td>
</tr>
<tr>
<td>Subset using microsatellites and $\Phi$ (not enough df for $R_{ST}$ and $F_{ST}$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Divergence</td>
<td>0.5027</td>
<td>0.5579</td>
<td>0.2806</td>
<td>0.7815</td>
<td>0.0015</td>
<td>0.9294</td>
<td>0.5964</td>
</tr>
<tr>
<td>2. Genetic variables</td>
<td>0.6501</td>
<td>0.1377</td>
<td>0.5739</td>
<td>0.6706</td>
<td>&lt; 0.0001</td>
<td>0.8390</td>
<td>0.7315</td>
</tr>
<tr>
<td>3. Variables other than divergence</td>
<td>0.2678</td>
<td>0.0039</td>
<td>0.3483</td>
<td>0.5621</td>
<td>0.0007</td>
<td>0.3496</td>
<td>0.9891</td>
</tr>
<tr>
<td>4. Non-genetic variables</td>
<td>0.2166</td>
<td>0.0065</td>
<td>0.1764</td>
<td>0.4370</td>
<td>0.0369</td>
<td>0.3342</td>
<td>0.9914</td>
</tr>
<tr>
<td>5. One or more predictor variables</td>
<td>0.3553</td>
<td>0.0079</td>
<td>0.4432</td>
<td>0.6639</td>
<td>0.0002</td>
<td>0.4848</td>
<td>0.9664</td>
</tr>
<tr>
<td>Subset using mtDNA and $\Phi$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Divergence</td>
<td>&lt; 0.0001</td>
<td>0.1750</td>
<td>0.0119</td>
<td>0.9374</td>
<td>NA*</td>
<td>0.3938</td>
<td>1.0000</td>
</tr>
<tr>
<td>2. Genetic variables</td>
<td>&lt; 0.0001</td>
<td>0.0157</td>
<td>0.0046</td>
<td>0.3890</td>
<td>NA</td>
<td>0.2690</td>
<td>0.7543</td>
</tr>
<tr>
<td>3. Variables other than divergence</td>
<td>&lt; 0.0001</td>
<td>0.0001</td>
<td>0.0293</td>
<td>0.2661</td>
<td>NA</td>
<td>0.0900</td>
<td>0.1391</td>
</tr>
<tr>
<td>4. Non-genetic variables</td>
<td>&lt; 0.0001</td>
<td>&lt; 0.0001</td>
<td>0.0933</td>
<td>0.4373</td>
<td>NA</td>
<td>0.1487</td>
<td>0.0385</td>
</tr>
<tr>
<td>5. One or more predictor variables</td>
<td>&lt; 0.0001</td>
<td>0.0001</td>
<td>0.0096</td>
<td>0.3843</td>
<td>NA</td>
<td>0.1177</td>
<td>0.1580</td>
</tr>
</tbody>
</table>

*No study that used mtDNA and $\Phi$ recommended genetic banking.
produced significant tests based on the Recommendations “Protect populations” and “Genetic banking,” only one of which was correlated with genetic divergence though. In contrast, the subset using mtDNA and Φ consistently produced significant tests based on the Recommendations “Maintain connectivity,” “Protect populations,” and “Habitat maintenance,” all of which were correlated with genetic divergence and/or diversity. Chi-squared analyses were performed to investigate the reason for the discrepancy between the two metrics. First we used the type of organism subdivided four different ways: 1. vertebrate or invertebrate, 2. terrestrial or aquatic, 3. plant or animal, and 4. mammals, herps, fish, birds, invertebrates, and plants. Second, the rationale for performing the study was investigated by looking at how many of the studies used each of the following rationales: assess genetic diversity, assess genetic structure, assess the impact of a translocation or assess the impact of a bottleneck. The ratio of the total sample size to the number of subpopulations (total sample size divided by the number of subpopulations assessed) was also considered. Not all studies give the subpopulation sample size, so this ratio approximates a per subpopulation sample size and was used to see if sample size may have impacted the results. The ratios of sample size to the number of subpopulations were divided into eight categories: 1-10, 11-20, 21-30, 31-40, 41-50, 51-100, 101-150, and >151. Finally, the year of publication was considered: 2007, 2008, 2009, 2010, and 2011. The six studies that used both mtDNA and microsatellites were excluded from the analyses because of overlapping data, so any distinctions between the markers could be observed. There was only one significant difference found in these
analyses, the ratio of the sample size to the number of subpopulations assessed ($\chi^2 = 17.274, \text{df} = 7, P = 0.0157$; Table 1.5). In general, mtDNA had smaller ratios than microsatellites, thus authors may be more hesitant to suggest more dramatic Recommendations, such as translocation, when they have smaller sample sizes per subpopulation.

Table 1.5. Results from the $\chi^2$ analysis used to identify the reason for the difference in the Recommendations associated with microsatellites and mtDNA.

<table>
<thead>
<tr>
<th>$\chi^2$ factors</th>
<th>$\chi^2$</th>
<th>df*</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organism</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. vertebrate, invertebrate</td>
<td>0.0036</td>
<td>1</td>
<td>0.9522</td>
</tr>
<tr>
<td>2. terrestrial, aquatic</td>
<td>0.0287</td>
<td>1</td>
<td>0.8655</td>
</tr>
<tr>
<td>3. plant, animal</td>
<td>2.0628</td>
<td>1</td>
<td>0.1509</td>
</tr>
<tr>
<td>4. mammals, herps, fish, birds, invertebrates, and plants</td>
<td>5.1978</td>
<td>5</td>
<td>0.3922</td>
</tr>
<tr>
<td>Rationale for performing the study</td>
<td>4.0282</td>
<td>3</td>
<td>0.2584</td>
</tr>
<tr>
<td>Ratio of sample size to number of subpopulations</td>
<td>17.2743</td>
<td>7</td>
<td>0.0157</td>
</tr>
<tr>
<td>Year published</td>
<td>4.0708</td>
<td>4</td>
<td>0.3965</td>
</tr>
</tbody>
</table>

* Degrees of freedom
Discussion

Assessments of genetic divergence are often performed without a clear understanding of how the results will be applied to conservation. In fact, there is no threshold of genetic divergence used to define divergent populations, so genetic analyses are entirely reliant upon those performing the genetic assessments to determine whether populations are divergent and what actions should be taken to conserve the populations.

We analyzed the recommendations given at the end of genetic analyses to determine whether the results of genetic studies are actually related to the recommendations given. The median genetic Divergence Values in the analyses using just the variables from the genetic studies indicated that divergence only impacted one of the seven Recommendations often discussed at the end of a genetic study. In the Justification analyses again genetic divergence was only found to be important for a few of the Recommendations using subsets of the data. Since the choice of using different Markers (microsatellites, mtDNA, etc.) and different Divergence Metrics (θ, Φ, RST, etc.) would lead to different Divergence Values, grouping the data by Marker and Divergence Metric would make the relationship between the Divergence Value and the Recommendation more apparent by excluding the noise of other Markers and Metrics. The analyses using microsatellites and θ indicated only two Recommendations were correlated with the Justifications: “Protect populations,” and “Genetic banking.” “Genetic banking” was the only one of these Recommendations that had a genetic basis (Table 1.4). There were few studies that used mtDNA and Φ; however, here three of the Recommendations using this subset of the data were significantly related to the Justifications: “Maintain connectivity,”
“Protect populations,” and “Habitat maintenance.” Studies using mtDNA and \( \Phi \) may be more likely to give those Recommendations over studies using other Marker and Divergence Metric combinations because, as the dataset used here indicated, studies using mtDNA had a smaller per subpopulation sample size. Authors may be more hesitant to recommend more extreme management options such as “Translocation” and “Management units” without larger sample sizes per subpopulation.

The Markers and Divergence Metrics used in these analyses are not directly interchangeable. However, because of the use of multiple Markers or multiple Divergence Metrics each study often had multiple Divergence Values: as a consequence, dividing the data up by different Markers and Divergence Metrics left information out that potentially contributed to the Recommendations made in each study.

Eighty-five of the 106 studies in this analysis assessed the statistical significance of their genetic divergence values. Nine studies stated that they had significant divergence and thus the populations were divergent when the divergence value was very small (~ 0.05). A divergence value this small may not be biologically significant. Sample size would impact the significance value and populations with a large sample size may show a significant divergence for very small divergence values (Caujape-Castells 2010). The problem with small divergence values is that they may simply be an issue of autocorrelation due to poorly chosen sampling sites if the sites were inadvertently located far enough apart within a single population for divergence to be observed (Schwartz & McKelvey 2009; Caujape-Castells 2010). Populations where mating occurs among individuals residing close to each other would be an ideal situation to observe this issue.
Unfortunately, autocorrelation is a problem that even spatial structure programs, such as STRUCTURE, cannot overcome (Schwartz & McKelvey 2009).

This issue with small divergence values highlights a problem of inconsistency in defining populations as divergent and raises questions about whether the recommendations are biologically necessary. In conservation biology there is also an issue of uncertainty about what a non-divergent result means. Latta (2008) pointed out that the finding of genetic divergence could mean there is local adaptation, but not finding genetic divergence does not mean there is no local adaptation. Thus recommendations for management would be the same regardless of whether or not the populations were divergent. Studies on genetic divergence may not always be necessary if the conclusion of no genetic divergence may be interpreted as inconclusive leading to the same recommendation regardless of the result.

Unfortunately, neutral Marker divergence does not always indicate significant divergence in ecologically important traits (Bekessy et al. 2003). In fact, neutral genetic divergence can be observed in selfing populations, isolated populations, and those with high apomixis without being detrimental. If genetic divergence is based on markers that are actually neutral, any amount of genetic divergence may not indicate a cause for concern. Quantitative genetic divergence or loss of diversity in a quantitative trait would be more indicative of a cause for conservation concern, but performing quantitative genetic assessments on small wild populations would be costly and potentially inappropriate due to inadequate sampling. In fact, managing for high genetic variation
may not always be the best method for conservation (McKay et al. 2005). If a population is in the process of adapting to a new location, conserving diversity that is no longer beneficial may reduce the population’s fitness and slow the rate of evolution (Stockwell et al. 2003).

Besides assessments of genetic divergence there are many other uses for genetics in conservation including defining taxonomy (Frankham 2003), assessing kinship among individuals to reduce inbreeding (Avise 2010), identifying invasive species, assessing presence or abundance of small populations or dangerous animals using non-invasive DNA collection, such as hair samples, and diagnosing and tracking diseases (Schwartz et al. 2007). Financial resources are scarce when dealing with species of conservation concern. Assessments of genetic structure may be important information for conservation of species on the verge of extinction, where adequate money is available. However, it is important to ensure that money is only used on genetic studies that will impact conservation management (Howes et al. 2009). Other species that are insufficiently funded may benefit more from directly using money for management purposes based on known information instead of performing a genetic assessment.

Overall, it does appear that genetic studies contribute to management recommendations. However, the specific Markers and Divergence Metrics influence recommendations differently. The use of more Markers and Divergence Metrics in a study will help paint a better picture of the genetic structure within the subpopulations. Moritz (1994) suggested using both mtDNA and nuclear markers, such as microsatellites, to determine whether or not different management units should be utilized. In general,
the use of multiple Markers should be expanded to other recommendations such as translocation, where major changes in management are being made that will directly affect populations when financial resources are available to perform an extensive genetic analysis.
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Abstract

Because of anthropogenic factors many populations have been at least temporarily reduced to a very small population size. Such reductions could potentially decrease genetic variation and increase the probability of extinction. Analysis of molecular markers has shown a decrease in genetic variation but in many cases this has not reduced the ability of the population to recover from the bottleneck. This apparent paradox is resolved by a consideration of how population bottlenecks can affect additive genetic variance, the relevant measure of ability to respond to selective factors. A bottleneck has the potential to increase additive genetic variance in a population. This may result in an increase in fitness, particularly in populations of conservation concern that are small and lack genetic variation. Here we present a meta-analysis of experimental tests of this prediction using models designed to fit data that is strictly additive and data that has non-additive components. This analysis shows that additive genetic variance in a dataset
dominated by morphological traits increases, on average, after a bottleneck event when the inbreeding coefficient is less than 0.3, but neither of the theoretical models alone can adequately explain this result. Because of our inability at present to predict the results of a population bottleneck in a specific case and the probability of extinction associated with small population size we caution against using bottlenecks to increase genetic variance, and thus the fitness, of endangered populations.

**Introduction**

Because of anthropogenic effects many populations have been reduced at least temporarily to very low numbers. The possibility of an increased probability of extinction because of decreased genetic variance is a significant concern of conservation biology as evidenced by the number of papers focused on this phenomenon in journals such as Conservation Genetics, Conservation Biology and Animal Conservation: a search using the term “bottleneck*” under the division of Biodiversity Conservation in web of science produced 402 papers, 342 of which were published in the last 10 years. Analysis of genetic variation using molecular markers in populations passing through such population bottlenecks has shown significant loss of genetic variation: examples include eutherian mammals (Bonnell & Selander 1974; Neumann et al. 2004; Culver et al. 2008; Durrant et al. 2009; Haanes et al. 2010; Corti et al. 2011; Fenderson et al. 2011; Ricanova et al. 2011; Sastre et al. 2011), marsupials (Sinclair et al. 2002; Cardoso et al. 2009), birds (Bellinger et al. 2003; Munoz-Fuentes et al. 2005; Funk et al. 2010; Kuro-o et al. 2010), amphibians (Schoville et al. 2011), fish (Consuegra et al. 2005; Earl et al. 2010;
Swatdipong et al. 2010) and plants (Jacquemyn et al. 2010). Despite the loss of molecular variation after passing through a bottleneck numerous species (but not all – see, for example, Heber & Briskie 2010) have shown few ill effects and their populations have expanded and persisted: for example, the Northern elephant seal (Hoelzel 1999; Weber et al. 2000; Hoelzel et al. 2002), the kakerori, an endemic bird of the Cook Islands (Chan et al. 2011), the Seychelles kestrel (Groombridge et al. 2009), the skink, *Oligosoma suteri* (Miller et al. 2011), the butterfly, *Parnassius Apollo* (Habel et al. 2009) and the stingless bee *Melipona scutellus* (Alves et al. 2011). For other examples see Reed (2010). Similarly, many highly successful invasions have started from very small introduced populations: the Norway rat on Moturemu Island in New Zealand (Russell et al. 2009), the house finch in eastern United States (Hawley et al. 2008), lake trout in the Rocky Mountains (Kalinowski et al. 2010), the dwarf honey bee in the near East (Moritz et al. 2010), and barbed goatgrass in California (Meimberg et al. 2006). In their review Puillandre et al. (2008) found reduced genetic variability based on molecular markers in the invasive population relative to the native in 80.5% of the 62 cases for which such data were available.

The persistence and population expansion of populations passing through a bottleneck appears paradoxical in the light of decreased molecular genetic variation. This apparent paradox is resolved by a consideration of how additive genetic variance, the genetic factor determining response to selection, is changed by passage through a population bottleneck. Individual and population fitness is a function of life history components such as fecundity, development time and survival (Roff 1997). Other types
of traits such as those relating to behavior, morphology or physiology may also have a
significant impact on fitness. Variation in these components is measured not by neutral
molecular variation but by quantitative genetic variation. There may be little or no
correspondence between these two components of genetic variation (Merila & Crnokrak
2001; Palo et al. 2003; Leinonen et al. 2008) and thus if we wish to understand the
consequences of bottlenecks on fitness and the ability of a population to respond to
selective factors following the bottleneck we must examine changes in quantitative
genetic variation, specifically additive genetic variance, rather than that in neutral
molecular markers (Dlugosch & Parker 2008).

An increase in additive genetic variance, $V_A$, is possible if there is dominance or
epistatic variance present in the population (Robertson 1952; Goodnight 1987;
Cockerham & Tachida 1988; Goodnight 1988; Tachida & Cockerham 1989a, b; Willis &
Orr 1993; Cheverud & Routman 1996; Barton & Turelli 2004). Passage through a
bottleneck will change the allele frequencies thereby changing the relative magnitude of
the component genetic variances, leading in some cases to an increase in $V_A$ (reviewed in
Roff 1997, p 299-305). In general, dominance rather than epistatic effects are more
likely to generate such increases (Turelli & Barton 2006), and could be beneficial by
increasing the ability of populations to evolve. Under a strictly additive model, however,$V_A$ should decrease with inbreeding as alleles are lost (Wright 1951; Lande 1980) and
bottlenecked populations could suffer a decrease in their ability to evolve under new
conditions. How a population responds to a bottleneck may be specific to the population
itself, but if there is a general trend across species it may help explain why some
populations, such as the Northern elephant seal, are able to persist for long periods of time despite experiencing dramatic drops in their population size. The change in $V_A$ depends upon the genetic architecture of specific traits, which is a phenomenon that can only be answered by empirical study. However, certain classes of traits, such as those associated directly with fitness (life history traits), show significant inbreeding depression indicative of directional dominance and possibly epistasis (DeRose & Roff 1999). For such traits we might expect a relatively high likelihood of an increase in $V_A$ following a bottleneck. On the other hand, morphological traits typically do not exhibit much, if any, inbreeding depression and are assumed to be determined in large measure by $V_A$ (Roff 1998; DeRose & Roff 1999; Wright et al. 2008). A meta-analysis of components of genetic variance from line cross analyses demonstrated that life history traits display significantly higher dominance and epistatic effects than morphological traits but both epistatic and dominance effects are found in 67% of morphological traits examined (Roff & Emerson 2006). Thus, given the presence of dominance and epistatic effects, which imply the existence of some non-additive genetic variance in both life history and morphological traits, there is the possibility that $V_A$ will increase after a bottleneck, and the assumption that the additive genetic variance in morphological traits decreases when the population passes through a bottleneck is premature.

At this time there are a number of studies assessing the change in $V_A$ following a bottleneck using different species, traits, inbreeding coefficients and bottleneck sizes so a meta-analysis of the overall effect of bottlenecks on additive genetic variance is now possible. Here we address the general question of whether or not there is a consistent
change in additive genetic variance following a bottleneck. Additionally, we investigate whether there are significant differences due to trait type (morphological, life history, behavioral and physiological), species, study (referred to as “paper”), inbreeding coefficient, and bottleneck size. The last two factors are particularly important.

Bottleneck size ($N$) and the inbreeding coefficient ($f$) are directly related by the equation $f = 1/2N$ for a single generation of inbreeding among unrelated individuals, so the inbreeding coefficient will be large if the bottleneck size is small. However, for several reasons, this relationship may not be directly applicable to all experiments, and, in general, the inbreeding coefficient may be a better metric with which to assess the effect of a bottleneck among different experiments than the bottleneck size per se. First, the individuals chosen for the bottleneck may, unbeknownst to the researcher, be related, leading to an inbreeding coefficient that is larger than expected after a bottleneck of a particular size. Second, if the bottleneck was maintained for several generations to obtain a certain inbreeding coefficient as done in Kristensen et al. (2005), the above relationship must be modified to account for the multiple generations of inbreeding. Third, experiments are not consistent in the number of generations of flushing (where population size increases using only the bottlenecked individuals and their offspring as parents) that take place prior to assessing the change in additive genetic variance (Table 2.1). Thus one of the important questions we address is the extent to which bottleneck size versus the inbreeding coefficient can account for changes in additive genetic variance following a bottleneck.
Table 2.1. Bottleneck size, inbreeding coefficient, generations the bottleneck was maintained and the generations after a bottleneck before additive genetic variance was assessed. Due to the number of generations before additive genetic variance was assessed after a bottleneck the relationship between bottleneck size and the inbreeding coefficient will not be exact.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Bottleneck size</th>
<th>(f)</th>
<th>Gens bottleneck maintained</th>
<th>Gens after bottleneck before analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Andersson et al. 2010</td>
<td>1</td>
<td>0.535</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>van Heerwaarden et al. 2008</td>
<td>2</td>
<td>0.276</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Whitlock and Fowler 1999</td>
<td>2</td>
<td>0.32</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Kristensen et al. 2005</td>
<td>8</td>
<td>0.67</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.67</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Saccheri et al. 2001</td>
<td>2</td>
<td>0.27</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.03</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Briggs and Goldman 2006</td>
<td>2</td>
<td>0.25</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Fernandez et al. 1995</td>
<td>2</td>
<td>0.25</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Fernandez et al. 2003</td>
<td>2</td>
<td>0.25</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Cheverud et al. 1999</td>
<td>4</td>
<td>0.39</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Lopez-Fanjul and Villaverde 1989</td>
<td>2</td>
<td>0.25</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Lopez-Fanjul et al. 1989</td>
<td>2</td>
<td>0.5</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Garcia et al. 1994</td>
<td>2</td>
<td>0.25</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.5</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.73</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Bryant and Meffert 1995</td>
<td>4</td>
<td>0.125</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Bryant and Meffert 1996</td>
<td>4</td>
<td>0.125</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Bryant and Meffert 1993</td>
<td>2</td>
<td>0.25</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.0625</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>0.015625</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Bryant et al. 1986</td>
<td>2</td>
<td>0.25</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.0625</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>0.015625</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Meffert 1995</td>
<td>4</td>
<td>0.125</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>
Material and Methods

We performed an extensive literature search of empirical studies examining the effect of population bottlenecks on $V_A$ and recorded data on study characteristics (species, trait, bottleneck size, inbreeding coefficient, number of bottlenecks) and $V_A$, of control and experimental (i.e. bottlenecked) lines. Any study that reported $V_A$ on populations that experienced a bottleneck in comparison to a control population was included, except for Lints and Bourgois (1984) which did not contain enough information to determine the inbreeding coefficient of the bottlenecked population. Seventeen studies are included in the analysis, 14 of which used invertebrates. Eight different species are included, most of which are dipterans (flies); five studies used Musca domestica (house fly), six used Drosophila melanogaster (fruit fly) and one used D. bunnanda. Among the studies many different traits were measured, with different bottleneck sizes experienced prior to assessing $V_A$ (see Appendix B for the data set). Data from 107 experiments were used in the present analysis, 86 of which used invertebrates, dominated by 43 experiments using Musca domestica and 24 using the lepidopteran Bicyclus anynana. While many different traits were measured, the majority (85) can be classified as morphological traits with only one experiment measuring physiological traits, 11 measuring behavioral traits, and 10 measuring life history traits. One study (Bryant & Meffert 1993) reported the average of eight different morphological traits. Here these data are assessed as a composite trait in three experiments. All other traits had enough data reported to be assessed as single traits. Several studies performed the same experiment multiple times (same bottleneck sizes/inbreeding coefficients and traits used). When this occurred we used the average as
a single datum in the meta-analysis instead of the median for consistency since several studies only reported averages, and paper is included in the analysis to avoid issues with pseudo-replication.

Seven different bottleneck sizes were used. Here we consider a bottleneck as a reduction in population size that is followed by a population flush. For two studies the effect of consecutive bottlenecks (where a bottleneck occurs and is followed by a population flush, then the bottleneck and flush are repeated in the same population several generations later) was assessed on the same population by recording data after each flushing event (Lopez-Fanjul et al. 1989; Bryant & Meffert 1993). Only the data from the first bottleneck was used in the present analysis. Because no studies used multiple bottlenecks on separate experimental lines, we did not consider this variable in our analyses.

Additive genetic variance itself cannot be used as a variable because it depends upon the scale of measurement. One solution is to standardize the variance to the control, i.e. use the ratio of the variance in the experimental to the variance in the control line (Van Buskirk & Willi 2006). However, ratios are frequently highly skewed in their distribution and may show considerable heteroscedasticity. As the latter was clearly evident in the present data set we removed 15 data points with negative variances and used the log transformed ratio of $V_A$ for the bottleneck population relative to the control, $\log\left(\frac{V_A^{(bottleneck)}}{V_A^{(control)}}\right)$ (referred to as log$R$ throughout the paper).
In the absence of non-additive effects, such as might be expected in many morphological traits, additive genetic variance is expected to decrease with the inbreeding coefficient according to the relationship (Crow & Kimura 1970)

\[ V_{A(bottleneck)} = (1 - f)V_{A(control)} \]  

where \( f \) is the inbreeding coefficient of the bottlenecked population. Standardizing by dividing by \( V_{A(control)} \) and taking logs gives the expected additive model

\[ \log \left( \frac{V_{A(bottleneck)}}{V_{A(control)}} \right) = \log R = \log(1 - f) \]  

This model can be tested using a generalized version of the additive model

\[ \log \left( \frac{V_{A(bottleneck)}}{V_{A(control)}} \right) = \log R = a + b \log(1 - f) \]

where, with reference to equation 2, it can be seen that if only additive genetic variance is present the intercept, \( a \), has an expected value of 0 and the slope, \( b \), an expected value of 1.

If dominance and/or epistatic variance are present, which may be more prevalent in life history traits, non-additive effects must be incorporated. The analysis by Barton and Turelli (2004) indicates that with dominance and epistasis \( V_A \) is expected to increase until about \( f = 0.4 \) and thereafter decline. Van Buskirk and Willi (2006) suggested using the approximate non-additive formula for the additive genetic variance in relation to the inbreeding coefficient given by Barton and Turelli (2004)

\[ V_{A(bottleneck)} = (1 - f)(V_{A(control)} + 2fV_D + 4fV_{AA} + \text{higher order}) \]
where $V_D$ is the dominance variance and $V_{AA}$ is the additive by additive epistatic variance. Standardizing as above and taking logs gives

$$\log \left( \frac{V_{A(bottleneck)}}{V_{A(control)}} \right) = \log R = \log \left( (1 - f) \left( 1 + \frac{fC}{V_{A(control)}} \right) \right)$$

5
devise

where, because the dominance variances, epistatic variances and higher order terms could not be estimated from the published data, $c = 2V_D + 4V_{AA} + \text{higher order}$. When $c = 0$ equation 5 reduces to equation 2. Statistical analysis of this model is hampered by the fact that $V_{A(control)}$ occurs on both sides of the equation, and thus a basic assumption of linear regression analysis is violated. With this caveat we can approximately test this model by fitting the generalized non-additive model

$$\log \left( \frac{V_{A(bottleneck)}}{V_{A(control)}} \right) = \log R = a + b \log \left( (1 - f) \left( 1 + \frac{fC}{V_{A(control)}} \right) \right)$$

6

where $a$, $b$ and $c$ are fitted constants. Parameter estimates were obtained by maximum likelihood assuming a normally distributed error term. In addition to this model we also tested the general curvilinear model

$$\log \left( \frac{V_{A(bottleneck)}}{V_{A(control)}} \right) = \log R = a + bf + cf^2$$

7

Because, as we shall show, the data fitted the generalized additive model we compared the relative fit of model 6 with model 3, which is the same as model 6 when $c = 0$, to determine if the incorporation of additive effects significantly improved the fit of the model, by constructing the $F$ statistic, $F_{1,n-3} = \frac{\text{SS.2} - \text{SS.3}}{\text{SS.3}/(n-3)}$. SS.2 is the residual sums
of squares of the generalized additive (2 parameter) model, SS.3 is the residual sums of squares for the generalized non-additive (3 parameter) model and $n$ is the sample size (Dobson 1983). Generalized coding in SPLUS for this type of analysis is given in Roff (2006).

The above approach does not include the possible confounding effects of trait type, species, etc. which may impact the change in $V_A$. Therefore, we modified the generalized additive model by using stepwise regression with predictor variables paper, species, bottleneck size, trait type, and $\log(1-f)$. Because of sample size restrictions, interaction terms were omitted:

$$\log \left( \frac{V_{A(bottleneck)}}{V_{A(control)}} \right) = \log R = a + b \log(1 - f) + c_1 x_1 + c_2 x_2 + c_3 x_3 + c_4 x_4$$

where $x_1,..x_4$ are the four added predictor variables and $c_1,..c_4$ the fitted constants.

**Results**

Linear regression of $\log R$ on $\log(1-f)$ (i.e. the generalized additive model) is highly significant ($F_{1,105} = 7.29, P = 0.0081$, Fig. 2.1). The slope ($1.04 \pm 0.38$SE) is not significantly different from the predicted value of 1 ($t = 0.10$, df = 105, $P = 0.9201$), but the intercept ($0.17 \pm 0.06$) is significantly different from 0 ($t = 2.63$, df = 105, $P = 0.0098$).
Figure 2.1. Plot of log\(R\) on the inbreeding coefficient, \(f\), for each trait type (morphological, life history, behavioral, and physiological). The figure is plotted using the inbreeding coefficient instead of log(1-\(f\)) for ease of interpretation. Note that in this case the expected intercept is 0 and the expected slope is -1.

Fig. 2.1). This is not what we expect in fitting the linear model if only additive effects are present. Using only the morphological data there is still a significant fit to the generalized additive model \((F_{1,83} = 15.75, P = 0.0002)\), but again the intercept (0.23±0.06) is significantly different from 0 \((t = 3.68, df = 83, P = 0.0004)\), and the slope (1.53±0.39) is not significantly different from 1 \((t = 1.37, df = 83, P = 0.1739)\). There is no correlation between the life history data and the generalized additive model \((F_{1,8} = 2.57, P = 0.1473)\), but this could be due to lack of power in the linear regression analysis.
caused by the small sample size for life history traits. An intercept significantly greater
than zero, the expected value if there is no increase in $V_A$, indicates that over a range of $f$
up to about 0.3 (as shown in Fig. 2.1) there is an increase in $V_A$ following a bottleneck.
Given that the data fitted the generalized additive model we compared the fit of the data
to this model with that of the generalized non-additive model (equation 6).

The fit of the data to the generalized non-additive model produces the following
equation

$$
\log R = -0.07 + 0.13 \log \left( 1 - f \right) \left( 1 + \frac{f(0.95)}{V_{(control)}} \right)
$$

The non-additive model is approaching a significantly better fit than the fit of the
generalized additive model ($F_{1,104} = 3.84, P = 0.0527$). If, as we hypothesized in the
introduction, we expect to see an increase in $V_A$ then our test is one-tailed and we would
conclude the fit to be significant ($P = 0.0263$). The results suggest an increase in $V_A$
following a bottleneck for some range of $f$.

When the curvilinear model (equation 7) is fit to the data, it produces results
similar to the additive model. The curvilinear model gives the following equation

$$
\log R = 0.24 - 1.15 f + 0.73 f^2
$$

and is a significant fit to the data ($F_{2,104} = 4.19, P = 0.0178$), but the intercept (0.24±0.10) is significantly different from 0 ($t = 2.50$, df = 104,
$P = 0.0141$). However, the curvature is opposite to that expected. Using only the
morphological data there is still a significant fit to the curvilinear model ($F_{2,82} = 9.06, P =
0.0003$), but again the intercept (0.31±0.09) was significantly different from 0 ($t = 3.64,
df = 82, \( P = 0.0005 \)). There was no correlation between the life history data and the curvilinear model \( (F_{2,7} = 1.42, \ P = 0.3032) \).

Stepwise multiple regression with predictor variables paper, species, bottleneck size, trait type, and \( \log(1-f) \) gave the final model \( \log R = 0.22 + 1.32 \log(1-f) + c(\text{paper}) \), where \( c \) ranged from 0.06 to 0.94 depending on the paper \( (F_{17,89} = 3.16, \ P = 0.0002, \ r^2 = 0.38) \). This result indicates that the generalized additive model with intercepts varying among papers (study) is an adequate predictor of \( \log R \). While the standard errors attached to the partial regression coefficients do not permit a definitive statement concerning individual studies, it is noteworthy that only two of the 17 studies had a predicted intercept less than zero; that by Saccheri et al. (2001) on morphological variation in the lepidopteran \( Bicyclus anynana \) and that by Meffert (1995) on behavioral variation in the dipteran, \( Musca domestica \). From the multiple regression model the intercept value of the regression \( \log R = a + b \log(1-f) \) for any given paper is given by \( 0.22 + c_i \), where \( c_i \) is the coefficient associated with the \( i \)th paper: 14 of the 16 intercepts are greater than zero supporting the previous analysis that the variance after the bottleneck is greater than before for some lower range of \( f \).

In summary, we interpret these results to indicate that in general, even for morphological traits, an increase in additive genetic variance after passage through a population bottleneck is likely to occur for some values of \( f \).
Discussion

The multiple regression analysis indicates that changes in additive genetic variance in bottleneck experiments are better explained by the inbreeding coefficient than the actual bottleneck size since log(1-\(f\)) was maintained in the stepwise regression and bottleneck size was not. This is not unexpected given that such experiments have used individuals of varying relatedness and in some cases extended bottlenecks for multiple generations prior to flushing, making the inbreeding coefficient a more appropriate indicator of the level of inbreeding than bottleneck size. If for example, a bottleneck consists of two individuals that are full sibs as opposed to two unrelated individuals then, even though the bottleneck size is two in both cases, the inbreeding coefficient at the time of the bottleneck is 0.25 in the first case and zero in the second. Because of the interaction between bottleneck size and inbreeding coefficient, studies to assess the effect of bottlenecks should maintain a constant inbreeding coefficient across experiments, such as \(f = 0\) or 0.25, regardless of the number of individuals used to explicitly look at the effect of bottlenecks. The actual value of \(f\) in these studies is also not always measured at the time of the bottleneck, but is measured at the time \(V_A\) is assessed. As shown in Table 2.1, this could be several generations after the bottleneck event leading to \(f\) values that are greater than what would be expected based on the bottleneck size.

The majority of the traits assessed in the present analysis can be classified as morphological traits and are thus expected to exhibit lower magnitudes of dominance and epistatic variance than life history traits and thus would be expected to exhibit relatively small increases in \(V_A\) after passing through a bottleneck (Crnokrak & Roff 1995; Roff &
Emerson 2006). However, Roff and Emerson (2006) found that dominance effects were present in 95% of traits assessed in their study. They also found that epistatic effects were present in 67% of morphological traits. Even if the magnitude of change is expected to be small for morphological traits, given the ubiquity of non-additive genetic variance, an increase in $V_A$ with inbreeding or passing through a bottleneck is not unexpected in morphological traits.

The fit to the generalized additive model presents an apparent paradox, because at $f=0$ we would expect no change in additive genetic variance. A solution to this is suggested by the two observations that the generalized non-additive model is statistically very close to being a better fit than the generalized additive model (and is so using a one-tailed test) and that paper (study) significantly increases the variance explained. We suggest that the data consists of a heterogeneous set of relationships, some of which follow the strictly additive expectation (equation 1) and others that follow the non-additive expectation (equation 4). Given that equation 4 is only an approximation and does not include all the epistatic variance, some cases may involve functions different from equation 4 though following the general pattern of an initial increase with $f$ followed by a decline. The overall effect of this heterogeneity is to produce a general linear relationship with $f$ and an intercept greater than zero (Fig. 2.2).
Figure 2.2. Schematic illustration of the hypothesis that the fit of the generalized additive model is a consequence of heterogeneity among papers. Cases in which there is no significant non-additive genetic variance will follow the solid linear line, whereas those in which non-additive genetic variance causes an increase in variances for some lower range in \( f \) are shown by the gray curves, each separate study being characterized by a particular value of \( c \). When combined these gray curves average out to the solid black curve. In some cases the approximate formula for the effect of non-additive variance (equation 5) may not be appropriate but we still expect a rise and fall in log\( R \). The heavy dotted line represents the overall change observed in the analysis here.
Our results are in contradiction to Van Buskirk and Willi (2006) who concluded that changes in variance of morphological traits with $f$ were consistent with the strictly additive model. The difference in conclusions lies in the fact that the analysis of Van Buskirk and Willi did not consider whether the additive model was itself an adequate model, they simply compared the fit to the non-additive model. Our analysis shows that the additive model is not a sufficient explanation for the relationship between the change in additive genetic variance for morphological traits and $f$ because the intercept is significantly different from the expected value of zero (on a log scale). Van Buskirk and Willi’s (2006) analysis considered studies that measured both $f$ and the change in additive genetic variance (and heritability) and included studies other than those examining the effect of bottlenecks. This increased the number of studies involving life history traits: however, their conclusion that the data fit the non-additive model is somewhat flawed because they did not consider alternate models, such as the null model of no fit to the data. Our data are insufficient to address the question of changes in variance in life history traits, though given the results for morphological traits we expect that stronger effects will be found in general in life history traits.

The increase in additive genetic variance following a bottleneck is a consequence of the presence of dominance variance which will also lead to inbreeding depression in the initially small bottlenecked population. Thus the probability of the population responding rapidly to selection due to an increased heritability will be mitigated to some extent by the decline in trait values. Our analysis suggests that values of $f$ less than about 0.3 will give rise to increased heritabilities. Estimates of inbreeding depression for a
variety of fitness-related traits for an inbreeding coefficient of 0.25 range from 0 to 91% with a mean of 17% (SE=4.1%) and median of 8% (data from table 8.9 in Roff 1997). This could be an underestimate as many laboratory studies are included here and inbreeding depression is lower in benign environments (Armbruster & Reed 2005; Fox & Reed 2011). Fox and Reed (2011) found a 32% average decrease in fitness, not just fitness-related traits, when f=0.25 in benign and stressful environments. With such a decrease the increase in heritability would be just sufficient to counterbalance the deleterious effect of inbreeding. These calculations point to the need for direct empirical estimates of the consequences of response to selection on fitness following a bottleneck event. Using the multiple regression equation gives predicted values of $R$ ranging from 0.6 to 1.6, depending on the study. Given that increases for life history traits are likely to be larger than this a twofold increase in $V_A$ is a reasonable possibility. Heritabilities of life history traits average about 0.25 (see table 2.8 in Roff 1997) which would give a heritability after the bottleneck of $R/(R+3)$: thus a twofold increase in $V_A$ would lead to a 1.6 times increase, resulting in a heritability of 0.4. Such an increase could be enough to offset the decline in trait value and produce an increased response to selection. Importantly, the increase in potential response may be a significant factor in overcoming the deleterious effects of inbreeding in a population passing through a bottleneck.

Our analysis has addressed the immediate consequence of the effect of a population passing through a bottleneck. What happens in the longer term is a different question and one that will depend upon the types of changes in genetic architecture that occur as a result of the bottleneck and the subsequent effects of mutation and selection.
If only allele frequencies change then, given the same selection regime, we might expect the allele frequencies to return to their pre-bottleneck frequencies (Roff, 1997; Barton and Turelli, 2004). If alleles are lost then it is possible that a new optimum might be favored. Additive genetic variance could contribute to an increase in the evolutionary rate of bottlenecked populations. This could be very important for populations of conservation concern if the population is not extirpated by the event causing the bottleneck. The ability to adapt to changing conditions could, in principle, be enhanced by passage through a population bottleneck. However, the use of bottlenecks to achieve such a goal is not a recommended conservation approach for four reasons. First, the parameter space over which additive genetic variance increases is small and over much of the space a decrease in additive genetic variance is more likely. Second, there is no present means of predicting whether in a specific case additive genetic variance will increase even in the likely region of $f$. Third, inbreeding depression is very likely (Keller & Waller 2002) even if additive genetic variance is increased and could eliminate or reverse any effects of increased additive genetic variance (Frankham 1998; Frankham et al. 1999; Willi et al. 2006). Finally small populations have an elevated risk of extinction because of demographic stochasticity (Lande et al. 2003; Griffen & Drake 2008).

The analysis of molecular markers is important to determine population structure, effective population size and demographic history but its low or lack of correlation with quantitative genetic variation makes it a poor method for assessing the evolutionary potential of a population. For this purpose we must turn to quantitative genetics to determine the potential for response to novel conditions in wild populations (Kruuk
2004). Unfortunately, at this time use of these models is predicated on the assumption that genetic variances and covariances remain constant which may not be valid for populations passing through population bottlenecks. Further empirical and theoretical study of this problem is required to better understand its implications for conservation biology.
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Abstract

If species with shared ecological or life history characteristic also tend to share their risk of extinction, then ecological characteristics may be used to predict which species may be at risk, although not yet classified as such, by the International Union for Conservation of Nature (IUCN). To determine whether there are non-threatened or unclassified species that share the characteristics of threatened species statistical models can be used, but which model is best and whether multiple models should be used is unknown. Here three types of statistical models were compared: regression trees, logistic regression, and discriminant function analysis. The utility of these methods was compared using data on the ecological characteristics of Finnish lepidopterans (butterflies and moths). Overall, logistic regression performed slightly better than discriminant
function analysis, and both were better than regression trees. Because of uncertainty in classification we recommend that multiple analyses be performed and special attention paid to those species for which the methods disagree.

Introduction

Assessing the risk of extinction is important to determine which species are most prone to extinction and may be in need of human intervention. Categories have been defined by the International Union for Conservation of Nature (IUCN) to classify a species threat status on the basis of their risk of extinction. Classifications largely rely on quantitative information, but in practice there is strong involvement of expert opinion. Many different methods have been used to assess extinction risk, including population models (McCarthy et al. 2004), species-area correlations (Grelle 2005), and genetic analyses (Dunham et al. 1999). Obtaining the type of data needed to assess extinction risk can be problematic. For example, the assessment of population size and changes in population size can be difficult, particularly for small populations whose individuals are not easily located. Genetic data, which may provide information about the degree of inbreeding and gene flow among populations, is costly, especially if multiple species are assessed, and may also be hard to obtain from small populations. However, data on simple ecological characteristics can be obtained from existing knowledge of the natural history of species, or less extensive population monitoring, which relies heavily on volunteer work, can provide a viable alternative to assess extinction risk.
Among the studies that use ecological characteristics to assess extinction risk, several different types of analyses have been used, including multiple regression (Purvis et al. 2000; Krüger & Radford 2008), regression tree analysis (Boyer 2008; Davidson et al. 2009; Boyer 2010), logistic regression (Mattila et al. 2006; Franzen & Johannesson 2007; Mattila et al. 2008), and risk ranking (Kotiaho et al. 2005). Several of these studies used multiple tests to assess extinction risk, often initially analyzing single variables, followed by one of the statistical tests mentioned above to analyze the complete data set. Bielby et al. (2010) compared decision trees and phylogenetic comparative methods.

Here we compare three statistical approaches: regression tree analysis, logistic regression, and discriminant function analysis. Our aim was to determine if one or a combination of these statistical methods can be used on data sets to classify previously unclassified species into a threat category, threatened or non-threatened, highlighting unclassified species that may need immediate attention. Reclassification of a formerly non-threatened species to a threatened status is also possible and may indicate that a species is in more immediate need of attention. The specific situation we envision is one in which most species within a particular taxon have been classified as threatened or non-threatened. If it can be shown that this classification is well predicted by one or more of the three statistical approaches using general ecological and life history parameters then unclassified species of the same taxon that share characteristics with threatened species can be identified to help prioritize further assessments of threat status.

We explore this approach using data on Finnish lepidopterans previously analyzed by Komonen et al. (2004), Kotiaho et al. (2005), Mattila et al. (2006), and Mattila et al.
(2008). Komonen et al. (2004) used analysis of variance and linear regressions on subsets of variables to assess butterfly mobility, but did not relate this to IUCN threat status. Mattila et al. (2006) and Mattila et al. (2008) used similar analyses, individually running logistic regressions on each variable with IUCN threat status as the dependent variable and then using a multinomial logistic regression to determine the ability to classify species into their correct IUCN threat status. Kotiaho et al. (2005) primarily used t-tests and logistic regressions on single variables to compare threatened and non-threatened species. Four of the variables found to be significantly related to IUCN threat status were used to create a risk ranking of all the species by ranking the species within each variable and then summing the ranks of the species across the variables. This ranking was used in a logistic regression and compared to the actual IUCN threat status of the species.

In the present analysis we address the question of whether the ecological variables in a data set consisting of threatened and non-threatened species may be used directly en masse to predict the probability of unclassified species being threatened or non-threatened and identify non-threatened species that may need reclassification of their threat status.

**Methods**

The Kotiaho et al. (2005) butterfly data set consisted of 94 species and 13 predictor variables: family, genus, species, abundance, distribution, distribution change, resource distribution, extent of range, larval specificity, female size, length of flight.
period, mobility and habitat breadth (see Komonen et al. (2004) and Kotiaho et al. (2005) for variable definitions). Because the primary criterion for listing these species according to IUCN threat status is a function of three “distribution” variables (distribution, distribution change, and extent of range), we included these variables as predictor variables to assess whether any of the other variables were better at predicting IUCN threat status. After initial analysis these distribution variables were excluded from subsequent analyses to determine whether any more easily accessible variables (i.e. those obtainable from published natural history descriptions) could be used to predict threat status. One species, *Glaucopsyche alexis*, was listed using only abundance as the criterion and so this species was not used in the analyses. Thirteen other species were excluded due to missing data. The analyzed data consisted of 18 threatened and 62 non-threatened species. The rest of the variables, excluding resource distribution due to lack of data, were used to predict IUCN threat status as given in the 2000 Finnish Red List (Rassi et al. 2001). As noted above, one of the principal aims of the analysis was to investigate the ability of variables that are readily available from published data on the natural history of a species to determine threat status: therefore, we ran the analyses with and without the variable abundance, which might typically be difficult to estimate and not available in many cases. However, due to the similarity of the results, only the analyses excluding abundance are reported here (see Appendix A for a table of the analyses including abundance).

Two data sets on moths were used, one on Noctuids (Mattila et al. 2006) and one on Geometrids (Mattila et al. 2008). These two data sets consisted of 284 and 306
species, respectively, and each had the same eight predictor variables: genus, species, male size, length of flight period, larval specificity, resource distribution, overwintering stage, and distribution change. After analyses were run with each data set they were combined into a single data set with the added variable “taxonomic family” to increase the power of the analyses. Forty species in total from these data sets were excluded due to missing data. The analyzed data consisted of 68 threatened and 482 non-threatened species. Distribution change was the only distribution variable for these data sets and after initial analysis, was, as before, excluded to determine which other variables may be important for predicting IUCN threat status. The response variable for all data sets was binomial, threatened or not threatened. It included all species listed as near threatened or higher according to the IUCN threat status as threatened and the remainder as non-threatened.

Three types of statistical analyses were investigated: regression trees, logistic regression, and discriminant function analysis. Logistic regression and discriminant function analysis are used to create models that can predict group membership on the basis of given variables. The optimal models for predicting group membership will typically comprise a subset of the variables. Regression trees also create models that can be used to predict group membership on the basis of given variables, but allow for complex interaction among variables at different levels, and can utilize the same variables multiple times at different levels within the model, potentially leading to an increase in explained variance.
An important consideration is the probability of assigning a species to the correct category, threatened or non-threatened, by chance alone. To determine this we used simulations (coding in R given in Appendix B). First, we generated a vector, $V$, of length $N$, where $N$ is the total number of species in the sample with ones in the first $n_1$ rows and zeros in the remaining $N-n_1$ rows, the former being the number of threatened species and the latter the number non-threatened species. These zeros and ones were rearranged at random in the vector. The number of correct assignments in the threatened category, $N_1$, is given by $N_1 = \sum_{i=1}^{n_1} V_i$, that is, the number of ones in the first $n_1$ rows, and the number of correct assignments in the non-threatened category, $N_0$ is $N_0 = N - n_1 - \sum_{i=n_1+1}^{N} V_i$, that is the number of zeros in the remaining $N-n_1$ rows. The total number of correct assignments, $N_T$, is thus $N_T = N_1 + N_0$. These three numbers were stored and the process repeated to generate three new samples. The whole process was replicated 10,000 times generating a matrix with three columns (total correctly assigned, correctly assigned to threatened, correctly assigned to non-threatened) and 10,000 rows. From this matrix we calculated the distribution of correct assignments. For each column we determined the probability of correctly assigning $n_j$ species ($j=0$ to $N$, $j=0$ to $n_1$, $j=0$ to $N-n_1$) as $S_j/10000$, where $S_j$ is the number of times $n_j$ appeared in the relevant column.

Regression trees

Roff and Roff (2003) initially suggested regression tree analysis to determine factors contributing to the risk of extinction. Several studies have since used this
approach (Watson-Jones et al. 2006; Boyer 2008; Davidson et al. 2009; Boyer 2010). Regression trees use both categorical and continuous variables. The trees are created by splitting the data from the best predictor variable at a point called a node by using the deviance (such as least squares) to optimize the placement of the split along a range of values for the predictor variable. This creates two branches, one branch that is assessed as being more prone to extinction and one that is less prone to extinction. Splitting continues by re-analyzing the data at each node to again pick the best variable and the point within it to predict extinction risk. In regression trees the same variable may be used multiple times allowing for interactions among variables at different levels within the tree. The splitting can continue until each species has a single terminal node. The next step in the analysis determines the level of splits that have significant statistical support. This optimal, pruned, tree is first determined by cross-validation (Roff 2006, p.189), which is then verified by significance testing based on a randomization procedure with 5,000 randomizations. Roff (2006) provides detailed instructions on the implementation of the above approach with SPLUS coding available at http://www.biology.ucr.edu/people/faculty/Roff.html. The coding can readily be modified to run in R with the tree function rpart.

Logistic regression

Logistic regression is used to predict the placement of an observation in a discrete category, here threatened or non-threatened, based on a set of predictor variables. As with all multiple regression models, interactions can be added to the model, though the number of possible interactions rises steeply with the number of predictor variables, a
disadvantage not suffered by the regression tree approach. The optimal model is chosen using a stepwise procedure. Various metrics can be used to assess the adequacy of the model fit including Nagelkerke’s $R^2$, which is an approximation of the $R^2$ used in multiple regression, and Akaike’s Information Criterion (AIC). Different models can be obtained depending on both the metric that is used to fit the model and the particular type of stepwise procedure. Forward stepwise appears to generally give a simpler model than either backwards or both-ways, with the latter two typically giving the same model (Roff 2006). Which of the resulting models is the best predictor can be determined using cross-validation (see sample coding in section C.6.1 in Roff [2006], coding also available at URL given in section 2.2). In the present analysis our aim was to determine the accuracy of models created using logistic regression at predicting the correct assignment of a species as threatened or non-threatened. To use the model as a mechanism for placement of a species into the threatened or non-threatened category, we required a threshold value, e.g. 0.5, above which species were placed into one category and below which they were placed into the other. Alternatively, one could assign two thresholds, such as 0.25 and 0.75, species below the lower threshold being placed in one category, species above the upper threshold being placed in the second category and species lying between the two thresholds being classified as “uncertain.” We explored the consequences of these two approaches.

An important point to note in this method of analysis is that whereas the stopping point for the stepwise regression is defined by a metric such as AIC, the adequacy of the model in the present context is measured by the assignment to the two categories:
because of this, it is possible for the “best” model to contain more or fewer variables than that specified by the “best” stepwise logistic model.

**Discriminant function analysis**

Discriminant function analysis predicts group membership in a categorical response variable by using several predictor variables. A model is created using a linear function of the predictor variables to determine the placement of an observation, species in this case, into a category (threatened/non-threatened). As with most statistical methods that assume univariate or multivariate normality, statistical power can be greatly decreased by outliers in the data. Problems also arise with non-normally distributed data and heterogeneity of the variance-covariance matrix, particularly when the sample size is small (Tabachnick & Fidell 2007). There are several covariance structures that can be identified when performing a discriminant function analysis: homoscedastic, spherical, proportional, group spherical, equal correlation, and heteroscedastic. The heteroscedastic structure is the most general moving up to the homoscedastic being one of the most specific with fewer parameters estimated. Principal components can also be specified for analysis in a discriminant function analysis. Once a model is created the accuracy of the model can be assessed using a predictive classification table or cross-validation. In the analyses here the covariance structure that correctly assigned the most threatened species was used for comparison among statistical tests.

**Determining the preferred method**

As indicated below, regression tree analysis was not satisfactory for either of the two data sets (butterflies or moths) and therefore, our further analysis focused upon
logistic regression versus discrimination function analysis. We compared the ability of these two methods to correctly classify species into the threatened or non-threatened category with a \( \chi^2 \) analysis. Of particular interest are those species which were incorrectly classified according to one or both methods: we plotted the predicted values from the logistic regression against the predicted values from the discriminant function analysis to see whether the species that were classified differently fell near the 0.5 cutoff. It is safer to classify non-threatened species as threatened than it is to classify threatened species as non-threatened because in the former case a species will receive attention, but in the latter case a threatened species that needs attention will be overlooked. Therefore, we used the number of correctly classified threatened species in a final comparison of methods to determine which method is to be preferred, at least for the data sets assessed here.

**Results**

Among the three distribution variables used in the butterfly data set (distribution, range position, and distribution change), only distribution and range position were highly correlated \( (r = 0.64; \text{Table 3.1}) \). Correlations between any of the distribution variables and the other variables was highest for distribution and mobility \( (r = 0.74) \) and distribution and length of flight \( (r = 0.64) \), though these values were not high enough to cause problems with collinearity since they are less than 0.90 (Tabachnick & Fidell 2007, p. 89-90). None of the correlations among variables for the Geometrid or Noctuid data sets exceeded an absolute value of 0.26 and thus did not pose problems with collinearity.
Table 3.1. Correlations among the continuous variables used in the analyses of the butterfly data (sample size = 18 threatened species and 62 non-threatened species).

<table>
<thead>
<tr>
<th></th>
<th>Abundance</th>
<th>Distribution</th>
<th>Range position</th>
<th>Mobility</th>
<th>Length of flight</th>
<th>Female size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distribution</td>
<td>-0.42**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Range position</td>
<td>-0.48***</td>
<td>0.64***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mobility</td>
<td>-0.55***</td>
<td>0.74***</td>
<td>0.42***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Length of flight</td>
<td>-0.24*</td>
<td>0.64***</td>
<td>0.29*</td>
<td>0.57***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female size</td>
<td>-0.10</td>
<td>0.07</td>
<td>-0.11</td>
<td>0.31**</td>
<td>0.19</td>
<td></td>
</tr>
<tr>
<td>Distribution change</td>
<td>-0.33</td>
<td>0.32**</td>
<td>0.17</td>
<td>0.35***</td>
<td>0.21*</td>
<td>-0.10</td>
</tr>
</tbody>
</table>

* p < 0.05, ** p < 0.01, *** p < 0.001, probabilities not corrected for multiple test.

Regression trees

A significant regression tree, with two nodes was obtained (p = 0.0002) using only the distribution variables from the butterfly data set. This split in the regression tree was based on distribution and correctly classified 94% of threatened species and 95% of non-threatened species. When distribution change was used in a regression tree analysis on the Geometrid data the pruned regression tree was significant (p = 0.0006) and had two nodes but all threatened species were misclassified as non-threatened. It appears that the threatened species did not have any defining range of distribution change to use for dividing the data. When just distribution change was used in a regression tree analysis on the Noctuid data set the pruned regression tree was significant (p = 0.0002) and had five
nodes with a misclassification rate of 11%. Using distribution change in a regression tree analysis on the combined moth data set, the pruned regression tree was significant ($p = 0.0002$) and had four nodes but all threatened species were misclassified again indicating no defined range for the threatened species.

Using variables from the butterfly data set not explicitly used for determining IUCN threat status (family, mobility, larval specificity, habitat breadth, female size, and flight length), a pruned tree could not be created for the model excluding the distribution variables and abundance because only one terminal node was produced during the cross-validation. Thus, in this case, regression tree analysis could not discriminate threatened from non-threatened species.

When all the variables (male size, length of flight period, larval specificity, and overwintering stage) except distribution change were used from the Geometrid data set, a non-significant pruned tree with two nodes resulted ($p = 0.2826$), but no threatened species were correctly classified because both nodes were classified as non-threatened in the regression tree. Thus, breaking the data down into these two nodes based on length of flight period did not allow for enough subdivision of the data to correctly assign IUCN threat status. When all the variables from the Noctuid data set or the combined data set (male size, length of flight period, larval specificity, and overwintering stage) except distribution change were used, a pruned tree could not be created because only one terminal node was produced during the cross-validation.

We conclude that for these data sets regression tree analysis did not result in a satisfactory prediction of status.
Logistic regression

A stepwise logistic regression on the distribution variables from the butterfly data set retained the variables distribution and distribution change and was able to correctly classify 94% of threatened species and 95% of non-threatened species. The logistic regression on distribution change in the Geometrid data set correctly classified 7% of threatened species and 99% of non-threatened species. Using the Noctuid data set or the combined data set the logistic regression was unable to correctly classify any threatened species.

Because of limited data in the butterfly data set, we restricted the logistic regression analysis to additive models only (i.e. interactions were excluded). Incorporating all the variables except the distribution variables and abundance produced a model that correctly assigned 67% of threatened and 95% of non-threatened species when the fitted value cutoff point was 0.50 (Table 3.2). This cutoff point (0.5) for the fitted values produced the highest correct assignment for both threatened and non-threatened species. The alternate criterion of 0.25 as the cutoff point for the non-threatened species and anything greater than 0.75 as a cutoff point for the threatened species gave correct assignments of 39% for the threatened species and 79% for the non-threatened species, with 21 ambiguous species. A similar response to the cutoff values was seen for the moth data (results not shown), so all reported classification assignments for the logistic regressions use the 0.5 cutoff.
Table 3.2. Classification of threatened and non-threatened species by logistic regression and discriminant function analysis\textsuperscript{a} for the butterfly data when the distribution variables and abundance are excluded from the analysis.\textsuperscript{b}

<table>
<thead>
<tr>
<th>Method</th>
<th>Threatened Predicted</th>
<th>Threatened $P^c$</th>
<th>Non-threatened Predicted</th>
<th>Non-threatened $p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic regression - 0.5 cutoff</td>
<td>12/18</td>
<td>&lt;0.0001</td>
<td>59/62</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Stepwise logistic regression</td>
<td>10/18</td>
<td>0.0005</td>
<td>57/62</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Discriminant function analysis - homoscedastic</td>
<td>10/18</td>
<td>0.0005</td>
<td>58/62</td>
<td>&lt;0.0001</td>
</tr>
</tbody>
</table>

\textsuperscript{a}: Regression tree analysis was excluded because a pruned tree could not be created.

\textsuperscript{b}: When multiple analyses were performed, such as when different structures were used for discriminant analysis, only the analysis with the best result is given.

\textsuperscript{c}: Probability of correctly predicting by chance alone at least as many as observed by a given method.

The stepwise logistic regression on the Geometrid data set using all variables except distribution change included interactions due to a larger sample size and retained all variables and their interaction terms except the four-way interaction. This regression correctly assigned 47% of the threatened species, and was able to correctly classify all but one of the non-threatened species ($F_{47,263} = 2.84, p < 0.001$; AIC = 168.11; Table 3.3).
distribution change retained all the variables and their interaction terms, did poorly at correctly assigning threatened species, but well at assigning non-threatened species (21% and 96% respectively; $F_{61,244} < 0.001, p = 1; AIC = 2887.41; Table 3.3). The stepwise logistic regression on all variables from the combined data set except distribution change retained all the variables and their four-way interaction terms except the interaction involving family, male size, larval specificity, and overwintering stage, correctly assigned one third of threatened species (29%), and was able to correctly assign almost all the non-threatened species (96%; $F_{112,477} < 0.001, p = 1; AIC = 4687.5; Table 3.3).

**Discriminant function analysis**

Discriminant function analysis produced results that were not quite as good as the logistic regression at classifying threatened and non-threatened species (88% and 89% respectively) using only the distribution variables from the butterfly data set. For the Geometrid, Noctuid and combined data sets 90%, 100% and 96% of threatened species respectively were correctly classified and 52%, 46% and 53% of non-threatened species were correctly classified using just distribution change.

The discriminant function analysis on the butterfly data set including all variables except the distribution variables and abundance was significant (Table 3.2), correctly classifying 56% of threatened species and 90% of non-threatened species. Weighting was highest for family and habitat breadth when classifying threatened species.

The discriminant function analysis for the Geometrid data set including all the variables except distribution change performed best using the principal components
Table 3.3. Classification of threatened and non-threatened species by regression tree analysis, logistic regression, and discriminant function analysis for the moth data when distribution change was excluded from the analysis.\(^a\)

<table>
<thead>
<tr>
<th></th>
<th>Geometrids</th>
<th></th>
<th>Noctuids</th>
<th></th>
<th>All Moth Data</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Threatened</td>
<td>Non-threatened</td>
<td>Threatened</td>
<td>Non-threatened</td>
<td>Threatened</td>
<td>Non-threatened</td>
</tr>
<tr>
<td>Predicted</td>
<td></td>
<td></td>
<td>Predicted</td>
<td></td>
<td>Predicted</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regression tree</td>
<td>0/30</td>
<td>1</td>
<td>238/238</td>
<td>&lt;0.0001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic regression - 0.5 cutoff</td>
<td>14/30</td>
<td>&lt;0.0001</td>
<td>237/238</td>
<td>&lt;0.0001</td>
<td>8/38</td>
<td>0.1166</td>
</tr>
<tr>
<td>Stepwise logistic regression</td>
<td>14/30</td>
<td>&lt;0.0001</td>
<td>237/238</td>
<td>&lt;0.0001</td>
<td>8/38</td>
<td>0.1166</td>
</tr>
<tr>
<td>Discriminant function analysis</td>
<td>8/30</td>
<td>0.0087</td>
<td>226/238</td>
<td>&lt;0.0001</td>
<td>12/38</td>
<td>0.0013</td>
</tr>
</tbody>
</table>

\(^a\) Data for the regression tree analysis was excluded for the Noctuid and combined data sets because a pruned tree could not be created.
model and correctly classified 27% of the threatened species and 95% of the non-threatened species (Table 3.3). The best discriminant analysis including all the variables from the Noctuid data set except distribution change used the equal correlation model and correctly assigned 88% of non-threatened species (88%) and 32% of threatened species. The best discriminant analysis on the combined data set including all variables except distribution change used the equal correlation model also, and assigned 94% of non-threatened species, but only 19% of threatened species.

Which method is best?

Logistic regression and discriminant function analysis were able to correctly classify a significant number of threatened and non-threatened species for most analyses. Using the butterfly data set the logistic regression and the discriminant function analysis did not differ in the number of correctly classified threatened and non-threatened species ($\chi^2 = 0.1257$, df = 1, $p = 0.723$). However, using the combined moth data the logistic regression and the discriminant function analysis did differ significantly in the number of correctly classified threatened and non-threatened species ($\chi^2 = 6.416$, df = 1, $p = 0.0113$).

Table 3.4 indicates that logistic regression and discriminant function analysis agreed on the classification, rightly or wrongly, of all but two of the threatened butterfly species with the logistic regression classifying the species “correctly” according to the published IUCN red list. Of particular interest is the fact that the incorrectly classified butterfly species do not cluster about the intersection of the 0.5 cutoff (vertical and horizontal lines in Fig. 3.1) demarking the transition from threatened to non-threatened
Table 3.4. Comparison of classifications by logistic regression and discriminant function analysis for threatened butterfly and moth species.

<table>
<thead>
<tr>
<th>Logistic regression classification</th>
<th>Discriminant function analysis classification</th>
<th>Number of threatened butterfly species classified as indicated</th>
<th>Number of threatened moth species classified as indicated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Threatened</td>
<td>Threatened</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>Non-threatened</td>
<td>Threatened</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>Threatened</td>
<td>Non-threatened</td>
<td>2</td>
<td>19</td>
</tr>
<tr>
<td>Non-threatened</td>
<td>Non-threatened</td>
<td>6</td>
<td>36</td>
</tr>
</tbody>
</table>

species for each analysis (the moth data could not be plotted this way because the fitted values for the logistic regression were all 0s and 1s). The two species that were correctly classified by the logistic regression but not the discriminant function analysis are not notable outliers: in one case the species lies close to the “decision” boundary for the discriminant function analysis while in the other case the species lies close to the “decision” boundary for the logistic regression. For such species the discrepancy in the analyses suggests a closer inspection. While the logistic correctly classified more species than the discriminant function analysis the difference overall is relatively minor and we recommend that both methods be used with additional attention being paid to those species classified differently.
Figure 3.1. Plot of the logistic regression (LR) fitted values versus the discriminant function analysis (DFA) predicted values indicating the two methods have approximately a 1:1 relationship in their prediction of threat status.
Discussion

Regression trees, logistic regression, and discriminant function analysis were used to determine which analysis was able to more accurately predict IUCN threat status in a set of data on butterfly species and two sets of data on moth species in Finland. All of the analyses on the butterfly data and most of the analyses on the moth data sets were able to correctly assign a significant number of threatened and non-threatened species. Regression tree analysis was not very helpful in classifying species in the two data sets although previous analyses have shown promise in its use for such a purpose (Roff & Roff 2003; Watson-Jones et al. 2006; Boyer 2008; Davidson et al. 2009; Boyer 2010). Importantly, the approach here did not fail because it incorrectly classified species. For the present data sets, it failed because no trees could be produced. Thus we recommend that this approach still be tried for other data sets.

There was a decrease in the percentage of correctly classified species when a stepwise logistic regression was used on the butterfly data set and on several moth regressions. As noted above, this is not unexpected as the criterion for the best fitting model is not the same as the criterion for the stopping point in the stepwise regression. Thus for logistic regression analysis a second step, namely a comparison of the models predicting correct assignment is called for, which can be done using simulation (see Appendix B). Since we are primarily focused on the category the species fall within, and not necessarily how good individual variables are at classifying the species, a case can be made for leaving all the variables in the model, because including variables will not increase the misclassification rate. Comparing the full model and the stepwise model can
then be useful to determine the ecological characteristics that have the strongest correlation with IUCN threat status, and which variables increase the number of correctly assigned species even if the difference is not significant.

An important point to note is that using the overall correct classification rate can be highly misleading. For example, suppose that 90% of species were classified as non-threatened and the statistical analysis classified all species as non-threatened, then the overall correct classification rate is 90%, which appears to be very good but is actually of little use. This issue was particularly evident in the moth data sets and illustrates the importance of analyzing the ability of the statistical analysis to classify species into each category, as done here. When methods of comparison such as these are used classification to both categories should always be reported.

Overall, the logistic regression gave the best results followed by the discriminant function analysis. All variables can be used in these analyses, so deciding among variables is not an issue. Given the ease with which the analyses here can be performed, we suggest that multiple analyses be undertaken to identify species that may not be consistently classified as threatened.

*Suggested reassessments based on the current analysis*

The butterfly species *Boloria frigga*, *B. freija*, and *B. thore*, were classified as threatened by logistic regression and discriminant function analysis, though they are not threatened according to the IUCN red list. These species may be at an increased risk of extinction. In Kotiaho et al. (2005) these species had an Ecological Risk Rank of 4, 11, and 15 respectively. Our results concur with Kotiaho et al. (2005), that a reassessment of
the IUCN threat status of these species may be necessary. Using just discriminant
function analysis Pyrgus centaureae was also classified as threatened. In Kotiaho et al.
(2005) this species ranked eighth and may deserve a reassessment as well, but the three
species mentioned previously should be the priority.

For the moth data sets five non-threatened species were classified as threatened by
both logistic regression and discriminant function analysis. All the misclassified moth
species fall in the family Noctuidae. Cucullia gnaphalii, Dryobotodes eremita, and
Orthosia populeti were classified as threatened when the Noctuid data set was used. D.
eremita, Abrostola triplasia, and A. tripartita were classified as threatened when the
combined data set was used. Re-evaluation and assigning an IUCN threat status could
enhance the species’ chance for recovery by increasing the attention and potentially the
management efforts that would otherwise not be received.

This analysis has shown that a variety of statistical analyses can produce useful
assessments of threat status and that data readily available on ecological characteristics
can be useful for identifying species in need of reassessment of their threat status.
Extending the analyses beyond the geographical area of interest should be done
cautiously as important variables may change in different locations and at different scales
(Nylin & Bergstrom 2009). In particular, if abundance is to be used as a variable,
understanding its relationship to the species being assessed will be important to determine
whether a positive or negative relationship to distribution can be generalized (See the
following articles for a debate on positive and negative density-distribution relationships
Paivinen et al. 2005; Blackburn et al. 2006; Blackburn & Gaston 2009; Komonen et al.)
2009; Kotiaho et al. 2009; Selonen & Helos 2010; Komonen et al. 2011). These caveats notwithstanding, the present results suggest that “off-the-shelf” statistical methods such as logistic regression and discriminant function analysis can be extremely valuable in determining the IUCN threat status of a species in areas for which only limited abundance data are available.
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Appendix B

Data used for the analysis. $V_{A\ control}$ and $V_{A\ bottleneck}$ are the mean additive genetic variance values for control and experimental lines. LogR is the log of the ratio of the experimental to the control lines.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Species</th>
<th>Trait</th>
<th>Bottleneck Size</th>
<th>Inbreeding Coefficient</th>
<th>$V_{A\ control}$</th>
<th>$V_{A\ bottleneck}$</th>
<th>LogR</th>
</tr>
</thead>
<tbody>
<tr>
<td>van Heerwaarden et al. 2008</td>
<td>Drosophila</td>
<td>DesicRes</td>
<td>2</td>
<td>0.276</td>
<td>0.1393</td>
<td>0.3168</td>
<td>0.3567</td>
</tr>
<tr>
<td>van Heerwaarden et al. 2008</td>
<td>Drosophila</td>
<td>SPBristle</td>
<td>2</td>
<td>0.276</td>
<td>0.1970</td>
<td>0.1397</td>
<td>-0.1494</td>
</tr>
<tr>
<td>Whitlock and Fowler 1999</td>
<td>Drosophila</td>
<td>WingArea</td>
<td>2</td>
<td>0.32</td>
<td>0.0012</td>
<td>0.0007</td>
<td>-0.2262</td>
</tr>
<tr>
<td>Whitlock and Fowler 1999</td>
<td>Drosophila</td>
<td>Wing Angle 5-7-4</td>
<td>2</td>
<td>0.32</td>
<td>0.0009</td>
<td>0.0006</td>
<td>-0.1592</td>
</tr>
<tr>
<td>Whitlock and Fowler 1999</td>
<td>Drosophila</td>
<td>Wing Angle 8-7-6</td>
<td>2</td>
<td>0.32</td>
<td>0.0022</td>
<td>0.0016</td>
<td>-0.1459</td>
</tr>
<tr>
<td>Paper</td>
<td>Species</td>
<td>Trait</td>
<td>Bottleneck</td>
<td>Inbreeding</td>
<td>$V_{A \text{control}}$</td>
<td>$V_{A \text{bottleneck}}$</td>
<td>LogR</td>
</tr>
<tr>
<td>------------------</td>
<td>------------------</td>
<td>------------------</td>
<td>------------</td>
<td>------------</td>
<td>------------------------</td>
<td>----------------------------</td>
<td>-------</td>
</tr>
<tr>
<td>Whitlock and</td>
<td><em>Drosophila</em></td>
<td>Wing Angle 2-9-3</td>
<td>2</td>
<td>0.32</td>
<td>0.0001</td>
<td>0.0001</td>
<td>-0.1481</td>
</tr>
<tr>
<td>Fowler 1999</td>
<td><em>melanogaster</em></td>
<td>Wing Angle 2-1-5</td>
<td>2</td>
<td>0.32</td>
<td>0.0002</td>
<td>0.0001</td>
<td>-0.1805</td>
</tr>
<tr>
<td>Whitlock and</td>
<td><em>Drosophila</em></td>
<td>Wing Angle 2-3-5</td>
<td>2</td>
<td>0.32</td>
<td>0.0006</td>
<td>0.0004</td>
<td>-0.1806</td>
</tr>
<tr>
<td>Fowler 1999</td>
<td><em>melanogaster</em></td>
<td>Wing Angle 2-3-5</td>
<td>2</td>
<td>0.32</td>
<td>0.0006</td>
<td>0.0004</td>
<td>-0.1806</td>
</tr>
<tr>
<td>Kristensen et al.</td>
<td><em>Drosophila</em></td>
<td>SPBristle</td>
<td>8</td>
<td>0.67</td>
<td>0.8020</td>
<td>0.3140</td>
<td>-0.4072</td>
</tr>
<tr>
<td>2005</td>
<td><em>melanogaster</em></td>
<td>Wing Angle 2-3-5</td>
<td>2</td>
<td>0.67</td>
<td>0.8020</td>
<td>0.3790</td>
<td>-0.3255</td>
</tr>
<tr>
<td>Saccheri et al.</td>
<td><em>Bicyclus</em></td>
<td>WhiteArea</td>
<td>2</td>
<td>0.27</td>
<td>0.0004</td>
<td>0.0002</td>
<td>-0.3274</td>
</tr>
<tr>
<td>2001</td>
<td><em>anynana</em></td>
<td>Wing Angle 2-3-5</td>
<td>2</td>
<td>0.27</td>
<td>4.2000</td>
<td>1.0000</td>
<td>-0.6232</td>
</tr>
<tr>
<td>Saccheri et al.</td>
<td><em>Bicyclus</em></td>
<td>BlackArea</td>
<td>2</td>
<td>0.27</td>
<td>0.1650</td>
<td>0.1150</td>
<td>-0.1568</td>
</tr>
<tr>
<td>Paper</td>
<td>Species</td>
<td>Trait</td>
<td>Bottleneck Size</td>
<td>Inbreeding Coefficient</td>
<td>$V_{A\ control}$</td>
<td>$V_{A\ bottleneck}$</td>
<td>LogR</td>
</tr>
<tr>
<td>---------------------</td>
<td>---------------</td>
<td>----------</td>
<td>-----------------</td>
<td>-------------------------</td>
<td>------------------</td>
<td>----------------------</td>
<td>-------</td>
</tr>
<tr>
<td>Saccheri et al.</td>
<td>Bicyclus</td>
<td>Colour</td>
<td>2</td>
<td>0.27</td>
<td>37.0000</td>
<td>29.0000</td>
<td>-0.1058</td>
</tr>
<tr>
<td>2001</td>
<td>anynana</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saccheri et al.</td>
<td>Bicyclus</td>
<td>GoldArea</td>
<td>2</td>
<td>0.27</td>
<td>0.1050</td>
<td>0.0500</td>
<td>-0.3222</td>
</tr>
<tr>
<td>2001</td>
<td>anynana</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saccheri et al.</td>
<td>Bicyclus</td>
<td>WingArea</td>
<td>2</td>
<td>0.27</td>
<td>74.0000</td>
<td>25.0000</td>
<td>-0.4713</td>
</tr>
<tr>
<td>2001</td>
<td>anynana</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saccheri et al.</td>
<td>Bicyclus</td>
<td>ExtraRing</td>
<td>2</td>
<td>0.27</td>
<td>14.0000</td>
<td>8.5000</td>
<td>-0.2167</td>
</tr>
<tr>
<td>2001</td>
<td>anynana</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saccheri et al.</td>
<td>Bicyclus</td>
<td>BandIndex</td>
<td>2</td>
<td>0.27</td>
<td>0.0133</td>
<td>0.0100</td>
<td>-0.1222</td>
</tr>
<tr>
<td>2001</td>
<td>anynana</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saccheri et al.</td>
<td>Bicyclus</td>
<td>WhiteArea</td>
<td>6</td>
<td>0.1</td>
<td>0.0004</td>
<td>0.0004</td>
<td>-0.0263</td>
</tr>
<tr>
<td>2001</td>
<td>anynana</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saccheri et al.</td>
<td>Bicyclus</td>
<td>Contrast</td>
<td>6</td>
<td>0.1</td>
<td>4.2000</td>
<td>2.8000</td>
<td>-0.1761</td>
</tr>
<tr>
<td>2001</td>
<td>anynana</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saccheri et al.</td>
<td>Bicyclus</td>
<td>BlackArea</td>
<td>6</td>
<td>0.1</td>
<td>0.1650</td>
<td>0.0750</td>
<td>-0.3424</td>
</tr>
<tr>
<td>2001</td>
<td>anynana</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paper</td>
<td>Species</td>
<td>Trait</td>
<td>Bottleneck</td>
<td>Inbreeding</td>
<td>$V_A^{control}$</td>
<td>$V_A^{bottleneck}$</td>
<td>LogR</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
<td>-----------</td>
<td>------------</td>
<td>------------</td>
<td>-----------------</td>
<td>---------------------</td>
<td>------</td>
</tr>
<tr>
<td>Saccheri et al.</td>
<td><em>Bicyclus</em></td>
<td>Colour</td>
<td>6</td>
<td>0.1</td>
<td>37.0000</td>
<td>43.0000</td>
<td>0.0653</td>
</tr>
<tr>
<td>2001</td>
<td><em>anynana</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saccheri et al.</td>
<td><em>Bicyclus</em></td>
<td>GoldArea</td>
<td>6</td>
<td>0.1</td>
<td>0.1050</td>
<td>0.0430</td>
<td>-0.3877</td>
</tr>
<tr>
<td>2001</td>
<td><em>anynana</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saccheri et al.</td>
<td><em>Bicyclus</em></td>
<td>WingArea</td>
<td>6</td>
<td>0.1</td>
<td>74.0000</td>
<td>50.0000</td>
<td>-0.1703</td>
</tr>
<tr>
<td>2001</td>
<td><em>anynana</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saccheri et al.</td>
<td><em>Bicyclus</em></td>
<td>ExtraRing</td>
<td>6</td>
<td>0.1</td>
<td>14.0000</td>
<td>14.5000</td>
<td>0.0152</td>
</tr>
<tr>
<td>2001</td>
<td><em>anynana</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saccheri et al.</td>
<td><em>Bicyclus</em></td>
<td>BandIndex</td>
<td>6</td>
<td>0.1</td>
<td>0.0133</td>
<td>0.0075</td>
<td>-0.2472</td>
</tr>
<tr>
<td>2001</td>
<td><em>anynana</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saccheri et al.</td>
<td><em>Bicyclus</em></td>
<td>WhiteArea</td>
<td>20</td>
<td>0.03</td>
<td>0.0004</td>
<td>0.0009</td>
<td>0.3010</td>
</tr>
<tr>
<td>2001</td>
<td><em>anynana</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saccheri et al.</td>
<td><em>Bicyclus</em></td>
<td>Contrast</td>
<td>20</td>
<td>0.03</td>
<td>4.2000</td>
<td>2.7000</td>
<td>-0.1919</td>
</tr>
<tr>
<td>2001</td>
<td><em>anynana</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saccheri et al.</td>
<td><em>Bicyclus</em></td>
<td>BlackArea</td>
<td>20</td>
<td>0.03</td>
<td>0.1650</td>
<td>0.1800</td>
<td>0.0378</td>
</tr>
<tr>
<td>Paper</td>
<td>Species</td>
<td>Trait</td>
<td>Bottleneck Size</td>
<td>Inbreeding Coefficient</td>
<td>$V_A^{control}$</td>
<td>$V_A^{bottleneck}$</td>
<td>LogR</td>
</tr>
<tr>
<td>-----------------------</td>
<td>--------------</td>
<td>---------------</td>
<td>-----------------</td>
<td>------------------------</td>
<td>-----------------</td>
<td>---------------------</td>
<td>------</td>
</tr>
<tr>
<td>Saccheri et al.</td>
<td>Bicyclus</td>
<td>Colour</td>
<td>20</td>
<td>0.03</td>
<td>37.0000</td>
<td>54.0000</td>
<td>0.1642</td>
</tr>
<tr>
<td>Saccheri et al.</td>
<td>Bicyclus</td>
<td>GoldArea</td>
<td>20</td>
<td>0.03</td>
<td>0.1050</td>
<td>0.1170</td>
<td>0.0470</td>
</tr>
<tr>
<td>Saccheri et al.</td>
<td>Bicyclus</td>
<td>WingArea</td>
<td>20</td>
<td>0.03</td>
<td>74.0000</td>
<td>85.0000</td>
<td>0.0602</td>
</tr>
<tr>
<td>Saccheri et al.</td>
<td>Bicyclus</td>
<td>ExtraRing</td>
<td>20</td>
<td>0.03</td>
<td>14.0000</td>
<td>19.5000</td>
<td>0.1439</td>
</tr>
<tr>
<td>Saccheri et al.</td>
<td>Bicyclus</td>
<td>BandIndex</td>
<td>20</td>
<td>0.03</td>
<td>0.0133</td>
<td>0.0113</td>
<td>-0.0711</td>
</tr>
<tr>
<td>Briggs and Goldman</td>
<td>Brassica</td>
<td>CotyledonSize</td>
<td>2</td>
<td>0.25</td>
<td>0.0210</td>
<td>0.0643</td>
<td>0.4862</td>
</tr>
<tr>
<td>Fernandez et al.</td>
<td>Tribolium</td>
<td>Fecundity</td>
<td>2</td>
<td>0.25</td>
<td>20.8000</td>
<td>18.8000</td>
<td>-0.0439</td>
</tr>
<tr>
<td>Fernandez et al.</td>
<td>Tribolium</td>
<td>EggPupaViability</td>
<td>2</td>
<td>0.25</td>
<td>2.9000</td>
<td>42.9000</td>
<td>1.1701</td>
</tr>
<tr>
<td>Paper</td>
<td>Species</td>
<td>Trait</td>
<td>Bottleneck</td>
<td>Inbreeding</td>
<td>$V_A\ control$</td>
<td>$V_A\ bottleneck$</td>
<td>LogR</td>
</tr>
<tr>
<td>--------------</td>
<td>---------------</td>
<td>----------------------</td>
<td>------------</td>
<td>------------</td>
<td>----------------</td>
<td>-------------------</td>
<td>------</td>
</tr>
<tr>
<td>Fernandez et al.</td>
<td><em>Tribolium</em></td>
<td>LateViability</td>
<td>2</td>
<td>0.25</td>
<td>13.0000</td>
<td>107.70</td>
<td>0.9183</td>
</tr>
<tr>
<td>1995</td>
<td>castaneum</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fernandez et al.</td>
<td><em>Drosophila</em></td>
<td>EarlyFemaleFecundity</td>
<td>2</td>
<td>0.25</td>
<td>30.0000</td>
<td>21.0714</td>
<td>-0.1534</td>
</tr>
<tr>
<td>2003</td>
<td>melanogaster</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cheverud et al.</td>
<td><em>Mus musculus</em></td>
<td>AdultBodyWt</td>
<td>4</td>
<td>0.28</td>
<td>8.5000</td>
<td>8.3950</td>
<td>-0.0054</td>
</tr>
<tr>
<td>1999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cheverud et al.</td>
<td><em>Mus musculus</em></td>
<td>AdultBodyWt</td>
<td>4</td>
<td>0.29</td>
<td>8.5000</td>
<td>5.99</td>
<td>-0.1520</td>
</tr>
<tr>
<td>1999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cheverud et al.</td>
<td><em>Mus musculus</em></td>
<td>AdultBodyWt</td>
<td>4</td>
<td>0.3</td>
<td>8.5000</td>
<td>0.7625</td>
<td>-1.0472</td>
</tr>
<tr>
<td>1999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cheverud et al.</td>
<td><em>Mus musculus</em></td>
<td>AdultBodyWt</td>
<td>4</td>
<td>0.32</td>
<td>8.5000</td>
<td>22.2800</td>
<td>0.4185</td>
</tr>
<tr>
<td>1999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cheverud et al.</td>
<td><em>Mus musculus</em></td>
<td>AdultBodyWt</td>
<td>4</td>
<td>0.34</td>
<td>8.5000</td>
<td>3.9967</td>
<td>-0.3277</td>
</tr>
<tr>
<td>1999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cheverud et al.</td>
<td><em>Mus musculus</em></td>
<td>AdultBodyWt</td>
<td>4</td>
<td>0.35</td>
<td>8.5000</td>
<td>7.9600</td>
<td>-0.0285</td>
</tr>
<tr>
<td>Paper</td>
<td>Species</td>
<td>Trait</td>
<td>Bottleneck Size</td>
<td>Inbreeding Coefficient</td>
<td>$V_A$ control</td>
<td>$V_A$ bottleneck</td>
<td>LogR</td>
</tr>
<tr>
<td>------------------</td>
<td>-----------------</td>
<td>---------------</td>
<td>-----------------</td>
<td>-------------------------</td>
<td>---------------</td>
<td>------------------</td>
<td>-------</td>
</tr>
<tr>
<td>Cheverud et al.</td>
<td><em>Mus musculus</em></td>
<td>AdultBodyWt</td>
<td>4</td>
<td>0.36</td>
<td>8.5000</td>
<td>7.7900</td>
<td>-0.0379</td>
</tr>
<tr>
<td>1999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cheverud et al.</td>
<td><em>Mus musculus</em></td>
<td>AdultBodyWt</td>
<td>4</td>
<td>0.37</td>
<td>8.5000</td>
<td>31.47</td>
<td>0.5685</td>
</tr>
<tr>
<td>1999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cheverud et al.</td>
<td><em>Mus musculus</em></td>
<td>AdultBodyWt</td>
<td>4</td>
<td>0.38</td>
<td>8.5000</td>
<td>19.91</td>
<td>0.3697</td>
</tr>
<tr>
<td>1999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cheverud et al.</td>
<td><em>Mus musculus</em></td>
<td>AdultBodyWt</td>
<td>4</td>
<td>0.39</td>
<td>8.5000</td>
<td>6.9450</td>
<td>-0.0877</td>
</tr>
<tr>
<td>1999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cheverud et al.</td>
<td><em>Mus musculus</em></td>
<td>AdultBodyWt</td>
<td>4</td>
<td>0.41</td>
<td>8.5000</td>
<td>13.9100</td>
<td>0.2139</td>
</tr>
<tr>
<td>1999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cheverud et al.</td>
<td><em>Mus musculus</em></td>
<td>AdultBodyWt</td>
<td>4</td>
<td>0.43</td>
<td>8.5000</td>
<td>28.1100</td>
<td>0.5194</td>
</tr>
<tr>
<td>1999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cheverud et al.</td>
<td><em>Mus musculus</em></td>
<td>AdultBodyWt</td>
<td>4</td>
<td>0.45</td>
<td>8.5000</td>
<td>6.61</td>
<td>-0.1092</td>
</tr>
<tr>
<td>1999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cheverud et al.</td>
<td><em>Mus musculus</em></td>
<td>AdultBodyWt</td>
<td>4</td>
<td>0.48</td>
<td>8.5000</td>
<td>0.1550</td>
<td>-1.7391</td>
</tr>
<tr>
<td>Paper</td>
<td>Species</td>
<td>Trait</td>
<td>Bottleneck Size</td>
<td>Inbreeding Coefficient</td>
<td>$V_{A\ control}$</td>
<td>$V_{A\ bottleneck}$</td>
<td>LogR</td>
</tr>
<tr>
<td>-------</td>
<td>---------------</td>
<td>------------------------</td>
<td>-----------------</td>
<td>-------------------------</td>
<td>------------------</td>
<td>----------------------</td>
<td>-------</td>
</tr>
<tr>
<td>Cheverud et al. 1999</td>
<td><em>Mus musculus</em></td>
<td>AdultBodyWt</td>
<td>4</td>
<td>0.59</td>
<td>8.5000</td>
<td>14.9500</td>
<td>0.2452</td>
</tr>
<tr>
<td>Lopez-Fanjul and Villaverde 1989</td>
<td><em>Drosophila melanogaster</em></td>
<td>EggPupaViability</td>
<td>2</td>
<td>0.25</td>
<td>19.8438</td>
<td>98.0000</td>
<td>0.6936</td>
</tr>
<tr>
<td>Lopez-Fanjul et al. 1989</td>
<td><em>Drosophila melanogaster</em></td>
<td>BristleNumber56</td>
<td>2</td>
<td>0.5</td>
<td>5.1500</td>
<td>2.5000</td>
<td>-0.3139</td>
</tr>
<tr>
<td>Garcia et al. 1994</td>
<td><em>Drosophila melanogaster</em></td>
<td>EggPupaViability</td>
<td>2</td>
<td>0.25</td>
<td>82.6000</td>
<td>134.18</td>
<td>0.2107</td>
</tr>
<tr>
<td>Garcia et al. 1994</td>
<td><em>Drosophila melanogaster</em></td>
<td>EggPupaViability</td>
<td>2</td>
<td>0.5</td>
<td>82.6000</td>
<td>150.72</td>
<td>0.2612</td>
</tr>
<tr>
<td>Garcia et al. 1994</td>
<td><em>Drosophila melanogaster</em></td>
<td>EggPupaViability</td>
<td>2</td>
<td>0.73</td>
<td>82.6000</td>
<td>68.77</td>
<td>-0.0796</td>
</tr>
<tr>
<td>Bryant and Meffert 1995</td>
<td><em>Musca domestica</em></td>
<td>WLTW</td>
<td>4</td>
<td>0.125</td>
<td>0.0006</td>
<td>0.0006</td>
<td>-0.0220</td>
</tr>
<tr>
<td>Bryant and Meffert 1996</td>
<td><em>Musca domestica</em></td>
<td>WingLength</td>
<td>4</td>
<td>0.125</td>
<td>0.0007</td>
<td>0.0005</td>
<td>-0.1525</td>
</tr>
<tr>
<td>Paper</td>
<td>Species</td>
<td>Trait</td>
<td>Bottleneck Size</td>
<td>Inbreeding Coefficient</td>
<td>$V_A^{control}$</td>
<td>$V_A^{bottleneck}$</td>
<td>LogR</td>
</tr>
<tr>
<td>---------------</td>
<td>---------------</td>
<td>------------------------</td>
<td>-----------------</td>
<td>------------------------</td>
<td>-----------------</td>
<td>--------------------</td>
<td>-------</td>
</tr>
<tr>
<td>Bryant and</td>
<td>Musca domestica</td>
<td>Inner Eye Sep</td>
<td>4</td>
<td>0.125</td>
<td>0.0011</td>
<td>0.0006</td>
<td>-0.2839</td>
</tr>
<tr>
<td>Meffert 1996</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bryant and</td>
<td>Musca domestica</td>
<td>Scutellum Length Mid</td>
<td>4</td>
<td>0.125</td>
<td>0.0001</td>
<td>0.0005</td>
<td>0.5406</td>
</tr>
<tr>
<td>Meffert 1996</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bryant and</td>
<td>Musca domestica</td>
<td>Metatibia Length</td>
<td>4</td>
<td>0.125</td>
<td>0.0001</td>
<td>0.0003</td>
<td>0.2816</td>
</tr>
<tr>
<td>Meffert 1996</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bryant and</td>
<td>Musca domestica</td>
<td>composite</td>
<td>2</td>
<td>0.25</td>
<td>0.0006</td>
<td>0.0012</td>
<td>0.2825</td>
</tr>
<tr>
<td>Meffert 1993</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bryant and</td>
<td>Musca domestica</td>
<td>composite</td>
<td>8</td>
<td>0.0625</td>
<td>0.0006</td>
<td>0.0018</td>
<td>0.4771</td>
</tr>
<tr>
<td>Meffert 1993</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bryant and</td>
<td>Musca domestica</td>
<td>composite</td>
<td>32</td>
<td>0.015625</td>
<td>0.0006</td>
<td>0.0011</td>
<td>0.2632</td>
</tr>
<tr>
<td>Meffert 1993</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bryant et al.1986</td>
<td>Musca domestica</td>
<td>Wing Length</td>
<td>2</td>
<td>0.25</td>
<td>0.0011</td>
<td>0.0006</td>
<td>-0.2808</td>
</tr>
<tr>
<td>Bryant et al.1986</td>
<td>Musca domestica</td>
<td>Wing Width</td>
<td>2</td>
<td>0.25</td>
<td>0.0005</td>
<td>0.0006</td>
<td>0.0792</td>
</tr>
<tr>
<td>Paper</td>
<td>Species</td>
<td>Trait</td>
<td>Bottleneck</td>
<td>Inbreeding</td>
<td>$V_{A\ control}$</td>
<td>$V_{A\ bottleneck}$</td>
<td>LogR</td>
</tr>
<tr>
<td>--------------</td>
<td>---------------</td>
<td>------------------</td>
<td>------------</td>
<td>------------</td>
<td>-------------------</td>
<td>----------------------</td>
<td>------</td>
</tr>
<tr>
<td>Bryant et al. 1986</td>
<td><em>Musca domestica</em></td>
<td>HeadWidth</td>
<td>2</td>
<td>0.25</td>
<td>0.0003</td>
<td>0.0004</td>
<td>0.1249</td>
</tr>
<tr>
<td>Bryant et al. 1986</td>
<td><em>Musca domestica</em></td>
<td>InnerEyeSep</td>
<td>2</td>
<td>0.25</td>
<td>0.0003</td>
<td>0.0022</td>
<td>0.8653</td>
</tr>
<tr>
<td>Bryant et al. 1986</td>
<td><em>Musca domestica</em></td>
<td>ScutellumLengthMid</td>
<td>2</td>
<td>0.25</td>
<td>0.0006</td>
<td>0.0012</td>
<td>0.3010</td>
</tr>
<tr>
<td>Bryant et al. 1986</td>
<td><em>Musca domestica</em></td>
<td>ScutellumWidthBase</td>
<td>2</td>
<td>0.25</td>
<td>0.0005</td>
<td>0.0024</td>
<td>0.6812</td>
</tr>
<tr>
<td>Bryant et al. 1986</td>
<td><em>Musca domestica</em></td>
<td>LengthThoracicSuture</td>
<td>2</td>
<td>0.25</td>
<td>0.0004</td>
<td>0.0004</td>
<td>0.0000</td>
</tr>
<tr>
<td>Bryant et al. 1986</td>
<td><em>Musca domestica</em></td>
<td>LengthMetafemur</td>
<td>2</td>
<td>0.25</td>
<td>0.0006</td>
<td>0.0006</td>
<td>0.0000</td>
</tr>
<tr>
<td>Bryant et al. 1986</td>
<td><em>Musca domestica</em></td>
<td>WingLength</td>
<td>8</td>
<td>0.0625</td>
<td>0.0011</td>
<td>0.0019</td>
<td>0.2576</td>
</tr>
<tr>
<td>Bryant et al. 1986</td>
<td><em>Musca domestica</em></td>
<td>WingWidth</td>
<td>8</td>
<td>0.0625</td>
<td>0.0005</td>
<td>0.0013</td>
<td>0.4150</td>
</tr>
<tr>
<td>Paper</td>
<td>Species</td>
<td>Trait</td>
<td>Bottleneck Size</td>
<td>Inbreeding Coefficient</td>
<td>$V_{A, control}$</td>
<td>$V_{A, bottleneck}$</td>
<td>LogR</td>
</tr>
<tr>
<td>------------------</td>
<td>---------------</td>
<td>--------------------</td>
<td>-----------------</td>
<td>-------------------------</td>
<td>-------------------</td>
<td>-----------------------</td>
<td>-------</td>
</tr>
<tr>
<td>Bryant et al. 1986</td>
<td><em>Musca domestica</em></td>
<td>HeadWidth</td>
<td>8</td>
<td>0.0625</td>
<td>0.0003</td>
<td>0.0014</td>
<td>0.6690</td>
</tr>
<tr>
<td>Bryant et al. 1986</td>
<td><em>Musca domestica</em></td>
<td>InnerEyeSep</td>
<td>8</td>
<td>0.0625</td>
<td>0.0003</td>
<td>0.0021</td>
<td>0.8451</td>
</tr>
<tr>
<td>Bryant et al. 1986</td>
<td><em>Musca domestica</em></td>
<td>ScutellumLengthMid</td>
<td>8</td>
<td>0.0625</td>
<td>0.0006</td>
<td>0.0018</td>
<td>0.4771</td>
</tr>
<tr>
<td>Bryant et al. 1986</td>
<td><em>Musca domestica</em></td>
<td>ScutellumWidthBase</td>
<td>8</td>
<td>0.0625</td>
<td>0.0005</td>
<td>0.0024</td>
<td>0.6812</td>
</tr>
<tr>
<td>Bryant et al. 1986</td>
<td><em>Musca domestica</em></td>
<td>LengthThoracicSuture</td>
<td>8</td>
<td>0.0625</td>
<td>0.0004</td>
<td>0.0019</td>
<td>0.6767</td>
</tr>
<tr>
<td>Bryant et al. 1986</td>
<td><em>Musca domestica</em></td>
<td>LengthMetafemur</td>
<td>8</td>
<td>0.0625</td>
<td>0.0006</td>
<td>0.0014</td>
<td>0.3680</td>
</tr>
<tr>
<td>Bryant et al. 1986</td>
<td><em>Musca domestica</em></td>
<td>WingLength</td>
<td>32</td>
<td>0.015625</td>
<td>0.0011</td>
<td>0.0014</td>
<td>0.1249</td>
</tr>
<tr>
<td>Bryant et al. 1986</td>
<td><em>Musca domestica</em></td>
<td>WingWidth</td>
<td>32</td>
<td>0.015625</td>
<td>0.0005</td>
<td>0.0013</td>
<td>0.4150</td>
</tr>
<tr>
<td>Paper</td>
<td>Species</td>
<td>Trait</td>
<td>Bottleneck Size</td>
<td>Inbreeding Coefficient</td>
<td>$V_{A, control}$</td>
<td>$V_{A, bottleneck}$</td>
<td>LogR</td>
</tr>
<tr>
<td>------------------</td>
<td>---------------</td>
<td>-------------------</td>
<td>-----------------</td>
<td>-------------------------</td>
<td>-------------------</td>
<td>-----------------------</td>
<td>-------</td>
</tr>
<tr>
<td>Bryant et al. 1986</td>
<td><em>Musca</em> domestica</td>
<td>HeadWidth</td>
<td>32</td>
<td>0.015625</td>
<td>0.0003</td>
<td>0.0009</td>
<td>0.4771</td>
</tr>
<tr>
<td>Bryant et al. 1986</td>
<td><em>Musca</em> domestica</td>
<td>InnerEyeSep</td>
<td>32</td>
<td>0.015625</td>
<td>0.0003</td>
<td>0.0019</td>
<td>0.8016</td>
</tr>
<tr>
<td>Bryant et al. 1986</td>
<td><em>Musca</em> domestica</td>
<td>ScutellumLengthMid</td>
<td>32</td>
<td>0.015625</td>
<td>0.0006</td>
<td>0.0009</td>
<td>0.1761</td>
</tr>
<tr>
<td>Bryant et al. 1986</td>
<td><em>Musca</em> domestica</td>
<td>ScutellumWidthBase</td>
<td>32</td>
<td>0.015625</td>
<td>0.0005</td>
<td>0.0022</td>
<td>0.6435</td>
</tr>
<tr>
<td>Bryant et al. 1986</td>
<td><em>Musca</em> domestica</td>
<td>LengthThoracicSuture</td>
<td>32</td>
<td>0.015625</td>
<td>0.0004</td>
<td>0.0012</td>
<td>0.4771</td>
</tr>
<tr>
<td>Bryant et al. 1986</td>
<td><em>Musca</em> domestica</td>
<td>LengthMetafemur</td>
<td>32</td>
<td>0.015625</td>
<td>0.0006</td>
<td>0.0007</td>
<td>0.0669</td>
</tr>
<tr>
<td>Andersson et al 2010</td>
<td><em>Nigella degenii</em></td>
<td>Flowering Date</td>
<td>1</td>
<td>0.535</td>
<td>29.52</td>
<td>19.62</td>
<td>-0.1774</td>
</tr>
<tr>
<td>Andersson et al 2010</td>
<td><em>Nigella degenii</em></td>
<td>Flower Number</td>
<td>1</td>
<td>0.535</td>
<td>1.2300</td>
<td>0.8400</td>
<td>-0.1656</td>
</tr>
<tr>
<td>Paper</td>
<td>Species</td>
<td>Trait</td>
<td>Bottleneck Size</td>
<td>Inbreeding Coefficient</td>
<td>$V_{A \text{ control}}$</td>
<td>$V_{A \text{ bottleneck}}$</td>
<td>LogR</td>
</tr>
<tr>
<td>-------------</td>
<td>--------------</td>
<td>-----------</td>
<td>-----------------</td>
<td>-------------------------</td>
<td>-------------------------</td>
<td>-----------------------------</td>
<td>-------</td>
</tr>
<tr>
<td>Andersson et al 2010</td>
<td><em>Nigella degenii</em></td>
<td>Plant height</td>
<td>1</td>
<td>0.535</td>
<td>965.8200</td>
<td>602.7600</td>
<td>-0.2048</td>
</tr>
<tr>
<td>Andersson et al 2010</td>
<td><em>Nigella degenii</em></td>
<td>Leaf length</td>
<td>1</td>
<td>0.535</td>
<td>1.9300</td>
<td>1.3800</td>
<td>-0.1457</td>
</tr>
<tr>
<td>Andersson et al 2010</td>
<td><em>Nigella degenii</em></td>
<td>Sepal length</td>
<td>1</td>
<td>0.535</td>
<td>0.4600</td>
<td>0.1800</td>
<td>-0.4075</td>
</tr>
<tr>
<td>Meffert 1995</td>
<td><em>Musca domestica</em></td>
<td>Buzz</td>
<td>4</td>
<td>0.125</td>
<td>0.3500</td>
<td>0.0167</td>
<td>-1.3222</td>
</tr>
<tr>
<td>Meffert 1995</td>
<td><em>Musca domestica</em></td>
<td>Creep</td>
<td>4</td>
<td>0.125</td>
<td>0.6750</td>
<td>0.1917</td>
<td>-0.5468</td>
</tr>
<tr>
<td>Meffert 1995</td>
<td><em>Musca domestica</em></td>
<td>Hold</td>
<td>4</td>
<td>0.125</td>
<td>0.1750</td>
<td>0.0300</td>
<td>-0.7659</td>
</tr>
<tr>
<td>Meffert 1995</td>
<td><em>Musca domestica</em></td>
<td>Lift</td>
<td>4</td>
<td>0.125</td>
<td>0.0050</td>
<td>0.1000</td>
<td>1.3010</td>
</tr>
<tr>
<td>Meffert 1995</td>
<td><em>Musca domestica</em></td>
<td>Buzz</td>
<td>4</td>
<td>0.125</td>
<td>0.3500</td>
<td>0.3750</td>
<td>0.0300</td>
</tr>
<tr>
<td>Paper</td>
<td>Species</td>
<td>Trait</td>
<td>Bottleneck Size</td>
<td>Inbreeding Coefficient</td>
<td>$V_{A,\text{control}}$</td>
<td>$V_{A,\text{bottleneck}}$</td>
<td>LogR</td>
</tr>
<tr>
<td>--------------</td>
<td>------------</td>
<td>---------</td>
<td>-----------------</td>
<td>-------------------------</td>
<td>--------------------------</td>
<td>-----------------------------</td>
<td>-------</td>
</tr>
<tr>
<td>Meffert 1995</td>
<td><em>Musca</em></td>
<td>Close</td>
<td>4</td>
<td>0.125</td>
<td>0.1100</td>
<td>0.0467</td>
<td>-0.3724</td>
</tr>
<tr>
<td></td>
<td><em>domestica</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meffert 1995</td>
<td><em>Musca</em></td>
<td>Hold</td>
<td>4</td>
<td>0.125</td>
<td>0.0550</td>
<td>0.0633</td>
<td>0.0613</td>
</tr>
<tr>
<td></td>
<td><em>domestica</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meffert 1995</td>
<td><em>Musca</em></td>
<td>Lift</td>
<td>4</td>
<td>0.125</td>
<td>0.0600</td>
<td>0.0150</td>
<td>-0.6021</td>
</tr>
<tr>
<td></td>
<td><em>domestica</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meffert 1995</td>
<td><em>Musca</em></td>
<td>Lunge</td>
<td>4</td>
<td>0.125</td>
<td>0.1500</td>
<td>0.0650</td>
<td>-0.3632</td>
</tr>
<tr>
<td></td>
<td><em>domestica</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meffert 1995</td>
<td><em>Musca</em></td>
<td>Touch</td>
<td>4</td>
<td>0.125</td>
<td>0.4000</td>
<td>0.6333</td>
<td>0.1996</td>
</tr>
<tr>
<td></td>
<td><em>domestica</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meffert 1995</td>
<td><em>Musca</em></td>
<td>Wingout</td>
<td>4</td>
<td>0.125</td>
<td>1.1500</td>
<td>0.8417</td>
<td>-0.1356</td>
</tr>
</tbody>
</table>
Appendix C

Classification of threatened and non-threatened species by regression tree analysis, logistic regression, and discriminant analysis for the butterfly data when abundance is included in the analysis.\(^a\)

<table>
<thead>
<tr>
<th>Method</th>
<th>Threatened</th>
<th></th>
<th>Non-threatened</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Predicted</td>
<td>(P^b)</td>
<td>Predicted</td>
<td></td>
</tr>
<tr>
<td>Regression tree</td>
<td>14/18</td>
<td>&lt;0.0001</td>
<td>60/62</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Logistic regression - 0.5 cutoff</td>
<td>13/18</td>
<td>&lt;0.0001</td>
<td>61/62</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Stepwise logistic regression</td>
<td>9/18</td>
<td>0.0027</td>
<td>61/62</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Discriminant function analysis - spherical</td>
<td>13/18</td>
<td>&lt;0.0001</td>
<td>58/62</td>
<td>&lt;0.0001</td>
</tr>
</tbody>
</table>

\(a\): When multiple analyses were performed, such as when different structures were used for discriminant analysis, only the analysis with the best result is given.

\(b\): Probability of correctly predicting by chance alone at least as many as observed by a given method.
Appendix D

R code for assessing the chance that a given number of correctly assigned species or more could occur randomly to determine whether the analyses presented here are able to correctly classify threatened species more accurately than random assignment.

```r
set.seed(20)
Max.rep <- 10000
N <- matrix(0,Max.rep,3)
for (i in 1:Max.rep)
{
  X <- matrix(0,80) # First put zeros (= non-threatened)
  X[1:17] <- 1    # Set Threatened =1 Assuming that 17 rows are threatened
  Y <- sample(X)  # Pick random sample of length X without replacement
  Z.total <- Y
  Z.threatened <- Z.total[1:17] # 1 to 17 are those threatened 1s are correct zeros are not
  Z.not <- Z.total[18:80]  # 18 to 80 are those not threatened 0s are correct 1s are not
  N[i,2:3] <- c(length(Z.threatened[Z.threatened==1]), length(Z.not[Z.not==0]))
  # Number correct
  N[i,1] <- sum(N[i,2:3])                # The sum of correct assignments
}
print(N)

# Now find the number in each category
N.total <- unique(N[,1]) # Find total number correctly assigned
n <- length(N.total)
P.total <- matrix(0,n,2)
P.total[,1] <- N.total
for (i in 1:n){ P.total[i,2] <-length( N[ N[,1]==N.total[i,1]])/Max.rep}
P.total
sum(P.total[,2])

# Threatened correctly assigned
N.threatened <- unique(N[,2]) # Distribution of correctly assigned threatened
n <- length(N.threatened)
P.threatened <- matrix(0,n,2)
P.threatened[,1] <- N.threatened
for (i in 1:n){ P.threatened[i,2] <-length( N[ N[,2]==N.threatened[i,1]])/Max.rep}
P.threatened
sum(P.threatened[,2])

# Not threatened correctly assigned
N.not <- unique(N[,3])
n <- length(N.not)
P.not <- matrix(0,n,2)
```
P.not[,1] <- N.not
for ( i in 1:n){ P.not[i,2] <- length( N[N[,3]==N.not[i],1])/Max.rep}
P.not
sum(P.not[,2])

# What is the probability of correctly assigning at least N.threatened correctly?
# Suppose observed N.threatened = 11 Have to pick all cases greater than 11
# But suppose that the largest in output is 10 (as it is here). This means that probability is less than 1 in 10,000
# Suppose the observed values is 5. Then have to pick all values greater than 5
N.threatened <- 5
P.more.than.obs <- P.threatened[P.threatened[,1]>=N.threatened,]
P <- sum(P.more.than.obs[,2])