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Abstract

A multi-scale framework is proposed for more realistic molecular dynamics simulations in continuum solvent models by coupling a molecular mechanics treatment of solute with a fluid mechanics treatment of solvent. This article reports our initial efforts to formulate the physical concepts necessary for coupling the two mechanics and develop a 3D numerical algorithm to simulate the solvent fluid via the Navier-Stokes equation. The numerical algorithm was validated with multiple test cases. The validation shows that the algorithm is effective and stable, with observed accuracy consistent with our design.

Introduction

To model a biomolecular system, there are different levels of approximation. The most accurate approach is the high level quantum description \[1\], which explicitly accounts for the electronic structures in the molecules. However the computational cost of this approach is high for large and complex biomolecular systems. The most efficient approach is the coarse-grained description \[2\], which averages atomic structures and properties. The intermediate approach is the atom-based description, which preserves the atomic details in molecular structures and models the effects of electronic structure through a few empirical energy terms \[3\]. On the other hand, continuum description is widely used for solvents to capture average solvation properties \[4\].

Supplemental Materials

Detailed discussion of physical model and mathematics is provided in the supplemental material. Animations were also generated for the bubble merging dynamics. "TwoBubble.gif" and "ThreeBubble.gif" are the animated trajectories of two bubble dynamics and three bubble dynamics, respectively. "TwoBubbleVelocity.gif" and "ThreeBubbleVelocity.gif" are the animated evolutions of velocity flows on a chosen interception plane for two bubble dynamics and three bubble dynamics, respectively.
Since each level of description has its own advantages and limitations, multi-resolution or multi-scale modeling has also been used to study complex molecular systems \([2]\). In this type of strategies, researchers aim to calculate material properties or system behavior at one resolution/level using information or models from different resolutions/levels. At each level a particular approach is used for the description of a system of interest \([2]\). For example, the QM/MM (quantum mechanics/molecular mechanics) model is widely used \([5, 6]\).

Another popular multi-scale model is the MM/CM (molecular mechanics/continuum mechanics) model \([4]\). Langevin and Brownian dynamics are often used to model the motion of particles in the MM/CM model \([7]\). The development of Langevin/Brownian dynamics dates back to Einstein’s original work, in which the collective motion of particles in water is modeled by the diffusion theory \([8]\)

\[
\frac{\partial \rho}{\partial t} = D \frac{\partial^2 \rho}{\partial x^2}. \tag{1}
\]

Here \(D\) is the mass diffusivity, \(\rho\) is the particle density. The average distance after a period of time \(t\) is given by

\[
\bar{x}^2 = 2Dt. \tag{2}
\]

and the mass diffusivity is

\[
D = \frac{k_B T}{m \gamma}. \tag{3}
\]

Here \(k_B\) is the Boltzmann constant, \(T\) is the temperature, \(m\) is the particle mass, \(\gamma\) is the particle viscosity coefficient. Eqn (3) indicates that the viscous force is proportional to the particle velocity. Subsequently Langevin proposed a random force term to study the Brownian motion of a single particle in water \([9]\), which can be summarized as the Langevin equation

\[
m \frac{d^2 x}{dt^2} = -\nabla U(x) - \gamma \frac{dx}{dt} + \sqrt{2\gamma k_B T m R(t)}, \tag{4}
\]

where the first term on the right-hand side of the equation is the force due to the particle interaction potential, the second term is the viscosity force in proportion to the particle velocity, and the third term is a stochastic noise term representing the effect of the collisions between the particle and the molecules of the solvent fluid. The solution of the Langevin equation is consistent with eqn (2) when there is no interaction potential force. Note that constant \(\gamma\) in the viscous force term is modeled as being proportional to the particle velocity as indicated by Eisterin’s previous study \([8]\). In general, it depends on the geometry of the particle, i.e., shape and size, and also depends on how the particle is exposed to the solvent. Thus, it is an approximation to assume all atoms are the same size and shape, and are all exposed to the solvent for simplicity when the Langevin equation is used in MM/CM...
Brownian dynamics is also widely used to describe long-time inter-molecular motions [10–12]. It is a simplified version of Langevin dynamics where no acceleration of collective motion is assumed to take place [7].

\[
0 = -\nabla U(x) - \gamma \frac{dx}{dt} + \sqrt{2\gamma k_B T} \dot{m} R(t). \tag{5}
\]

The constant \( \gamma \) in Langevin/Brownian dynamics algorithms can be obtained via the Stokes equation from a more universal constant of bulk solvent viscosity that is solute independent [13–15]. The Stokes equation is a special case of the Navier-Stokes equation for low Reynold number and steady state incompressible flow. Brune and Kim modeled proteins as rigid bodies immersed in a viscous incompressible fluid [13]. They computed the motility tensors distributed on the protein surface, which can be further incorporated into diffusion coefficient (including both diffusional and rotational). An alternative way adopted by Delatorre et al. can also provide many interesting physical properties [15]. Hubbard and Douglas [14] presented a simple way to compute the viscosity by extending an analogy between hydrodynamics and electrostatics. They showed that the translational friction coefficient \( \gamma \) in eqn (4) and eqn (5) has a simple relationship with the bulk solvent viscosity \( \eta_0 \) and the solute capacity \( C \) as

\[
\gamma = 6\pi \eta_0 C. \tag{6}
\]

Intrinsic viscosity is another important physical property for solvated biomolecular systems and can be obtained by solving the Stokes equation. Douglas and Garboczi [16] found a simple expression of the intrinsic viscosity in term of polarizability, which can be calculated directly according to molecular geometry. Along a similar direction, Zhou et al. presented an interesting method to calculate the translational friction and intrinsic viscosity, and found a good agreement with experiment [17]. Interestingly, viscosity also plays an important role in the stability of solute-solvent interface, which is recently demonstrated by a model with cylindrical solute-solvent interface [18].

Limitations of the Langevin/Brownian dynamics algorithms are obvious. One is that the solute molecules are assumed to be rigid bodies in most studies, while the conformations of biomolecules are quite flexible. Another one is that all atoms of biomolecules are assumed to be 100% surrounded by the solvent, i.e. the solvent dragging force and the stochastic term are applied to all atoms, which is not a good approximation since buried atoms only interact with solute atoms. Besides, all the particles are unrealistically assumed to be of the same size. These approximations often lead to incorrect dynamics or sampling of biomolecular conformations. Finally an important feature lacking in many Langevin and Brownian dynamics studies is the hydrodynamic effect, a must in the studies of many biochemical processes that are diffusion-dominant. Indeed the hydrodynamic effect plays an important role in determining the rate constants of diffusion-controlled reactions, and it cannot be derived from an intermolecular potential [19]. To date only a few approximated strategies are available to estimate the hydrodynamic effect [20, 21]. These models all rely on the ground-breaking algorithm proposed by Ermak and McCammon [10].
This paper reports our exploration of a more physical approach in simulating dynamics of biomolecular systems in continuum solvent models. Specifically, the Navier-Stokes equation or the Stokes equation is used to simulate the continuum solvent and is coupled to the Newtonian equation for the particle-based biomolecular solute. In this first attempt, we formulated the necessary physical model to couple molecular mechanics and fluid mechanics. We also developed and validated a new three-dimensional numerical algorithm for the Navier-Stokes equation before our next step to couple it to the Newtonian equation of a molecular solute.

**Theoretical Model**

1. Physical model

We proceed by first defining a Hamiltonian for the entire system. Its degrees of freedom are atomic positions \((x)\) and their velocities \((v)\) for the solute molecular dynamics (MD) region; and fluid element displacements \((y)\) and their velocities \((u)\) for the solvent fluid dynamics (FD) region. For the MD region, all-atom molecular mechanics force fields, either polarizable [22–25] or nonpolarizable [26–28], can be used. Reduced models can certainly be used as well [29, 30]. For the FD region, the solvent fluid can be modeled as an incompressible viscous fluid. Equations of motion for all the relevant variables in the system are obtained by taking the appropriate derivatives of this Hamiltonian. All variables can then be updated in lock step as a function of time with time integration. Thus the entire time history of the system can be obtained numerically given an appropriate set of initial conditions and boundary conditions.

Conceptually, the Hamiltonian can be written as

\[
H = H_{MD}(x, p_x) + H_{FD}(y, p_y) + H_{MD/FD}(x, p_x, y, p_y),
\]

where \(p_x\) is the momentum of molecule region and \(p_y\) is the momentum of fluid region.

\(H_{MD}\) is the Hamiltonian of for the MD region that is modeled by molecular mechanics \(H_{MD} = U + K\), where \(U\) is the force field potential energy and \(K\) is the kinetic energy. \(H_{FD}\) represents the Hamiltonian for the incompressible solvent fluid. There have been different strategies adopted to formulate a Hamiltonian for the Navier-Stokes equation [31, 32]. Here we follow the formulation from [32] by explicitly considering the constraints of the mass and momentum conservations, and the first and second laws of thermodynamics. Briefly, for an adiabatic system, \(H_{FD}\) can be written as

\[
H_{FD} = \int \left[ \frac{1}{2} \rho \dot{\mathbf{u}}^2 + U_{\text{int}}(\rho, s) \right] dV,
\]

where \(U_{\text{int}}\) is the internal energy density, \(\rho\) is the fluid density, and \(s\) is the entropy. The coupling Hamiltonian, \(H_{MD/FD} = U_{\text{ele}} + U_{\text{vdw}} + U_{\text{hse}}\), consists of three terms. \(U_{\text{ele}}\) is the Poisson-Boltzmann electrostatic solvation energy [33–36]. The nonelectrostatic solvation energy is modeled as two components: the van der Waals component \(U_{\text{vdw}}\) and the hard sphere entropy/cavity component \(U_{\text{hse}}\) [37–41].
It should be pointed out that non-Hamiltonian systems are also widely used in biomolecular simulations, for which additional terms are used to generate specific statistical ensembles, e.g. the constant temperature and constant pressure ensemble. Among those methods, extended Lagrangian, with artificial coordinates and velocities added into a Lagrangian \[42\], is widely used. Meanwhile the fluid region governed by the Navier-Stokes equation should also incorporate the thermal fluctuations into its macroscopic hydrodynamics. A common way is to use a stochastic and temperature-dependent noise term in the Navier-Stokes equation as proposed by Landau and Lifshitz \[43\].

Next we proceed to derive the dynamics equation by first setting \(\mathbf{q} = (x,y)\) as the position vector of the system and \(\mathbf{p} = (p_x,p_y)\) as the momentum vector of the system. The familiar Newtonian dynamics equation can be derived from the Hamiltonian equation

\[
\dot{\mathbf{p}} = -\frac{\partial H}{\partial \mathbf{q}}, \quad (9)
\]

In the molecule dynamics region, the equation of motion can be expressed symbolically as

\[
\mathbf{p}_x = -\frac{\partial H_{MD}^{EL/FD}}{\partial x} - \frac{\partial H_{MD/FD}}{\partial x}. \quad (10)
\]

\(-\frac{\partial H_{MD}^{EL/FD}}{\partial x}\) represents the usual force field terms in molecule dynamics simulations. Since \(U_{hse}\) does not depend on atomic positions, the coupling force terms that the atoms feel are only those of electrostatics and van der Waals in nature, i.e., \(\frac{\partial H_{MD/FD}}{\partial x} = -\frac{\partial U_{ele}}{\partial x} - \frac{\partial U_{vdw}}{\partial x}\). An interesting property is that the electrostatic forces \(-\frac{\partial U_{ele}}{\partial x}\) are simply \(q\mathbf{E}\) forces, where \(q\)’s are “free” charges, i.e. atomic point charges in molecular mechanics models \[35\]. \(-\frac{\partial U_{vdw}}{\partial x}\) are the van der Waals forces from the solvent molecules modeled as continuum \[39\].

In the fluid dynamics region, as it is modeled as a continuum, the partial derivative is equivalent to the variation at each volume element

\[
\mathbf{p}_y = \frac{\delta H_{FD}}{\delta y} - \frac{\delta H_{MD/FD}}{\delta y}. \quad (11)
\]

As discussed in Supplemental Material S.1, given a small fluid volume element at position \(y\) and volume \(V\), we impose a variation \(\delta y\) on the element. The derivative of the Hamiltonian gives

\[
\frac{\delta H_{FD}}{\delta y} = -\frac{\partial \sigma_{ij}}{\partial y_j} V, \quad (12)
\]
where \( \sigma_{ij} = -p\delta_{ij} + \mu \left( \frac{\partial(u\cdot y_i)}{\partial y_j} + \frac{\partial(u\cdot y_j)}{\partial y_i} \right) \) is the stress tensor of the fluid [44]. The only significant derivative of \( H_{MD/FD} \) is the van der Waals force, which is termed as the external force density \( (\mathbf{F}) \) on the fluid element, i.e.

\[
\frac{\delta H_{MD/FD}}{\delta y} = -\frac{\delta U_{vde}}{\delta y} = \mathbf{F}. \quad (13)
\]

The change of momentum of the fluid volume element is

\[
\mathbf{p}_y = \rho V \frac{\partial \mathbf{u}}{\partial t} + \rho V (\mathbf{u} \cdot \nabla) \mathbf{u}. \quad (14)
\]

Combining eqns (11) and (12) – (14) and dropping the element volume leads to

\[
\rho \frac{\partial \mathbf{u}}{\partial t} + \rho (\mathbf{u} \cdot \nabla) \mathbf{u} = \frac{\partial \sigma_{ij}}{\partial y_j} + \mathbf{F}. \quad (15)
\]

Given the conservation of volume/mass for the given volume element, i.e. \( \nabla \cdot \mathbf{u} = 0 \), the incompressible Navier-Stokes equation is expressed as

\[
\rho \left( \frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} \right) = -\nabla p + \mu \Delta \mathbf{u} + \mathbf{F}, \quad \nabla \cdot \mathbf{u} = 0,
\]

where \( p \) is pressure and \( \mu \) is viscosity.

As shown in S.2, the interface conditions can also be obtained using the variational principle. Introducing the local coordinate system, which consists of one normal direction \( (\mathbf{n}) \) and two tangential directions \( (\mathbf{t}, \mathbf{\tau}) \) at a certain point on the interface, i.e.,

\[
\begin{align*}
\mathbf{n} &= \cos\alpha_1 \mathbf{i} + \cos\alpha_2 \mathbf{j} + \cos\alpha_3 \mathbf{k} \\
\mathbf{t} &= \cos\beta_1 \mathbf{i} + \cos\beta_2 \mathbf{j} + \cos\beta_3 \mathbf{k} \\
\mathbf{\tau} &= \cos\gamma_1 \mathbf{i} + \cos\gamma_2 \mathbf{j} + \cos\gamma_3 \mathbf{k}.
\end{align*}
\quad (17)
\]

The interface conditions can be summarized as

\[
-p + p_g - \gamma \kappa + 2\mu \frac{\partial \mathbf{n}}{\partial \mathbf{n}} \cdot \mathbf{n} + f_{dielec} = 0
\]

\[
\frac{\partial (\mathbf{u} \cdot \mathbf{n})}{\partial t} + \frac{\partial (\mathbf{u} \cdot \mathbf{t})}{\partial \mathbf{t}} + \frac{\partial (\mathbf{u} \cdot \mathbf{\tau})}{\partial \mathbf{\tau}} = 0,
\]

where \( \kappa \) is the curvature, \( \gamma \) is surface tension coefficient and \( p_g \) is internal pressure. \( f_{dielec} \) is the dielectric boundary electrostatic force, which is in the normal direction of the interface [35].
2. Mathematical model for the fluid dynamic region

In the fluid domain of the physical model, we need to solve a 3D incompressible Navier-Stokes equation (eqn(16)). The fluid domain is typically contained in a rectangular box, with one or multiple interior domain(s) excluded due to the presence of solute molecules or a different phase of fluids, e.g., air bubbles. The conditions at the outer boundary of the rectangular $R$ are

$$
\begin{align*}
\frac{\partial u}{\partial x}
|_{x=x_{\min}} &= 0, & \frac{\partial u}{\partial x}
|_{x=x_{\max}} &= 0, \\
\frac{\partial u}{\partial y}
|_{y=y_{\min}} &= 0, & \frac{\partial u}{\partial y}
|_{y=y_{\max}} &= 0, \\
\frac{\partial u}{\partial z}
|_{z=z_{\min}} &= 0, & \frac{\partial u}{\partial z}
|_{z=z_{\max}} &= 0, \\
p &= 0,
\end{align*}
$$

on $\partial R$ (19)

which represents a pipe flow in the $y$ direction. Inside the domain $R$ there are the cavities, the union of which is denoted by $\Omega$. For the sake of simplicity in developing the fluid dynamics algorithm, the interior $\Omega$, which is occupied by biomolecules or another phase of fluid, is modeled as ideal gas with pressure $p_g = \lambda/V_g$ in this initial development. Here $V_g$ is the volume of the air bubble, $\lambda$ is a gas constant. Eqn (18) can also be written in component form as

$$
\begin{align*}
u_n \cos \alpha_1 + v_n \cos \alpha_2 + w_n \cos \alpha_3 &= \frac{1}{2\mu} (p-p_g + \gamma \kappa) \\
u_n \cos \beta_1 + v_n \cos \beta_2 + w_n \cos \beta_3 &= -u_n \cos \alpha_1 - v_n \cos \alpha_2 - w_n \cos \alpha_3 \\
u_n \cos \gamma_1 + v_n \cos \gamma_2 + w_n \cos \gamma_3 &= -u_n \cos \alpha_1 - v_n \cos \alpha_2 - w_n \cos \alpha_3.
\end{align*}
$$

where $\mathbf{u} = u\mathbf{i} + v\mathbf{j} + w\mathbf{k}$, and the subscript of the velocity denotes the derivative with respect to the designated direction.

**Algorithms**

The solution for the above mathematical problem consists of three steps at each time step. The first step is to solve the nonlinear equation for velocity. The backward Euler method instead of the Crank-Nicholson method was adopted to achieve better stability [45]. To decouple velocity and pressure, we used a semi-implicit method [46], i.e. the nonlinear convection term and pressure term are treated explicitly and the viscosity term is treated implicitly when updating velocity. The second step is to compute pressure, which can be obtained by solving a simple Poisson equation [44]. The third step is to update the interface implicitly via the level set method [47].

1. Solver for velocity and pressure

As discussed in S.4 [45, 46], with the introduction of the backward Euler method and the second order semi-implicit integration scheme, the velocity solver is equivalent to the Helmholtz equation.
As shown in S.5, given the updated velocity, the pressure solver is simplified to a Poisson equation as

$$\nabla^2 p^{k+1} = -\nabla \cdot ((u^{k+1} \cdot \nabla)u^{k+1}) + \nabla \cdot F^{k+1}. (23)$$

2. Updating the domain interface

As shown in S.6–S.8, the interface is represented implicitly by a level set function \( \phi \). The level set function is initialized as a signed distance to the interface. Given a moving interface with velocity \( u \), the level set function can be updated by the following equation

$$\frac{\partial \phi}{\partial t} + u \cdot \nabla \phi = 0. (24)$$

To enforce the level set as a signed distance function, the reinitializing algorithm is applied after each update.

3. Augmented strategy

The augmented strategy is adopted to enforce the boundary conditions when solving pressure or velocity. We set up the augmented variables \( G \) as the jump conditions of \( u_n \) and \( p_n \) when solving \( u \) and \( p \), respectively [45]. Since the degrees of freedom for \( G \) is much smaller than that of the entire set of grid points after discretization, we followed the strategy by solving \( G \) first, and then plugging it back to update the velocity or pressure. As shown in S.9–S.12, the equations for pressure or velocity together with its boundary conditions lead to two linear equations for pressure or velocity and its augmented variable \( G \). Then \( G \) is solved by combining the two equations, symbolically, as

$$EG = F, (25)$$

where \( E \) and \( F \) are large dense matrices in practice, which makes the linear system computationally challenging to solve. S.9 outlines detailed procedure on how to obtain these matrices before its solution.
Results and Discussion

Several test cases were presented to illustrate the proposed physical model and the effectiveness and accuracy of the associated numerical algorithm. The numerical algorithm is first validated with an analytical system of a 3D single spherical bubble in the fluid. Next we show the oscillation dynamics of the single bubble under different solvent viscosity values. Finally we illustrate the more complex dynamics of multiple air bubble merging processes to assess the numerical procedures’ robustness in handling processes that involve the molecular association.

1. Accuracy Analysis

Our discretization procedure is based on a first-order interpolation scheme and hence first order accuracy is expected for both velocity and pressure. This was demonstrated with a grid refinement analysis that leads to a quantitative estimation for the order of the accuracy of our numerical method. The analytical solution for the single sphere test case is given in S. 13.

Several simulations are performed using different grid sizes. The time step of the integration was set to be in proportional to the grid size as in previous developments [45]. The error is computed as

\[
\|E_u\|_\infty = \max_{\text{outside}} \left\{ \sqrt{\left| U_{ijk} - u(x_i, y_j, z_k) \right|^2} + \left| V_{ijk} - v(x_i, y_j, z_k) \right|^2 + \left| W_{ijk} - w(x_i, y_j, z_k) \right|^2 \right\},
\]

\[
\|E_p\|_\infty = \max_{\text{outside}} \left\{ \left| P_{ijk} - p(x_i, y_j, z_k) \right| \right\},
\]

which is the difference between the analytical solution and the numerical solution in the fluid after one time step. Figure I shows the linear regression of the error data in log plot, indicating that the first order accuracy is indeed satisfied: order of 1.30 for velocity and 1.58 for pressure.

2. Single Bubble Dynamics

Since our interests are in realistic biomolecular systems, the radius of the bubble at equilibrium is chosen to be 5nm, about the radii of typical proteins. The default water parameters are also chosen to be those under room temperature (300K): the viscosity coefficient \( \mu = 8.5 \times 10^{-4} \text{ Pa} \cdot \text{s} \), the surface tension coefficient \( \gamma = 7.2 \times 10^{-2} \text{ N/m} \) and the bulk density \( \rho = 1.0 \times 10^3 \text{ kg/m}^3 \). The simulation time step is 1ps, which is found to be sufficient for the accuracy and stability for the dynamics simulated.

The simulation was initiated from a non-equilibrium state and would proceed to the equilibrium state within finite time due to the presence of viscosity in the solvent fluid. Here the equilibrium state is reached when the air bubble radius reaches 5nm when the solvent velocity is zero and the solvent pressure is at equilibrium with the environment. Specifically, initial velocity is set as \( u_0 = v_0 = w_0 = 0 \), initial pressure is computed according to eqn (23), and the initial radius of the air bubble is set as 4nm and 6nm, respectively. The grid size is set as 0.625nm. Two different groups of tests were performed, the first test was conducted
with the default bulk water viscosity and the second test was done with an artificially low viscosity at 20% of the default value. The time evolution of the bubble volume is plotted in Figure II.

Figure II shows that the average volume gradually approaches the equilibrium volume in both cases, i.e. the spherical volume with a radius of 5nm. The oscillation dynamics with the default water viscosity is apparently over-damped at the nanometer scale as simulated. Under the low viscosity condition, the fluid flows more freely and the oscillation is apparent before reaching the equilibrium.

Note that there is around 1% error in the final equilibrium volume with respect to the analytical value, due to the numerical error in this simulation. It is also interesting to note that the error of the equilibrium volume is less for the low-viscosity simulation, which is in part due to the fact that the simulation takes less time to reach the equilibrium state.

### 3. Multiple Bubbles Merging Dynamics

We next studied whether the model is capable of handling the merging of multiple air bubbles due to its relevance to the molecular association. Here we tested two air bubbles and three air bubbles that are placed close to each other, and expect merging of air bubbles once their boundaries touch each other while expanding. Here the simulation box is chosen as 30nm×30nm×30nm and the grid size is set as 1nm. The time integration step remains at 1ps. During our simulations, the air bubbles first expand, and then merge together after touching with each other. The merged large bubble gradually evolves into a sphere and finally the flow becomes equilibrium. The error in the equilibrium volume is about ~2% when comparing with the analytical value based on mass conservation. The snapshots are provided in Figure III and Figure IV for two bubbles and three bubbles, respectively. The trajectory and velocity flow animations are also provided as Supplemental Material.

### 4. Timing Analysis of Simulations

In our algorithm, at each time step the velocity and pressure are first solved and then the level set function is updated. To solve the velocity or pressure, the augmented variables were introduced to impose the interface conditions. In particular, the linear system for the augmented variables, eqn (25), is first solved, and is then plugged back to update the velocity or pressure. As shown in S.9, solving eqn (25) consists of three steps: compute the right-hand side term $F$, compute the coefficient matrix $E$ column by column and then solve the linear equation. Since the column-based calculations are highly independent, the matrix is distributed to different processors and solved it in parallel. Also the parallel linear system solver from Scalapack [48] is adopted to solve the linear equation $EG=F$. All other computations in the numerical algorithm take little time and are implemented in the serial mode. Table I lists the average time per step of the three air bubbles merging dynamics as the system approaches the equilibrium state. The data shows that computing coefficient matrix and solving the linear equation cost most of the time in the single-thread run and their computation time is greatly reduced when the program is run in parallel with 32 threads. The scaling of the parallel program is illustrated in Figure V, which plots the speedup versus the number of processors tested. The analysis shows that the parallel efficiency is quite
reasonable up to 16 threads, but it starts to decay when more nodes are used. Further optimization is clearly possible and will be pursued in our next step.

Conclusions, Implications, and Future Directions

This letter reports our initial theoretical and the numerical development of a proposed multi-scale framework coupling a molecular mechanics treatment of solute molecules with a fluid mechanics treatment of continuum solvent models. There are several motivations in developing the new approach. First the hydrodynamic effect can be accurately captured by numerically solving the Navier-Stokes equation. Second the new model can capture the dynamics of moving solute particles without assumptions such as uniform size and full exposure of all solute particles as in existing approaches. Finally a general numerical framework based on the Navier-Stokes equation also facilitates the development of more robust approximated models for efficient simulations of hydrodynamic effect.

Specifically, the physical concepts necessary for coupling the two mechanics have been formulated. A 3D numerical algorithm also has been developed to describe the fluid dynamics of air bubbles immersed in an incompressible viscous fluid, which is used as a preliminary model to develop the fluid mechanics algorithm. The numerical algorithm is validated with multiple 3D test cases, including single-bubble oscillation dynamics and merging dynamics of multiple bubbles. It is noticed that for all the tested cases of dynamics, the errors in the equilibrium volume for the air bubble as simulated are about 1%~2%, which is comparable to the error as expected based on the error analysis for the analytical system at the given finite-difference resolution. These numerical tests demonstrate that our numerical algorithm is effective and stable. Parallel implementation was explored and was shown to improve the computational speed noticeably.

Although our ultimate goal for the current development is a multiple-scale model for studying biomolecular systems, the validations reported here also demonstrates the feasibility to apply the fluid mechanics algorithm to simulate nano-scaled gas bubbles, or “nano bubbles”, as long as a correct gas law is supplied. Nano-bubble has been widely used in the engineering area such as water treatment and drug delivery [49, 50]. Especially, it has been used as the targeted drug delivery in the treatments of various cancers [50]. Indeed, it is shown that nano bubbles are quite stable in water and unlikely to burst or dissolve once formed [49], which is consistent with our dynamics simulations as the simulated nano-bubbles quickly reach the static state (in the nanosecond time scales). Further efforts are still needed to validate the approach by comparing to corresponding measurable quantities from experiment.

Based on our initial development reported here, we plan to incorporate the fluid mechanics algorithm with an all-atom or coarse-grained molecular model to study the dynamics and functions of biomolecule machineries. In particular, we will implement the coupling interface with the molecular mechanics models and study the method’s capability in reproducing the physical properties of solute/solvent interface in our next phase of the development.
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Figure I.
Order analysis of max errors in velocity and pressure for the numerical procedures used in solving NSE for the analytical test case. Both axes are in the log scale, so the regression slope represents the order of decreasing error with decreasing grid spacing $h$. 

max error in velocity: $y=-2.18+1.30x$

max error in pressure: $y=-1.67+1.58x$
Figure II.
Time evolutions (in ps) of the volume (in nm$^3$) of the tested single bubble with normal water (up) and low viscous fluid (bottom), respectively. Initial radius of the air bubble is $r_0 = 4\text{nm}$ and $r_0 = 6\text{nm}$, respectively. The equilibrium position is at $r = 5\text{nm}$. 
Figure III.
Snapshots of two-bubble merging dynamics. Simulation is plotted in a box of 20nm×20nm×20nm. The bubble surface is represented as dots.
Figure IV.
Snapshots of three-bubble merging dynamics. Simulation is plotted in a box of $30nm \times 30nm \times 30nm$. The bubble surface is represented as dots.
Figure V.
Parallel scaling of three-bubble merging dynamics. The numbers of processes were chosen as 1, 2, 4, 8, 16, and 32. The speed up ratio is defined as the CPU time for the single-processor run over the CPU time for the tested multiple-processor run. See Table 1 for further detail.
Table I

Average CPU time per step for the three-bubble merging dynamics. The timing data were collected for ten steps when the simulation is close to equilibrium. The total CPU time is divided into three parts, those for computing the coefficient matrix in eqn (25), solving the linear equation, and other nonparallel procedures. The CPU time for other nonparallel procedures also includes the waiting time for slower threads to finish so it is longer in a parallel run. Note that all CPU times are rounded so they may or may not add up exactly to the total values.

<table>
<thead>
<tr>
<th></th>
<th>32 threads</th>
<th>1 thread</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compute coefficient matrix(s)</td>
<td>7.3</td>
<td>149.7</td>
</tr>
<tr>
<td>Solve linear equation (s)</td>
<td>8.1</td>
<td>42.3</td>
</tr>
<tr>
<td>Other nonparallel procedures (s)</td>
<td>4.6</td>
<td>3.3</td>
</tr>
<tr>
<td>Total CPU time (s)</td>
<td>20.0</td>
<td>195.3</td>
</tr>
</tbody>
</table>