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Abstract—A uniform high-frequency description is presented for vertex (tip) diffraction at the tip of a pyramid, for source and observation points at finite distance from the tip. This provides an effective engineering tool able to describe the field scattered by a perfectly conducting faceted structure made by interconnected flat plates within a uniform theory of diffraction (UTD) framework. Despite the adopted approximation, the proposed closed form expression for the vertex diffracted ray is able to compensate for the discontinuities of the field predicted by standard UTD, i.e., geometrical optics combined with the UTD wedge diffracted rays. The present formulation leads to a uniform first order asymptotic field in all the transition regions of the tip diffracted field. The final analytical expression is cast in a UTD framework by introducing appropriate transition functions containing Generalized Fresnel Integrals. The effectiveness and accuracy of the solution is checked both through analytical limits and by comparison with numerical results provided by a full wave method of moments analysis.

Index Terms—Asymptotic diffraction theory, geometrical theory of diffraction, radar cross section (RCS), scattering, uniform theory of diffraction (UTD), vertex diffraction.

I. INTRODUCTION

The description of the electromagnetic field in terms of rays is a very effective tool for modeling complex environments at high frequencies. This technique has been thoroughly employed for the prediction of the radar cross section (RCS) of complex targets or for the computation of radiation characteristics of antennas in their operating environments (on board of aircraft, ships, satellites, etc.). Recently, the same technique has been adopted also for the deterministic prediction of the field propagation in wireless applications for urban and indoor scenarios. A commonly used general approach consists in representing arbitrary scatterers with faceted surfaces, constituted by interconnecting flat triangular (or polyhedral) flat plates. At their junctions, plates form wedges and pyramid vertices (tips); when a plate is isolated and its sides are not connected to other plates, it contains half-plane edges and plane-angular-sector vertices. The plane-angular-sector can be regarded as a particular case of the pyramid geometry. In the faceted representation of scatterers, the leading asymptotic contributions are the geometrical optics (GO) direct and reflected rays of $k^0$ asymptotic order, where $k$ is the wavenumber. Wedge or edge diffracted rays are added as prescribed by the uniform theory of diffraction (UTD) [1], thus augmenting the solution the asymptotic order $k^{-1/2}$. This way, the uniform description of the transitional behavior of the wedge diffracted field restores the continuity of the total predicted field across the GO shadow boundaries (SBs). However, this kind of description is not satisfactory when the observation point lies near the wedge singly-diffracted field SBs, i.e., those surfaces across which a wedge singly-diffracted ray abruptly appears/disappears, thus resulting in an unphysical field discontinuity. Furthermore, the UTD (GO+wedge) field description is not accurate in shadow regions where no GO or wedge diffracted ray occur, thus resulting in a vanishing total field. For the above mentioned reasons, higher order contributions must be added; namely, vertex and doubly diffracted contributions. These contributions augment the asymptotic solution to the $k^{-1}$ order out of their transition regions, and their uniform description restores the continuity of the field at the wedge singly-diffracted ray SBs. In this paper we focus our attention on vertex diffracted contributions. Uniform description of edge doubly diffracted rays can be found in [2]–[5], and in the references therein contained.

The diffraction at the vertex of a plane angular sector admits a solution in terms of a spherical wave series expansion [6]–[13], which however involves the calculation of eigenfunctions and exhibits a critical convergence in the plane-wave far-field regime, and it is therefore not suitable for asymptotic ray description. In [14], [15] a plane wave spectrum solution for the quarterplane was proposed, whose form is amenable for asymptotics, as that developed in [16]. Though it was claimed as an exact solution, in [17] it was proved that it does not fulfill the boundary conditions. To overcome these problems, other heuristic solutions were proposed for the asymptotic ray description of vertex diffracted rays with limitation to plane angular sectors [18]–[24]. The pioneering work [18], which is still widely applied, heuristically describe the vertex diffracted ray...
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transitions simply using products of UTD transition functions (Fresnel functions). This approach, despite its simplicity does not reproduce the correct transitional behavior as highlighted in [25]. Therefore, other solutions ([19], [20]) were developed by using the generalized Fresnel integral (GFI) [26]–[28] as a special function describing the vertex ray transition. Other works [22], [23] also included the double edge diffraction in the vertex formulation to augment its accuracy. Plane angular sector fringe currents (to augment physical optics) were derived in [21] with a hybrid method of moments approach and in [24] by using the incremental theory of diffraction [34].

As the pyramid vertex diffraction is concerned, an exact formulation was proposed in [29], [30] by resorting to hybrid numerical-analytical approach, which however does not provide a uniform closed form solution as required in a UTD framework.

Therefore, an effective uniform, closed form asymptotic UTD solution for the diffraction by the vertex of a pyramid is still not available in the literature, thus motivating the present study.

The present formulation is outlined in the following. Section II presents the scalar solution of the proper canonical problem, i.e., a pyramid of infinite extent, composed by an arbitrary number of edges confluent at the tip, with either soft or hard boundary conditions imposed on its faces. By using an adaptation of the method explained in [31], the field is rigorously written in terms of integrals along the edges of the pyramid of the so-called Miyamoto-Wolf vector potential [32]. This potential is known only for certain canonical structures, like an infinite wedge. The expression for the Miyamoto-Wolf vector potential is not known for the pyramidal geometry considered in this paper, thus requiring some approximations. To this end, the Miyamoto-Wolf unknown vector potential is interpreted as an alignment of incremental field contributions, and its expression is locally approximated by using the known vector potential of the wedge geometry [31]. This vector potential is coincident with that provided by the scalar version of the ITD. The integrals along the semi-infinite edges are then asymptotically evaluated in a uniform fashion, providing the expression of the vertex diffracted field which is cast in a UTD format by introducing a proper transition function involving the GFI [26]–[28]. Section III discusses the behavior of the scalar solution focusing on transition regions. In particular we analyze analytically the single and double transition behavior of the uniform vertex diffracted field expression. In Section IV we specialize the result to the cases of plane wave incidence and far field observation, with particular attention to the RCS case.

The extension to the electromagnetic case is provided in Section V by using typical ray optic approximation as that used in the UTD [1]. Numerical examples showing the effectiveness of our proposed vertex diffracted field expression, and a comparison with the method of moments is shown in Section VI. In this section we clearly show that the use of the UTD field expressions (GO + edge diffraction) leads to non physical field jump discontinuities that are repaired by the vertex diffracted field.

II. SCALAR FORMULATION

Consider an infinite pyramid as in Fig. 1, with $M$ edges and $M$ faces on which either soft or hard boundary conditions are assumed. Edges are counted counterclockwise observing the pyramid from the tip (see Fig. 1); the face $S_m$ tagged by $m$ is delimited by edges tagged by $m$ and $m+1$. In our formulation the pyramid is thought of as the superposition of $M$ wedges sharing a common face, all intersecting at the pyramid vertex. It is convenient to introduce a reference system for each edge $m$, with its origin at the pyramid vertex, its $z_m$ axis lying on the half-plane (wedge face) containing the pyramid face $S_m$, and the $y_m$ axis parallel to the outgoing normal to the face $S_m$ (Fig. 1). The exterior angle of wedge $m$ equals $n_m\pi$, its $\phi_m = 0$ and $\phi_m = n_m\pi$ faces correspond to the pyramid faces $S_m$ and $S_{m+1}$, respectively.

The pyramid is illuminated by an isotropic scalar spherical wave

$$\psi^{inc}(P, P^*) = \frac{e^{-jk r_{PP^*}}}{4\pi r_{PP^*}}$$

(1)

where $r_{PP^*}$ denotes the distance between the point source at $P^*$ and the observation point at $P$. Hereinafter, the distance between two points $A$ and $B$ will be denoted by $r_{AB}$. By invoking the Helmholtz-Huygens principle, the field scattered by the pyramid is expressed as the radiation integral over its surface; which is decomposed as the sum of $M$ terms, each relevant to a face $m$. Hence, the total field is given by the sum of the incident and the scattered fields

$$\psi^{tot}(P, P^*) = \psi^{inc}(P, P^*) + \sum_{m=1}^{M} \int_{S_m} \mathbf{V}(P, Q, P^*) \cdot \hat{n} dS$$

(2)

where $S_m$ is the surface of the face $m$, $\hat{n}$ the unit vector normal to the surface at the integration point $Q$, and

$$\mathbf{V}(P, Q, P^*) = \psi^{tot}(Q, P^*) \nabla_Q e^{-jk r_{PQ}} \frac{4\pi r_{PQ}}{4\pi r_{PQ}} \nabla_Q \psi^{tot}(Q, P^*)$$

(3)

Here and after, bold face symbols denote vectors, whereas unit vectors are denoted by a hat. Since $\nabla_Q \cdot \mathbf{V}(P, Q, P^*) = 0$, $\mathbf{V}$ can be expressed through [31], [32]

$$\mathbf{V}(P, Q, P^*) = \nabla_Q \times \mathbf{W}(P, Q, P^*)$$

(4)
where $\mathbf{W}$ is the so-called Miyamoto-Wolf vector potential. In [32], the implicit definition (4) for $\mathbf{W}$ in terms of a differential equation is recast in an explicit integral expression. Using (4) in (2), and applying the Stokes theorem, reduce each term of the summation to a line integral along the border of the surface $S_m$, i.e., along edges $m$ and $m+1$, plus a residue contribution if a singularity of $\mathbf{W}$ occurs on $S_m$. As shown in [32], $\mathbf{W}$ is singular, in the $Q$ variable, either at a reflection point $Q_R$ (shown in Fig. 2) on the pyramid surface or at the intersection point between the direct ray and the pyramid surface. Hence, the residue contributions account either for a GO reflected field (Fig. 2) or for minus the incident field in the shadow region. This physical interpretation is further detailed in [32]. This leads to the total field representation

$$\Psi^{tot}(P, P') = \Psi^{GO}(P, P') + \Psi^d(P, P') \quad (5)$$

where

$$\Psi^d(P, P') = \sum_{m=1}^{M} \int_0^\infty \psi^d(P, Q_m, P') d\zeta_m \quad (6)$$

is the field diffracted by the pyramid and $\Psi^{GO}$ is obtained by the sum of the incident field $\psi^{inc}$ (not shadowed by the pyramid) and the above residue contributions, thus recovering the total standard direct and reflected GO terms with their proper existence region (see [1] for example). In (6), the diffracted field is given by [31]

$$\psi^d(P, Q_m, P') = \lim_{Q \to Q_m} \left[ \mathbf{W}(P, Q^+, P') \right] \cdot \hat{z}_m \quad (7)$$

and the $m$-sum tags the edges of the pyramid. In (7), the points $Q^+$ and $Q^-$ lie on face $m$ and $m-1$, respectively, and both approach the integration point $Q_m$ on edge $m$ (Fig. 2); such limit leads to a finite value despite the singular behavior of each of both terms in (7). The evaluation of $\psi^d$ implies the knowledge of the vector potential $\mathbf{W}$ on the edges of the pyramid, which would require the knowledge of the unknown scattered field $\Psi^{inc}$ [see (3)]. The latter is in general not available in form suitable for asymptotic evaluations. We seek an expression that though approximated is able to solve various problems encountered by engineers when modeling complex structures made of edges and vertexes. We thus approximate $\mathbf{W}$ by the known expression it assumes for the infinite wedge problem that fits two contiguous pyramid faces. Due to the localization of high-frequency phenomena, this approximation is accurate for incremental field contributions arising from points far from the tip of the pyramid. Furthermore, the infinite wedge potential $\mathbf{W}$ exhibits the appropriate pole singularities, in the $Q$ variable, whose residues reconstruct the GO contributions. Hence, in transition regions of edge-diffracted rays, when the GO points (singularity of $\mathbf{W}$) approach an edge (integration contour), the edge integration provides the appropriate continuity to the GO emergence or disappearance (as in the UTD). This property is still true when the GO point approaches an edge near or even at the tip, i.e., when observing in the simultaneous edge- and tip-diffracted field transition regions. The transition region of an edge-diffracted ray or of a tip-diffracted ray (thoroughly discussed in this paper) is defined as the region where the ray actually changes its spreading factor to match and compensate the appearance or disappearance of another ray species, with lower asymptotic order, at its shadow boundaries. Therefore under the proposed approximation, though the value of $\mathbf{W}$, and in turn that of $\psi^d$, become inaccurate for points $Q$ near the tip. However, it is important to note that the resulting approximated diffracted field $\Psi^d$ (obtained by integrating in (6) the approximate version of $\psi^d$ on the pyramid edges) still provides the proper jump discontinuity that compensates for the discontinuity of $\Psi^{GO}$ across its planar shadow boundaries, thus preserving the continuity of the resulting approximated total field $\Psi^{tot}$ in (5). This property is crucial for the effectiveness of the final result, and will be analytically verified in the following section, as well numerically in Section VI. The analytic expression for the vector potential $\mathbf{W}$ associated to an infinite straight wedge diffracted field is given in [31], and here reported

$$\psi^d(P, Q_m, P') = 2G(\phi_m, \phi_m', u(\zeta_m)) \cdot e^{-jkR_{Q_m}} e^{-jkR_{Q_m'}} \quad (8)$$

where $P \equiv (\rho_m, \phi_m, \zeta_m), P' \equiv (\rho'_m, \phi'_m, \zeta'_m)$, and $Q_m \equiv (0, 0, \zeta_m)$ are the observation point, the source location, and the generic integration point on the edge, respectively, expressed in the edge coordinate system. In (8)

$$G(\phi_m, \phi_m', u_m) = \left\{ \begin{array}{l}
[B(\pi + \phi_m - \phi'_m, u_m)] \\
+B(\pi - \phi_m + \phi'_m, u_m) \\
+ [B(\pi + \phi_m + \phi'_m, u_m)] \\
+B(\pi - \phi_m - \phi'_m, u_m) \end{array} \right. \quad (9)$$

and

$$B(\Phi, \alpha) = \frac{1}{2n} \sin \left( \frac{\Phi}{n} \right) = \frac{1}{2n} \cos \left( \frac{\Phi}{n} \right) \quad (10)$$

with $n \pi$ denoting the wedge exterior angle. The unit step functions $U$ in (9) vanish for negative argument, i.e., if $\phi_m, \phi'_m >$
\[ n \pi m. \] Physically, this happens when the source or the observer is located inside the local infinite wedge. In (8) the parameter \( u \) is defined as

\[ u_m(z_{Qm}) = \log \left\{ \tan \left[ \frac{\beta_m(z_{Qm})}{2} \right] \right\} - \log \left\{ \tan \left[ \frac{\beta'_m(z_{Qm})}{2} \right] \right\} \quad (11) \]

where \( \beta_m(z_{Qm}) \) and \( \beta'_m(z_{Qm}) \) denote the elevation coordinates of \( P \) and \( P' \), respectively, measured in a spherical reference system with origin at the tip (see Fig. 3). We recall that when the arguments of \( \beta_m \) and \( \beta'_m \) are not specified, these two elevation coordinates are associated to the \( m \)th reference system centered at the tip, as in (1). In (8), the field at \( P \) is interpreted as a spherical wave radiated by an incremental point source at \( Q_m \) excited by the illuminating spherical source at \( P' \), weighted by the factor 2 \( G \).

The representation (6) of the field coincides with the distribution over the semi-infinite edges of the pyramid, of the ITD incremental contributions [33]–[35] relevant to the infinite wedge problem (Fig. 3).

By using the approximation (8) in the exact expression (6) we obtain the approximate integral expression for the pyramid diffracted field

\[ \Psi^d(P, P') \approx \sum_{m=1}^{M} \int_{0}^{\infty} 2G(\phi_m, \phi'_m, u_m(z_{Qm})) e^{-jk\rho' P_{Qm}} e^{-jk\rho P_{Qm}} d\rho \quad (12) \]

which is suitable for its asymptotic evaluation.

A. Uniform Asymptotic Evaluation

Each \( m \) integral in (12) is asymptotically evaluated at its critical points that consist of an end point at \( z_{Qm} = 0 \) and four pairs of complex conjugate poles in \( G \), each for any \( B \) function in (10), whose explicit expression is given in (49) of Appendix A. Furthermore, each integrand in (12) exhibits a stationary phase point at

\[ z_{m,s} = \frac{\beta_m z'_m + \beta'_m z_m}{\rho_m + \beta'_m} \quad (13) \]

that satisfies \( d(r_{PQ_m} + r_{P'n_m})/d\rho_m = 0 \). This point determines the location of the edge diffraction point (where the edge diffracted ray arises from) on the edge \( m \), that may or may not lie on the integration path from 0 to \( \infty \), i.e., on the actual edge of the pyramid. When the diffraction point lies on the actual edge, i.e., \( z_{m,s} > 0 \), it leads to the \( m \)th edge diffracted field. The asymptotic evaluation at the end-point is associated to the \( m \)th contribution to the vertex diffracted field. To isolate saddle point and end-point contributions and prepare the subsequent asymptotic evaluation in terms of edge and vertex field contributions, each integral term of the sum in (12) is exactly split into

\[ \Psi^d_m(P, P') = \Psi^d_{m,\text{edge}}(P, P') U(z_{m,s}) + \Psi^d_{m,\text{tip}}(P, P') \quad (14) \]

defined as

\[ \Psi^d_{m,\text{edge}} = \int_{0}^{\infty} 2G(\phi_m, \phi'_m, u_m(z_{Qm})) e^{-jk\rho' P_{Qm}} e^{-jk\rho P_{Qm}} d\rho \quad (15) \]

and

\[ \Psi^d_{m,\text{tip}} = \int_{0}^{\infty} 2G(\phi_m, \phi'_m, u_m(z_{Qm})) e^{-jk\rho' P_{Qm}} e^{-jk\rho P_{Qm}} d\rho \quad (16) \]

respectively. Decomposition (14) is interpreted as follows. When \( z_{m,s} > 0 \), the edge diffraction point lies on the actual part of the semi-infinite pyramid edge, and (14) is split into the wedge contribution (15) and the vertex contribution (16). Conversely, when \( z_{m,s} < 0 \), the edge diffraction point would lie in the virtual continuation of the actual edge, and thus the edge term (15) does not contribute because of the vanishing unit step function \( U(z) = 1 \) or 0, when \( z > 0 \) or \( z < 0 \), respectively in (14). In this case the diffracted field \( \Psi^d_m \) in (14) consists of the vertex contribution \( \Psi^d_{m,\text{tip}} \) in (16) only. Therefore, in (14) the wedge diffraction contribution is discontinuous at \( z_{m,s} = 0 \), i.e., when the diffraction point merges with the vertex of the pyramid; however around this aspect, the vertex contribution (16) undergoes a transition and exhibits a proper discontinuity which restores the continuity of the diffracted field term (14). Note that in (16), the choice of the integration end-point always excludes the stationary phase point from the integration path, therefore the integral is asymptotically dominated only by the end-point, though could be affected by the presence of a nearby saddle point. The sum of all the \( m \) contributions leads to the diffracted field

\[ \Psi^d(P, P') \approx \sum_{m=1}^{M} \Psi^d_{m,\text{edge}}(P, P') U(z_{m,s}) + \Psi^d_{m,\text{tip}}(P, P') \quad (17) \]

in which \( \Psi^d_{m,\text{tip}}(P, P') \) is the vertex diffracted fields that collects all the \( m \) end-point asymptotic contributions. The asymptotic evaluation carried out in Appendix A leads to the wedge diffracted field \( \Psi^d_{m,\text{edge}}(P, P') \) that coincides with the standard
of the pyramid; shown in Fig. 4.

and source. Then, by summing all the contributions belonging to the "Rubinowicz parameter" is

where the upper (lower) sign applies to the GO compensated for wedge diffraction field discontinuity. The wedge

diffraction rays are in transition around the respective SBPs and compensate for the GO field discontinuity. The wedge
diffraction rays are bounded inside the respective SBC, the respective term of the vertex diffraction ray exhibit a transition
around the SBC compensating for wedge diffraction field discontinuity. SBPs and SBCs all intersect at that aspect (arrow) at which both the GO and the wedge diffraction contributions are discontinuous, while wedge diffraction fields are in transition. Here the vertex diffraction field exhibit a double transition able to restore the continuity of the total field. A similar discussion applies to (a).

Cone (SBC) $\beta_{m} = \beta_{m}$, for which the UTD edge diffraction point $z_{m,s}$ lies at the pyramid tip.

The uniform asymptotic evaluation for the end-point contribution related to the integral along the $m$th edge is carried out in Appendix A and leads to the vertex diffraction field expression

$$\psi_{m}^{\text{tip}} = \psi_{m}^{\text{inc}}(O, P') D_{m}^{\text{tip}} e^{-jkr}/r$$

in which $\psi_{m}^{\text{inc}}(O, P') = e^{-jkr}/(4\pi r')$ is the incident field at the pyramid tip $O$. Then, by summing all the contributions belonging to all the edges, one obtains the total vertex diffraction field $\psi^{\text{tip}} = \sum_{m=1}^{M} \psi_{m}^{\text{tip}}$, which is cast in the UTD format

$$\psi_{m}^{\text{tip}}(P, P') = \psi_{m}^{\text{inc}}(O, P') D_{m}^{\text{tip}} e^{-jkr}/r$$

where we have highlighted the spherical wave arising from all the edge truncations and the vertex diffraction coefficient is

$$D_{m}^{\text{tip}} = \sum_{m=1}^{M} D_{m}^{\text{tip}}.$$  

The expression for each $D_{m}^{\text{tip}}$ is given in (22)

$$D_{m}^{\text{tip}} = \frac{1}{2jk\pi[\cos(\beta_{m} - \cos(\beta_{m})]} \cdot \left[ B(\pi + (\phi_{m} - \phi_{m}'), u_{m}) T_{\text{GFT}}(b_{m}, a_{m}^{+}(\phi_{m} - \phi_{m}')) \\ + B(\pi - (\phi_{m} - \phi_{m}'), u_{m}) T_{\text{GFT}}(b_{m}, a_{m}^{-}(\phi_{m} - \phi_{m}')) \\
\right] \cdot \left[ B(\pi + (\phi_{m} + \phi_{m}'), u_{m}) T_{\text{GFT}}(b_{m}, a_{m}^{+}(\phi_{m} + \phi_{m}')) \\
+ B(\pi - (\phi_{m} + \phi_{m}'), u_{m}) T_{\text{GFT}}(b_{m}, a_{m}^{-}(\phi_{m} + \phi_{m}')) \right] \\
\cdot U(n_{m0} - \phi_{m}) U(n_{m0} - \phi_{m})$$

where the upper (lower) sign applies to the soft (hard) case and the "Rubinowicz parameter" is

$$u_{m} = u(0) = \log \left[ \tan \frac{\beta_{m}}{2} \right] - \log \left[ \tan \frac{\beta_{m}}{2} \right].$$

In (22), the transition function $T_{\text{GFT}}$ is a GFI properly normalized (Section III.A) as

$$T_{\text{GFT}}(b, a) = 2j\sqrt{b} e^{\int_{0}^{\pi} e^{-j\tau'2} \sqrt{b} r' d\tau'}$$

with $\arg(\sqrt{b}) \in (-3\pi/4, \pi/4)$. Its arguments in (22) are defined as

$$b_{m} = k \frac{r_{m}^{'}\cdot r_{m}'}{r_{m}^{'} + r_{m}'} \left[ 1 - \cos(\beta_{m} - \beta_{m}^{m}) \right]$$

and

$$a_{m}^{\pm}(\Phi_{m}) = k \frac{r_{m}^{'}\cdot r_{m}'}{r_{m}^{'} + r_{m}'} \sin(\beta_{m} - \beta_{m}^{m}) \left[ 1 + \cos(\Phi_{m} - 2N_{m}^{\pm}n_{m0}) \right]$$

Fig. 4. Geometrical Optics shadow boundary planes (SBPs) and wedge diffraction shadow boundary cones (SBCs) associated to the face $S_{m}$ of the pyramid; (a) 3D view of reflection SBPs, (b) 3D view of incidence SBPs, and (c) 2D view. In (b) and (c), the GO reflected ray is bounded below the SBPs, the wedge diffraction rays exhibit a transition around the respective SBPs and compensate for the GO field discontinuity. The wedge diffraction rays are in transition around the SBC compensating for wedge diffraction field discontinuity. SBPs and SBCs all intersect at that aspect (arrow) at which both the GO and the wedge diffraction contributions are discontinuous, while wedge diffraction fields are in transition. Here the vertex diffraction field exhibit a double transition able to restore the continuity of the total field. A similar discussion applies to (a).
where \( N^{\pm}_{m} \) is the integer that nearest satisfies
\[
\Phi_{m} = 2N^{\pm}_{m}n_{m}\pi = \pm\pi. \tag{27}
\]

A simple algorithm for the numerical computation of (24) is suggested in [28]. The distance parameters defined in (26) are strictly related to the arguments of the UTD Fresnel transition functions of the wedge diffracted field \( \Phi_{\text{edge}}(P, P') \) defined in [1], and reduce to them on the SBC where \( \beta'_{m} = \beta_{m} \). Note that, though the various contributions \( D_{m}^{\text{ip}} \) associated to the various edges do not depend on the tip angle (i.e., the angle between two consecutive edges), when they are summed in the total vertex diffraction coefficient \( D^{\text{ip}} \), their combination is affected by the tip angle. For instance, if the tip angle between two edges in a plane angular sector approaches \( 180^\circ \), the two end-point contributions relevant to the two edges cancel, and the total vertex contribution vanishes, as expected.

### III. ANALYSIS OF THE SCALAR SOLUTION

In this section we analyze the behavior of the above obtained solution for the vertex diffracted field in (20), with special attention to the analytical description of its behavior in the transition regions, thus demonstrating its capability of restoring the total field continuity. It is well known that the GO shadow boundaries in the wedge problem have a planar shape. The incident shadow boundary plane (SBP) occurs at \( \phi_{m} = \phi'_{m} \pm \pi \), whereas the SBPs relevant to the reflection from the faces \( \phi_{m} = 0 \) and \( \phi_{m} = n_{m}\pi \) occur at \( \phi_{m} = \pi - \phi'_{m} \) and \( \phi_{m} = (2n_{m}-1)\pi - \phi'_{m} \), respectively. The SBPs associated to two wedges delimiting a face of the pyramid intersect in a line passing through the vertex of the pyramid (arrows in Fig. 4(a)–(b)). When observing on this line two possible situations may happen. When the intersection is formed by the reflection SBPs, the reflection point lies exactly at the tip of the pyramid [Fig. 4(a)]. When instead the intersection is formed by the incident SBPs, the direct GO ray is intercepted by the tip [Fig. 4(b)]. Wedge diffracted contributions also have a shadow boundary because of the finiteness of the edges. Their shadow and the lit regions are separated by a shadow boundary cone (SBC), which represents the limit condition when the diffraction point on the edge lies at the tip of the pyramid; hence, the SBC coincides with the Keller diffraction cone when its tip is located exactly at the tip of the pyramid [Fig. 4(a)–(b)]. Therefore, the surface of the SBC associated to wedge \( m \) occurs at \( \beta_{m} = \beta'_{m} \). It is important to note that the two SBCs associated to contiguous wedges, delimiting the same face of the pyramid, intersect at the same line where the two GO SBPs intersect [Fig. 4(a)–(b)]. Indeed, the GO and the two wedge diffracted fields may experience a discontinuity there, furthermore the two wedge diffracted fields are in transition there because they need to compensate for the GO discontinuity. At this peculiar observation aspect, the vertex diffracted field exhibits a double transition able to restore the continuity of the total field.

#### A. Far From Transition

When observing “far” from the SBCs the vertex diffracted field exhibits a ray optical behavior. We define “far” from the SBC, all spatial locations that are associated to the large parameter \( b_{m} \gg 1 \). This condition is encountered outside a transition region which envelops the SBC and whose section in any plane containing the \( m \)th edge exhibits the typical parabolic shape of diffraction transition regions. Therefore, the angular extension of the transition region in terms of angular coordinates \( \beta_{m} \) becomes narrower for larger \( r, r' \), and eventually vanishes in the plane-wave far-field regime \( r/\lambda, r'/\lambda \to \infty \) where the transition region collapse to the SBC. The latter case is of interest in RCS prediction. For \( b_{m} \gg 1 \), in (24)
\[
\int_{\sqrt{b}}^{\infty} \frac{e^{-\sqrt{a^{2}+\alpha}}}{\pi \sqrt{2\sqrt{b(a+\alpha)}}} \, d\tau \sim \frac{e^{-b\sqrt{a}}}{\sqrt{2\sqrt{b(a+\alpha)}}} \tag{28}
\]
so that the transition function in (21) and (22) \( T_{\text{GFT}} \to 1 \), and the diffraction coefficient expression in (22) can be greatly simplified. Therefore, “far” from the SBCs the asymptotic order of the tip diffracted field is \( \psi^{\text{tip}} = O(k^{-1}) \), and the field attenuates strictly as \( 1/r \) away from the tip. In other words the field is a spherical wave arising from the tip of the pyramid.

#### B. In Transition Behavior

When approaching the SBC relative to wedge \( m \), the \( m \)th tagged term of vertex diffracted field in (20) exhibits a transition. Approaching this SBC, one has \( \beta_{m} \to \beta'_{m} \), therefore the distance parameter defined in (25) \( b_{m} \to 0 \), the transition function reduces to
\[
\lim_{b_{m} \to 0} T_{\text{GFT}}(b_{m}, \alpha) = \sqrt{\pi b} F'(a) \tag{29}
\]
where \( F'(a) \) is the UTD Fresnel transition function [1]. Furthermore, when \( \beta_{m} \to \beta'_{m} \) in (23) the Rubinowicz parameter \( t_{m} \to 0 \), and one has \( D(\Phi, 0) = \alpha [\Phi/(2\pi)](2\pi) \) in (22), which is equal to the UTD angular function reported in [1]. It is now easy to verify that when approaching the \( m \)th SBC \( \beta_{m} \approx \beta'_{m} \) the vertex diffracted field grows to the asymptotic order \( \psi_{\text{tip}}^{\text{ip}} = O(k^{-1/2}) \) and assumes the value
\[
\psi_{\text{tip}}^{\text{ip}} \approx \frac{1}{2} \frac{\Phi_{\text{edge}}}{n_{m}} \text{sgn}(\beta_{m} - \beta'_{m}) + O(k^{-1}) \tag{30}
\]
that allows to exactly compensate for the discontinuity of the \( m \)th wedge diffracted contribution \( \Phi_{\text{edge}} U(\beta'_{m} - \beta_{m}) \) in (17), across the \( m \)th SBC. At the SBC associated to the \( m \)th edge, i.e., when \( \beta_{m} \approx \beta'_{m} \), it is possible to give a precise estimate of the field. The sum of the edge diffracted field and the \( m \)th term of the vertex diffracted field is continuous and equal to one half the diffracted field contribution plus higher order terms:
\[
\psi_{\text{edge}}^{\text{ip}} U(\beta'_{m} - \beta_{m}) + \psi_{\text{tip}}^{\text{ip}} = \frac{1}{2} \frac{\Phi_{\text{edge}}}{n_{m}} + O(k^{-1}). \tag{31}
\]

#### C. Double Transition

As mentioned above, the SBCs relevant to a couple of contiguous wedges, say \( m \) and \( m+1 \), delimiting the face \( m \) of the pyramid, intersect in a semi-infinite line where also the two GO SBPs intersect. Approaching this particular aspect the GO contribution is discontinuous when crossing one of the SBPs and thus also when crossing the intersection line. However,
the wedge diffracted contributions $\psi_{m}^{\text{edge}}(P, P')U(\beta_{m} - \beta_{m})$ and $\psi_{m+1}^{\text{edge}}(P, P')U(\beta_{m+1} - \beta_{m+1})$ from the two wedges are discontinuous, when the observation point $P$ crosses the respective SBCs [Fig. 4(b)] or their intersection. Furthermore, near the SBC-SBP intersection the wedge diffracted fields $\psi_{m}^{\text{edge}}(P, P')$ and $\psi_{m+1}^{\text{edge}}(P, P')$ are in transition because the observation is close to the GO SBP, hence their asymptotic behavior is known to the GO order $O(k^{0})$, as described by the UTD Fresnel transition function with vanishing argument $a_{m}(\phi_{m})$ (see [1] for more details). Therefore, the job of the vertex contribution $\psi_{m}^{\text{vert}}(P, P')$ is to restore the continuity of the total field. In this limit both $\beta_{m} \approx \beta_{m}$ and $\beta_{m+1} \approx \beta_{m+1}$, thus $b_{m} \to 0$ and $b_{m+1} \to 0$; furthermore, for each wedge, one of the four UTD distance parameters (26) vanishes since approaching the associated SBP. We generically denote by $a_{m} \to 0$ and $a_{m+1} \to 0$ the vanishing parameter in (26), relevant to edges $m$th and $m+1$th.

It is interesting to note that the sum $b_{m} + a_{m}(p = m, m + 1)$ is the difference of the optical lengths between the path of the vertex ray $PPOP$ (Fig. 1) and that of the GO ray (e.g., $PPOP$ for the direct GO ray, or $PPOP$ for the reflected GO ray, as shown in Fig. 2), and it is therefore the same when measured in the $m$th or in the $(m + 1)$th edge reference system, as shown in (56); hence $a_{m} + b_{m} \to a_{m+1} + b_{m+1} \to 0$. Hence, when approaching the double transition region (the intersection of the SBCs and the SBPs) the four distance parameters involved can be alternatively represented in terms of three independent parameters, as

$$
\begin{align*}
\left\{ \begin{array}{l}
b_{m} = \sigma \cos^{2}\gamma \\
a_{m} = \sigma \sin^{2}\gamma
\end{array} \right. \\
\left\{ \begin{array}{l}
b_{m+1} = \sigma \cos^{2}(\pi - \alpha - \gamma) \\
a_{m+1} = \sigma \sin^{2}(\pi - \alpha - \gamma)
\end{array} \right.
\end{align*}
$$

with $\sigma \to 0$ approaching the double transition from the angular direction $\gamma$ (Fig. 5). It is convenient to define as $\alpha$ the angle between the surfaces locally (at the intersection) tangent to the two SBCs. Since SBC$_{m}$ and SBP$_{m}$ are locally orthogonal, the angle between the SBPs is $\pi - \alpha$.

1) UTD Contributions (GO and Wedge Diffracted Fields): By using the introduced parameterization, with reference, for example, to the reflection case of Fig. 4, the lit and shadow regions of the field contributions $\psi_{m}^{\text{GO}}$, $\psi_{m}^{\text{edge}}$, and $\psi_{m+1}^{\text{edge}}$ are expressed in terms of the approaching angle $\gamma$ (measured from the $m$th SBP, Fig. 5), regardless of the value of the parameter $\sigma$. The GO contribution vanishes in the range $\pi - \alpha < \gamma < 2\pi$, whereas the field diffracted by the wedge $m$ vanishes outside the SBC$_{m}$ and exhibits a discontinuity across the SBP$_{m}$ at $\gamma = 0$; namely, near the intersection

$$
\left\{ \begin{array}{l}
\psi_{m}^{\text{edge}} \approx -\frac{1}{2} \psi_{m}^{\text{GO}} & \text{for } 0 < \gamma < \frac{\pi}{2} \\
0 & \text{for } \frac{\pi}{2} < \gamma < \frac{3\pi}{2} \\
\psi_{m}^{\text{GO}} & \text{for } \frac{3\pi}{2} < \gamma < 2\pi.
\end{array} \right.
$$

Analogously the field diffracted by wedge $m + 1$ vanishes outside the SBC$_{m+1}$ and exhibits a discontinuity across the SBP$_{m+1}$ at $\gamma = \pi - \alpha$; namely, near the intersection

$$
\left\{ \begin{array}{l}
0 & \text{for } \gamma < \frac{\pi}{2} - \alpha \text{ and } \gamma > \frac{3\pi}{2} - \alpha \\
-\frac{1}{2} \psi_{m+1}^{\text{GO}} & \text{for } \frac{\pi}{2} - \alpha < \gamma < \pi - \alpha \\
\frac{1}{2} \psi_{m+1}^{\text{GO}} & \text{for } \pi - \alpha < \gamma < \frac{3\pi}{2} - \alpha.
\end{array} \right.
$$

As a matter of fact, the standard UTD field (i.e., the sum of the GO and the wedge diffraction contributions) is discontinuous at the SBCs. Therefore, at the intersection of the SBCs and SBPs, the asymptotic order of the discontinuity is $O(k^{0})$, which is the asymptotic order of the GO field contribution. Indeed, the sum of the GO contribution and the $O(k^{0})$ terms of the wedge diffracted contributions vanishes in the region internal or external to both the SBCs (terms of the order of $O(k^{-1/2})$ and higher do not vanish there), whereas it equals $\psi_{m}^{\text{GO}}/2 + O(k^{-1/2})$ in the region internal to a SBC but external to the other. In summary, the dominant asymptotic order $O(k^{0})$ of the field near the intersection is shown in (35), at the bottom of the page.

2) Vertex Contribution: We explain now how the vertex diffracted field behaves and show that it restores the required continuity. As already noted for both edges $m$ and $m + 1$ a couple of parameters $a_{n}, b_{n}$ vanish. Therefore we will use the limit

$$
\lim_{b_{m+1} \to 0} T_{GFI}(b, a) = 2j b_{m+1} \left( \frac{\alpha}{a} \right) \tan^{-1} \left( \frac{\alpha}{b_{m+1}} \right)
$$

(36)

(we have dropped the subscripts $m$ and $m + 1$) which will allow to determine the behavior of the vertex contributions relevant to the $m$ and $m + 1$ edges close to the double transition aspect. Considering the vertex diffracted field expressions (19)–(21) and using (36) in (22), one can see that the vertex diffracted field near the transition has the asymptotic order $\psi_{m+1}^{\text{vert}} \sim O(k^{0})$. In other words, the order of the vertex diffracted field from $O(k^{-1})$, far from transition regions, grows to the asymptotic

\begin{equation}
\psi_{m}^{\text{GO}} + \psi_{m}^{\text{edge}} + \psi_{m+1}^{\text{edge}} \sim \left\{ \begin{array}{l}
0 & \text{for } \frac{\pi}{2} - \alpha < \gamma < \frac{\pi}{2} \text{ and } \frac{3\pi}{2} - \alpha < \gamma < \frac{3\pi}{2} \\
\frac{1}{2} \psi_{m}^{\text{GO}} & \text{elsewhere}.
\end{array} \right.
\end{equation}

(35)
order of the GO contribution. After long but simple algebraic manipulation one can show that

\[
\Psi_{m}^{\text{tip}} \sim \frac{1}{2\pi} \Psi_{m}^{\text{GO}} \tan^{-1}(\tan \gamma)
\]

\[
= \begin{cases} 
\frac{1}{2\pi} \Psi_{m}^{\text{GO}} \gamma & \text{for } 0 < \gamma < \frac{\pi}{2} \\
\frac{1}{2\pi} \Psi_{m}^{\text{GO}}(\gamma - \pi) & \text{for } \frac{\pi}{2} < \gamma < \frac{3\pi}{2} \\
\frac{1}{2\pi} \Psi_{m}^{\text{GO}}(\gamma - 2\pi) & \text{for } \frac{3\pi}{2} < \gamma < 2\pi 
\end{cases}
\]  

(37)

and

\[
\Psi_{m+1}^{\text{tip}} \sim \frac{1}{2\pi} \Psi_{m+1}^{\text{GO}} \tan^{-1}(\tan(\pi - \alpha - \gamma))
\]

\[
= \begin{cases} 
\frac{1}{2\pi} \Psi_{m+1}^{\text{GO}}(-\alpha - \gamma) & \text{for } 0 < \gamma < \frac{\pi}{2} - \alpha \\
\frac{1}{2\pi} \Psi_{m+1}^{\text{GO}}(\pi - \alpha - \gamma) & \text{for } \frac{\pi}{2} - \alpha < \gamma < \frac{3\pi}{2} - \alpha \\
\frac{1}{2\pi} \Psi_{m+1}^{\text{GO}}(2\pi - \alpha - \gamma) & \text{for } \frac{3\pi}{2} - \alpha < \gamma < 2\pi 
\end{cases}
\]  

(38)

respectively. Since the \(\tan^{-1}\) (inverse tangent function) in (36) is inverted in the range \(-\pi/2 < \tan^{-1} x < \pi/2\), (37) and (38) are piecewise linear functions of the approaching angle \(\gamma\), with a zero at the respective SBP and a jump discontinuity \(\mp \Psi_{m}^{\text{GO}}/4\) at the respective SBC. Despite the value of each term in the vertex contribution depends on the approaching angle, and would result in a non physical behavior as highlighted in [25] with reference to the coefficient proposed in [18], the sum of the two \(m\) and \(m+1\) terms, and in turn the entire vertex contribution, exhibits a behavior independent of \(\gamma\) except for a discontinuity at the SBCs, i.e., (39), shown at the bottom of the page. Thus, without affecting the GO-discontinuity compensation by the transition behavior of the UTD contributions at SBPs, the vertex contribution compensates for the discontinuities of UTD wedge contributions at the SBP providing a continuous total field value that is independent of the approaching angle \(\gamma\), as required for a physically sound solution. The limit value of the leading asymptotic term \(O(k^0)\) of total field at the double transition aspect is

\[
\Psi_{m}^{\text{tot}} \sim \Psi_{m}^{\text{GO}} + \Psi_{m}^{\text{edge}} + \Psi_{m+1}^{\text{edge}} + \Psi_{m}^{\text{tip}} + \Psi_{m+1}^{\text{tip}} \sim \frac{\pi - \alpha}{2\pi} \Psi_{m}^{\text{GO}},
\]

(40)

Equation (40) is interpreted as follows. When the reflection point (Fig. 2) coincides exactly with the vertex, the GO applied to the reflected ray tube would predict a lit region in a sector below the SBPs (of subtended angle \(\pi - \alpha\)) and a shadowed region above the SBPs (of subtended angle \(\pi + \alpha\)), as shown in Fig. 4. Hence, the associated to the ray is a percentage of the GO reflected field that is proportional to the width of the lit area in the tube section, namely the ratio \((\pi - \alpha)/(2\pi)\). This result coincides with the asymptotic evaluation of the radiation integral using the Physical Optics approximation (not shown here), which provides a correct result to the asymptotic order \(k^0\).

IV. THE CASES OF PLANE WAVE INCIDENCE AND FAR FIELD OBSERVATION

The solution presented in (20)–(26) is valid for source and observation at a finite distance from the vertex. Here we provide the expressions for the particular cases: (a) plane wave incidence and observer at finite distance; (b) source at finite distance and far field observation; and (c) plane wave incidence and far field observation (the RCS case). For unitary plane wave incidence, the final expressions are derived by multiplying (20) by \(4\pi r^2/e^{-ikr}\) and by letting \(r' \to \infty\) in (20)–(26). Accordingly, an incident plane wave with value \(\Psi_{m}^{\text{inc}}(O)\) at the tip location \(O\) produces a vertex diffracted field at \(P\) given by (20) where \(\Psi_{m}^{\text{inc}}(O)\) replaces \(\Psi_{m}^{\text{GO}}(O, P')\). The diffraction coefficients \(D_{m}^{\text{tip}}\) and \(D_{m}^{\text{hp}}\) in (19)–(21) are still based on the same expression (22). Furthermore, the limit \(r' \to \infty\) implies that \(rr'/r' + r' \to r\), and thus the arguments (26) and (25) of the GFI Transition functions \(T_{m}^{\text{GFI}}\) in (22), become

\[
b_m = kr[1 - \cos(\beta_m - \beta'_m)]
\]

(41)

and

\[
a_m^{\text{GFI}}(\Phi_m) = kr \sin \beta_m \sin \beta'_m [1 + \cos(\Phi_m - 2N_{m}^{\pm}m\pi)].
\]

(42)

Here, \(\beta'_m\) and \(\beta'_m\) represent the plane wave incidence angles in the reference system associated to the \(m\)th edge (Figs. 1 and 4). The same discussion carried out in Section III about the transition regions and limits still applies to this particular case.

For the case with source at finite distance and observer in the far field, we multiply (20) by \(e^{ikr}\) and let \(r \to \infty\). Therefore the far field diffracted field is given by (20) with the last spherical spreading factor suppressed and implicitly intended in the far field normalization. Furthermore, the far field assumption in (26) and (25) implies that \(rr'/r + r' \to r'\), and thus the TGF parameters to be used in (22) are as in (41) and (42) once \(r\) has been replaced by \(r'\).

Finally, in the RCS case, i.e., for plane wave incidence and far field observation, as pointed out in Section III.A, the GFI Transition functions \(T_{m}^{\text{GFI}}\) in (22) become unity. In this case the vertex contribution in (22) is correctly singular on the SBCs (i.e., when \(\beta_m \to \beta'_m\)). However, when modeling a finite structure like the polygonal plate in Fig. 6, the scattered field is only represented by the sum of the tip contributions \(\Psi_{m}^{\text{tip}}\) associated to its vertices \(V_i, i = 1, \ldots, N\)

\[
\Psi_{m}^{\text{tot}} = \sum_{i=1}^{N} \Psi_{m}^{\text{tip}}(V_i) = \sum_{i=1}^{N} e^{-ik(|r'-r| - 2N_{m}^{\pm}m\pi)} \sum_{m=1}^{M_i} D_{m}^{\text{tip}}(V_i)
\]

(43)

with \(M_i\) denoting the number of edges intersecting at \(V_i\) (a flat plate has \(M_i = 2\, for \, i = 1, \ldots, N\)). We denote by \(I_i = \Psi_{i+1} - \Psi_{i}\) (assume \(N+1 \equiv 1\) for convenience) the polygonal plate sides, and we assume for convenience that at \(V_{i+1} m = 1\) tags the contribution associated to the previous edge \(I_i\), whereas \(m = 2\) tags the contribution associated to the following edge

\[
\Psi_{m}^{\text{tip}} \sim \Psi_{m}^{\text{tip}} + \Psi_{m+1}^{\text{tip}} \sim \begin{cases} 
\frac{3\pi}{2\pi} \Psi_{m}^{\text{GO}} & \text{for } \frac{\pi}{2} - \alpha < \gamma < \frac{\pi}{2} \\
\frac{\pi - \alpha}{2\pi} \Psi_{m}^{\text{GO}} & \text{for } \frac{3\pi}{2} - \alpha < \gamma < \frac{3\pi}{2} \\
\Psi_{m}^{\text{GO}} & \text{elsewhere.}
\end{cases}
\]

(39)
The two tip contributions $D_2^{i,i+1}$ and $D_1^{i,i+1}$, at $v_i$ and $v_{i+1}$, respectively, both relevant to the same finite edge $l_i$, have the same SBC angle where they cancel each others’ singularity, so that the total field is uniform. Also, in the forward or reflection direction of the polygonal plate, where all the SBCs of all the edges intersect, all the individual vertex contributions are singular but their sum is uniform and exactly recovers the PO prediction
\[
\Psi^{\text{tot}} = \frac{jkA}{2\pi} \hat{r} \cdot \hat{n} + O(r^0) \quad (44)
\]
in which the plus sign applies to the forward direction observation and to the reflection direction observation for soft boundary conditions on $A$, whereas the minus sign applies to the reflection direction observation for hard boundary conditions on $A$. A proof for (44) is given in Appendix B in connection with the limit of Gordon’s formula for the same forward/reflection directions, fully exploited in [36]. In fact, Rubinowicz’s theory, which our formulation is based on, can be formulated also under the Kirchhoff-Helmholtz (PO) approximation [32], and reduces to Gordon’s formulation as a special case in the plane-wave far-field regime.

V. ELECTROMAGNETIC CASE

The solution for the scalar case is here directly employed to build the solution for the electromagnetic diffraction at a perfectly conducting pyramid illuminated by an arbitrarily polarized electromagnetic spherical or plane wave. In this section we present a ray description in the UTD standard format, leading to a dyadic compact expression for the vertex diffraction coefficient. On each $n$th edge we define a ray-fixed [1] spherical reference system with origin at the pyramid vertex; the incidence unit vectors are denoted by $(\hat{r}, \hat{\phi}_m)$ and the observation unit vectors by $(\hat{r}, \hat{\phi}_m)$. This allows to express the arbitrarily polarized electric field incident at the tip in either of the $M$ edge reference systems as $E_i(O) \equiv E_i^{\beta_m} \hat{\beta}_m + E_i^{\phi_m} \hat{\phi}_m$ and

\[
E^{\text{tip}}(P, P') = E_i(O) \cdot D^{\text{tip}} \frac{e^{-jkr}}{r} \quad (45)
\]

with the dyadic vertex diffraction coefficient is given by
\[
D^{\text{tip}} = \sum_{m=1}^{M} \left( -\hat{\beta}_m \hat{\beta}_m D^{\text{tip},s} - \hat{\phi}_m \hat{\phi}_m D^{\text{tip},h} \right) \quad (46)
\]
in which $D^{\text{tip},s}$ and $D^{\text{tip},h}$ are the scalar diffraction coefficients derived in the previous section for soft (s) or hard (h) boundary condition, i.e., by choosing the upper or lower sign in (22), respectively.

The analysis of the electromagnetic solution is very similar to that of scalar one presented in Section III and leads to the same conclusions. We omit it for brevity and present instead, in the next section, some numerical examples of application of the electromagnetic case also comparing the results against those provided by the Method of Moments (MoM).

VI. NUMERICAL RESULTS

To analyze the behavior of the field scattered by a single pyramid vertex, let us consider first a perfectly conducting orthogonal pyramid formed by three orthogonal edges; this is a very common configuration present at any vertex in any cube or parallelepiped. The three edges coincide with the $x > 0, y > 0$ and $z < 0$ semi-axes of a Cartesian reference system with origin at the tip, as shown in the inset of Fig. 7. In the ray analysis the pyramid is assumed as infinite, and thus each face is an infinite parallelepiped. The scattering case considered is chosen to verify the various transitional behavior of the diffraction coefficient, as discussed in Section III. The results are validated against those

![Fig. 6. Geometry of a polygonal plate with $N$ vertexes for the RCS case.](image)

![Fig. 7. Amplitude of the field scattered by an orthogonal pyramid illuminated by an electric dipole at $P'$ on a circular scan from one edge to the opposite face (see the inset). Standard UTD solution (dashed line), UTD plus vertex contribution (continuous line), MoM solution for $d = 18\lambda$ (the dotted line) and $d = 17.6\lambda$ (dash-dotted line).](image)
from a MoM, and in this numerical analysis the perfectly conducting faces of the pyramid have to be truncated; each face is thus an electrically large triangle with basis $d$ (see insets of Fig. 7). Such truncations introduce perturbations that, in a ray picture, are associated to further diffraction mechanisms, like additional edge and vertex diffractions at the bases of the triangular plates, that are not negligible especially in deep shadow regions. To isolate and better describe the effect of diffraction at a single vertex we do not want to include further diffraction contributions in our ray analysis. Therefore, besides having source and observer close to the considered vertex, in order to reduce the effects of the plates truncations in the MoM solution, we added to the bases of the plates a “fence” of small perfectly conducting triangles whose bases and heights are $b = 0.1\lambda$ and $h = 0.25\lambda$, respectively. The observation point $P$ moves along a circular scan of radius $r = 1.3\lambda$, with $\varphi = 45^\circ$ (symmetric with respect to the pyramid top face) and $-180^\circ < \vartheta < 90^\circ$. The pyramid is illuminated by a unitary momentum $I_D\ell = 1$ Am electric dipole placed at $P' = (-1, -1, 1)\lambda$ and directed along the unit vector $\hat{r} = 0.5(1, 1, \sqrt{2})$. Along the considered scan, two distinct compensation mechanisms (transition regions) occur. At $\vartheta \approx -125^\circ$, the observation point crosses the SBC associated to the edge on the $z$ axis. Here the wedge diffracted ray contribution, which is present in the range $-180^\circ < \vartheta < -125^\circ$, abruptly disappears, while the vertex diffracted ray contribution experiences a transition as described in Section III.B. At $\vartheta \approx 54^\circ$ a different transition occurs: there the observation point is at the intersection of the two reflection SBPs and two SBCs, associated to the edges along the $x$ and $y$ axes [see Fig. 4(a)], where the vertex contribution experiences the double transition described in Section III.C and must compensate for the simultaneous appearance of the reflected GO ray and of the two wedge diffracted rays arising from the edges along $x$ and $y$ axes. The amplitude of the scattered field along the scan is shown in Fig. 7. The dashed line refers to the standard UTD solution, which consists of the GO reflected field and the singly edge-diffracted fields. This solution is discontinuous at $\vartheta \approx -125^\circ$ where a the wedge diffracted field contribution from the edge along the $z$-axis disappears, it vanishes in the range $-125^\circ < \vartheta < 54^\circ$ where a zero field is predicted by the UTD, and exhibits a cusp (discontinuity in the derivative) at $\vartheta \approx 54^\circ$, at the simultaneous appearance of the GO and of the two in-transition wedge diffracted rays, as detailed in Section III.C. In the case considered the direct GO contribution never disappears, therefore the wedge diffracted fields do not need to be discontinuous to compensate for the direct GO disappearance. Therefore, to emphasize the compensation mechanisms we plot the scattered field, instead of the total field. The continuous line (UTD+Vertex) refers to the UTD solution augmented by our vertex contribution (45), that smoothly compensates for the standard UTD discontinuity and cusp, at the two different kind of SBs described above. Note that besides rendering the field continuous, our UTD+Vertex field evaluation is also in good agreement with the MoM solution (dot and dash-dot curves). To emphasize that the small difference between our UTD+Vertex and MoM solutions arises from the truncation of the plates, we consider two MoM solutions relative to plates with different base measures; the dotted line refers to $d = 18\lambda$, while the dash-dotted line refers to $d = 17.6\lambda$. As expected, when observing close to the edges (for $\vartheta = -180^\circ$ in Fig. 7), the UTD reproduces a weaker field singularity than that in the MoM which accounts also for the near field effects. However, when $P$ approaches a pyramid face ($\vartheta = 90^\circ$ in Fig. 7), the agreement is very good. The truncation effects are clearly visible in the weak field region of the scan where, for the infinite structure, only the vertex contribution is present. In this weak field region, truncation effects, present only in the MoM solutions, interfere with the vertex ray-field creating ripples whose maxima and minima changes for different truncation size. It is important to note that the difference between the two MoM solutions (relative to two different truncations) is of the same order of the difference between the MoM results and our UTD+Vertex solution.

In the second example analyzed in this paper, we still focus on the properties of vertex diffraction at a single vertex, considering a perfectly conducting plate with infinite extent. The plane angular sector is in the $xy$ plane and has its edges along the $\hat{x}\cos(\Omega/2) \pm \hat{y}\sin(\Omega/2)$ directions, as shown in Fig. 8; the tip angle is $\Omega = 30^\circ$. The plane angular sector is illuminated by a unitary momentum electric dipole $I_D\ell = 1$ Am at $P'' = (-1, -1, 1)\lambda$, oriented along $\hat{r} = (0, 1, 0)$. The observation point $P$ scans a circle of radius $r = 1.3\lambda$ in the $xz$ plane (Fig. 8). Also in this case, in order to reduce the truncation effects, we added a fence of small triangles ($b = 0.1\lambda, h = 0.25\lambda$) to the triangular plate in the MoM model. In Fig. 8 the amplitude of the scattered field along the scan is shown. Similarly to the previous examples, the standard UTD solution (dashed line) exhibits jump discontinuities at $\vartheta \approx -227^\circ, 47^\circ$ and at $\vartheta \approx -205^\circ, 25^\circ$ when crossing the two SBCs associated to the two edges, respectively, and vanishes for $-205^\circ \leq \vartheta \leq 25^\circ$, i.e., inside both the SBCs. The introduction of the vertex contribution smoothly compensates for these discontinuities providing a continuous total field (continuous line).
sharp tip angle, after the introduction of our first-order vertex diffraction coefficient, which does not accounts for multiple wedge interaction effects, the UTD+Vertex solution is in good agreement with the reference MoM solutions calculated for two different triangular plate sizes, i.e., \( d = 14.4\lambda \) (dotted line) and \( d = 14.2\lambda \) (dash-dotted line). Again, small truncation effects are visible in the MoM results in the weak field region around \( \phi = 90^\circ \).

Next, we consider a \( 4\lambda \times 4\lambda \) perfectly conducting square plate illuminated by a vertically oriented electric dipole, placed at \( P' = (0, 0, 1)\lambda \) and unitary momentum. This case represents a more complex scenario that often occurs in the antenna radiation analysis, and requires the tracing and the description of four-edge and four-vertex rays. The total far field amplitude at a distance \( r = 2D^2/\lambda \) (where \( D \) is diagonal of the square plate) for \( \varphi = 135^\circ \) and \( 0^\circ < \phi < 180^\circ \) is shown in Fig. 9. In this case, the standard UTD solution (dashed line) exhibits various discontinuities that are smoothed out by the introduction of the vertex contribution (continuous line). The residual discontinuity at grazing \( \phi = 90^\circ \) can be removed by introducing higher order contributions, like doubly diffracted rays [3], [5] that would also improve the UTD accuracy. Indeed, the agreement with the MoM solution is good except around grazing.

Finally, we analyze a bistatic RCS case. We consider a triangular plate with sides \( AB = 4\lambda \), \( BC = 5\lambda \), and \( CA = 3\lambda \) (Fig. 10). The triangular plate is tilted with respect to the \( xy \) plane; namely, the plate normal unit vector is pointed toward the spherical coordinates \( \phi = 45^\circ \) and \( \varphi = 30^\circ \), so that when a vertically polarized \( (E^i = E^j) \) plane wave impinges on the plate from \( \varphi' = 90^\circ \) and \( \varphi' = 30^\circ \), it is reflected in the \( \phi = 0^\circ \) (positive \( z \)-axis) direction. The RCS is observed along two scan planes for \( \varphi = 30^\circ \) (inner oblong circle) and \( \varphi = 120^\circ \) (outer circle), respectively. The first observation scan cuts both the reflected and the forward scattering beams at \( \phi = 0^\circ \) and \( \phi = 90^\circ \), respectively. The second scan cuts the reflected RCS beam at \( \phi = 90^\circ \) orthogonally to the first scan. As illustrated in Fig. 10. Triangular plate geometry and bistatic RCS arrangement: illumination from \( (\varphi', \varphi') = (90^\circ, 30^\circ) \) with vertical polarization, observation along the two scan plane at \( \varphi = 30^\circ \) (inner oblong circle) and \( \varphi = 120^\circ \) (outer circle).
detailed transient analysis for the edge diffracted field was provided in [38], [39] allowing the development of a time domain version of the UTD [40]. The TD-UTD solution has been augmented by uniform expressions for TD doubly diffracted rays in [41]. The time domain version of the ITD has been presented in [42]. Based on that, a time domain closed form solution for vertex diffraction has been derived and summarized in [43].

APPROX A

In this Appendix the uniform asymptotic evaluation of (15) and (16) is carried out leading to (17) with the vertex field expression in (20). By using (9), (15) and (16) are decomposed as the sum of four terms each given by

\[ I_{\text{UTD}} = \int_{\infty}^{\infty} 2B(\Phi_p, u(z_Q)) \frac{e^{-jkR(u)}}{4\pi R(u)} du \]  \hspace{1cm} (47)

and

\[ I_{\text{ip}} = \int_{0}^{\infty} 2B(\Phi_p, u(z_Q)) \frac{e^{-jkR(u)}}{4\pi R(u)} du \]  \hspace{1cm} (48)

respectively, with \( \Phi_p = \pi \pm (\phi \pm \phi') \), and where we have dropped the subscript \( m \) for simplicity. The integrand of (47) and (48) exhibits a stationary phase point at \( z_p = (\rho z' + \rho' z)/(\rho + \rho') \) [see (13)]. Furthermore it is singular at the pairs of complex conjugate poles

\[ z_p = \left[ \rho^2 z' + \rho'^2 z + (z + z')\rho \rho' \cosh u_p \right] \pm j \rho \rho' \sinh u_p \sqrt{\rho^2 + \rho'^2 + 2\rho \rho' \cosh u_p + |z - z'|^2} \]

\[ \times \left[ \rho^2 + \rho'^2 + 2\rho \rho' \cosh u_p \right]^{-1} \]  \hspace{1cm} (49)

with \( u_p = \Phi_p - 2\pi nN, \) and \( N = 0, \pm 1, \pm 2 \cdots \). Note that the poles \( z_p \) may approach the real axis only at the stationary phase point, i.e., when \( u_p \to 0 \) (i.e., when the observer is at the SBP) one has that \( z_p \to \infty \). Introducing in (47) and in (48) the change of variable \( u = u(z_Q) \) defined by (11) (see also [31]), for which

\[ r_{\text{FQ}}r_{\text{FQ}} du = (r_{\text{FQ}} + r_{\text{FQ}}) dz_Q, \]

leads to

\[ I_{\text{UTD}} = \frac{1}{2\pi} \int_{-\infty}^{\infty} B(\Phi_p, u) e^{-jkR(u)} du \]  \hspace{1cm} (50)

and

\[ I_{\text{ip}} = \frac{1}{2\pi} \int_{|u_m|}^{\infty} B(\Phi_p, u) e^{-jkR(u)} du \]  \hspace{1cm} (51)

respectively, with \( R(u) = \sqrt{\rho^2 + \rho'^2 + 2\rho \rho' \cosh u + |z - z'|^2} \) and \( u_m = u(z_Q = 0) \) is the “Rabinowicz parameter” defined in (23).

Note that (50) is exactly one of the four terms constituting the wedge diffracted field [1]; its leading uniform asymptotic contribution, associated to the stationary phase point \( u_s = 0 \) can be evaluated as in [1] providing one of the four cotangent contributing the UTD wedge diffracted field \( \Psi_m^{\text{UTD}}(P, P') \) associated to edge \( m \); the transition between the nearest poles and the stationary phase point \( u_s = 0 \) is managed by the UTD Fresnel transition function [1].

We stress again that in (51) the stationary phase point at \( u_s = 0 \) does not lie on the integration path (it lies in the missing part of the integration domain \( -\infty, u_m(\infty) \)). Therefore, the leading asymptotic contribution of (51), associated to the end-point, is evaluated as follows. First, the change of variable \( \tau^2 = k[R(u) - R(0)] \) is introduced for which

\[ 2\pi d\tau = k \frac{dR(u)}{dR(0)} du; \]

next, the singularities of the integrand nearest to the saddle point \( \tau = 0 \) are described using an \textit{ad hoc} regularizing function, i.e., by multiplying and dividing by \( \tau^2 + k[R(0) - R(u_p)] \); finally, the slowly varying part of the integrand is evaluated at the end point and carried out of the integral. This procedure leads to

\[ I_{\text{ip}} = \frac{B(\Phi_p, u_m)}{2\pi jk} \frac{e^{-jkR(u_m)}}{4\pi R(u_m)} \]

\[ \times \left[ \frac{2j}{k[R(u_m) - R(0)]} [k[R(u_m) - R(u_p)] \right] \]

\[ \cdot \left[ e^{jk[R(u_m) - R(0)]} - e^{j\tau^2} \right] \int_{\sqrt{k[R(u_m) - R(0)]}}^{\infty} e^{-\tau^2 - k[R(0) - R(u_p)]} d\tau \]. \hspace{1cm} (52)

Denoting by

\[ b_m = k[R(u_m) - R(0)] \]  \hspace{1cm} (53)

the difference in electrical length between the vertex diffracted ray path \( R(u_m) \) and the \( m \)th wedge diffracted ray path \( R(0) \); and by

\[ a_m^{\pm}(\phi_m \pm \phi'_m) = k[R(0) - R(u_p)] \]  \hspace{1cm} (54)
the difference in electrical length between the \( m \)th wedge diffracted ray path \( R(\theta) \) and the GO direct or reflected ray path \( R(u_m) \), (52) reduces to

\[
I_{tip} = \frac{B(\Phi_{ps}, u_m)}{2j\pi(\cos \beta_m' - \cos \beta_m') \frac{4\pi r}{\sin \theta}} e^{-jk_r' e^{-jk_r}} \text{dol} T_{GFT}(b_m, \alpha_m(\phi_m \pm \phi_m')) \tag{55}
\]

where the \( T_{GFT} \) function is defined in (24).

It is important to note that

\[
b_m + \alpha_m(\phi_m \pm \phi_m') = k[R(u_m) - R(u_p)] \tag{56}
\]

is the difference between the path length of the vertex diffracted ray and the path length of the GO ray, which is the same for all the edges; therefore \( b + a \) is actually independent of the index \( m \) tagging the edges but it depends only on which GO ray is considered.

The distance parameters in (25) and (26) are approximations of those defined in (53) and (54), respectively, accordingly to the analogous simplification used in the UTD [1]. The approximation simplifies the calculation of the distance parameters (25) and (26) which can be expressed easily only in terms of the local vertex ray geometry, as required by the UTD scheme, and no longer involves information about the edge diffracted rays. Nonetheless, (25) and (26) recover the exact parameters (53) and (54) in the neighborhood of the aspects where they vanish, i.e., inside the transition region where the transition function \( T_{GFT} \) differs significantly from unity and describes the transitional behavior of the ray. Far from transition, where the parameters in (25) and (26) do not well approximate the exact ones (53) and (54), the \( T_{GFT} \) equals unity and therefore the non accurate approximation does not affect the result. Because of the approximation introduced, the property described in (56) does not hold rigorously for (25) and (26) but only in the limit \( \alpha_m, b_m \rightarrow 0 \) for vanishing parameters, i.e., in the double transition.

Finally, all the analogous terms (55) are summed up and cast in the UTD format (20); those relevant to the \( m \)th wedge lead to the four terms in (22), contributions from all the edges are in turn summed in (21).

**APPENDIX B**

In this Appendix it is proved that, in the reflection and forward aspects, the RCS provided by the proposed tip diffraction coefficient for a polygonal plate equals that provided by PO. The scalar far field scattered in the direction \( \mathbf{\hat{r}} \) by the polygonal plate in Fig. 6, when illuminated by a plane wave travelling along \( \mathbf{\hat{r}}' \), is given by (43). When observing in the *forward direction* \( \mathbf{\hat{r}} = \mathbf{\hat{r}}' \), in (43) each term \( D_m^{\psi,\psi'} \), with \( m = 1, 2 \) (see Section IV for symbol definitions), exhibits a double singularity. Indeed in the forward direction \( \beta_m = \beta_m' \) and \( \phi_m = \phi_m' \pm \pi \) so that in (22)

\[
\frac{1}{\cos \beta_m' - \cos \beta_m'} = \frac{1}{(\mathbf{\hat{r}}' - \mathbf{\hat{r}}) \cdot \mathbf{\hat{r}}_{i+2-m}} \rightarrow \infty \tag{57}
\]

and

\[
B(\pi \pm (\phi_m - \phi_m'), u_m) \approx \frac{(-1)^{m}}{2} \frac{(\mathbf{\hat{r}}' \times \mathbf{\hat{r}}) \cdot \mathbf{\hat{r}}_{i+2-m}}{1 - \mathbf{\hat{r}}' \cdot \mathbf{\hat{r}}} \rightarrow \infty \tag{58}
\]

as can be easily derived by a small argument approximation of trigonometric and hyperbolic functions in (10). By using (57) and (58) in (22), the singular behavior at the forward observation aspect is calculated as

\[
-D_2^{\psi,\psi+1} \approx D_1^{\psi,\psi} \approx \frac{1}{4j\pi(\mathbf{\hat{r}}' - \mathbf{\hat{r}}) \cdot \mathbf{\hat{r}}_i} \frac{(\mathbf{\hat{r}}' \times \mathbf{\hat{r}}) \cdot \mathbf{\hat{r}}_i}{1 - \mathbf{\hat{r}}' \cdot \mathbf{\hat{r}}} \tag{59}
\]

which is used in (43) leading to

\[
\psi_{\text{tot}} \approx - \sum_{i=1}^{N} \frac{e^{-jk(\mathbf{\hat{r}}' - \mathbf{\hat{r}}) \cdot \mathbf{\hat{r}}_i} - e^{-jk(\mathbf{\hat{r}}' - \mathbf{\hat{r}}) \cdot \mathbf{\hat{r}}_i}}{4j\pi(\mathbf{\hat{r}}' - \mathbf{\hat{r}}) \cdot \mathbf{\hat{r}}_i} \tag{60}
\]

Though each term is singular, the summation is not, as shown in the following. Each \( i \)th term of (60) can be rewritten as an integral along the \( i \)th side of the polygonal via the relation

\[
-jk(\mathbf{\hat{r}}' - \mathbf{\hat{r}}) \cdot \mathbf{\hat{r}}_i = -e^{-jk(\mathbf{\hat{r}}' - \mathbf{\hat{r}}) \cdot \mathbf{\hat{r}}_i} \int_0^{l_i} e^{-jk(\mathbf{\hat{r}}' - \mathbf{\hat{r}}) \cdot \mathbf{\hat{r}}_i} d\ell \tag{61}
\]

so that the summation in (60) reduce to an integral around the polygon perimeter \( C \)

\[
\psi_{\text{tot}} \approx \frac{1}{4\pi} \int_C e^{-jk(\mathbf{\hat{r}}' - \mathbf{\hat{r}}) \cdot \mathbf{\hat{r}}_i} d\hat{r} \tag{62}
\]

Finally, by invoking Stokes’s theorem and

\[
\nabla \times \left[ \frac{\mathbf{\hat{r}}' \times \mathbf{\hat{r}}}{1 - \mathbf{\hat{r}}' \cdot \mathbf{\hat{r}}} e^{-jk(\mathbf{\hat{r}}' - \mathbf{\hat{r}}) \cdot \mathbf{\hat{r}}} \right] = jk(\mathbf{\hat{r}}' + \mathbf{\hat{r}}) e^{-jk(\mathbf{\hat{r}}' - \mathbf{\hat{r}}) \cdot \mathbf{\hat{r}}} \tag{63}
\]

the line integral on \( C \) is converted into a surface integral on the polygonal plate surface \( A \)

\[
\psi_{\text{tot}} \approx \frac{jk}{4\pi} (\mathbf{\hat{r}}' + \mathbf{\hat{r}}) \cdot \mathbf{\hat{n}} \int_A e^{-jk(\mathbf{\hat{r}}' - \mathbf{\hat{r}}) \cdot \mathbf{\hat{r}}} dA \tag{64}
\]

which reduces to (44) as \( \mathbf{\hat{r}} \rightarrow \mathbf{\hat{r}}' \). Note that, as illustrated in Section III.C, the vertex field, which is constitutionally of order \( O(k^{-1}) \), in the forward direction experiences a double transition. However, in the RCS case the transitional behavior is not described by the transition functions, which are set to unity, but by the singularity cancellation among the contributions relevant to the various vertexes, so that the final result becomes of order \( O(k) \). Also note, that the weaker singularity terms neglected in (59) (i.e., the non singular \( B \) terms in (22)) lead to a higher order field contribution, of order \( O(k^0) \), whereas the non singular terms \( D_m^{\psi,\psi'} \) with \( m > 2 \), if any, provide a field of order \( O(k^{-1}) \). Hence (44) represents the leading term of the field asymptotic expansion. The proof reported above can be easily
repeated for an observation aspect \( \hat{\mathbf{r}} = \mathbf{r} - 2\mathbf{n} \cdot \hat{\mathbf{r}} \), i.e., in the plate specular reflection direction, but it is omitted for the sake of brevity. Its final result is incorporated in (44).
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