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Abstract. Representing the response of soil carbon dynamics to global environmental change requires the incorporation of multiple tools in the development of predictive models. An important tool to construct and test models is the incorporation of bomb radiocarbon in soil organic matter during the past decades. In this manuscript, we combined radiocarbon data and a previously developed empirical model to explore decade-scale soil carbon dynamics in a temperate forest ecosystem at the Harvard Forest, Massachusetts, USA. We evaluated the contribution of different soil C fractions to both total soil CO₂ efflux and microbially respired C. We tested the performance of the model based on measurable soil organic matter fractions against a decade of radiocarbon measurements. The model was then challenged with radiocarbon measurements from a warming and N addition experiment to test multiple hypotheses about the different response of soil C fractions to the experimental manipulations. Our results showed that the empirical model satisfactorily predicts the trends of radiocarbon in litter, density fractions, and respired CO₂ observed over a decade in the soils not subjected to manipulation. However, the model, modified with prescribed relationships for temperature and decomposition rates, predicted most but not all the observations from the field experiment where soil temperatures and nitrogen levels were increased, suggesting that a larger degree of complexity and mechanistic relations need to be added to the model to predict short-term responses and transient dynamics.

1 Introduction

Although quantifying the dynamics of soil carbon is a prerequisite for accurate representation of the response of this large reservoir to global change, few tools exist to construct belowground C budgets or to test existing models outside the range of conditions for which they have been parameterized. One of the major tools for understanding dynamics of soil C on decadal timescales is the rate and degree of incorporation of radiocarbon produced in the early 1960s by atmospheric thermonuclear weapons testing. Tracking of this “bomb” radiocarbon through physically and chemically fractionated soil organic matter provides information on which soil fractions are made from photosynthetic products fixed in the last decades, while the amount of radiocarbon measured in a given year allows estimation of rates of C turnover in the pool (Trumbore, 2009).

Comparison of Δ¹⁴C values of microbially respired C with possible C sources indicates which substrates contribute the most to heterotrophic respiration (Nowinski et al., 2010). The Δ¹⁴C value of soil respiration can be partitioned into contributions from fresh photosynthetic products and decomposition of older substrates. Together with observations of C stocks, such radiocarbon observations have been used to construct empirical belowground C budgets and assess carbon storage or release capacity for a few locations (e.g. Trumbore et al., 1995; Gaudinski et al., 2000). However, these budgets were originally constructed using assumptions of steady-state and required introduction of significant time-lags in a long-lived fine root pool to close both C and radiocarbon budgets. These assumptions require testing that can
only be accomplished by time-series measurements that track changes in radiocarbon in soil C fractions.

The assumption of steady-state is questionable in these belowground carbon models given the magnitude and extent of current environmental changes such as climate, N deposition, and land-use change. For modeling belowground C cycling, it is particularly important to understand the effects of changes in temperature and N deposition on the decomposition process (Schlesinger and Andrews, 2000). There is considerable evidence suggesting that increases in temperature generally increase mineralization rates of C (Bond-Lamberty and Thomson, 2010; Lloyd and Taylor, 1994; Davidson and Janssens, 2006). Similarly, the addition of N appears to decrease decomposition and respiration rates in temperate forest ecosystems (Janssens et al., 2010), promoting important changes in microbial dynamics (Treseder, 2008; Frey et al., 2004). Changes in temperature and nitrogen thus challenge the idea of steady-state in previously developed models. Harvard Forest, a deciduous temperate forest in the Northeastern United States, is one location where an empirical steady-state belowground C budget has been constructed (Gaudinski et al., 2000) based on radiocarbon measured in soil organic matter fractions and respired CO₂. In addition, a number of experimental manipulations have been conducted at this forest, which provide demonstrated differences in short- and long-term responses of soil respiration to experimental manipulations. On the short term (months to a few years), soil warming (+ 5 °C) and N additions (5–15 g N m⁻² yr⁻¹) produced significant increases in soil respiration rates (Melillo et al., 2002; Contosta et al., 2011; Bowden et al., 2004; Melillo et al., 2011). After several years and over the longer term (> 10 yr of treatment), however, soil respiration rates in the temperature manipulation plots declined to levels close to those in the control plots (Melillo et al., 2002), and respiration and decomposition rates after 13 yr of N addition were suppressed (Bowden et al., 2004). The initial increase followed by a decline in respiration rates in the soil warming plots was attributed to the exhaustion of a labile fast-cycling C fraction, which was assumed the only fraction to be temperature dependent (Melillo et al., 2002). The observed decrease in respiration and decomposition rates in the long-term N addition experiment was likely associated with suppression of the decomposer community and the production of lignin-degrading enzymes (Frey et al., 2004).

If differences between the short- (months) versus long-term (years) response in these manipulation experiments are associated with the responses of different C fractions in the soil organic matter pool, these responses could be distinguished by radiocarbon measurements. For example, a significant short-term release of young, labile soil C would be expected in response to warming or N addition experiments if this C fraction reacts strongly to the manipulations and is subsequently exhausted over time. On the other hand, a long-term response to temperature manipulation of larger, older C pools that are not quickly exhausted might also occur, but the effect on soil respiration might not be detectable if these pools contribute only a small fraction of the total soil CO₂ efflux. In such cases, the Δ¹⁴C value of heterotrophically respired C may be more sensitive to a shift in substrate than the measure of C flux alone. Because the Δ¹⁴C value (age) differs among soil C components, it provides a tool for quantifying their relative contributions and how they differentially respond to environmental change. The age of microbially respired C provides information on the relative proportions of C fractions that contribute the most to soil and microbial respiration (Trumbore, 2009; Nowinski et al., 2010), and thus provides a sensitive indicator of how different substrates respond to manipulations.

The differential response of C fractions is difficult to study without the use of decomposition models. A model, as a synthesis tool, can give insights into the potential responses of different pools to experimental treatments such as warming and N additions. In this sense, the model serves as a tool to explicitly generate hypotheses about the response of the system to external forcing (Canham et al., 2003). These quantitative hypotheses can then be used to compare to observations from field experiments and propose plausible explanations for the observed data.

The empirical model of soil C dynamics developed for Harvard Forest (Gaudinski et al., 2000) could help to provide plausible explanations for the observed response of different C fractions to experimental manipulations if the steady-state assumption is relaxed. This model suggests that C is mostly stored in intermediate and relatively stable fractions, while respiration mostly originates from fast-cycling fractions (Fig. 1). Ecosystem manipulations such as warming and N additions may increase the decomposition and respiration rates from these different fractions (Rustad et al., 2001), but it is uncertain whether the response differs among them or whether one single fraction such as the labile fraction could be responsible for the main response to ecosystem manipulations.

In this study, we first tested the empirical model constructed by Gaudinski et al. (2000) by comparing predicted and observed long-term changes in the Δ¹⁴C values of soil respiration, microbial respiration, and soil organic matter density fractions in soils where no experimental manipulations have been conducted. We then explored the response of different soil organic matter fractions to warming and N additions at Harvard Forest and again compared the model predictions to measurements made in experimental plots subjected to temperature and N addition manipulations. By comparing model predictions with observations, we can ascertain if the hypothesized responses to warming and N addition are consistent with observations, and further, to what degree a differential response in decomposition rates of the different soil C fractions is detectable with the Δ¹⁴C value of the respired CO₂. In terms of the specific response of these fractions, we pose the following alternative hypotheses:
Fig. 1. Empirical model of soil carbon dynamics at Harvard Forest proposed by Gaudinski et al. (2000). The model consists of 6 C fractions plus a dead fine root pool. Fluxes are represented in gray (units of g C m$^{-2}$ yr$^{-1}$) while the amount of carbon at each fraction ($C_i$) in black (g C m$^{-2}$). Turnover times (yr) and decomposition rates (yr$^{-1}$) are represented in blue and red, respectively. “L” refers to the > 80 µm fraction and “H” to < 80 µm fractions in the organic layer. Note that the turnover time and decay rate of fine dead roots do not match the stocks and input rates. This mismatch is due to Δ$^{14}$C values in fine roots far from the atmospheric value that suggests a turnover time of 6 years. This issue is well discussed in Gaudinski et al. (2000).

**Hypothesis 1:**
Decomposition rates for all C fractions respond in constant proportion to the N and temperature manipulations. In absolute terms, this means that the fastest cycling fraction has the largest increase in its decomposition rate. This hypothesis implies that relative measures of temperature sensitivity such as $Q_{10}$ should be constant or similar for different C pools, consistent with some previous experiments (e.g. Fang et al., 2005; Reichstein et al., 2005).

**Hypothesis 2:**
Decomposition rates respond to experimental warming and N additions in a manner similar to the qualitative predictions of the Arrhenius equation. In relative terms, the more stable fractions are more sensitive to changes in temperature and N, but the absolute change in decomposition rates is larger for the fast-cycling fractions (Sierra, 2012). A significant number of laboratory and field studies provide support for this hypothesis (Conant et al., 2011; Sierra, 2012).

**Hypothesis 3:**
Only decomposition of the labile or fast-cycling C fractions responds to experimental warming and N addition, whereas slower cycling fractions are controlled by processes that are not fundamentally temperature dependent and thus show no response. This is the case suggested by Melillo et al. (2002) as being responsible for the lack of a sustained long-term increase in soil respiration during the temperature manipulation experiment.

These three hypotheses are based on the assumption that warming and N additions would modify exclusively the decomposition rates of the different fractions, and a more explicit representation of them will be presented below.
addition, a number of previous studies report changes in pool sizes rather than changes in decomposition rates as a result of experimental manipulations. Therefore, we pose an additional hypothesis:

Hypothesis 4:

Only the size of the intermediate or decade-old fractions responds to warming and N additions without necessarily affecting the value of the decomposition rates. Although there is not a clear biological explanation for this hypothesis, it is a response that has been reported numerous times (MacDonald et al., 1995; Zoog et al., 1997; Waldrop and Firestone, 2004; Hopkins et al., 2012).

In all four cases, the effects of modifying decomposition rates and pool sizes on the $\Delta^{14}C$ value of soil CO$_2$ efflux and heterotrophic respiration are difficult to predict without the use of a model. In this case, we used Gaudinski et al. (2000) empirical model to formally define and test our hypotheses.

2 Methods

2.1 Study site and experimental setup

This study was performed at the Harvard Forest Long-Term Ecological Research (LTER) site, a temperate deciduous forest located in central Massachusetts, USA. This area has a history of 19th century agricultural land-use and a major hurricane disturbance in 1938. Current vegetation consists of mostly even-aged stands of mixed deciduous species and white pine (Fisher, 1921; Foster, 1988). Soils in the area were formed from glacial till, with bedrock of gneiss, schist, and granite. These soils have been classified as Typic Dystrochrepts and their texture designated as fine sandy loam (Borken et al., 2006).

Data on radiocarbon in atmospheric CO$_2$, soil organic matter and soil CO$_2$ efflux have been taken at different sites within Harvard Forest since 1996 (Gaudinski et al., 2000; Trumbore, 2000; Borken et al., 2006). In this manuscript, we compiled data from previous studies and other previously unpublished data for testing the performance of the empirical model. In addition, we analyzed samples from the Soil Warming x Nitrogen Addition Study (Contosta et al., 2011) using the same methods as for the long-term measurements to test the four hypotheses presented above. This experiment was started in August 2006 and consists of four experimental treatments: control, warmed, N addition, and the interaction warming x N, with six experimental replicates per treatment. Temperature in the warming treatment is continuously elevated 5 °C above ambient, while in the N addition treatment, N is added at a rate of 5 g m$^{-2}$ yr$^{-1}$. Additional details about the experimental setup are described in Contosta et al. (2011).

From each treatment, three plots were used to sample soil cores and measure radiocarbon of heterotrophically-respired CO$_2$ at three different points in time (see description of radiocarbon methods below). The first set of measurements was made two months after the start of the experiment, on 3 October 2006. A second sampling was conducted on 23 September 2008, approximately two years after the start of the experiment. On 5 July 2010, four years after the start of the experiment, a third set of samples was taken.

In addition, samples of atmospheric CO$_2$ and soil CO$_2$ efflux from respiration chambers were taken at irregularly spaced intervals between 2006 and 2010 on a total of 13 sampling dates.

2.1.1 Radiocarbon in soil CO$_2$ efflux in situ

The CO$_2$ entering the atmosphere from soil integrates a number of processes, including C derived from plant root respiration and decomposition of organic matter. Samples for isotopic measurements of soil CO$_2$ efflux were collected from chambers that enclosed an air headspace in contact with the soil surface in the absence of vegetation (Davidson et al., 1998; Savage and Davidson, 2001) using a closed dynamic chamber system to collect accumulated CO$_2$ in stainless steel traps with a molecular sieve inside. Details about the method are presented in Gaudinski et al. (2000). Since 2007 this method has been modified in that we no longer scrub the chamber air free of initial CO$_2$, but instead assume the chamber air initially had the concentration and isotopic signature of the atmosphere, and then we measure the CO$_2$ mixing ratio after it accumulated in the chamber for a time that varied from 10 to 30 min. The $\Delta^{14}C$ value of the CO$_2$ efflux was then calculated by mass balance.

For all measurements, the molecular sieve traps of CO$_2$ headspace air were transported to the WM Keck Carbon Cycle Accelerator Mass Spectrometry facility at the University of California at Irvine, where the traps were heated to release trapped CO$_2$. The CO$_2$ was purified, reduced to graphite target, and measured for radiocarbon as discussed in Xu et al. (2007). Results are reported as average ± standard deviation of three samples of cryogenically purified air samples.

2.1.2 Microbially respired radiocarbon in vitro

For radiocarbon measurements of microbially respired CO$_2$ (heterotrophic respiration), soil samples were collected from the organic layer (Oi and Oe/a horizons) and the first 5 cm of the mineral A-horizon using soil cores of 5 cm diameter. Stones, large roots, and intact root networks were removed prior to incubation, and samples sat for several days prior to incubation to allow remaining roots to die, so as to minimize contributions from root respiration. The samples were then purged with CO$_2$ free air and incubated in glass jars for a short period of time (one to two weeks) until enough CO$_2$ had accumulated in the jar’s headspace for isotopic analysis.
The CO₂ sampled from these jars was collected, purified, and analyzed at the AMS facility at UC Irvine as above.

2.1.3 Radiocarbon in organic matter fractions

For testing the original empirical model in un-manipulated soils, three soil pits were dug in 2007 at locations within 1–5 m of the three original soil pits sampled in 1996–1997 by J. Gaudinski (Gaudinski et al., 2000). Samples were taken from the O- (0–8 cm) and the A-horizon (8–15 cm). These samples were sieved (<2 mm) and large roots were removed. These pits are co-located with the soil respiration measurement collars, except for the years 2001–2003, when respiration samples were taken in the same soil type/drainage but about 0.5 km away.

Treatment of soil samples and isolation of fractions was the same as reported in Gaudinski et al. (2000). Briefly, organic horizon material was sieved to separate larger, recognizable organic matter (>80 µm) from humified materials too small to be identified (<80 µm). Mineral soils were fractionated by density using sodium polytungstate into low density (<2.1 g cm⁻³) and high density (>2.1 g cm⁻³), mineral-associated C fractions. The low-density organic matter was further separated by sieving into components larger and smaller than 80µm. The resulting fractions were dried, homogenized and ground, and an aliquot was combusted (900°C) after sealing in an evacuated quartz tube with cupric oxide wire. The CO₂ evolved during combustion was purified, reduced to graphite and measured by AMS as above. We do not report C inventory data here. Spatial variation is large and, any changes in C inventory would not be detectable with only three soil pits; C inventories are assumed to have remained the same as those reported in Gaudinski et al. (2000). Data are reported as the average of the three replicates, with error bars representing the standard deviation.

Radiocarbon measurements are reported as Δ¹⁴C values (Stuiver and Polach, 1977), the deviation of the ¹⁴C/¹²C ratio in the sample corrected to a common δ¹³C of −25‰ (SN) from the ¹⁴C/¹²C value of oxalic acid decay-corrected to 1950 (ABS):

\[
\Delta^{14}C = 1000 \times \left( \frac{\left( \frac{^{14}C}{^{12}C} \right)_{SN}}{\left( \frac{^{14}C}{^{12}C} \right)_{ABS}} \right).
\]

2.2 Empirical model

Using measurements of radiocarbon in soil CO₂ efflux and heterotrophic respiration as well as measurements of carbon stores and fluxes, Gaudinski et al. (2000) proposed an empirical model of carbon dynamics for the soils in the Prospect Hill track (Fig. 1). This model integrated the pool size and turnover times estimated from the data collected previously, so the carbon fractions in this model correspond to the measured fractions. The model was implemented numerically in the R environment for computing, and the code is provided in the supplementary material. In addition, all code and data used to produce the results from this analysis are provided in the supplementary material for reproducibility (Mesirov, 2010; Peng, 2011).

The model consists of 6 organic matter fractions with different turnover times and size (amount of carbon stored). In addition, dead fine root mass represents an additional pool in the model. The organic and the mineral layers are composed of three fractions each (Fig. 1), and are based on the measured fractions isolated in sample preparation. In the organic layer, fresh recognizable litter fragments form one fraction (Oi), and recognizable litter fragments >80 µm in size from the Oe + Oa horizons form another fraction (Oe/a L), while humified material <80 µm in size from the Oe+Oa horizon forms the third fraction (Oe/a H). In the mineral layer, organic matter from the A-horizon is distinguished based on its density and particle size. The A, LF (>80 µm) and the A, LF (<80 µm) fractions represent the low-density organic matter with particles larger and smaller than 80 µm in diameter, respectively. A third fraction comprises all the organic matter that is mineral associated (Fig. 1). Roots in this model have a mean residence time of 6 yr. This value is close to a more recent analysis that reports mean residence times for fine roots in the organic layer between 5 and 7 yr, and between 6 and 13 yr in the first centimeters of the mineral layer (Gaudinski et al., 2010).

For modeling Δ¹⁴C values in soil organic matter and respiration pools, we made three simple assumptions: (1) the carbon content for each fraction reported in Fig. 1 was used as the initial values of the simulation; (2) simulations started in the year 1900 using the atmospheric record of ¹⁴C values (Levin and Kromer, 2004) corrected by our own measurements of atmospheric Δ¹⁴CO₂ during the study period and tree ring measurements for earlier periods (Gaudinski et al., 2009); (3) the inputs of organic matter from litter and roots were considered constant during the entire simulation period and were equal to those reported in Fig. 1.

The performance of the model was assessed in two different ways. (1) Model predictions were compared with radiocarbon measurements taken in 2007 of the different soil fractions described above, and (2) model predictions were compared with measurements of radiocarbon of total soil respiration.

In addition to assessing model performance, the hypotheses presented above were reproduced with the empirical model to compare predictions with the measurements from the experimental study.

To explore the effect of changes in decomposition rates and the size of the C fractions on Δ¹⁴C values and compare with observations from the experimental study, we performed simulations within the framework of the GLUE methodology (Beven and Binley, 1992; Beven, 2006). This methodology is widely used for model rejection and for exploring sensitivity of the model’s parameters. A model run with a specific parameter set M(θ) is not rejected (is
3 Results

3.1 Observed changes in radiocarbon over the decade 1997–2007: soil CO$_2$ efflux and heterotrophic respiration

Radiocarbon in atmospheric CO$_2$ decreased at a rate of 5–6 ‰ per year during the decade of observations at the Harvard Forest, based on tree ring analysis and local atmospheric air sampling (Gaudinski et al., 2010, Fig. 2). The radiocarbon in total soil respiration, while highly variable in space and time due to variations in soil moisture (Borken et al., 2006), roughly parallels the slope of the atmospheric radiocarbon, as would be expected given contributions from recent photosynthetic products by root respiration. It is consistently higher than the atmosphere in any given year, indicating the contribution of organic C fixed several years to decades previously (Fig. 2). Microbially respired C from litter and A-horizon soil sampled at several points in time was shown to be even higher in radiocarbon than total soil respiration, which suggests that the observed soil respiration is on average a mix of roughly equal proportions of recent photosynthetic products and decomposing organic matter (Gaudinski et al., 2000).

3.2 Model performance

The empirical model (Fig. 1) was able to predict the general trend of Δ$^{14}$C in soil CO$_2$ efflux over time (Fig. 2). Even though the model was parameterized using data sampled in 1996 only, it performs well at predicting radiocarbon measurements of $^{14}$CO$_2$ over the ensuing decade.

3.3 Model performance in the period 1997–2007 – soil C fractions

Compared to respired C, the changes in Δ$^{14}$C of the organic matter fractions over the 11 yr of sampling were much smaller (Fig. 3). The largest change was in the Oi-horizon, which parallels the drop in atmospheric radiocarbon. The Oe/a layer and the low-density fraction of the A mineral horizon had higher $^{14}$C signatures and decreased less between 1997 and 2007. The dense fraction A-horizon material had lower Δ$^{14}$C values and either increased slightly or stayed the same from 1997 to 2007. The presence of C with Δ$^{14}$C $> 0$‰ indicates that some of the C in this fraction turns over fast enough to incorporate bomb radiocarbon fixed since 1963, while the increase from 1997–2007 can only occur for fractions with turnover times long enough that the “peak” from 1963 has not yet arrived; i.e. turnover times larger than 60 yr. Although only data for the A-horizon are shown here, we observed no significant changes in radiocarbon for deeper soil horizons (> 15 cm depth) between 1997 and 2007. The A-horizon and organic layers together are responsible for more than 80 % of soil respiration fluxes (Davidson et al., 2006; Gaudinski et al., 2000), so we have not included deeper layers in the analysis here.

Fig. 2. Comparison of the performance of the empirical model proposed by Gaudinski et al. (2000) with measurements of Δ$^{14}$C in soil CO$_2$ efflux conducted in Harvard Forest between 1996 and 2010. Black points represent measurements used to develop the empirical model, and red points independent observations. The atmosphere record is ∼ 5 ‰ below the background atmosphere published by Levin and Kromer (2004), and is based on data collected from tree ring Δ$^{14}$C and atmospheric samples (Gaudinski et al., 2009).
The empirical model also performed well at predicting the radiocarbon content in bulk soil for the different C fractions (lines in Fig. 3). Although the spatial variation is very large, the general patterns and absolute radiocarbon contents of the different soil fractions agree with the model predictions.

### 3.4 Radiocarbon in respired CO$_2$ at the Soil Warming × Nitrogen Addition Study

Measurements of radiocarbon in the respired CO$_2$ for each treatment level were consistently above the atmospheric values at each sampling date and showed a slight declining trend over time in parallel with the background atmospheric $^{14}$CO$_2$ (Fig. 4). These $^{14}$C values showed a large degree of variability, and therefore, an analysis of variance showed no significant differences among the different treatments for the different sampling dates ($p = 0.24$ for interaction between treatment and sampling date, from $F=1.19$ with 35 degrees of freedom). In particular, large variability in the heated treatment was due to a single plot that had much higher $^{14}$C values compared to the control treatment (Fig. 5b, $p < 0.01$, from $F = 0.24$ with 7 d.f. and Dunnett’s correction for multiple comparisons). This treatment effect suggests that the experimental manipulations promoted the release of decade-old carbon in the mineral layer. However, this effect was not consistent for all sampling dates. Two years after the start of the experiment, there were no significant differences among the treatments (Fig. 5d, $p = 0.2$, $F = 1.9$ with 8 d.f.). After 4 yr, there were differences again among the control and the manipulations, but in this case only for N addition and its interaction with warming (Fig. 5f, $p < 0.1$, $F = 3.4$ with 8 d.f.).

### 3.5 Modeling runs

#### 3.5.1 Evaluation of hypotheses 1, 2 and 3

To develop testable hypotheses with the model of Fig. 1 proposed by Gaudinski et al. (2000), it is useful to plot the decomposition rate constants and the amount of carbon in each pool ranked by the value of the decomposition rate (Fig. 6). With this representation, it is easier to see that in these soils most of the C is stored in pools with low and intermediate decomposition rates. Hypotheses about the proportional increase in decomposition rates can now be based on the rates proposed by Gaudinski et al. (2000) (Fig. 7).

Measurements of soil CO$_2$ efflux showed that the proportional increase due to the experimental manipulations are between 40 and 50% higher than in the control.
(Contosta et al., 2011). With this information, it is possible to explicitly pose hypotheses for the potential increase in decomposition rates for the different carbon fractions (Fig. 7). In the first hypothesis (H1), all rates were increased by a factor of 1.5, which was the proportional increase in respiration rates reported by Contosta et al. (2011). For the second hypothesis (H2), the rates were increased by a higher proportion in the pools with lower decomposition rates than in the pools with higher decomposition rates, but on average the proportional increase for all the pools was still a factor of 1.5 (Fig. 7a). For the third hypothesis (H3), only the decomposition rates of the fast-cycling fractions in the mineral and organic layers were increased by a factor of 1.5 (Fig. 7).

All hypotheses predict larger changes in the absolute value of the decomposition rate for the fast-cycling fractions, with larger changes for H1 and H3. Although H2 predicts a larger proportional increase in the decomposition rates for the more stable fractions, in absolute values this increase is not very different than the increase predicted by H1 and H3 (Fig. 7b).

When the model was run with the increases in decomposition rates predicted by the three hypotheses, we found very small differences in the predictions of \( \Delta^{14}C \) values in respired fluxes for fractions both in the organic and the mineral layers (Fig. 8). The difference in predictions is larger for the organic horizon, while the differences for the mineral layers are almost indistinguishable. This is caused by the low values of decomposition rates in the mineral layer, which increase very little in absolute amounts compared to the pools in the organic layer, which have higher decomposition rates and therefore larger absolute changes.

As shown before, the measurements of \( \Delta^{14}C \) present a large degree of variability, and for this reason it is not

---

**Fig. 5.** Box plots of \( \Delta^{14}C \) values in laboratory incubations measured in the organic (left-hand side panels) and mineral layers (right-hand side panels) two months (a, b), two years (c, d), and four years (e, f) after the start of the experiment. Differences in color represent statistical differences with the control treatment with \( \alpha = 0.05 \) and Dunnett’s correction for multiple comparison.
possible to detect with the experiment the small changes predicted by the model. However, the significant increase in $\Delta^{14}C$ values observed in the mineral layer two months after the start of the experiment was well outside model predictions (Fig. 8b).

We used the GLUE methodology to explore possible causes of the disagreement between observations and predictions for this particular increase in $\Delta^{14}C$ values in the mineral fractions two months after the start of the experiment. Evaluating different combinations of the values of the decomposition rates multiplied by a random factor between 0 and 5, we found that none of the parameter combinations produce behavioral models. In other words, increases or decreases of the decomposition rates alone cannot provide model predictions within the range of the observed values in the warming and N treatments two months after the start of the experiment (Fig. 9).

### 3.5.2 Evaluation of Hypothesis 4

To test the idea that experimental manipulations can result in an increase of the fast-cycling pool at the expense of the intermediately aged pool, we included an additional parameter in the model proposed by Gaudinski et al. (2000). This parameter takes a fraction of the carbon stored in the fraction with a residence time of 75 years and transfers it to the fraction with a 3-yr residence time. The value of this transfer coefficient was set between 0 and 0.1, and random combinations were drawn from this range and evaluated within the GLUE framework.

The results show that the inclusion of this coefficient produces a large number of behavioral models, especially for values above 0.04 (Fig. 10). These simulations suggest that, to explain the observations obtained in the experimental manipulations, we need to modify the model structure to account for a possible transfer of material from the intermediate to the fast-cycling pool.

### 4 Discussion

A combination of radiocarbon measurements in soil C fractions, soil CO$_2$ efflux both under field and experimental conditions, and a previously developed empirical model provided important insights about the decade-scale nature of carbon cycling in soils at Harvard Forest. The empirical model, which was based on measured C fractions and the assumption of steady-state, was able to capture the long-term behavior of radiocarbon concentrations and fluxes in the soils of this temperate forest site. This relatively good agreement between observations and model predictions of $\Delta^{14}C$ values in respired CO$_2$ suggests that empirical estimates of turnover
times based on radiocarbon measurements can accurately predict long-term soil carbon dynamics.

Despite possible contributions from subsurface horizons (Braakhekke et al., 2011), the soil $^{14}$CO$_2$ effluxes reported here can be well explained by a model that only considers the organic and mineral horizons, consistent with previous studies at Harvard Forest that suggest a large contribution from surface horizons to soil respiration (Davidson et al., 2006).

4.1 Model performance

Different tests on the empirical steady-state model proposed by Gaudinski et al. (2000) suggest that the degree of complexity already in the model satisfactorily predicts average $\Delta^{14}$C values in CO$_2$ fluxes under natural conditions. First, frequent measurements of radiocarbon in soil CO$_2$ efflux suggest that model predictions are robust over decadal timescales. Second, re-measurements in 2007 of radiocarbon concentrations in the bulk soil, 11 years after the original measurements used to constrain the empirical model, suggest that the model is able to predict the general trend of radiocarbon content in different organic matter fractions.

However, the model was less robust at predicting the short-term, transient effects of ecosystem-scale manipulations on these soils. Particularly, changes in decomposition rates of the different pools were not sufficient to explain the large but short-term release of decade-old carbon observed in the soil warming and nitrogen addition study.

Operationally defined C fractions, like those presented in this study, can often be misinterpreted and do not necessarily represent biologically meaningful fractions (Crow et al., 2007). In our case, however, density separation of fractions, combined with radiocarbon estimation of mean residence times, provided significant predictive power of decade-scale carbon dynamics, but did not as well at predicting short-term transient responses to manipulation experiments – a point to which we return below.

4.2 Treatment effects in soil CO$_2$ efflux

In the experimental manipulation studies, we found a large degree of variability in measured radiocarbon concentrations in respired CO$_2$. This variability was an important limitation to identify the response of carbon fractions that may react more strongly to experimental warming and nitrogen addition.

The variability of $\Delta^{14}$C values was larger when measured in the field as total CO$_2$ efflux than when measured in the laboratory as heterotrophic respiration. This variability suggests that root respiration contributed considerably to the observed variation in $\Delta^{14}$C values. Estimates of turnover times of fine roots at Harvard Forest can vary between years to decades (Gaudinski et al., 2001, 2010), which partly explain the large variability in the $\Delta^{14}$C values of the respired CO$_2$ found here. Other measurements of soil respiration have also shown an important degree of variability in radiocarbon values with important contributions from fine-root dynamics (e.g. Cisneros-Dozal et al., 2007; Jackson et al., 2009).

4.3 Treatment effects in root-free incubations

Radiocarbon measurements in the respired CO$_2$ of the incubated soils also showed an important degree of variability, but in this case we were able to detect treatment effects for soils collected from the mineral layer. The organic layer did not show any significant differences in $\Delta^{14}$C values compared to the control treatment, which could be the result of two different factors. One factor is that the sizes of the carbon fractions in the organic layer that potentially have larger increases in decomposition rates are very small and contribute only a small proportion to the total C mass. So, although warming and N addition may have increased considerably the decomposition rates for these pools, the absolute effect on $\Delta^{14}$C values was not large enough to be detected by our method.

Another factor contributing to this lack of treatment effect was more of a technical nature. The cables buried in the soil to warm the plots were inserted below the O-horizon, so they warm the mineral layer more directly and, by heat diffusion, the organic layer. However, it is unlikely that this technical issue had a significant effect on the results. First, the lack
of snow accumulation in the warming plots during winter-time suggests that heat is conducted effectively through the O-horizon. This was confirmed by the thermistors that monitor temperatures at each plot and ensure a $\pm 5^\circ$ temperature differential. These thermistors are located in the organic horizon at 5 cm depth. Second, N additions would have shown a significant effect on the O-horizon because nitrogen was directly applied to this layer. However, we did not find any effect of either warming or N addition, which is a strong indication that the first possibility described above, a response...
Fig. 10. Dotty plots generated by randomly modifying the values of the decomposition rates and the transfer from the intermediate pool to the labile pool. Panels on the left show the calculated difference between model predictions and observations of $\Delta^{14}$C values in respired CO$_2$ for the mineral fractions two months after the start of the experimental manipulations. Panels on the right show the value of the likelihood measure. Positive values in the likelihood measure represent behavioral models.
associated with pool sizes, is the most likely explanation for the lack of treatment effects in the organic layer.

In contrast to the observed results for the organic layer, we found treatment effects for the mineral layer. Indeed, we found differences of $\Delta^{14}C$ values in the treated plots compared to the control, with higher $\Delta^{14}C$ values that suggest the release of decade-old carbon. Interestingly, the response of the three different treatments two months after the start of the experiment was almost identical (Fig. 5b), which suggests that the mechanisms stimulated by warming and N additions operated over similar carbon sources.

However, our results suggest that this experimental response in the mineral layer may be transient. The treatment effects were more pronounced two months after the start of the experimental manipulations. Two years after the start of the experiment, these treatment effects disappeared. However, it is puzzling that we found small but significant effects again for the N addition treatments four years after the start of the experiment. An explanation of this later response is elusive with the available information and could be associated with more complex responses not included in the empirical model.

### 4.4 Hypothetical response of C fractions to warming and N addition

The response of $\Delta^{14}C$ values in the Warming × Nitrogen Addition Study could not be attributed to any of the hypothetical responses related to changes in the value of the decomposition rate (H1, H2, and H3). In these three cases, the treatment effects predicted by the hypotheses were very small compared to the degree of variability observed in the experimental data. However, we feel confident about rejecting Hypothesis 3 (H3 – i.e., that only the labile fraction is temperature sensitive), because an increase in the decomposition rates of only the fast-cycling fractions would have caused a small decline in $\Delta^{14}C$ values compared to the control treatment. The experimental data, however, suggest an increase rather than a decrease in $\Delta^{14}C$ values with respect to the control treatment. The constant response of all pools predicted by Hypothesis 1 does predict a small increase in $\Delta^{14}C$ values in the mineral layer, but this predicted effect is very small and with little relevance for hypothesis testing.

Our simulations suggest that the transient increase in $\Delta^{14}C$ values observed at two months following initiation of the warming treatment could only be the result of a strong response of the intermediate fraction, because a strong response in either the fast or slow cycling fractions would have caused a decrease in $\Delta^{14}C$ values compared to the control treatment. Furthermore, increases in the decomposition rate of this pool up to five times the control value are not sufficient to increase $\Delta^{14}C$ values comparable to the observed ones (Fig. 9).

More than a change in the value of the decomposition rates of the intermediate fraction, the observed changes in $\Delta^{14}C$ can potentially be explained by a change in the size of the fast and intermediate fractions. Although this idea lacks a strong mechanistic support, it has been frequently suggested to explain possible consequences of experimental warming (MacDonald et al., 1995; Zoog et al., 1997; Waldrop and Firestone, 2004; Hopkins et al., 2012). This transfer of material between pools was not included in the original model proposed by Gaudinski et al. (2000); however, our results suggest that the present model structure lacks a process to account for the observed results.

At this point, we can only speculate about possible mechanisms involved in this short-term response of $\Delta^{14}C$ values to experimental warming and N additions in the mineral layer. First, it is possible that the humified fraction in the A-horizon (A-LF > 80 µm) is actually a mix of several sub-pools with different decomposition rates. In this case, a strong response of a portion of this fraction could be responsible for the observed $\Delta^{14}C$ values, and a more complex model with additional pools might be needed. Second, it is possible that the experimental manipulations made some fractions more accessible to enzymatic decomposition by stimulating the quantity and/or types of enzymes produced or by breaking down stabilization mechanisms, such as stimulating desorption from mineral surfaces or increasing turnover of soil aggregates. In this second explanation, some soil C substrates would be effectively “switching pools” in the model, from one with a low decomposition rate to one with a higher rate. It is important to remember that the pools in the present empirical model are defined by measured mean radiocarbon age, and not by any particular process of stabilization. This approach worked well for predicting decadal-scale changes in $\Delta^{14}C$ values on soils not being experimentally manipulated, but a different model structure that addresses stabilization/destabilization processes (Schmidt et al., 2011; Sierra et al., 2011) might be needed to explain the transient responses observed in the present experiments.

### 5 Summary and conclusions

The re-measurement of soil-C fractions in 2007, 11 years after the initial measurements used to constrain the empirical model, and frequent measurements of $\Delta^{14}C$ efflux over the intervening decade demonstrated that the empirical model of Gaudinski et al. (2000) provides a good estimation of six measurable soil C fractions and their mean residence times, and that this relatively simple model is useful for understanding the contributions of these pools to total soil CO$_2$ efflux under field conditions. However, when challenged with data from a temperature manipulation and nitrogen addition experiment, the model was able to simulate most but not all of the observations. This result suggests that the model structure may be inadequate to account fully for the processes that responded to these manipulations in the short term, but can
account for long-term dynamics currently occurring in these soils under steady-state conditions.

Radiocarbon measurements in the warming and nitrogen addition experiment provided some insights about the contribution of different soil C fractions in the mineral layer to total $\text{CO}_2$ efflux. Two months after the start of the experiment, the $\text{CO}_2$ released from the warming and N addition treatments was significantly enriched with decade-old carbon. With the aid of the empirical model, we can rule out that this short-term release of old carbon was caused by an increase in the decomposition rates of the fast-cycling fractions only. It is possible that all rates increased by the same proportion such as with a constant $Q_{10}$ value, or in a higher proportion for the slow- than for the fast-cycling fractions, but these two hypotheses could not be rejected or fully supported in our analysis. It is also possible that the observed short-term increase in $\Delta^{14}$C values is related to complex mechanisms related to changes in microbial community composition, enzyme activity, or organic matter desorption from mineral surfaces, among others. These other mechanisms, however, are not included in our model and pose a challenge for predicting short-term effects of environmental change on the cycling of organic matter in different soil fractions.

Supplementary material related to this article is available online at: http://www.biogeosciences.net/9/2013/2012/bg-9-3013-2012-supplement..zip.
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