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Abstract: The production of prompt charmed mesons $D^0$, $D^+$ and $D^{++}$, and their antiparticles, was measured with the ALICE detector in Pb-Pb collisions at the centre-of-mass energy per nucleon pair, $\sqrt{s_{NN}}$, of 2.76 TeV. The production yields for rapidity $|y| < 0.5$ are presented as a function of transverse momentum, $p_T$, in the interval 1–36 GeV/c for the centrality class 0–10% and in the interval 1–16 GeV/c for the centrality class 30–50%. The nuclear modification factor $R_{AA}$ was computed using a proton-proton reference at $\sqrt{s} = 2.76$ TeV, based on measurements at $\sqrt{s} = 7$ TeV and on theoretical calculations. A maximum suppression by a factor of 5–6 with respect to binary-scaled pp yields is observed for the most central collisions at $p_T$ of about 10 GeV/c. A suppression by a factor of about 2–3 persists at the highest $p_T$ covered by the measurements. At low $p_T$ (1–3 GeV/c), the $R_{AA}$ has large uncertainties that span the range 0.35 (factor of about 3 suppression) to 1 (no suppression). In all $p_T$ intervals, the $R_{AA}$ is larger in the 30–50% centrality class compared to central collisions. The D-meson $R_{AA}$ is also compared with that of charged pions and, at large $p_T$, charged hadrons, and with model calculations.
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1 Introduction

A state of strongly-interacting matter characterised by high energy density and temperature is predicted to be formed in ultra-relativistic collisions of heavy nuclei. According to calculations using Quantum Chromodynamics (QCD) on the lattice, these extreme conditions lead to the formation of a Quark-Gluon Plasma (QGP) state, in which quarks and gluons are deconfined, and chiral symmetry is partially restored (see e.g. [1–4]).

Heavy quarks are produced in the hard scattering processes that occur in the early stage of the collision between partons of the incoming nuclei. Their production is characterised by a timescale $\Delta t < 1/(2 m_{c,b})$, $\sim 0.1 \, \text{fm}/c$ for charm and $\sim 0.01 \, \text{fm}/c$ for beauty quarks, that is shorter than the formation time of the QGP medium, about $0.3 \, \text{fm}/c$ at Large Hadron Collider (LHC) energies [5]. They can successively interact with the constituents of the medium and lose part of their energy, via inelastic processes (gluon radiation) [6, 7] or elastic scatterings (collisional processes) [8–10]. Energy loss can be studied using the
nuclear modification factor $R_{AA}$, which compares the transverse-momentum ($p_T$) differential production yields in nucleus-nucleus collisions ($dN_{AA}/dp_T$) with the cross section in proton-proton collisions ($d\sigma_{pp}/dp_T$) scaled by the average nuclear overlap function ($\langle T_{AA} \rangle$)

$$R_{AA}(p_T) = \frac{1}{\langle T_{AA} \rangle} \cdot \frac{dN_{AA}/dp_T}{d\sigma_{pp}/dp_T}. \quad (1.1)$$

The average nuclear overlap function $\langle T_{AA} \rangle$ over a centrality class is proportional to the number of binary nucleon-nucleon collisions per A-A collision in that class and it can be estimated via Glauber model calculations [11, 12].

According to QCD calculations, quarks are expected to lose less energy than gluons because their coupling to the medium is smaller [6, 7]. In the energy regime of the LHC, light-flavour hadrons with $p_T$ ranging from 5 to 20 GeV/c originate predominantly from gluons produced in hard scattering processes, while for larger $p_T$ they originate mainly from light quarks (see e.g. [13]). Charmed mesons, instead, provide an experimental tag for a quark parent at all momenta. Therefore, the comparison of the heavy-flavour hadron $R_{AA}$ with that of pions is expected to be sensitive to the colour-charge dependence of energy loss. However, other aspects than the energy loss, like the parton $p_T$ spectrum and fragmentation into hadrons, influence the nuclear modification factor (see e.g. [13, 14]). The effect of the colour-charge dependence of the energy loss should be then studied via the comparison with model calculations, that include the description of the aforementioned aspects.

In addition, several mass-dependent effects are predicted to influence the energy loss for quarks (see [15] for a recent review). The dead-cone effect should reduce small-angle gluon radiation for quarks that have moderate energy-over-mass values, i.e. for c and b quarks with momenta up to about 10 and 30 GeV/c, respectively [16–22]. Likewise, collisional energy loss is predicted to be reduced for heavier quarks, because the spatial diffusion coefficient, which regulates the momentum transfers with the medium, scales with the inverse of the quark mass for a given quark momentum [23]. In particular, the study of D mesons from low-$p_T$ to high-$p_T$ allows to study the variation of the energy loss for different charm quark velocity: from a non-relativistic regime to an highly relativistic one. Low-momentum heavy quarks, including those shifted to low momentum by parton energy loss, could participate in the collective expansion of the system as a consequence of multiple interactions [24, 25]. It was also suggested that low-momentum heavy quarks could hadronise not only via fragmentation in the vacuum, but also via the mechanism of recombination with other quarks from the medium [25, 26].

The nuclear modification factor of heavy-flavour production was first studied at the Relativistic Heavy Ion Collider (RHIC). The PHENIX and STAR Collaborations reported measurements using heavy-flavour decay electrons and muons in Au-Au and Cu-Cu collisions at centre-of-mass energy per nucleon pair, $\sqrt{s_{NN}} = 200$ GeV [27–30]. A suppression with respect to binary scaling was observed for $p_T$ larger than about 3 GeV/c, reaching a minimum $R_{AA}$ of about 0.2–0.3 in the interval $4 < p_T < 6$ GeV/c. The STAR Collaboration recently measured the $R_{AA}$ of $D^0$ mesons in Au-Au collisions for the interval $0 < p_T < 6$ GeV/c [31]. At $p_T$ of about 5–6 GeV/c the $R_{AA}$ value is similar to that observed
for electrons from heavy-flavour decays and the $R_{AA}$ increases towards low $p_T$, reaching a maximum value of about 1.5 at 1–2 GeV/c. This feature is described by heavy-flavour transport calculations that include radial flow and a contribution due to recombination in the charm hadronisation process [31].

A first measurement of the production of prompt D mesons at mid-rapidity in the $p_T$ interval 2–16 GeV/c was published, using the Pb-Pb data at $\sqrt{s_{NN}} = 2.76$ TeV collected in 2010 during LHC Run 1 [32]. A minimum $R_{AA}$ of about 0.2–0.3 was measured at $p_T$ of about 10 GeV/c for the 20% most central collisions. The measurement of D-meson production in p-Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV, showing an $R_{pPb}$ compatible with unity, has provided clear evidence that the suppression with respect to binary-scaled pp cross sections, observed in Pb-Pb collisions, cannot be attributed to cold nuclear matter effects for $p_T$ larger than 2 GeV/c and is, thus, caused by final-state interactions in the hot and dense medium [33].

In Pb-Pb collisions, the nuclear modification factor at low $p_T$ results from the interplay of different effects occurring in the initial and in the final state. The measured D-meson nuclear modification factor in p-Pb collisions, although consistent with unity, is also described within uncertainties by calculations that include substantial initial-state effects, such as parton shadowing or saturation [33], that could manifest as a reduction of the yields in Pb-Pb (and thus of the $R_{AA}$) by up to 50% at low $p_T$. In addition, the measurement of a significant azimuthal anisotropy of D-meson production, with respect to the estimated direction of the reaction plane in non-central Pb-Pb collisions, indicates that charm quarks participate in the collective expansion of the medium [34, 35]. Therefore, radial flow could play a relevant role as well. In order to investigate these aspects, it is important to have a precise measurement of $R_{AA}$ down to low $p_T$. In the high-$p_T$ region, where parton energy loss is expected to be dominated by radiative processes, the extension of the D-meson $R_{AA}$ beyond 20 GeV/c would provide the first measurement of identified-hadron $R_{AA}$ at such high $p_T$.

In this article we present the measurement of $p_T$-differential yields and nuclear modification factors of prompt $D^0$, $D^+$ and $D^{*+}$ mesons (including their antiparticles), reconstructed via their hadronic decays in Pb-Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV, using the data sample recorded in 2011. For central collisions, the integrated luminosity is larger by a factor of about 10 than that used for the previously published results [32]. This allows us to extend the measurement of $R_{AA}$ to lower and higher $p_T$ (from 2–16 GeV/c to 1–36 GeV/c), to improve its precision, and to perform the study in a narrower class of the most central collisions (10% most central instead of 20% most central).

The article is organised as follows: the experimental apparatus is described in section 2, together with the data sample. In section 3, the D-meson decay reconstruction and all corrections applied to the yields are presented, along with the procedure used to obtain the pp reference at $\sqrt{s} = 2.76$ TeV. In section 4 the systematic uncertainties are discussed. The results for the 0–10% (central) and 30–50% (semi-peripheral) centrality classes are presented in section 5. In the same section results obtained in Pb-Pb collisions are compared with the nuclear modification factor measured in p-Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV. A comparison with charged pions, charged particles ($ch$) and with theoretical model predic-
Table 1. Average of the nuclear overlap function, number of events and integrated luminosity for the two centrality classes used in the analysis. The uncertainty on the integrated luminosity stems from the uncertainty of the hadronic Pb-Pb cross section from the Glauber model [39].

<table>
<thead>
<tr>
<th>Centrality class</th>
<th>$\langle T_{AA} \rangle$ (mb$^{-1}$)</th>
<th>$N_{\text{events}}$</th>
<th>$L_{\text{int}}$ (µb$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–10%</td>
<td>23.44 ± 0.76</td>
<td>16.4 $\times$ 10$^6$</td>
<td>21.3 ± 0.7</td>
</tr>
<tr>
<td>30–50%</td>
<td>3.87 ± 0.18</td>
<td>9.0 $\times$ 10$^6$</td>
<td>5.8 ± 0.2</td>
</tr>
</tbody>
</table>

Conclusions are drawn in section 6.

2 Experimental apparatus and data sample

The ALICE experimental apparatus [36] is composed of various detectors for particle reconstruction and identification at mid-rapidity ($|\eta| < 0.9$), a forward muon spectrometer ($-4 < \eta < -2.5$) and a set of forward-backward detectors for triggering and event characterization. The detector performance for measurements in pp, p-Pb and Pb-Pb collisions from the LHC Run 1 is presented in [37].

The main detector components used in this analysis are the V0 detector, the Inner Tracking System (ITS), the Time Projection Chamber (TPC) and the Time Of Flight (TOF) detector, which are located inside a large solenoidal magnet providing a uniform magnetic field of 0.5 T parallel to the LHC beam direction ($z$ axis in the ALICE reference system) and the Zero Degree Calorimeter (ZDC), located at ±114 m from the interaction point.

Pb-Pb collision data were recorded with a minimum-bias interaction trigger based on information from the V0 detector, which consists of two scintillator arrays covering the full azimuth in the pseudorapidity intervals $3.7 < \eta < -1.7$ and $2.8 < \eta < 5.1$ [38]. The trigger logic required the coincidence of signals on both sides of the detector. An online selection based on the V0 signal amplitudes was used to enhance the sample of central and mid-central collisions through two separate trigger classes. The scintillator arrays have an intrinsic time resolution better than 0.5 ns, and their timing information was used together with that from the ZDCs for offline rejection of events produced by the interaction of the beams with residual gas in the vacuum pipe. Only events with a reconstructed interaction point (primary vertex) within ±10 cm from the centre of the detector along the beam line were used in the analysis.

Collisions were divided into centrality classes, determined from the sum of the V0 signal amplitudes and defined in terms of percentiles of the total hadronic Pb-Pb cross section. In order to relate the centrality classes to the collision geometry, the distribution of the V0 summed amplitudes was fitted with a function based on the Glauber model [11, 12] combined with a two-component model for particle production [39]. The centrality classes used in the analysis are reported in table 1, together with the average of the nuclear overlap function $T_{AA}$, the number of events in each class ($N_{\text{events}}$) and the integrated luminosity.
The charged-particle tracks used to reconstruct the decay of D mesons were measured in the TPC and ITS. The tracking algorithm, based on a Kalman filter [40], starts from three-dimensional space points in the TPC, a large cylindrical drift detector with both total length and diameter of about 5 m, covering the pseudorapidity range $|\eta| < 0.9$ with full azimuthal acceptance [41]. Tracks are reconstructed in the TPC with up to 159 space points and with a measurement of the specific ionisation energy loss $dE/dx$ with a resolution of about 6%.

Hits in the ITS are associated to the prolongation of the TPC tracks, forming the global tracks. The ITS consists of six cylindrical layers of silicon detectors [42]. The two innermost layers, placed at 3.9 and 7.6 cm from the beam line, consist of Silicon Pixel Detectors (SPD). The third and fourth layers use Silicon Drift Detectors (SDD) and the two outermost layers contain double-sided Silicon Strip Detectors (SSD). The effective spatial resolutions, including the intrinsic detector resolutions and residual mis-alignments, are about 14, 40 and 25 $\mu$m, for SPD, SDD and SSD, respectively, along the most precise direction $(r\varphi)$ [42].

Global tracks are used to reconstruct the primary interaction vertex and the secondary vertices of D-meson decays. The transverse momentum resolution for global tracks ranges from about 1% at $p_T = 1$ GeV/$c$ to about 2% at 10 GeV/$c$, both in pp and Pb-Pb collisions. The spatial precision of global tracks is quantified by the resolution on the impact parameter $d_0$, which is the signed distance of closest approach between the track and the primary vertex in the $xy$-plane transverse to the beam direction. In Pb-Pb collisions, the $d_0$ resolution is better than 65 $\mu$m for tracks with a transverse momentum larger than 1 GeV/$c$ and reaches 20 $\mu$m for $p_T > 20$ GeV/$c$ [37].

The TOF detector is an array of Multi-Gap Resistive Plate Chambers positioned at a distance of about 370 cm from the beam line and covering the full azimuth over the pseudorapidity interval $|\eta| < 0.9$. TOF particle identification is based on the difference between the particle arrival time at the TOF detector and a start time determined using the arrival time of all particles of the event with a $\chi^2$ minimization [43]. The resolution ($\sigma$) of the time-of-flight measurement is about 80 ps for pions at $p_T = 1$ GeV/$c$ in the Pb-Pb collision centrality intervals used in this analysis. TOF provides charged-particle identification in the intermediate momentum range, with a $3\sigma$ separation up to about 2.5 GeV/$c$ for pions and kaons, and up to about 4 GeV/$c$ for kaons and protons [37].

3 Data analysis

3.1 D-meson reconstruction

D$^0$, D$^+$ and D$^{*+}$ mesons, and their antiparticles, were reconstructed via their hadronic decay channels D$^0 \rightarrow K^-\pi^+$ (weak decay with branching ratio, BR, of 3.88 ± 0.05%), D$^+ \rightarrow K^-\pi^+\pi^+$ (weak decay, BR of 9.13 ± 0.19%) and D$^{*+} \rightarrow D^0\pi^+$ (strong decay, BR of 67.7 ± 0.05%) followed by D$^0 \rightarrow K^-\pi^+$ [44]. D$^0$ and D$^+$ mesons have mean proper decay lengths ($\langle\tau\rangle$) of 123 and 312 $\mu$m, respectively [44]. In the case of the D$^{*+}$, the decay topology of the produced D$^0$ was exploited. The transverse momentum of the soft pions produced in the D$^{*+}$ decays typically ranges from 0.1 to 1.5 GeV/$c$, depending on the D$^{*+}$ $p_T$. 
D⁰ and D⁺ candidates were formed using pairs and triplets of tracks with the correct charge-sign combination, requiring |η| < 0.8, \( p_T > 0.4 \text{ GeV/c} \), at least 70 associated space points (out of a maximum of 159) and fit quality \( \chi^2/\text{ndf} < 2 \) in the TPC, and at least two hits (out of six) in the ITS, out of which at least one in either of the two SPD layers. D⁺⁺ candidates were formed by combining D⁰ candidates with tracks with \( p_T > 0.1 \text{ GeV/c} \) and at least three hits in the ITS, out of which at least one in the SPD.

The aforementioned track selection limits the D-meson acceptance in rapidity. The acceptance drops steeply to zero for \( |y| > 0.5 \) at low \( p_T \) and \( |y| > 0.8 \) for \( p_T > 5 \text{ GeV/c} \). A \( p_T \)-dependent fiducial acceptance cut, \( |y_{\text{fid}}(p_T)| < 0.8 \), was therefore applied to the D-meson rapidity. The cut value, \( y_{\text{fid}}(p_T) \), increases from 0.5 to 0.8 in the range \( 0 < p_T < 5 \text{ GeV/c} \) according to a second-order polynomial function and with a constant value of 0.8 for \( p_T > 5 \text{ GeV/c} \).

The selection of the decay topology was based on the displacement of the decay tracks from the interaction vertex (via their impact parameter, \( d_0 \)), the separation between the secondary and primary vertices (decay length, \( L \)) and the pointing angle of the reconstructed D-meson momentum to the primary vertex. This pointing condition was applied via a selection on the angle \( \theta_{\text{pointing}} \) between the direction of the reconstructed momentum of the candidate and the straight line connecting the primary and secondary vertices. The projections of the pointing angle and of the decay length onto the transverse plane (\( \theta_{\text{pointing}}^\perp \) and \( L_{\text{xy}} \)) were also used. The selection requirements were tuned to provide a large statistical significance for the signal and to keep the selection efficiency as high as possible. The chosen selection values depend on the \( p_T \) of the D meson and become tighter from peripheral to central collisions. A detailed description of the selection criteria was reported in \([32, 35]\).

In order to further reduce the combinatorial background, pions and kaons were identified using the TPC and TOF detectors. A 3σ compatibility cut was applied to the difference between the measured and expected signals (for pions and kaons) for the TPC \( dE/dx \) and TOF time-of-flight. Tracks that are not matched with a hit in the TOF detector were identified using only the TPC information. Particle identification (PID) was not applied to the pion track from the \( \text{D}^+ \) decay. This PID selection provides a reduction of the background by a factor of \( 2-3 \) at low \( p_T \) with respect to the case without applying the selection, while having an efficiency of about 95% for the signal.

The raw D-meson yields were obtained from fits to the candidate invariant-mass distributions \( M(K\pi) \) for \( \text{D}^0 \), \( M(K\pi\pi) \) for \( \text{D}^+ \), and the mass difference \( \Delta M = M(K\pi\pi) - M(K\pi) \) for \( \text{D}^{++} \). The \( \text{D}^0 \) and \( \text{D}^+ \) candidate invariant-mass distributions were fitted with a function composed of a Gaussian for the signal and an exponential term to describe the background shape. In the 0–10% centrality class, the background in the \( M(K\pi) \) distribution for the interval \( 1 < p_T < 2 \text{ GeV/c} \) could not be accounted for by an exponential shape and was instead modelled with a fourth-order polynomial function. The \( \Delta M \) distribution of \( \text{D}^+ \) candidates was fitted with a Gaussian function for the signal and a threshold function multiplied by an exponential for the background: \( a \sqrt{\Delta M - m_{\pi}} \cdot e^{b(\Delta M - m_{\pi})} \).

In the case of \( \text{D}^0 \) mesons, an additional term was included in the fit function to account for the background from “reflections”, i.e. signal candidates that remain in the
invariant-mass distribution when the \((K, \pi)\) mass hypotheses for the two decay tracks are swapped. A study of simulations showed that about 70% of these reflections are rejected by the PID selection, while the residual contribution results in a broad invariant-mass distribution, which can be described using a sum of two Gaussians. In order to account for the contribution of reflections in the data (2–5% at low \(p_T\), about 10% at high \(p_T\)), a template consisting of two Gaussians was included in the fit. The centroids and widths, as well as the ratios of the integrals of these Gaussians to the signal integral, were fixed to the values obtained in the simulations (see also [35]).

In the centrality class 0–10%, the signal extraction was performed in the interval \(1 < p_T < 24 \text{ GeV/c} \) for \(D^0\) mesons, divided in 9 \(p_T\) bins, and in the interval \(3 < p_T < 36 \text{ GeV/c} \) for \(D^+\) and \(D^{++}\) mesons, divided in 8 \(p_T\) bins. In the centrality class 30–50%, the signal extraction was possible in the interval \(1 < p_T < 16 \text{ GeV/c} \) for \(D^0\) mesons and in the interval \(2 < p_T < 16 \text{ GeV/c} \) for \(D^+\) and \(D^{++}\) mesons. Beyond these intervals, the signal extraction was prevented by the low signal-over-background ratio at low \(p_T\), and by the low signal yield at high \(p_T\). Figure 1 shows the \(D^0\) and \(D^+\) invariant-mass distributions and \(D^{++}\) mass difference distributions in three \(p_T\) intervals for the centrality class 0–10%. In the interval \(16 < p_T < 24 \text{ GeV/c} \) the fit range for the \(D^0\) case is asymmetric. The range was limited to values larger than 1.68 GeV/c² because the invariant-mass distribution of \((K, \pi)\) pairs from \(D\) mesons decaying in three or more prongs produces a wide structure below about 1.72 GeV/c², which cannot be accounted for by the background terms of the fit function.

Figure 2 shows the background-subtracted \(D^0\) invariant-mass distribution for the interval \(1 < p_T < 2 \text{ GeV/c} \) for the 0–10% (left panel) and 30–50% (right panel) centrality classes.

For all three \(D\)-meson species, the position of the signal peak was found to be compatible with the world average value and its \(p_T\)-dependent width with the values observed in the simulation. The statistical significance of the observed signals \(S/\sqrt{S+B}\) varies from 3 to 18, while the signal-over-background ratio \(S/B\) ranges from 0.01 to 1.8, depending on the meson species, \(p_T\) interval and centrality class.

### 3.2 \(dN/dp_T\) spectra corrections

The \(D\)-meson raw yields were corrected in order to obtain the \(p_T\)-differential yields of prompt \(D\) mesons

\[
\frac{dN^D}{dp_T} \bigg|_{|y|<0.5} = \frac{f_{\text{prompt}}(p_T) \cdot \frac{1}{2} N_{\text{raw}}^{D^{+} \overline{D}}(p_T) \bigg|_{|y|<|y_{\text{mid}}}}{\Delta p_T \cdot \sigma_y \cdot (\text{Acc} \times \epsilon)_{\text{prompt}}(p_T) \cdot \text{BR} \cdot N_{\text{events}}},
\]

(3.1)

where prompt refers to mesons not coming from weak decays of \(B\) hadrons. The raw yields \(N_{\text{raw}}^{D^{+} \overline{D}}\) were divided by a factor of two to obtain the charge-averaged (particle and antiparticle) yields. To correct for the contribution of \(B\)-meson decay feed-down, the raw yields were multiplied by the fraction of promptly produced \(D\) mesons, \(f_{\text{prompt}}\) (discussed in details later in this section). Furthermore, they were divided by the product of prompt \(D\)-meson acceptance and efficiency \((\text{Acc} \times \epsilon)_{\text{prompt}}\), by the decay channel branching ratio (BR), by the transverse momentum interval width \((\Delta p_T)\) and by the number of events.
Figure 1. (K, π) (top row) and (K, π, π) (central row) invariant-mass distributions for the centrality class 0–10%. Bottom row: distribution of the mass difference ΔM = M(Kππ) − M(Kπ) for the centrality class 0–10%. The distributions are reported in three pT intervals for each meson (left, middle and right column). The fit functions used to describe the background (dash), the background without signal reflections (only for D0, long-dash) and the total distribution including the signal (solid) are shown.

(Nevents). The factor αy = yfid/0.5 normalises the corrected yields measured in |y| < yfid to one unit of rapidity |y| < 0.5, assuming a uniform rapidity distribution for D mesons in the measured range. This assumption was validated to the 1% level with simulations [45, 46].

The correction for acceptance and efficiency (Acc × ε)prompt was determined using Monte Carlo simulations with a detailed description of the detector and its response, based on the GEANT3 transport package [47]. The simulation was tuned to reproduce the (time-dependent) position and width of the interaction vertex distribution, as well as the number of active read-out channels and the accuracy of the detector calibration. The underlying Pb-Pb events at √sNN = 2.76 TeV were simulated using the HIJING v1.383 generator [48] and D-meson signals were added with the PYTHIA v6.421 generator [49] with Perugia-0 tune [50]. Each simulated PYTHIA pp event contained a c̅t or b̅b pair, and D mesons were forced to decay in the hadronic channels of interest for the analysis. Out of all the
particles produced in these PYTHIA pp events, only the heavy-flavour decay products were kept and transported through the detector simulation together with the particles produced according to HIJING. In order to minimise the bias on the detector occupancy, the number of D mesons injected into each HIJING event was adjusted according to the Pb-Pb collision centrality. In the most central event class, the \( p_T \) distribution of D mesons was weighted in order to match the shape measured for the \( D^0 \) meson. In the semi-peripheral centrality class, the D-meson \( p_T \) distribution was weighted so as to match the shape given by fixed-order-next-to-leading-log perturbative QCD calculations (FONLL) [51, 52] multiplied by the \( R_{AA}(p_T) \) computed using the BAMPS model [53–55].

The efficiencies were evaluated from simulated events that have the same average charged-particle multiplicity, corresponding to the same detector occupancy, as observed in data in the centrality classes 0–10% and 30–50%. Figure 3 shows the \( D^0 \), \( D^+ \) and \( D^{++} \) acceptance-times-efficiency \( (\text{Acc} \times \varepsilon) \) for primary and feed-down D mesons with rapidity \( |y| < y_{\text{fid}}(p_T) \) in the centrality class 0–10%. The efficiencies range from about 0.1% at low \( p_T \) to 10–30% at high \( p_T \), because of the momentum dependence of the D-meson decay length and of the topological selections applied in the different momentum intervals. Also shown in the figure are the \( (\text{Acc} \times \varepsilon) \) values for the case where no PID is applied. The relative difference with respect to the \( (\text{Acc} \times \varepsilon) \) obtained using the PID selection is about 5%, illustrating the high efficiency of the PID criteria. The \( (\text{Acc} \times \varepsilon) \) for D mesons from B-meson decays is larger than for prompt D mesons by a factor of about 1.5, because the decay vertices of the feed-down D mesons are more separated from the primary vertex and are, therefore, more efficiently selected by the analysis cuts.
Figure 3. Product of acceptance and efficiency for D mesons in Pb-Pb collisions for the 0–10% centrality class. The rapidity interval is $|y| < y_{\text{had}}$ (see section 3.1). The values for prompt (solid lines) and feed-down (dotted lines) D mesons are shown. Also displayed, for comparison, are the values for prompt D mesons without PID selection (dashed lines).

The $f_{\text{prompt}}$ factor was obtained, following the procedure introduced in [32], as

$$f_{\text{prompt}} = 1 - \frac{N_{\text{D}^+ D}^\text{feed-down}}{N_{\text{raw}}^{\text{D}^+ D}} = 1 - R_{\text{AA}}^\text{feed-down} \langle T_{\text{AA}} \rangle \frac{(d\sigma/dp_T)^{\text{FONLL, EvtGen}} \Delta p_T \cdot \alpha_y (\text{Acc} \times \varepsilon)^\text{feed-down} \cdot \text{BR} \cdot N_{\text{events}}}{1/2 N_{\text{raw}}^{\text{D}^+ D} \cdot \left(\frac{\sigma}{A}\right)^{\text{raw}}} \right)_{|y|<0.5}.$$  

In this expression, the symbols denoting the $p_T$ dependence have been omitted for brevity, $N_{\text{raw}}^{\text{D}^+ D}$ is the measured raw yields and $N_{\text{raw}}^{\text{D}^+ D}^\text{feed-down}$ is the estimated raw yields of D mesons from B-meson decays. In detail, the B-meson production cross section in pp collisions at $\sqrt{s} = 2.76$ TeV, estimated with FONLL calculations [56], was folded with the $B \rightarrow D + X$ decay kinematics using the EvtGen package [57] and multiplied by $\langle T_{\text{AA}} \rangle$ in each centrality class, by the $(\text{Acc} \times \varepsilon)$ for feed-down D mesons, and by the other factors introduced in eq. (3.1). In addition, the nuclear modification factor of D mesons from B-meson decays was accounted for. The comparison of the $R_{\text{AA}}$ of prompt D mesons ($R_{\text{AA}}^{\text{prompt}}$) [58] with that of $J/\psi$ from B-meson decays [59] measured in the CMS experiment indicates that charmed hadrons are more suppressed than beauty hadrons. The value $R_{\text{AA}}^{\text{feed-down}} = 2 \cdot R_{\text{AA}}^{\text{prompt}}$ was used to compute the correction, and the variation over the range $1 < R_{\text{AA}}^{\text{feed-down}} / R_{\text{AA}}^{\text{prompt}} < 3$ was considered for the evaluation of the systematic uncertainties, in order to take into account possible centrality and $p_T$ dependences. Assuming $R_{\text{AA}}^{\text{feed-down}} = 2 \cdot R_{\text{AA}}^{\text{prompt}}$, the resulting $f_{\text{prompt}}$ ranges from about 0.65 to 0.85, depending on the D-meson species and on the $p_T$ interval.
3.3 Proton-proton reference for $R_{AA}$

The $p_T$-differential cross section of prompt D mesons with $|y| < 0.5$ in pp collisions at $\sqrt{s} = 2.76$ TeV, used as reference for the nuclear modification factor, was obtained as follows:

- in the interval $2 < p_T < 16 (24)$ GeV/c for $D^0$ ($D^+$ and $D^{++}$), the measurement at $\sqrt{s} = 7$ TeV [45] scaled to $\sqrt{s} = 2.76$ TeV with FONLL calculations [56] was used;

- in the interval $1 < p_T < 2$ GeV/c for $D^0$, an average of the aforementioned $\sqrt{s} = 7$ TeV scaled measurement and of the measurement at $\sqrt{s} = 2.76$ TeV [60] was used;

- in the interval $16 (24) < p_T < 24 (36)$ GeV/c for $D^0$ ($D^+$ and $D^{++}$), where their cross sections were not measured in pp collisions, the FONLL calculation at $\sqrt{s} = 2.76$ TeV [56] was used as a reference, after scaling it to match the central value of the data at lower $p_T$.

The $p_T$-dependent scaling factor from $\sqrt{s} = 7$ TeV to $\sqrt{s} = 2.76$ TeV was determined with FONLL calculations and its uncertainties were determined by varying the parameters (charm-quark mass, factorisation and renormalisation scales) as described in [61]. The uncertainties on the scaling factor range from $^{+57}_{-11}\%$ for $1 < p_T < 2$ GeV/c to about $\pm 5\%$ for $p_T > 10$ GeV/c. The result of the scaling of the $\sqrt{s} = 7$ TeV $p_T$-differential cross sections to $\sqrt{s} = 2.76$ TeV was validated with measurements from a smaller data sample in pp collisions at $\sqrt{s} = 2.76$ TeV [60]. These measurements cover a reduced $p_T$ interval with a statistical uncertainty of 20–25% and therefore they were not used as a pp reference for $p_T > 2$ GeV/c.

For the lowest $p_T$ interval for the $D^0$ meson, the two references (obtained from the measurement in pp collisions at $\sqrt{s} = 2.76$ TeV and from the $\sqrt{s} = 7$ TeV scaled measurement) have comparable uncertainties. Therefore, in this interval, the two values were averaged using the inverse of the squared relative uncertainties as weights. In particular, the statistical uncertainties and the uncorrelated part of the systematic uncertainties, i.e. the systematic uncertainty from data analysis (yield extraction, efficiency corrections) and the scaling uncertainty, were used in the weight. The uncertainties on the feed-down subtraction were considered as fully correlated among the two measurements, and were propagated linearly.

The cross section measurements for D mesons in pp collisions at $\sqrt{s} = 7$ TeV are limited to $p_T \leq 16$ GeV/c for $D^0$ and to $p_T \leq 24$ GeV/c for $D^+$ and $D^{++}$. Beyond these limits the pp reference was obtained using the cross section from the FONLL calculation at $\sqrt{s} = 2.76$ TeV [56]. Since the central value of the FONLL calculation underestimates the measurement for $p_T > 5$ GeV/c at both $\sqrt{s} = 2.76$ TeV and $\sqrt{s} = 7$ TeV [45, 60], the FONLL cross section was multiplied by a scaling factor ($\kappa$)

$$\begin{align*}
\frac{d\sigma}{dp_T} &= \kappa \cdot \left( \frac{d\sigma}{dp_T} \right)_{\text{FONLL} \at \sqrt{s}=2.76\text{TeV}, |y|<0.5},
\end{align*}$$

(3.3)
The factor $\kappa$ was determined by fitting with a constant the data-to-theory ratio at $\sqrt{s} = 7$ TeV in the interval $5 < p_T < 16$ GeV/$c$. Since the measurements at $\sqrt{s} = 2.76$ TeV are less precise, they do not constrain further the scaling factor. Depending on the D-meson species, the factor $\kappa$ ranges from 1.4 to 1.5, for the central values of the FONLL calculation parameters [56]. The statistical uncertainty of the extrapolated cross section was determined by propagating the statistical uncertainties of the measurement in the determination of $\kappa$ and it amounts to about 5%. The systematic uncertainties were evaluated under the conservative assumption that the systematic uncertainties of the measurement are fully correlated over $p_T$, i.e. by repeating the calculation of $\kappa$ after shifting all data points consistently within their systematic uncertainties. In addition, the calculation in eq. (3.3) was performed considering the FONLL cross sections obtained from combinations of the renormalisation and factorisation scales with values $(0.5, 1, 2) \cdot \sqrt{m_c^2 + p_{T,c}^2}$ [56], as well as the upper and lower limits of their envelope.\(^1\) This resulted in a total systematic uncertainty on the $p_T$-extrapolated cross section of about $^{+50\%}_{-35\%}$.

4 Systematic uncertainties

4.1 Systematic uncertainties on the D-meson $p_T$ spectra

The systematic uncertainties were estimated as a function of transverse momentum for the two centrality classes. Table 2 lists the uncertainties for three $p_T$ intervals for each meson species.

The systematic uncertainty on the raw yield extraction was evaluated by repeating the fit of the invariant-mass distributions while varying the fit range; by fixing the mean and sigma of the Gaussian term to the world-average value and the expectations from Monte Carlo simulations, respectively; and by using different fit functions for the background. Specifically, first- and second-order polynomials were used for $D^0$ and $D^+$, and a power law multiplied by an exponential or a threshold function for $D^{*+}$. A method based on bin counting of the signal after background subtraction was also used. This method does not assume any particular shape for the invariant-mass distribution of the signal. The estimated uncertainties depend on the centrality class and on the $p_T$ interval, ranging from 5% to 15% for $D^0$, 8% to 10% for $D^+$ and 5% to 10% for $D^{*+}$, typically with larger values in the lowest and highest $p_T$ intervals.

For $D^0$ mesons, the systematic uncertainty due to signal reflections in the invariant-mass distribution was estimated by changing by $\pm 50\%$ the ratio of the integral of the reflections over the integral of the signal (obtained from the simulation) used in the invariant-mass fit with the reflections template. In addition, the shape of the template was varied using a polynomial parameterisation (of third or sixth order) of the simulated distribution, instead of a double-Gaussian parameterisation. A test was carried out using, in the fit, a template histogram of the reflections obtained directly from the simulation, rather than a functional form. The variation observed in the raw yields, ranging from 3% to 7% from low

\(^1\)Where $m_c$ and $p_{T,c}$ are respectively the mass and the transverse momentum of the charm quark considered in the calculations.
Particle & D^0 & D^+ & D^{**} \\
\hline
\text{p}_T \text{ interval (GeV/c)} & 1-2 & 6-8 & 16-24 & 3-4 & 6-8 & 24-36 & 3-4 & 6-8 & 24-36 \\
\hline
Yield extraction & 15% & 5% & 15% & 10% & 8% & 8% & 12% & 5% & 10% \\
Tracking efficiency & 10% & 10% & 10% & 15% & 15% & 15% & 15% & 15% & 15% \\
Selection cuts & 15% & 5% & 5% & 10% & 10% & 10% & 10% & 10% & 10% \\
PID efficiency & 5% & 5% & 5% & 5% & 5% & 5% & 5% & 5% & 5% \\
MC \text{p}_T \text{ shape} & 15% & 1% & 1% & 6% & 1% & 1% & 4% & 1% & 1% \\
FONLL feed-down corr. & +5% & +8% & +10% & -4% & +6% & +8% & -12% & -7% & -3% \\
$R_{AA}^{\text{feed-down}}/R_{AA}^{\text{prompt}}$ (eq. (3.2)) & -3% & +4% & +5% & -14% & -12% & -12% & -12% & -12% & -12% \\
BR & 1.3% & 2.1% & 1.5% \\
Centrality class definition & <1% & <1% & <1% \\
\hline
\text{p}_T \text{ interval (GeV/c)} & 1-2 & 6-8 & 12-16 & 2-3 & 6-8 & 12-16 & 2-3 & 6-8 & 12-16 \\
\hline
Yield extraction & 10% & 8% & 8% & 10% & 10% & 12% & 12% & 8% & 5% \\
Tracking efficiency & 10% & 10% & 10% & 15% & 15% & 15% & 15% & 15% & 15% \\
Selection cuts & 10% & 10% & 15% & 10% & 10% & 15% & 15% & 10% & 5% \\
PID efficiency & 5% & 5% & 5% & 5% & 5% & 5% & 5% & 5% & 5% \\
MC \text{p}_T \text{ shape} & 5% & 1% & 3% & 10% & 2% & 2% & 10% & 1% & 1% \\
FONLL feed-down corr. & +5% & +8% & +10% & -4% & +6% & +8% & -12% & -8% & -3% \\
$R_{AA}^{\text{feed-down}}/R_{AA}^{\text{prompt}}$ (eq. (3.2)) & -3% & +4% & +5% & -14% & -12% & -12% & -12% & -12% & -12% \\
BR & 1.3% & 2.1% & 1.5% \\
Centrality class definition & 2% & 2% & 2% \\
\hline
\textbf{Table 2.} Relative systematic uncertainties on the prompt D-meson production yields in Pb-Pb collisions for three selected $p_T$ intervals, in the two centrality classes.


to high $p_T$, was added in quadrature as an independent contribution to the yield extraction systematic uncertainty.

The systematic uncertainty on the tracking efficiency was estimated by comparing the probability to match the TPC tracks to the ITS hits in data and simulation, and by varying the track quality selection criteria (for example, the minimum number of associated hits in the TPC and in the ITS, and the maximum $\chi^2/\text{ndf}$ of the momentum fit). The efficiency of the track matching and the association of hits in the silicon pixel layers was found to be well reproduced by the simulation with maximal deviations on the level of 5% in the $p_T$ range relevant for this analysis (0.5–25 GeV/c) [37]. The effect of mis-associating ITS hits to tracks was studied using simulations. The mis-association probability is about 5%, for central collisions, in the transverse momentum interval $1 < p_T < 3$ GeV/c and drops rapidly to zero at larger $p_T$. It was verified that the signal selection efficiencies are the same for D mesons with and without wrong hit associations. The total systematic uncertainty
on the track reconstruction procedure amounts to 5% for single tracks, which results in a 10% uncertainty for D⁰ mesons (two-tracks decay) and 15% for D⁺ and D⁺⁺ mesons (three-tracks decay).

The uncertainty on the D-meson selection efficiency reflects a possible non-exact description of the D-meson kinematic properties and of the detector resolutions and alignments in the simulation. This effect was estimated by repeating the analysis with different values of the selection cuts, significantly modifying the efficiencies, raw yield and background values. As expected, larger deviations in the corrected yields were observed at low \( p_T \), where the efficiencies are low and vary steeply with \( p_T \), because of the tighter selections. Due to this, the systematic uncertainties are slightly larger in these \( p_T \) intervals. The assigned systematic uncertainty varies from 5% to 15% for D⁰, equals 10% for D⁺, and varies from 10% to 15% for D⁺⁺.

A 5% systematic uncertainty related to the PID selection was evaluated by comparing the ratio of the corrected yields extracted with and without particle identification.

The uncertainty on the efficiencies arising from the difference between the real and simulated D-meson transverse momentum distributions depends on the width of the \( p_T \) intervals and on the variation of the efficiencies within them. This uncertainty also includes the effect of the \( p_T \) dependence of the nuclear modification factor. As explained in section 3.2, for the centrality class 0–10%, the D-meson transverse momentum distribution from the PYTHIA simulation was re-weighted in order to reproduce the D⁰ spectrum shape observed in data, while for the 30–50% centrality class, the weights were defined in order to match the \( p_T \) distributions from FONLL calculations multiplied by the \( R_{AA} \) from the BAMPS model. A systematic uncertainty was estimated by using two alternative D-meson \( p_T \) distributions in both centrality classes: i) FONLL \( p_T \) distributions, ii) FONLL \( p_T \) distributions multiplied by \( R_{AA} \) from the BAMPS model. In addition, for the most central events, a different parameterisation of the measured \( p_T \) spectrum was used. The resulting uncertainties decrease with increasing \( p_T \), varying from 5–6% to 1% in the interval \( 2 < p_T < 36 \) GeV/c. For D⁰ mesons, efficiencies increase by more than a factor five within the interval \( 1 < p_T < 2 \) GeV/c in the most central collisions. As a consequence, a larger uncertainty of 15% resulted from a detailed study of the stability of the corrected yields when changing the \( p_T \) spectrum in the simulation.

The systematic uncertainty on the subtraction of feed-down from B decays (i.e. the calculation of the \( f_{\text{prompt}} \) fraction) was estimated i) by varying the \( p_T \)-differential feed-down D-meson cross section from the FONLL calculation within the theoretical uncertainties, ii) by varying the hypothesis on the ratio of the prompt and feed-down D-meson \( R_{AA} \) in the range \( 1 < R_{AA}^{\text{feed-down}} / R_{AA}^{\text{prompt}} < 3 \), and iii) by applying an alternative method to compute \( f_{\text{prompt}} \). This second method is based on the ratio of charm and beauty FONLL cross sections, instead of the absolute beauty cross section. The procedure is the same used for previous measurements of D-meson production with ALICE [32, 35, 45]. The resulting uncertainty ranges between \( \pm 5\% \) at low \( p_T \) and \( \pm 3\% \) at high \( p_T \) for the 0–10% centrality class, and between \( \pm 4\% \) at low \( p_T \) and \( \pm 3\% \) at high \( p_T \) for the 30–50% centrality class. The uncertainty from the variation of the feed-down D-meson \( R_{AA} \) hypothesis ranges from 6 to 16%, as shown in figure 4, where the relative variation of the prompt D⁰ yield is shown as a function of the hypothesis on \( R_{AA}^{\text{feed-down}} / R_{AA}^{\text{prompt}} \) for four \( p_T \) intervals.
The uncertainties on the branching ratios were also considered [44] as well as the contribution due to the 1.1% uncertainty on the fraction of the hadronic cross section used in the Glauber fit to determine the centrality classes [39]. The latter was estimated from the variation of the D-meson dN/dpT when the limits of the centrality classes are shifted by ±1.1% (e.g. shifted from 30–50% to 30.3–50.6% and 29.7–49.5%) [32]. The resulting uncertainty, common to all pT intervals, is smaller than 1% for the 0–10% centrality class and about 2% for the 30–50% centrality class.

4.2 Systematic uncertainties on RAA

The systematic uncertainties on the RAA measurement include those on the D-meson corrected yields, those on the proton-proton cross section reference, and the uncertainties on the average nuclear overlap function.

The systematic uncertainties on the D-meson corrected yields are obtained considering as uncorrelated the different contributions described in the previous section.

The uncertainty on the pp reference used for the calculation of RAA has two contributions. The first is the systematic uncertainty on the measured pT-differential D-meson cross section at √s = 7 TeV. This uncertainty is about 25% at the lowest pT and 17% at the highest pT for D0 mesons, excluding the uncertainty for feed-down corrections, and few percent larger for D+ and D*+ mesons [45]. The systematic uncertainty on the feed-down subtraction deriving from the variation of the parameters of the FONLL calculation and from the use of the alternative method to compute fprompt was considered to be correlated in the Pb-Pb and pp measurements. These variations were carried out simultaneously for
the numerator and denominator of $R_{AA}$, so only the residual effect was attributed as a systematic uncertainty. Therefore, the variation of the value of $R_{AA}^{\text{feed-down}}/R_{AA}^{\text{prompt}}$ between 1 and 3 is the main contribution to the feed-down uncertainty on $R_{AA}$.

The second contribution to the $pp$ reference uncertainty is the scaling to $\sqrt{s}=2.76$ TeV. It ranges from $^{+27_{-10}}\%$ in the interval 2 < $p_T$ < 3 GeV/$c$ to about 5% for $p_T$ > 10 GeV/$c$ [61]. Note that the upper/lower uncertainties are reversed when considering $R_{AA}$, where the pp reference is in the denominator. In the interval 1–2 GeV/$c$, this scaling uncertainty is much larger ($^{+57}_{-11}\%$), but its impact on the pp reference was reduced by about a factor of two by using a weighted average of the cross section scaled from 7 TeV and the measured cross section at 2.76 TeV (see section 3.3).

The extrapolation of the $pp$ reference to the intervals 16 < $p_T$ < 24 GeV/$c$ for $D^0$ mesons and 24 < $p_T$ < 36 GeV/$c$ for $D^+$ and $D^{++}$ mesons resulted in a total systematic uncertainty of about $^{+35}_{-30}\%$, as described in section 3.3.

The uncertainties on $R_{AA}$ are listed in table 3. The uncertainties on the normalisation are the quadratic sum of the pp normalisation uncertainty (3.5%) and the uncertainty on $(T_{AA})$, which is 3.2% and 4.7% in the 0–10% and 30–50% centrality classes, respectively.

All the uncertainties described in this section that result from detector effects are considered to be largely correlated over transverse momentum, with the exception of the

<table>
<thead>
<tr>
<th>Particle</th>
<th>$D^0$</th>
<th>$D^+$</th>
<th>$D^{++}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_T$ interval (GeV/$c$)</td>
<td>1–2</td>
<td>6–8</td>
<td>16–24</td>
</tr>
<tr>
<td>$dN_{p\bar{p}}/dp_T$ (excl. feed-down)</td>
<td>28%</td>
<td>14%</td>
<td>22%</td>
</tr>
<tr>
<td>$dN_{pp}/dp_T$ (excl. feed-down)</td>
<td>21%*</td>
<td>16%</td>
<td>17%</td>
</tr>
<tr>
<td>$\sqrt{s}$ – scaling of the pp ref.</td>
<td>$^{+6_{-6}}%$</td>
<td>$^{+6_{-6}}%$</td>
<td>$^{+8_{-9}}%$</td>
</tr>
<tr>
<td>High-$p_T$ extrapolation</td>
<td>$^{+1_{-1}}%$</td>
<td>$^{+1_{-1}}%$</td>
<td>$^{+2_{-2}}%$</td>
</tr>
<tr>
<td>FONLL feed-down corr.</td>
<td>$^{+1_{-1}}%$</td>
<td>$^{+1_{-1}}%$</td>
<td>$^{+3_{-4}}%$</td>
</tr>
<tr>
<td>$R_{AA}^{\text{feed-down}}/R_{AA}^{\text{prompt}}$ (eq. (3.2))</td>
<td>$^{+12_{-9}}%$</td>
<td>$^{+12_{-9}}%$</td>
<td>$^{+16_{-12}}%$</td>
</tr>
<tr>
<td>Normalisation</td>
<td>4.8%</td>
<td>4.8%</td>
<td>4.8%</td>
</tr>
</tbody>
</table>

Table 3. Relative systematic uncertainties on the prompt D-meson $R_{AA}$ for three $p_T$ intervals, in the two centrality classes. Uncertainties marked with a * were obtained as the average of the measurement at $\sqrt{s}=2.76$ TeV and the measurement at $\sqrt{s}=7$ TeV, scaled using FONLL [56], as described in section 3.3.
yield extraction uncertainty that depends on the S/B in each $p_T$ interval. The uncertainties related to the feed-down assumptions and to the $\sqrt{s}$-scaled pp reference are fully correlated over $p_T$, with the exception of that for the hypothesis on the ratio of the prompt and feed-down D-meson $R_{AA}$ that might not be constant as a function of $p_T$.

5 Results and discussion

5.1 D-meson $p_T$ spectra and $R_{AA}$

The transverse momentum distributions $dN/dp_T$ of prompt $D^0$, $D^+$ and $D^{*+}$ mesons are shown in figures 5a, 5b and 5c for the 10% most central Pb-Pb collisions. The results are presented in the interval $1 < p_T < 24 \text{ GeV}/c$ for the $D^0$ mesons and $3 < p_T < 36 \text{ GeV}/c$ for $D^+$ and $D^{*+}$ mesons. They are compared to the corresponding pp cross section reference multiplied by $(T_{AA})$. The vertical bars represent the statistical uncertainties, the empty boxes the systematic uncertainties from the data analysis, and the shaded boxes the systematic uncertainty due to the subtraction of the feed-down from B-hadron decays. Uncertainties on the pp cross section normalisation and on the branching ratios are quoted separately.

A clear suppression of the D-meson yields is observed at intermediate ($3 < p_T < 8 \text{ GeV}/c$) and high transverse momenta ($p_T > 8 \text{ GeV}/c$) in central Pb-Pb collisions as compared to the binary-scaled pp reference. In figure 5d the transverse momentum distributions of prompt $D^0$, $D^+$ and $D^{*+}$ mesons in the 10% most central collisions are compared to each other. The $dN/dp_T$ values of $D^{*+}$ mesons are scaled by a factor of five for visibility.

The D-meson $dN/dp_T$ distributions measured in the 30–50% centrality class are shown in figure 6. Also for this centrality class, a clear suppression of the D-meson yields as compared to the expectation based on binary scaling of the pp yields is observed for $p_T > 3 \text{ GeV}/c$. In figure 6d, the $dN/dp_T$ of prompt $D^0$, $D^+$ and $D^{*+}$ (the latter scaled by a factor of five) are compared to each other.

Figure 7 shows the $p_T$-dependent ratios of $D^+/D^0$ and $D^{*+}/D^0$ for central Pb-Pb collisions. They are found to be compatible within uncertainties with those measured in pp collisions at $\sqrt{s} = 7 \text{ TeV}$ [62]. Similar results were also found for the 30–50% centrality class. Therefore, no modification of the relative abundances of these three D-meson species is observed within the current uncertainties in central and semi-central Pb-Pb collisions relative to the pp ones at LHC energies.

The $R_{AA}$ of prompt $D^0$, $D^+$ and $D^{*+}$ mesons is shown in figure 8 for the 0–10% (left panel) and 30–50% (right panel) centrality classes. The statistical uncertainties, represented by the vertical error bars, range from 10% in the intermediate $p_T$ range up to about 25–30% in the lowest and highest $p_T$ intervals, for the 10% most central collisions. The statistical uncertainty on the reference measurement at $\sqrt{s} = 7 \text{ TeV}$ dominates this uncertainty in the interval $2 < p_T < 16 \text{ GeV}/c$. For the 30–50% centrality class, the statistical uncertainties at low and intermediate $p_T$ are similar in magnitude to those of central collisions and are about 20% in the interval $12 < p_T < 16 \text{ GeV}/c$. The total $p_T$-dependent systematic uncertainties, described in the previous section, are shown as empty boxes. The normalisation uncertainty is represented by a filled box at $R_{AA} = 1$. The nuclear modification factors of the three D-meson species are compatible within statistical uncertainties.
Figure 5. Transverse momentum distributions $dN/dp_T$ of prompt $D^0$ (a), $D^+$ (b) and $D^{++}$ (c) mesons in the 0–10% centrality class in Pb-Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV. The pp reference distributions ($T_{AA}$) $d\sigma/dp_T$ are shown as well. Statistical uncertainties (bars) and systematic uncertainties from data analysis (empty boxes) and from feed-down subtraction (shaded boxes) are shown. Horizontal bars represent bin widths, symbols are placed at the centre of the bin. The $dN/dp_T$ distributions of the three D-meson species in the 10% most central Pb-Pb collisions are compared to each other in panel (d), where the $D^{++}$ production yields are scaled by a factor of five for visibility.

for both centrality classes. For the 10% most central collisions, the measured $R_{AA}$ shows a suppression that is maximal at around $p_T = 10$ GeV/$c$, where a reduction of the yields by a factor of 5–6 with respect to the binary-scaled pp reference is observed. The suppression decreases with decreasing $p_T$ for $p_T < 10$ GeV/$c$, and it is of the order of a factor of 3 in
Figure 6. Transverse momentum distributions \(dN/dp_T\) of prompt \(D^0\) (a), \(D^+\) (b) and \(D^{*+}\) (c) mesons in the 30–50% centrality class in Pb-Pb collisions at \(\sqrt{s_{NN}} = 2.76\) TeV. The pp reference distributions \((T_{AA}) \, d\sigma/dp_T\) are shown as well. Statistical uncertainties (bars) and systematic uncertainties from data analysis (empty boxes) and from feed-down subtraction (shaded boxes) are shown. Horizontal bars represent bin widths, symbols are placed at the centre of the bin. The \(dN/dp_T\) distributions of the three D-meson species in Pb-Pb collisions in the 30–50% centrality class are compared to each other in panel (d), where the \(D^{*+}\) production yields are scaled by a factor of five for visibility.

The interval \(3 < p_T < 4\) GeV/c, while the \(R_{AA}\) ranges from about 0.35 to 1 in the first two \(p_T\) intervals. For \(p_T > 10\) GeV/c, the suppression appears to decrease with increasing \(p_T\), but the large statistical uncertainties do not allow us to determine the trend of the \(R_{AA}\). A suppression \((R_{AA} < 0.5)\) is still observed for D mesons with \(p_T > 25\) GeV/c. For the
Figure 7. Ratio of prompt D-meson yields ($D^+/D^0$ and $D^{*+}/D^0$) as a function of $p_T$ in the 10% most central Pb-Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV compared to the results in pp collisions at $\sqrt{s} = 7$ TeV. Statistical (bars) and systematic (boxes) uncertainties are shown.

Figure 8. $R_{AA}$ of prompt $D^0$, $D^+$, and $D^{*+}$ mesons for the 0–10% (left) and 30–50% (right) centrality classes. Statistical (bars), systematic (empty boxes), and normalisation (shaded box) uncertainties are shown. Horizontal bars represent bin widths. $D^0$ symbols are placed at the centre of the bin. $D^+$, and $D^{*+}$ are shifted for visibility.

30–50% centrality class, the suppression amounts to about a factor of 3 at $p_T = 10$ GeV/c, which indicates that the suppression of the high-$p_T$ D-meson yields is smaller than in the 0–10% centrality class. As for the central collisions, the suppression reduces at lower momenta, with $R_{AA}$ increasing with decreasing $p_T$ up to a value of about 0.6 in the interval $3 < p_T < 4$ GeV/c. For lower $p_T$ the suppression is further reduced and $R_{AA}$ is compatible with unity.
The average nuclear modification factor of $D^0$, $D^+$ and $D^{++}$ mesons was computed using the inverse of the squared relative statistical uncertainties as weights. The systematic uncertainties were propagated through the averaging procedure, considering the contributions from the tracking efficiency, the B-meson feed-down subtraction and the FONLL-based $\sqrt{s}$-scaling of the pp cross section from $\sqrt{s} = 7$ TeV to $\sqrt{s} = 2.76$ TeV as fully correlated uncertainties among the three D-meson species. The average D-meson $R_{AA}$ for the two centrality classes is shown in the left panel of figure 9. A larger suppression, by about a factor of two, is observed in the 10% most central collisions compared to the 30–50% centrality class for $p_T > 5$ GeV/$c$. The stronger suppression observed in central collisions can be understood as resulting from to the increasing medium density, size and lifetime from peripheral to central collisions. The $R_{AA}$ values measured for the 0–10% centrality class are slightly lower, although compatible within uncertainties, than those reported in ref. [32] for the 20% most central collisions, measured with the 2010 data sample. As a consistency check, the analysis on the 2011 data sample was also performed in the 0–20% centrality class and the resulting $R_{AA}$ value was found to be compatible with the one measured with the 2010 sample within statistical and systematic uncertainties, considering that the pp reference uncertainties are the same in the two measurements. In addition, the larger sample of central Pb-Pb collisions used in this analysis, compared to that used in the previous publication, enables the measurement of the D-meson $R_{AA}$ in a wider $p_T$ range (the intervals $1 < p_T < 2$ GeV/$c$ and $p_T > 16$ GeV/$c$ were not accessible with the previous sample), with a substantial reduction (by a factor of about 2–3) of the statistical uncertainties.

Figure 9 (left) also shows the average D-meson nuclear modification factor measured in minimum-bias p-Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV [33]. Since no significant modification of the D-meson production is observed in p-Pb collisions for $p_T > 2$ GeV/$c$, the strong suppression of the D-meson yields for $p_T > 3$ GeV/$c$ observed in central and semi-central Pb-Pb collisions cannot be explained in terms of cold nuclear matter effects and is predominantly due to final-state effects induced by the hot and dense medium created in the collisions.

### 5.2 Comparison with results at lower collision energy

In the right panel of figure 9, the average D-meson $R_{AA}$ for the 10% most central Pb-Pb collisions is compared to the $D^0$ nuclear modification factor measured by the STAR Collaboration for the 10% most central Au-Au collisions at $\sqrt{s_{NN}} = 200$ GeV [31]. The D-meson $R_{AA}$ measured at the two energies are compatible within uncertainties for $p_T > 2$ GeV/$c$. It should be noted that the similar $R_{AA}$ of D mesons with high momentum, $p_T > 5$ GeV/$c$, i.e. in the range where the nuclear modification factor is expected to be dominated by the effect of in-medium parton energy loss, does not necessarily imply a similar charm-quark energy loss at the two collision energies. Since the nuclear modification factor is also sensitive to the slope of the $p_T$ spectra in pp collisions, the combined effect of a denser medium and of the harder $p_T$ spectra at the LHC could result in similar values of $R_{AA}$ as at lower collision energies (see e.g. ref. [63]).
At low momentum ($1 < p_T < 2 \text{ GeV/c}$), the $R_{AA}$ measured by STAR shows a maximum. This effect can be described by models including parton energy loss, collective radial flow and the contribution of the recombination mechanism to charm-quark hadronisation [30]. The ALICE results at higher $\sqrt{s_{NN}}$ do not show a maximum. However, the large uncertainties and the coarser binning at low $p_T$ prevent a firm conclusion from being drawn. A different pattern could be explained by the different role of initial-state effects or of radial flow at the two collision energies. In the initial state, the modification of the parton distribution functions in a nuclear environment is predicted to lead to a stronger suppression of the heavy-quark production yields at low $p_T$ with increasing $\sqrt{s_{NN}}$ [64], because of the smaller values of Bjorken-$x$ probed. In addition, the momentum ($k_T$) broadening effect, which gives rise to an enhancement of the $R_{AA}$ at intermediate $p_T$ (Cronin peak), is known to be more pronounced at lower collision energies [65, 66]. In the final state, in addition to energy loss, the collective expansion of the medium is also predicted to affect the momentum distribution of charmed hadrons in heavy-ion collisions. Indeed, the interactions with the medium constituents are expected to transfer momentum to low-$p_T$ charm quarks, which could take part in the collective radial flow of the medium. This effect could be enhanced by hadronisation via recombination, which is predicted in some models to contribute significantly to hadron formation at low and intermediate $p_T$ [15]. The momentum distributions of identified light-flavour hadrons at
the LHC [67, 68] indicate that the radial flow of the medium at LHC energies is about 10% higher than at RHIC [69]. However, this stronger radial flow does not necessarily give rise to a more pronounced bump-like structure in the $R_{AA}$ at low $p_T$ with increasing collision energy, because its effect can be counterbalanced by the different shape of the momentum spectra in pp collisions at different $\sqrt{s}$ [70, 71].

5.3 Comparison with pion and charged-hadron $R_{AA}$

As described in section 1, the colour-charge and quark-mass dependence of the energy loss can be tested with the comparison of D-meson and pion nuclear modification factors.

In the left panel of figure 10, the D-meson $R_{AA}$ (average of $D^0$, $D^+$ and $D^{*+}$) measured for the 10% most central Pb-Pb collisions is compared with the pion $R_{AA}$ in the interval $1 < p_T < 20\text{ GeV/c}$ and with the $R_{AA}$ of charged particles in $16 < p_T < 40\text{ GeV/c}$. The charged-particle $R_{AA}$ is shown in order to extend the comparison up to the higher $p_T$ interval in which the D-meson yield was measured. The comparison of D mesons with charged hadrons at high-$p_T$ is relevant because the $R_{AA}$ of different light-flavour hadron species are consistent with one another for $p_T > 8\text{ GeV/c}$ [72]. Moreover the contribution of pions dominates the charged-hadron yields at $p_T$ of about $20\text{ GeV/c}$ with respect to other hadron species (about 65%) [74]. A similar comparison is performed in the right panel of figure 10 for the 30–50% centrality class.

The $R_{AA}$ of D mesons and light-flavour hadrons are consistent for $p_T > 6\text{ GeV/c}$ for both centrality classes. For $p_T < 6\text{ GeV/c}$, the $R_{AA}$ of D mesons tends to be slightly higher than that of pions. This can be also observed from the ratio of nuclear modification factors,
presented in figure 13. Considering that the systematic uncertainties of D-meson yields are mainly correlated with $p_T$, we observe $R_{AA}^D > R_{AA}^\pi$ at low $p_T$ with a significance of about 1 $\sigma$ in four $p_T$ intervals, in the most central events. In the 30–50% centrality class, the significance of the effect is smaller than in central collisions.

A direct interpretation of a possible difference between the D-meson and pion $R_{AA}$ at low $p_T$ is not straightforward. In the presence of a colour-charge and quark-mass dependent energy loss, the harder $p_T$ distribution and the harder fragmentation function of charm quarks compared to those of light quarks and gluons could lead to similar values of D-meson and pion $R_{AA}$, as discussed in ref. [13]. In addition, it should be considered that the pion yield could have a substantial contribution from soft production processes up to transverse momenta of about 2–3 GeV/c due to the strong radial flow at LHC energies. This soft contribution, which is not present in the D-meson yield, does not scale with the number of binary nucleon-nucleon collisions. Finally, the effects of radial flow and hadronisation via recombination, as well as initial-state effects, could affect D-meson and pion (light-flavour particle) yields differently at a given $p_T$, thus introducing an additional complication in interpreting the magnitude of the $R_{AA}$ in terms of different in-medium parton energy loss of charm quarks, light quarks and gluons.

5.4 Comparison with models

Figure 11 shows the comparison of the average D-meson $R_{AA}$ for the two centrality classes 0–10% (a and b) and 30–50% (c and d) with most of the available model calculations. The model calculations are described and compared in a recent review [15]. A concise summary is given in the following paragraphs.

The interaction of heavy quarks with the medium constituents is computed considering radiative and collisional processes in the calculations indicated as Djordjevic [75], WHDG [20–22], CUJET3.0 [76, 77], MC@shQ+EPOS [80], BAMPS [53–55], and Cao, Qin, Bass [79]. Only collisional interactions are considered in the model calculations POWLANG [81, 82], TAMU elastic [70] and PHSD [83]. In BAMPS, two different options are considered: including only collisional energy loss but introducing a scaling factor to match RHIC high-$p_T$ data (where radiative energy loss is expected to be dominant) or including both collisional and radiative energy loss. Also for the Vitev model [78] two different options are considered: including only radiative energy loss (Vitev rad) or also considering the in-medium dissociation of heavy-flavour hadrons (Vitev rad+dissoc).

The medium is described using an underlying hydrodynamical model in CUJET3.0, Cao, Qin, Bass, MC@shQ+EPOS, BAMPS, POWLANG, TAMU elastic and PHSD, while Djordjevic, WHDG and Vitev use a Glauber model nuclear overlap without radial expansion.

The initial heavy-quark $p_T$ distributions are based on next-to-leading order (NLO) or FONLL perturbative QCD calculations in all model calculations, except for Cao, Qin, Bass, which uses the PYTHIA event generator [49]. The EPS09 NLO parameterisation [64] of the nuclear parton distribution functions is included by POWLANG, MC@shQ+EPOS, TAMU elastic, PHSD and Cao, Qin, Bass.
Figure 11. Average of prompt $D^0$, $D^+$ and $D^{++} R_{AA}$ in the centrality classes 0–10% (a and b) and 30–50% (c and d) compared with model calculations: Djordjevic [75], CUJET3.0 [76, 77], WHDG [20–22], Vitev [78] (a and c), TAMU elastic [70], Cao, Qin and Bass [79], MC@sHQ+EPOS, Coll+Rad(LPM) [80], POWLANG [81, 82], BAMPS [53–55], PHSD [83] (b and d). Some of the model calculations are shown by two lines to represent their uncertainties.

All model calculations use in-vacuum fragmentation of heavy quarks for the high-momentum region. At low momentum this is supplemented by hadronisation via recombination in the MC@sHQ+EPOS, POWLANG, TAMU elastic and PHSD models. The two last models also include scattering of D mesons in the hadronic phase.

Note that recombination was not included in the version of the POWLANG model used for the comparison with the D-meson $v_2$ measurement in [35].
Figure 12. Average of prompt $D^0$, $D^+$ and $D^{*+}$ $R_{AA}$ in the centrality classes 0–10\% compared with TAMU elastic and MC@sHQ+EPOS models calculations with and without including EPS09 shadowing parameterisations [64].

of the medium. Also for the Cao, Qin, Bass model, the hadronic-rescattering effects have been studied in a recent publication [84] and no large differences in the $R_{AA}$ are observed, when these processes are considered.

Several model calculations provide a good description of the measured $R_{AA}$ for both centrality classes. The MC@sHQ+EPOS model has recently improved the description of the $R_{AA}$ in the $p_T$ interval 2–8 GeV/c including the EPS09 shadowing parameterisation in addition to in-medium energy loss, the TAMU elastic model overestimates the $R_{AA}$ in central collisions in the $p_T$ interval 6–30 GeV/c and the POWLANG model underestimates it in the interval 5–36 (8–16) GeV/c in the 0–10\% (30–50\%) centrality class. Interestingly, these model calculations provide a fair description of the $D$-meson $v_2$ measured at LHC [35] and of the D-meson $R_{AA}$ measured at RHIC [31]. On the other hand, the model calculations that do not include a hydrodynamical medium expansion and hadronisation via recombination, namely Djordjevic, Vitev, WHDG — and as a consequence do not describe the features observed for the $v_2$ at the LHC and the $R_{AA}$ at RHIC in the momentum region up to about 3–5 GeV/c — provide a good description of the $R_{AA}$ in the full “high $p_T$ interval”, above 5 GeV/c. The Vitev model shows a better agreement when including the D-meson in-medium dissociation mechanism. The BAMPS model with collisional energy loss describes the data better for the low-$p_T$ interval, as is the case for the D-meson $v_2$ [35]. The inclusion of radiative energy loss improves the agreement at high $p_T$. The Cao, Qin, Bass model describes the $R_{AA}$ in both centrality classes, but underestimates the D-meson $v_2$ [35]. The PHSD model describes the $R_{AA}$ in both centrality classes.

Figure 12 shows the TAMU elastic and MC@sHQ+EPOS calculations of the nuclear modification factor, for the 10\% most central events, with and without including the EPS09 shadowing parameterisation. For both models the inclusion of shadowing reduces the $R_{AA}$
Figure 13. Left: $R_{AA}$ of charged pions ($p_T < 16 \text{ GeV/c}$) \cite{72} and of charged particles ($p_T > 16 \text{ GeV/c}$) \cite{73} compared with model calculations that compute also the D-meson $R_{AA}$. Right: ratio of the $R_{AA}$ of prompt D mesons (average of $D^0$, $D^+$ and $D^{++}$ as shown in figure 11) and the $R_{AA}$ of charged pions (for $p_T < 20 \text{ GeV/c}$) or charged particles (for $p_T > 20 \text{ GeV/c}$), compared with the same model calculations shown in the left panel.

by up to about 30–40% in the interval $p_T < 5 \text{ GeV/c}$, resulting in a better description of the data.

Four of the model calculations also provide the nuclear modification factor of pions and charged particles (Djordjevic, CUJET3.0, WHDG and Vitev). All these calculations include radiative and collisional energy loss.\footnote{The in-medium formation and dissociation process, included by Vitev for D mesons, is not relevant for pions, which have a much larger formation time.} The left panel of figure 13 shows the comparison with the measured charged-pion $R_{AA}^\pi$ ($p_T < 16 \text{ GeV/c}$) \cite{72} and charged-particle $R_{AA}^{ch}$ ($p_T > 16 \text{ GeV/c}$) \cite{73}. The model calculations provide a reasonable description of the measurements, with WHDG generally showing smaller $R_{AA}$ values than seen in data, although consistent within experimental and theoretical uncertainties.

The right panel of figure 13 shows the $R_{AA}^D/R_{AA}^\pi$ ($p_T < 16 \text{ GeV/c}$) and $R_{AA}^{D_{ch}}/R_{AA}^{ch}$ ($p_T > 16 \text{ GeV/c}$) ratios for data and for these four model calculations. In the case of data, the uncertainties of D-meson and charged-pion (or charged-particle) measurements were propagated as uncorrelated uncertainties, except for the uncertainty on $\langle T_{AA} \rangle$, which cancels in the ratio.\footnote{The uncertainty on the normalisation (integrated luminosity) of the pp reference cross sections for D mesons and pions (charged particles) does not cancel in the ratio, because the two cross sections were measured in two data samples at different centre-of-mass energies.} In the case of model calculations, the theoretical uncertainty, when provided, was propagated assuming full correlation between D mesons and pions (charged particles), since it accounts for a variation of the medium density (or temperature). Only the Djordjevic and CUJET3.0 models, which use radiative and collisional energy loss, can describe the two $R_{AA}$ results and their ratio over the full $p_T$ interval in which they provide...
the calculations \((p_T > 5 \text{ and } 8 \text{ GeV}/c, \text{ respectively})\). The Vitev model can describe the data at the lowest \(p_T\) (2–6 GeV/c) only if the dissociation mechanism is included, suggesting that the effect is relevant in this model. However, the model overestimates the data in the interval 6–12 GeV/c.

6 Conclusions

We have presented the measurements of the production of prompt D\(^0\), D\(^+\) and D\(^{*-}\) mesons at central rapidity in Pb-Pb collisions at a centre-of-mass energy per nucleon pair \(\sqrt{s_{NN}} = 2.76\text{ TeV}\), as well as their nuclear modification factor \(R_{AA}\). The measurements cover the interval \(1 < p_T < 36 \text{ GeV}/c\) for the 0–10% centrality class and \(1 < p_T < 16 \text{ GeV}/c\) for the 30–50% centrality class.

The nuclear modification factor shows a maximum reduction of the yields with respect to binary scaling by a factor 5–6, for transverse momenta of about 10 GeV/c for the 10% most central Pb-Pb collisions. A suppression of a factor about 2–3 persists in the highest \(p_T\) interval covered by the measurements (24–36 GeV/c). At low \(p_T\) (1–3 GeV/c), the \(R_{AA}\) has large uncertainties, that span the range from 0.35 (factor of three suppression) to 1 (no suppression). In all \(p_T\) intervals above 5 GeV/c, the \(R_{AA}\) for the 30–50% centrality class is about twice that for the 0–10% centrality class. The suppression observed for \(p_T > 3 \text{ GeV}/c\) is interpreted to be due to interactions of the charm quarks within the high-energy density medium formed in the final-state of Pb-Pb collisions. This is demonstrated by the nuclear modification factor measurements in p-Pb collisions at \(\sqrt{s_{NN}} = 5.02\text{ TeV}\), which indicate that D-meson production is consistent with binary collision scaling \([33]\).

The D-meson \(R_{AA}\) was compared with that of charged pions in the interval \(1 < p_T < 16 \text{ GeV}/c\), also in terms of the ratio \(R^{D}_{AA}/R^{\pi}_{AA}\), and with that of charged particles up to \(p_T = 36 \text{ GeV}/c\) \((R^{D}_{AA}/R^{\pi}_{AA})\). In the interval \(1 < p_T < 6 \text{ GeV}/c\), the \(R_{AA}\) values of D mesons are higher than those of pions, although consistent within uncertainties. For the 10% most central collisions, the ratio \(R^{D}_{AA}/R^{\pi, ch}_{AA}\) is larger than unity by about 1\(\sigma\) of the total uncertainties, which are to some extent correlated among \(p_T\) intervals. For \(p_T > 8 \text{ GeV}/c\), the \(R_{AA}\) values are compatible with those of pions and charged particles up to \(p_T = 36 \text{ GeV}/c\).

Several models provide a good description of the \(R_{AA}\) for both centrality classes. Interestingly, the models that show larger deviation from the data, especially in the high-\(p_T\) region, are among those that provide a good description of the D-meson \(v_2\) measured at the LHC and of the D-meson \(v_2\) measured at RHIC, in the low-\(p_T\) region. On the other hand, the models that do not include a hydrodynamical medium expansion and recombination, and as a consequence do not describe \(v_2\) in the momentum region up to about 3–5 GeV/c, provide a good description of the \(R_{AA}\) at the LHC in the full high-\(p_T\) interval, above 5 GeV/c.

Only two out of the four models that compute \(R^{D}_{AA}/R^{\pi, ch}_{AA}\) can describe this measurement over the full \(p_T\) interval for which they provide the calculations. In these models, the nuclear modification factors of D mesons and pions turn out to be very similar as a consequence of a compensation among the larger energy loss of gluons with respect to that.
of charm quarks (mainly due to the larger colour coupling factor), the different amount of gluon and light quark yields on the pion $R_{AA}$ and the harder $p_T$ distribution and fragmentation of charm quarks with respect to those of gluons and of light quarks.
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