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CHAPTER 1

GENERAL INTRODUCTION

Humans are rapidly altering the land and seascape through fishing, cultivation, and ranching, and urbanization. Anthropogenic alterations simultaneously reduce natural food availability and create novel resources in the form of crops, domesticated livestock, garbage cans, and fishing lines: forcing wildlife to rapidly adapt. Human-wildlife conflict arises when specific behaviors enhance exploitation of human resources. Crop raiding, depredation and other forms of human-wildlife conflict refers to the stealing of domesticated animals, garbage cans, or crops by wildlife and are an emerging problem for scientists, policy makers, and the local peoples whose livelihoods are affected by these behaviors. Conflict may ultimately threaten human safety and economic livelihood. There is growing awareness of wildlife managers to the advantages of using existing knowledge of animal behavior and physiology to improve conservation efforts. It is remarkable that while we have known about the mechanistic processes of learning for over a century, there are relatively few concrete examples of managers effectively applying such theory to address wildlife management problems. This dissertation bridges the gap from theory to application by explicitly testing mechanistic insights from animal learning to solve conservation problems.

Learning is an example of reversible plasticity (for review see Dukas and Ratcliff 2009). Learning typically remains open to change throughout life, old associations can be replaced, relearned, and reinstated facilitating behavioral modifications across an individual’s lifetime. Knowledge of learning mechanisms is of use to managers who wish to modify animal behavior. Chapter 2 introduces the fundamentals of learning theory and reviews how learning can be applied to solve conservation problems. Training animals with basic learning mechanisms may
help repel animals from human resources, attract them to particular habitats/regions, or generate basic survival skills to enhance survival during translocations/reintroductions. Much of my focus in Chapter 2 is on the role of learning in behavior-based management of human wildlife conflicts.

Since anthropogenic resources, like fishing lines or crops, can reduce the costs compared to natural foraging, there is strong motivation for wildlife to rapidly form the association between humans and food reward. Chapter 2 highlights two unanswered questions within the field of human wildlife conflicts. First, how can learning enhance mitigation techniques (i.e., deterrents) designed to reduce the incidence the behavior? Second, what are the consequences of social learning of undesirable wildlife behaviors?

ANIMAL LEARNING THEORY CAN ENHANCE DETERRENT TECHNIQUES

Understanding how animals learn to exploit human resources, and how they respond to and learn from painful stimuli may enhance conservation efforts aimed at reducing human wildlife conflicts. Deterrents and repellents produce noxious, aversive or painful stimuli to prevent animals from interacting with human habitat or resources (Ramp et al. 2011). Once wildlife associate humans with food resources, management efforts rely on raising the cost to the individual depredator. Because the association is difficult to extinguish, management efforts must rely on forming new negative associations. Chapter three unpacks the behavioral mechanisms involved in non-lethal deterrents and reviews their application for depredating marine mammals. I discuss the underlying behavioral basis of how deterrents generate avoidance. Deterrents capitalize on behavioral mechanisms such as threat detection, assessment and learning. Theoretically, effective deterrence relies on altering the relative costs and benefits to the individual depredator by creating a perceived risk associated with human resources.
During painful encounters, animals rapidly learn to identify the cues, context, or local conditions that are associated with that danger. This learning mechanism enables animals to learn from, respond, and detect danger. Thus, animals naturally fear condition themselves to avoid predators, threatening environments or dangerous stimuli. Repellents, therefore, should capitalize on insights from the fear conditioning literature to generate avoidance. Pavlovian fear conditioning is an associative form of learning in which individuals exposed to an aversive stimulus (the unconditioned stimulus) is paired to an innocuous stimulus (the conditioned stimulus, e.g., a neutral tone) (Grillon 2002; Fanselow and Ponnusamy 2008). Once conditioning has occurred, exposure to the unconditioned stimulus generates fear reactions to the conditioned stimulus. Training animals with basic associative learning mechanisms may produce long term-learned avoidance. By reviewing deterrents applied to mitigate conflict, I suggest in Chapter 3 that fear conditioning could be useful in this context. A deterrent that capitalizes on individual-specific learning mechanisms, like fear conditioning, may enhance success while simultaneously balancing welfare concerns and reduce noise pollution. I make the argument that Pavlovian fear conditioning should enhance the success of reducing human wildlife conflict and also reduce management concerns over harm to non-target animals.

SOCIAL LEARNING HAS CONSEQUENCES FOR MANAGING THE SPREAD OF BEHAVIORS THROUGH POPULATIONS.

When innovators initially learn to depredate or crop raid, social learning can have a multiplier effect by spreading behaviors through populations quickly (Lefevbre 1995). The creation of novel concentrations of resources such as garage cans, crops, or domesticated wildlife provide motivation for marine mammals to learn to exploit those resources. Wildlife learning to
associate humans with food resources is expected to occur quickly (Schakner and Blumstein 2016). In elephants (*Loxodonta africana*) for example, network analysis of crop raiders has demonstrated that the behavior appears to be socially learned through social networks (Chiyo et al. 2011). Correspondingly, social learning is believed to underlie the diffusion of depredation in sperm, killer whales, and pilfering black bears (Whitehead 2004; Mazur et al. 2008, Schakner et al. 2014). In these cases, it is important to know both the identity of innovators (age/sex) and the pattern of diffusion. This knowledge is useful to stop the spread and for targeted repellents or removals of individuals.

Understanding the transmission dynamics that underlies the spread of an undesirable behavior is essential toward controlling it with interventions. Socially transmitted behaviors, ideas, or information can be contagious, spreading through populations like an infectious disease. Interactions between individuals underlie transmission of both behaviors and diseases, creating similar patterns of spread across contact networks. Given the parallels between transmission of behavior and disease, wildlife managers may benefit from principles of infectious disease control. In the disease literature, cases of super spreaders, or a minority of individuals that infect a disproportionately more than other individuals (Lloyd-Smith et al. 2005; Stein 2011) requires targeted interventions like vaccines or removal. In animal societies, certain group members (e.g., older males) exhibit increased probability of behavioral transmission, suggesting target removal application of deterrents could prevent transmission. Predicting and identifying heterogeneities in behavioral transmission requires knowledge of the underlying social networks and association patterns.

The need for timely interventions is a well-known principle in infectious disease control (Cooper et al. 2006; Buhnerkempe et al. 2014). Similarly, there are consequences for delayed
action for social transmission of undesirable wildlife behaviors. Delayed action may make interventions like non-lethal deterrents or culling ineffective, because the behavior is too prevalent in the population. This also raises ethical questions (e.g., is it ethical to continue to culling when more and more individuals learn the behavior?). Social transmission functions as a multiplier, rapidly spreading behaviors through populations like an infectious disease. And, like an infectious disease, socially transmitted behaviors require early action to reduce their spread.

With the underlying theory of animal learning and how it can be applied to human wildlife conflicts reviewed in Chapter 2 and 3, I use my final two chapters to empirically test these ideas with issues arising with California sea lions.

CALIFORNIA SEA LION AND FISHERY CONFLICT

The Marine Mammal Protection Act of 1972 (MMPA) offered sweeping protections for 125 species of marine mammals in US waters. Hailed as a conservation success story, the law has brought species from the brink of extinction and fully recovered many populations in the 40 years since it was enacted. In particular, California sea lion populations have grown considerably (Read and Wade 2000, Lowry and Maravilla-Chavez 2005, Carretta et al. 2011). An unintended consequence of the MMPA is increasing competitive interactions between sea lions and humans. Along the West Coast of the United States expanding California sea lion populations create conflicts from consumption of endangered salmonid species, interactions with fisheries, and damage to docks/personal vessels (Fletcher 2010; Scordino 2010). Conflicts with California sea lions can benefit from mechanistic insights into how individuals respond to stimuli and learn about biologically important events.
FEAR CONDITIONING CALIFORNIA SEA LIONS WITH AN ACOUSTIC DETERRENT

In Southern California sea lion depredation, or the removal of fish from lines or nets, creates scientific, management, and conservation concerns that include socio-economic losses upon fisheries (Fletcher et al. 2010), increased entanglements, and potential (and realized) retaliatory actions by fisherman (Powell and Wells 2011; Read, 2008). As a consequence of these conflicts, there is increasing demand for effective non-lethal mitigation techniques, such as the development and application of effective deterrents to reduce conflicts (Gordon and Northridge 2002; Götz and Janik 2013). A range of different presumably aversive stimuli, such as intense acoustic signals, are used to elicit avoidance in marine mammals (Brandt et al. 2013). However, the use of such intense acoustic signals in marine environments to prevent depredation is controversial. There are concerns about their overall efficacy, ethical and conservation concerns over potential hearing damage, and ecological impacts on non-target wildlife (Gordon and Northridge 2002; Götz and Janik 2013). Focusing deterrents on species-specific sensory capabilities and individual learning mechanisms can potentially limit the effects on non-target species, as well as reduce an individual’s exposure to painful stimuli (Götz and Janik 2013).

Chapter 3 is a field experiment on Pavlovian fear conditioning in wild California sea lions. I tested the efficacy of fear conditioning using aversive acoustic stimuli for reducing California sea lion interactions from two commercial fishing contexts in Southern California, USA; bait receivers and fishing vessels. The acoustic deterrent caused animals to increase distance and spend more time away from the bait barge but conditioned individuals showed less strong avoidance responses compared to control individuals. During playback from sport fishing vessels, both conditioned and unconditioned stimuli caused individuals to surface at a greater distance from the vessel during playback than on non-playback, but playback did not eliminate
interactions with the boat. Our observations suggest that the conditioned response to acoustic stimuli failed to create the desired management goal (avoidance) in this particular fishery, however, the unconditioned response holds some potential. There may be other fishery applications where increased surface activity effectively prevents foraging behavior, such as bottom net fishing where individuals have to forage at depth.

SEA LION PREDATION OF SALMONIDS AT BONNEVILLE DAM

California sea lions have expanded their range into upriver dams and locks, creating invasive impacts on Pacific salmonids (Carey et al. 2012). California sea lions have discovered concentrated salmon at the fish ladders below the Bonneville Dam, and knowledge of this food source has diffused through a local California sea lion population. Increasing predation pressure impedes endangered salmonid recovery and has resulted in a controversial lethal removal of individual sea lions at the dam. The tailrace of the dam appears to offer heightened benefits compared to natural foraging because fish congregate below the dam before swimming up the fish ladders. But, not all sea lions in the Columbia River estuary visit the dam (Wright et al. 2010). My fifth chapter uses social network based diffusion analysis to show that social transmission is driving foraging of endangered salmonids by California sea lions. Social transmission has implications for management measures, and we used an epidemiological model of behavioral transmission to assess current and potential lethal removal strategies. We show that current levels of lethal control have substantially reduced the rate of social transmission, but failed to effectively reduce overall sea lion recruitment. We show that the implementation of culling efforts earlier could have substantially reduced the extent of behavioral transmission and, ultimately, resulted in fewer animals being culled.
GENERAL CONCLUSIONS AND FUTURE DIRECTIONS

The fundamental mechanisms involved in animal learning are of practical importance to conservation/management practitioners and central to integrating behavioral ecology with conservation and wildlife management. My goal for this dissertation was to demonstrate that basic learning mechanisms offer promise as tools to inform management policy for controlling human-wildlife conflicts. My field studies of fear conditioning in sea lions interacting with fishing boats showed that fear conditioning is possible in the wild. These experiments were modeled after the extensive fear conditioning literature on laboratory rats, where conditioning elicits avoidance of foraging contexts (Blanchard et al. 2011; Fanselow and Ponnusamy 2008). We found that the conditioned response to acoustic stimuli was surfacing/changing orientation, which is not a target response that effectively deters sea lions from fishing boats. Thus, while we were able to induce mild fear conditioning in individual Californian sea lions interacting with commercial fishing activities, we were unable to create the avoidance necessary to prevent the predation problem. However, it should be noted that increased surface swimming (even at close distances) is a useful conditioned response in other commercial fisheries (e.g., bottom set gillnets) or on fish farms where predators need to spend a significant amount of time underwater in order to obtain prey (e.g., by manipulating nets). In order for fear conditioning to reduce interactions, careful consideration has to be given to the behavior of individuals, the unconditioned/conditioned responses, and the overall management goal when designing deterrents.

Sea lions predating threatened and endangered salmon in the Columbia River garners national and international attention. In Chapter 5, our results suggest that epidemiological
analyses offer promise in understanding and controlling socially transmissible behaviors such as salmonid foraging. Managers can use the results of epidemiological models to reduce the spread of unwanted behaviors in wildlife because they can help predict the risk factors for potential outbreaks, estimate the future prevalence of infection/behavior in the population, and test the efficacy of interventions such as culling (i.e., lethal removal of specific individuals). We believe these results will shape both policy as well as public perceptions. Our analysis challenges the current lethal removal law because delayed action necessitates more culling in the long term with little effectiveness. An amendment to the current law, proposed independent of our analysis, calls for a temporary expedited procedure for culling of pinnipeds in the Columbia River. Chapter 5 suggests this new policy will be more effective and ultimately reduce the overall number of sea lions lethally removed.

Facilitating human-wildlife coexistence is an emerging challenge in a world where wildlife and human interactions are increasing. Reducing conflicts requires managers to alter wildlife behaviors by exposing individuals to aversive deterrents or by lethally removing nuisance animals. Conflicts with California sea lions highlight the challenges of managing charismatic predator species versus economically, culturally, and ecologically important fisheries resources. There is a demand for new tools to both understand and modify wildlife behavior so that both can coexist while simultaneously balancing ethical concerns associated with removing natural predators. I believe a cognition-based approach to managing wildlife may be both effective and ethical. Incorporating fear conditioning for non-lethal deterrents is individual specific, thereby limiting the amount of overall aversive stimuli and potential for non-target impacts to the ecosystem. Even in cases where lethal removal is required, targeted removal of
super spreaders or initiating culling before the behavior can spread is not only more effective, but more ethical in the long term because it results less culling overall.
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CHAPTER 2
Learning and conservation behavior: An introduction and overview

A. Conceptual Background

Learning is a key aspect of behavior that may greatly enhance the survival and fecundity of animals, especially in a changing environment. Wildlife conservation problems often involve increasing the population of threatened or endangered species, decreasing the population of species deemed over-abundant, or encouraging animals to move to or from certain areas.

Learning is an example of reversible plasticity (for review see Dukas 2009), which typically remains open to change throughout life. Old associations can be replaced, relearned and reinstated, facilitating behavioral modifications across an individual’s lifetime. Because learning is potentially demographically important, and because it can be used to modify individual’s behavior, it may therefore be an important tool for conservation behaviorists (Blumstein & Fernández-Juricic 2010). Our aim in this chapter is to introduce the fundamentals of learning that will later be developed and applied in subsequent chapters.

Animal learning theory defines learning as experience that elicits a change in behavior (Rescorla 1988, Heyes 1994). There are three basic mechanisms, or types of experiences, that underlie animal learning. The simplest learning process is non-associative because it involves an individual’s experience with a single stimulus. During this process, exposure to the single stimulus results in a change in the magnitude of response upon subsequent exposure to that stimulus. If the response increases, the process is called sensitization; if the response decreases, the process is called habituation. More complex associative learning mechanisms involve a change in behavior as a result of experience with two stimuli through Pavlovian conditioning.
(also referred to as *classical conditioning*), or the relationship between a subject’s own behavior in response to a stimulus, which is called *instrumental conditioning*. Finally, learning can also occur as a result of interactions or observations with other individuals through *social learning*, but it is currently unclear whether social learning actually represents separate learning mechanisms than individual learning (Heyes 1994). Below we will describe these in more detail and outline the conditions that influence them. Later we will explain how knowledge of mechanisms of learning can be applied to wildlife management and conservation.

**Non-associative learning: Habituation and Sensitization**

*What is it?*

Single stimulus learning is the simplest learning process and involves a change in the frequency or intensity of response to a stimulus. Non-associative, single stimulus learning involving a reduction of a behavioral response to repeated exposure to stimuli that is not due to sensory fatigue is called habituation (Groves & Thompson 1970). Unlike generalized sensory adaptation or motor fatigue (which would exhibit generalized responses within a modality to stimuli), habituation is characterized by stimulus specificity, which can be tested by showing responsiveness to novel stimuli (Rankin et al. 2009). This specificity suggests the function of habituation is to filter harmless stimuli from novel stimuli (Rankin et al. 2009). In contrast to habituation, heightened responsiveness after repeated exposure is termed sensitization. According to the *dual process theory of habituation*, an observed behavior after repeated exposure to a stimulus represents the sum of the two underlying learning processes of habituation and sensitization (Groves & Thompson 1970).
**Conditions influencing habituation**

Generally, simple parameters such as intensity, modality, and frequency influence single-stimulus learning in animals. More frequent exposure typically results in quicker or more pronounced habituation (Groves & Thompson 1970, Rankin et al. 2009). Correspondingly, repeated exposure to less intense stimuli results in a response decrement whereas repeated exposure to higher intensity stimuli may either elicit no habituation or may result in sensitization (Groves & Thompson 1970, Rankin et al. 2009). After becoming habituated, withholding the stimulus results in a partial recovery in responsiveness, a process termed *stimulus recovery*. Response decrement exhibits specificity within a modality, which can be demonstrated by restored responsiveness to novel stimuli. During the course of habituation, the presentation of another, strong stimulus results in *dishabituation*, or restored responsiveness to a previously habituated stimulus. These behavioral characteristics of habituation have been clearly described in Groves & Thompson (1970), and since refined in Rankin et al. (2009).

**Pavlovian conditioning**

What is it?

Pavlovian learning is seen when individuals learn the relationship between two stimuli; it is also called classical conditioning and, broadly, is one type of associative learning (Mackintosh 1974, Dickinson 1980, Rescorla 1988). In this type of learning, a biologically relevant stimulus, called the *Unconditioned Stimulus* (abbreviated US) is preceded by another stimulus, the *Conditioned Stimulus* (abbreviated CS). According to contemporary animal learning theory successful classical conditioning depends upon the contingency between the CS and US. This contingency
can be positive, meaning that the US reliably follows the CS, or negative, meaning the CS reliably signals the absence of US. As a result of this pairing, animals are able to learn the relations between the two stimuli and generate an adaptive response (Dickinson 1980, Shettleworth 2010).

The capacity to learn about the relationship between two stimuli, such as sounds preceding the presence of a predator, or taste cues associated with edible food, is functional because it guides how an animal can adaptively respond to exogenous stimuli as well as anticipate future events (Domjan 2005, Shettleworth 2010). Pavlovian fear conditioning is an associative form of learning in which individuals are exposed to an aversive stimulus (US) paired with an innocuous stimulus (CS) (Fanselow 1984, Grillon 2002, Fanselow & Ponnusamy 2008). Once conditioning has occurred, exposure to the unconditioned stimulus generates fear reactions to the conditioned stimulus. For example, by learning the cues that predict a predator attack, prey are able to modify their behavior and reduce the probability of death (Domjan 2005). From this functional learning perspective, learning about the relationship between two stimuli influences the adaptive decision making process and can modify an individual’s behavioral response (Hollis 1982).

### Conditions influencing Pavlovian Conditioning

Functionally, there are particular conditions in which animals are able to learn patterns or relationships between stimuli in the natural world. The temporal relationship between two stimuli influences the conditioning process. Generally, a CS that precedes a US in time leads to more robust conditioning (Domjan & Burkhard 1986, Rescorla 1988). This is intuitive because in nature it is adaptive to learn the cues that precede consequences (i.e. certain tastes may
precede sickness, or alarm calls are likely to precede predator presence).

The Rescorla-Wagner model (RW) is a generally accepted model for predicting the behavioral consequences and conditions driving associative learning between a CS and a US (Rescorla & Wagner 1972). According to the model, learning occurs as a result of the difference between what an animal expects to happen versus what happens. The RW-model suggests that all learning curves are similar and asymptotic (Fig. 3.1). For example, the first pairing of a CS (e.g. a neutral tone) followed by a US (e.g. a shock) is surprising, and results in a significant amount of learning (Fig. 3.1). After subsequent pairings, the amount that is learned decreases because the US is less surprising when it follows the CS, resulting in a negatively accelerating curve. At the asymptote, the past experience with the CS/US pairing means that the CS accurately predicts the US, and thus little more is learned. According to the model, learning curves may differ in their slope, which is determined by the values of the rate parameters (i.e. magnitude of US or CS and US salience. In other words, some relationships can be learned more quickly than others (e.g., taste aversion or fear conditioning). The model can be used to help understand differences between species (Trimmer et al. 2012) and help explain differences in the speed of learning. For instance, the value of alpha (the CS learning rate) for auditory cues may be higher in one species than another, which will then lead to the former learning more quickly than the latter when an auditory cue signals something like the imminent delivery of food. The RW model produces idealized learning curves during controlled conditions. In the wild, differences in parameter values across species may explain observed patterns of learning in different situations, although this requires further study.

Conditioning also depends on the nature and relationship of the stimuli being paired. Conditioning experiments confirm that learning particular combinations of stimuli can be
especially effective. For example, pigeons form effective associations when auditory cues are the CS preceding a shock and visual cues precede food (Shapiro et al. 1980). Taste aversion learning is a well-known example of selective associations. In Garcia & Koelling’s (1966) experiment, rats with two cues, taste CS and audiovisual CS, were then exposed to a nausea inducing US or shock US. Shocked individuals associated the shock with the audiovisual cue and poisoned individuals associated the sickness with the taste cue (Garcia & Koelling 1966). There also is evidence of preparedness (Öhman & Mineka 2002), or evolved predispositions to associate particular stimuli (Griffin & Evans 2003). Animals form rapid associations between ecologically relevant CSs and certain aversive USs compared to fear irrelevant CSs (Mineka & Öhman 2002). Examples include fearful responses to foxes (*Vulpes vulpes*), but not goats (*Capra hircus*), by tammar wallabies (*Macropus eugenii*) (Griffin et al. 2001), or fear responses to snakes but not flowers by primates (including humans) (Öhman & Mineka 2002). These, and many other examples (Domjan 2005) have suggested animals are predisposed to learn the relationships between evolutionarily relevant stimuli; findings which help develop an ecologically relevant perspective on general learning theory.

**Instrumental conditioning**

*What is it?*

In instrumental conditioning, the animal learns a relationship between an operant behavior and the consequence of that behavior, and behavioral frequencies are adjusted accordingly (Thorndike & Bruce 1911, Domjan & Burkhard 1986). This is a second type of associative learning. During conditioning, a stimulus, typically termed a *reinforcer* influences the likelihood...
of a response. Thus, behaviors followed by positive consequences will increase in occurrence, whereas behaviors followed by negative consequences will decrease. Functionally, instrumental conditioning is a mechanism that enables individuals to modify, shape or create complex patterns of behavior.

Conditions influencing instrumental conditioning

The rate of instrumental conditioning is influenced by the reinforcer type, the reinforcement schedule, and the nature of the response (Domjan & Burkhard 1986). Generally, positive reinforcers, such as food or water, increase the frequency of a behavioral response, whereas negative reinforcers, such as shock or other pain inducing events, decreases the frequency of a behavioral response. Similar to Pavlovian conditioning, instrumental conditioning depends on the temporal association between the reinforcer and response as well as on the contingency between the response and occurrence of the reinforcer. Finally, instrumental conditioning is limited by the degree that reinforced behaviors fit into an animal’s natural behavior patterns, as well as the belongingness (the fit between the animal’s behavior and stimuli used to reinforce them—e.g. Shettleworth 1975).

Social learning

What is it?

We use Hoppitt & Laland’s (2008) definition of social learning as “the process through which one individual influences the behavior of another individual in a manner that increases the probability that the observer learns” (further reviewed in Heyes 1994, Galef & Laland 2005).
Research has emphasized the adaptive value of social learning (Laland 2004, Rendell et al. 2010, Heyes 2012). Social learning can function as a multiplier, since new traits can spread more quickly socially than by individual learning alone. There is evidence that asocial and social learning rely on the same underlying associative and non-associative mechanisms (Heyes 1994, 2012).

For instance, stimulus enhancement has been proposed as a form of single stimulus social learning. It occurs when a demonstrator’s presence exposes an observer to a stimulus, resulting in an increase or decrease in responsiveness in the observer’s interaction with that stimulus (Heyes 1994). From this perspective, stimulus enhancement may sensitize or habituate a response to a stimulus following an observer’s interaction with a stimulus. For example, Heyes et al. (2000) found that rats observing conspecifics pressing a lever increased the probability of the observer interacting with that lever. It should be noted, however, that it is difficult to rule out associative learning in many cases of stimulus enhancement, because individuals may be learning to associate a location or stimulus with a reward (Hoppit & Laland 2008).

Observational conditioning is another form of social learning that, in this case, involves associative learning. Learning occurs when an observer’s exposure to a demonstrator enables it to learn the relationship between two stimuli. For example, classic work by Mineka & Cook (1984) on rhesus monkeys (Macaca mulata) showed that naïve monkeys, when exposed to videos of wild monkeys responding fearfully to snakes, quickly learned the relationship between the fear response and the snake stimulus. In this experiment, the demonstrator monkeys’ fear response is believed to be an US and associative learning occurs when paired with the snake, a CS.
Finally, observational learning occurs when an observer’s experience with a demonstrator facilitates the observer’s learning of a stimulus and response. For example, Akins & Zentall’s (1996, 1998) work on Japanese quail (*Coturnix japonica*) used a two-action test to show observer quail learn to peck or step on a treadle based upon the demonstrator’s action and the observed reward for that specific action.

*Conditions influencing social learning*

If we assume that asocial and social learning are governed by the same underlying fundamental learning mechanisms (Heyes 1994), then the conditions for both will be similar but with an added condition for social learning: the presence of conspecific or traces of conspecific stimuli. The components of an individual’s social milieu provide opportunities for individuals to interact with and learn from conspecifics or traces of conspecifics (Coussi-Korbel & Fragaszy 1995). Variables such as rank, age, familiarity, and social group size, can influence how and from whom individuals learn, which is termed directed social learning (Coussi-Korbel & Fragaszy 1995, Swaney *et al.* 2001, Nunn *et al.* 2009).

A given individual is not equally exposed to all animals in space and time (Cousssi-Korbel & Fragaszy 1995), so there is some uncertainty as to who can and should learn socially. Network based diffusion analysis (NBDA) use formal network statistics to test for social learning in social groups. NBDA tracks the passage of information along established social networks in animal groups (Franz & Nunn 2009) because behaviors are expected to be transmitted across existing social connections.

While social learning may be potentially adaptive, like many traits, whether or not animals that learn specific things enhance their fitness may depend on the specific situation. For
instance, social learning may lead to animals acting upon outdated information because they copied demonstrators who had learned something that is no longer valuable, and making the outdated behavioral response last longer within the population despite being less valuable (for review, see Laland 2004, Rendell et al. 2010).

B. Learning and conservation: How knowledge of learning mechanisms may help solve conservation problems

With this fundamental review of learning behind us, we shall now go on to highlight some important conservation questions that will be enhanced by the study of learning. Numerous conservation and management problems can apply mechanistic insights into how animals learn about biologically relevant events. We organize this section according to the three conservation behavior themes (Berger-Tal et al. 2011, Chapter 1).

Theme 1. Anthropogenic impacts on behavior

1a. What constrains animal learning in response to anthropogenic change?

Anthropogenic change may increase environmental variation and may create novel environments that animals may have not experienced before (Sih et al. 2011). When faced with variable environments, learning is an adaptive mechanism that permits individuals to acquire predictive information from local conditions to generate adaptive behavioral responses (Shettleworth 2010). But, there are constraints on learning, and there is variation in how species respond to environmental change (Sol et al. 2002). We divide constraints to learning as internal and external.
Internal constraints are largely cognitive, while external constraints include the rapidity of the stimulus exposure, the magnitude of the consequence and its consistency over time.

**Internal constraints**

Differences in underlying input mechanisms, such as a species’ perceptual abilities, the attention an individual can allocate to a task, or an individual’s motivation (Macphail & Barlow 1985, Shettleworth 2010, Heyes 2012) are likely to influence learning capacities.

Non-detectable stimuli can’t be learned. Some anthropogenic stimuli may simply not be detected, such as glass windows by birds. An animal that relies on vision might not learn to avoid a highway, compared to an animal with acute hearing that is disturbed by distant sounds. Sensory disturbances vary (Lowry et al. 2011) and so does the combination of sensory modalities during association formation (taste precedes sickness, sound precedes pain, etc.).

The Rescorla-Wagner model predicts that novel or surprising unconditioned stimuli will be more effective at strengthening CS-US associations than those that whose occurrence is not surprising. But this may be a double-edged sword to managers. Novel foraging resources, such as crops or fishing lines, can be attractive, highly rewarding and lead to accelerated learning of nuisance behaviors. By contrast, other novel anthropogenic disturbance stimuli are perceived as threatening, resulting in accelerated avoidance (Frid & Dill 2002). Thinking about stimuli with respect to their potential RW learning rate parameter values (such as salience, suprisingness, belongingness) may be a fruitful way to categorize anthropogenic stimuli particularly if the goal is to train animals to selectively make associations or to train animals to selectively avoid resources.
Motivational mechanisms mediate an individual’s tolerance for conspecifics, heterospecifics (including humans), or other potentially novel stimuli. Ultimately, motivational mechanisms will influence the stimuli an animal encounters, and how effectively they are conditioned. Neophobia is defined as a propensity to avoid novel stimuli (Greenberg 2003). Differences in neophobia may underlie the propensity to learn (Sol 2013). For example, there is evidence that less neophobic urban zenaida doves (Zenaida aurita) that experience a highly dynamic environment, become less neophobic, learn faster and are more inclined to learn from conspecific demonstrators than less urbanized doves (Carlier & Lefebvre 1997, Seferta et al. 2001). Motivational mechanisms can also vary intraspecifically due to personality differences in boldness/shyness (Shettleworth 2010, Sih & Giudice 2012). In numerous species, such as guppies (Poecilia reticulata), trout, (Oncorhynchus mykiss), and black-capped chickadees (Poecile atricapillus), bolder or more exploratory individuals learn quicker (Dugatkin & Alfieri 2003, Sneddon 2003, Guillette et al. 2009).

Comparative studies in birds and mammals suggest that the correlations between brain size, learning and overall behavioral flexibility enable species to respond to novel ecological challenges (Sol et al. 2002, 2008). Generating behavioral flexibility through learning may enable individuals to modify, copy, or create novel antipredator responses (Berger et al. 2001), prey choice (Estes et al. 1998), or habitat selection (Doligez et al. 2002). Comparative approaches suggest that species with larger brains (relative to body size) have enhanced survival in novel, disturbed, or dynamic environments (Sol et al. 2005, 2007, 2008; Amiel et al. 2011). Thus, while behavioral plasticity, generated by learning, is widespread in nature, there is variation in the degree to which animals can learn to respond to the new situations that are generated by anthropogenic change and relative brain size is a rough index of this flexibility. Managers should
be sensitive to this variation and future research should identify other correlates of flexibility. It is important to note, however, that the effect of brain size on behavioral complexity remains highly debatable (Healy & Rowe 2007), and no study that we know of has looked at the influence of brain size on the effectiveness of different learning mechanisms.

In some species, there may be a sensitive time period during which most learning about a particular biologically important process occurs (Hogan & Bolhuis 2005). The classic example is filial imprinting in precocial birds (Lorenz 1970). However, there is also strong evidence of sensitive periods for habitat (Davis & Stamps 2004) and sexual preferences (Bateson 1978). More generally, however, individuals at different life stages may be more or less likely to learn (Dukas 2008). Hawkins et al. (2008) demonstrated age dependent learning of predator cues in hatchery-reared salmon. Their results suggest heightened receptivity to learning predator cues during the life history stage at which juveniles would be undergoing a habitat shift and thus are particularly sensitive toward predation. Such variation in the ability to learn may allow young, but not older, animals to learn appropriate responses in an anthropogenically disturbed environment.

Learning during sensitive periods can be via individual associative learning mechanisms or via social learning from parents. These so called parental effects may be obligatory for survival in some species. However, parental effects can also act as multipliers, spreading maladaptive behaviors through populations. For instance, wild black bear (Ursus americanus) cubs raised by garbage pilfering sows were significantly more likely to rely on human resources (Mazur & Seher 2008)

Finally, managers should be mindful of sensitive periods to optimize reintroductions/translocations. For instance, if animals are to be moved to a new environment,
pre-exposure to that environment (or certain characteristics of that environment, such as food sources) during a sensitive period may be essential for successful establishment. Much work remains to be done to provide concrete examples that can help inform management.

External constraints

Learning is adaptive because it enables individuals to track environmental variation. We know that the type of reinforcer, the temporal relationship between the reinforcer and the consequence, and the magnitude of the consequence will all constrain the rate of learning (Shettleworth 2010). Positive reinforcers, such as food, safety, or conspecifics tend to increase behavioral responses. Negative reinforcers such as painful, noxious or distracting stimuli may only require a single exposure to create long-term learning (Rau & Fanselow 2009).

Learning can only occur if the rate of learning is faster than the rate of environmental change (Johnston 1982). If anthropogenic change is too rapid, learning cannot occur and individuals in a population will be unable to modify their behavior and behaviorally track the changes. In such cases, given sufficient additive genetic variation, there will be strong selection against those animals with an inadequate behavioral response.

The magnitude of the consequence, the speed (rapidity) at which a stimulus reaches its full magnitude, and its consistency over time (anthropogenic noise, for instance, may cycle over 24 hours) will also influence learning. An event or stimulus that is always lethal will prevent any learning from occurring, whereas highly profitable food sources (such as crops or garbage cans), or painful/nearly lethal encounters, may stimulate rapid and complete learning after one or a few exposures. Intense stimuli with a rapid onset elicit startle responses (Yeomans et al. 2002). In organisms vulnerable to high intensity acoustic stimuli like sea turtles or cetaceans, rapid onset
exposures (seismic airgun arrays or sonar) may lead to sensitization of avoidance responses (Gotz & Janik 2011, DeRuiter & Doukara 2012).

1b. Anthropogenic impacts on behavior: Can we develop an evolutionary ecology of habituation?

A fundamental question in wildlife conservation and management concerns the causes and consequences of habituation and sensitization. Why do some species habituate, while others sensitize to anthropogenic stimuli? The “life-dinner principle” suggests that for a prey species, the costs of getting predated far outweigh the costs of missing a meal (Dawkins & Krebs 1979). From a life-dinner principle perspective, there is an asymmetry between the fitness costs of failing to detect a predator (Type 1 error) and over-reacting to non-threatening stimuli (Type 2 error).

Habituation to non-threatening stimuli is somewhat expected since anxiety or stress from over-generalized threat recognition may be costly in terms of energy or time allocated to unnecessary defenses (Blanchard 2008). We therefore expect animals to show an initial heightened response, followed by rapid habituation to repeated un-reinforced exposures of even potentially threatening stimuli (Groves & Thompson 1970). Habituation is thus a mechanism to reduce the costs of false alarms (Thorpe 1956, Shalter 1984).

Remarkably, given how long we have known about mechanistic processes involved in habituation and sensitization (Groves & Thompson 1970), little is known about habituation in the wild, or what we will refer to as the evolutionary ecology of habituation. Perhaps this is in part because habituation has been extensively investigated under controlled experimental conditions. By contrast, in nature, an organism’s environment is noisy and filled with threatening
and non-threatening stimuli that occur in a variety of different contextual situations. To deal with this uncertainty, there is evidence that habituation under natural conditions is quite selective and enables individuals to learn what is not threatening (Deecke et al. 2002, Hemmi & Merkle 2009, Raderschall et al. 2011). In a series of studies of antipredator responses in wild hermit crabs, Hemmi (2011) demonstrated that habituated responses are recovered when the same predator stimulus is presented at a different distance or angle. Similar to laboratory investigations of dishabituation, this study shows that in the wild, even small changes in stimulus presentation can result in recovered responsiveness. Correspondingly, selective habituation is hypothesized to be the mechanism by which harbor seals (Phoca vitulina) discriminate between threatening and non-threatening killer whale (Orcinus orca) vocalizations (Deecke et al. 2002). Harbor seals responded with flight to playback of vocalizations from local marine mammal-eating killer whales and novel fish-eating killer whales, but not local fish-eating killer whales. These results suggest that the seals habituated to non-threatening local fish eating killer whales, but were fearful to unknown vocalizations. This specificity of habituation makes sense in terms of the fundamental characteristics of habituation described in our introduction and illustrates its evolutionary context.

Ultimately, to develop a natural history of habituation we will need to understand what sorts of stimuli in nature lead to habituation and then understand the what life history and natural history features are correlated with habituation or sensitization. As a step towards this, Li et al. (2011) developed a mixed-modeling statistical approach to identify how different anthropogenic stimuli (people, people on bicycles, people in cars) influenced flight initiation distance decisions in yellow-bellied marmots (Marmota flaviventris). Flight initiation distance (FID) is a
particularly sensitive assay for how animals respond to approaching threats and animals repeatedly exposed to humans often tolerate closer approaches before fleeing.

The nature, spatio-temporal pattern, and context of exposure to stimuli influence the rate of habituation and whether sensitization occurs. For example, yellow-eyed penguins (*Megadytes antipodes*) show sensitized stress responses to tourists in Sandfly Bay (Ellenberg *et al.* 2009). The authors suggested that the unpredictable and abrupt behavior of tourists that ran, shouted and chased penguins prevented habituation and facilitated sensitization. During exposure to threatening stimuli, animals assess the type and risk of the threat, as well the contextual cues (whether or not escape was possible) and used these factors to generate an appropriate response (Blanchard 2008, Blanchard *et al.* 2011). Risk assessment studies using laboratory rats show that an individual’s response is the result of the type and distance of threat, and the local environment, to produce the adaptive response (Blanchard 2008, Blanchard *et al.* 2011). In the wild, whether an animal habituates or not is likely to be influenced both by the immediate environment (for instance, is a safe place to escape available?) and its own locomotor abilities (can it escape?).

Species and individuals within species may vary in how quickly they habituate as a result of personality or sex differences (Rodríguez-Prieto *et al.* 2010a). In humans, personality traits like extroversion and impulsivity are correlated with a faster startle habituation response (LaRowe 2006). This suggests that over time there will be a non-random distribution of personalities in response to anthropogenic disturbance. Thus, we can predict that more tolerant species or individuals will be able to colonize more disturbed areas (Carrete & Tella 2010).
Habitat availability may be another factor that influences the likelihood of habituation or sensitization. Blumstein (2013) proposed the ‘contiguous habitat hypothesis’ to explain why some Southern California birds habituated while others sensitized. The contiguous habitat hypothesis predicts that species that find themselves in highly fragmented and rare habitats will be more likely to habituate to increased human disturbance. This might result from a process of sorting whereby individuals and species that were unable to tolerate increased disturbance have been eliminated while those that tolerated disturbance persisted in the patches. The net result would be that ‘tolerant’ species will be found in this highly patchy habitat while those in more contiguous habitat might be more variable and indeed might respond to increased disturbance by sensitizing. If generally true, the hypothesis suggests that the opportunity to move within habitat patches will be more often associated with sensitization than situations where animals are so constrained that they have no other choices than habituation.

1c. Novel mismatches between cues and fitness: is learning important?

Individuals may naturally learn to identify cues that help them detect suitable habitats in which they historically have had relatively high survival or reproductive success (reviewed in Davis & Stamps 2004, Stamps & Swaisgood 2007). In some circumstances, individuals may select suboptimal habitats because of a mis-match between the cues they evolved to evaluate and novel fitness consequences associated with those cues; this is referred to as an ecological trap (reviewed by Schlaepfer et al. 2002, Sih et al. 2011, chapter 4). Whether ecological traps are more or less likely in species that learn about their habitat (or other biologically important characteristics) is an open question. For instance, animals that disperse may rely on learning cues from their natal habitat to help them develop a template by which they can evaluate habitat
quality and determine where to settle while dispersing (Davis & Stamps 2004). The degree that animals learn would influence how those cues can be manipulated.

We expect that associative learning mechanisms (e.g. Pavlovian and instrumental associative learning) should enable individuals to select suitable habitats if learning is a mechanism underlying habitat selection. Even if learning is not a natural mechanism, it might be possible to generate positive experiences to train animals to use a desired habitat and/or negative experiences to train animals to avoid a particular habitat. Stimuli such as tastes, smells, or visual cues can give information on relative forage quality or risk of predation that will influence animal decisions.

Extensive work on learning and life skill training in hatchery reared fish represents an important application of learning theory that has translated to applied value. Hatchery fish that learn life skills such as predator recognition, prey handling, foraging locations exhibit enhanced post-release survival (reviewed in Brown & Laland 2001, Brown et al. 2003, Hawkins et al. 2008). Additionally, social learning can act as a multiplier of these skills, facilitating quicker learning and transmission, which is more efficient for the aquaculturist whose aim is to produce animals that will survive upon release.

**Theme 2. Behavior-based management: Training for conservation**

Knowledge of learning mechanisms is also of use to managers who wish to modify animal behavior. Training animals with basic learning mechanisms may help repel animals from human resources, attract them to particular habitats/regions, or generate basic survival skills to enhance survival during translocations/reintroductions.
2a. Teaching attraction

Animal learning principles can provide general rules on how animals can be taught specific behaviors or attraction to habitats as well as the conditions under which they may not be able to be taught. Positive reinforcers can be used to attract an animal, locate food source, or increase the frequency of a particular behavior. Stimuli used for positive reinforcement include food, shade, odors, shelter, or access to conspecifics. These stimuli can be manipulated to facilitate the learning of habitat preferences. Preferences can be taught via Pavlovian conditioning where the taste is associated with food quality, or via instrumental means where, for example, animals are trained to use tunnels beneath freeways. Additionally, conspecific or heterospecific stimuli can act as positive reinforcers during food source localization or habitat selection (for review see Avarguès-Weber et al. 2013). The constraints to learning mentioned above similarly apply - there may be certain critical periods for learning to develop certain preferences.

2b. Teaching avoidance

The creation of novel concentrations of resources such as crops, garbage cans, fishing lines and domesticated livestock, provide motivation for animals to learn to exploit those resources, resulting in human/wildlife conflict. Since anthropogenic resources, like fishing lines or crops, can reduce the costs compared to natural foraging, the motivation to form the association between humans and food reward is not only high, but learning is expected to occur quickly (Schakner & Blumstein 2013). Once learned, the association is difficult to break and thus management efforts require foresight and a preventative mindset. Since learning to acquire human resources involves associative mechanisms, there are points in the learning process that management efforts should target to be most effective in teaching avoidance: pre-association formation, during association formation, and post association formation.
Animals require a contingency to form an association between two stimuli or stimulus/response (Rescorla 1968). In the wild, animals can learn the association between human resources and the cues that reliably precede them. For example, marine mammals, such as sperm whales (Physeter macrocephalus), have learned to associate vessel sounds (CS) with a food reward (US: fish on line) (Thode et al. 2007). In order to form that association, the vessel sounds must reliably predict the food reward. Therefore, the most effective management of depredation is preventing animals from learning the depredative behavior in the first place by reducing the contingency between stimulus and reward. This can be accomplished by decoupling the spatio-temporal overlap between potential depredators and the human resources. For example, in the Gulf of Alaska, demersal longline fisheries management shifted from a 10-day derby-style fishing season (vessels catch a year’s quota in a set period of time) to an 8-month long individual fishing quota regime. As a result of the extended overlap between sperm whales and fishing vessels in space and time with the new quota fishing regime, there was ample opportunity for the animals to learn to exploit the resources and the whales are now attracted to boats setting and hauling in lines which results in a loss of valuable fishes (Hill et al. 1997). A lesson from this case study is that foresight may be necessary to prevent learning from occurring in the first place.

When innovators initially learn to depredate or crop raid, social learning can have a multiplier effect by spreading behaviors through populations quickly (Lefevbre 1995). In elephants (Loxodonta africana) for example, network analysis of crop raiders has demonstrated that the behavior appears to be socially learned through social networks Chiyo et al. 2011). Correspondingly, social learning is believed to underlie the diffusion of depredation in sperm, killer whales, and pilfering black bears (Whitehead 2004, Mazur & Seher 2008, Schakner et al. 2014 ). In these cases, it is important to know both the identity of innovators (age/sex) and the
pattern of diffusion. This knowledge is useful to stop the spread and for targeted repellents or removals of individuals.

Once the association between humans and food reinforcers has formed, management efforts rely on raising the cost to the individual depredator. Because the association is difficult to extinguish, management efforts must rely on forming new negative associations or on decoupling the contingency between humans and reward. Deterrents and repellents produce noxious, aversive or painful stimuli to prevent animals from interacting with human habitat or resources (Ramp et al. 2011). Here we suggest that associative learning may produce long term-learned avoidance.

During painful encounters, animals rapidly learn the cues, context, or local conditions that are associated with that danger. This learning mechanism, i.e. fear conditioning, enables animals to learn from-, respond to-, and detect danger. Repellents, therefore, should capitalize on insights from the fear conditioning literature to generate avoidance. The use of painful stimuli such as rubber bullets or electric shocks are widespread for eliciting avoidance, but their effectiveness can be short term or impractical, and this raises ethical issues (e.g. is it ethical to continue to do something that’s both painful and ineffective?). However, painful deterrent stimuli may be an integral part of a fear-conditioning program. Once conditioning has occurred, exposure to the conditioned stimulus generates fear reactions.

During painful encounters, an animal’s unconditioned response is different from the conditioned response. For example, rats exposed to shock (US) react with a burst of motor activity. In contrast, rats exposed to a stimulus that predicts shock (CS such as context or experimenter), evoke behavioral responses such as fleeing, hyper-vigilance, or freezing. This
suggests a conditioning approach may offer promise, especially if the conditioned response to the target CS is avoidance.

What cues animals pick up on to avoid an area remains an open question. For instance, it is known that animals learn to avoid environments, stimuli, or conditions that are correlated with a decrease in fitness (i.e. death; Lima & Dill 1990, Frid & Dill 2002). Habitats, however, contain competing contextual stimuli such as landscape features, conspecifics, heterospecifics, and background noise. During an aversive event (a predator attack), individuals likely associate contextual cues (such as open space or shadows) as well as other stimuli (such as predator scents). According to the Rescorla-Wagner model, contextual cues compete with the CS for association with the US. In contrast to experimental contexts (a cage), the natural world is full of stimuli, and thus the animal may make associations between competing contextual cues and aversive stimuli.

This means that managers should employ conditional stimuli that are obvious, discriminable, and detectable, preceding the biologically relevant aversive stimuli, when designing and implementing repellents. If habitat avoidance is the goal, diffuse CS stimuli, such as a strobe or sound, can be implemented (Table 3.1).

A checklist for US and CS selection

Effective deterrence relies on stimuli that are both aversive enough to cause rapid fear conditioning, and sufficiently aversive to prevent rapid habituation. To accomplish this, managers must tailor deterrent stimuli toward species-specific sensory modalities and sensory sensitivities. For example, sound is a fundamental channel for communication, foraging and predator detection in marine mammals and this makes it a useful modality in which to develop acoustic deterrents (Jefferson & Curry 1996). However, the input of aversive acoustic stimuli can impact non-target species, which should be considered during the development and
implementation of acoustic deterrents (T. Gotz, pers. comm.). Deterrents can be modulated to match a species sensory sensitivity while still being outside non-target animals’ sensory range. Unconditioned stimuli that elicit pain must be practical as well and not cause permanent damage to the depredator. Finally, in social species, fearful responses by conspecifics can serve as a US (Mineka & Cook 1984).

There is evidence that CS which naturally ‘belong’ with US result in rapid and more long lasting associations (Domjan 2005). From this functional perspective, using biologically relevant stimuli like predator calls that precede painful stimuli may result in rapid and stronger associations. For example, Leigh & Chamberlain (2008) used barking dogs as a conditioned stimulus preceding rubber buckshot US on crop raiding bears, which yielded stronger responses than non-conditioned individuals. A conditioned stimulus that precedes the US must be discriminable, salient, and consistent. Additionally, the reinforcement schedule (how often to pair CS/US versus CS alone) can be modified depending on the nature of the conflict.

**Theme 3. Behavioral indicators**

Our final section is brief: there may be a variety of behavioral indicators that can be used to reflect an animal’s past experiences and knowledge of past experiences may be useful to wildlife management. The brevity of this section should not undermine its potential importance and future research should focus on identifying other situations and indicators that can be used to inform management.

**3a. Flight Initiation Distance**

As discussed above, in order to understand the behavioral imprint of humans, flight initiation distance can be used as a behavioral indicator of disturbance. Assuming that all else is equal
between sites (e.g. Gill et al. 2001), the difference in FID between two sites can provide a measure of the degree to which humans have modified risk assessment. When measured longitudinally, FID can also be used as a proxy for habituation (Ikuta & Blumstein 2003, Rodríguez-Prieto et al. 2010b).

3b. Socially-learned Traits

Socially learned traits can diffuse through populations. After reintroductions or translocations, social transmission can be used to track the spread of behaviors through groups. This may indicate how well reintroduced individuals are being incorporated or adapting behaviorally to life in the wild. In a well-documented case of reintroduction, captive bred Arabian Oryx (Oryx leucoryx) foraging behavior was suggested to have been influenced by interactions with conspecifics (Tear et al. 1997). Social learning is believed to have enhanced foraging behaviors of reintroduced individuals during periods of low food availability (Tear et al. 1997). This study suggests that after reintroduction/translocation, managers can probe individuals in a group to assess whether behaviors have spread indirectly through social transmission.

In several species, social learning underlies stable inter-population behavioral variation. Apes, songbirds and cetaceans are believed to exhibit long-term, socially learned traditions or cultures (Whiten et al. 1999, Rendell & Whitehead 2001, Laiolo & Tella 2007). Since these socially learned behaviors are often functional (i.e. they are foraging tactics or social signals with fitness consequences) these traits could be used to indicate population viability (Laiolo & Tella 2007, Whitehead 2010). Laiolo & Tella (2005, 2007) were able to use bird song (a socially learned trait) diversity to show that fragmentation has eroded both cultural and population diversity. These studies suggest that cultural diversity can be used as a proxy for population viability as well as a tool for targeting subpopulations likely to be threatened (Whitehead 2010).
Summary

We believe that the fundamental mechanisms involved in animal learning are of practical importance to conservation/management practitioners and central to integrating behavioral ecology with conservation and wildlife management. The necessity of incorporating learning into conservation is further discussed in subsequent chapters. In chapter 6, for instance, Fernández-Juricic describes how species-specific input channels and sensory systems influence which stimuli will be learned, which can be applied to repelling or attracting animals. The role of learning in behavioral modification is further discussed by Shier in chapter 10 including case studies involving reintroduction/translocations. From a broader perspective, learning is a mechanism of phenotypic plasticity, and the range and limits to plasticity in endangered and threatened species can be used to predict and manage species responses to anthropogenic change.
Table 2-1. Advantages and disadvantages to a variety of stimuli that could be used as both conditioned and unconditioned stimuli for management-based training.

<table>
<thead>
<tr>
<th>Stimulus</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Conditioned stimulus</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sound (e.g., Neutral tone)</td>
<td>Localized transmission</td>
<td>Non-target species impact</td>
</tr>
<tr>
<td>Light (e.g., Strobe light)</td>
<td>Discriminable</td>
<td>Limited to night or dark locations</td>
</tr>
<tr>
<td>Object (e.g., Flag or person)</td>
<td>Useful for place avoidance</td>
<td>Difficult associate object with US</td>
</tr>
<tr>
<td>Chemosensory (e.g., Taste or scent)</td>
<td>Salient cue for food aversion</td>
<td>Limited to nauseating US</td>
</tr>
<tr>
<td><strong>Unconditioned stimulus</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pain (e.g., Electric shock)</td>
<td>Long lasting associations after few exposures</td>
<td>Can cause physical damage</td>
</tr>
<tr>
<td>Distracting (e.g., White noise)</td>
<td>Wide-ranging</td>
<td>Impact non-target species</td>
</tr>
<tr>
<td>ecologically relevant stimuli (e.g., Predator cue)</td>
<td>Species-specific</td>
<td>Rapid habituation</td>
</tr>
<tr>
<td>Frightening stimuli (e.g., Looming, novel, or abrupt stimuli)</td>
<td>Can elicit fear responses</td>
<td>Rapid habituation</td>
</tr>
<tr>
<td>Nauseating (e.g., LiCl)</td>
<td>One trial learning</td>
<td>Unwanted prey avoidance</td>
</tr>
</tbody>
</table>
The Rescorla-Wagner model of learning. On the y-axis is the performance, which represents underlying learning (associative strength). The change in predictive value of a CS, $\Delta V$, is a result of the discrepancy between what is expected versus what actually happens ($\lambda - V_{SUM}$). $\alpha$ and $\beta$ are learning rate parameters that correspond to salience of the CS and US, and $V_{SUM}$ is the sum of current associative strengths of all the CSs present. During the first few trials of CS/US (x-axis), the associative strength is large because the US is surprising. With subsequent trials however, the associative strength decreases because it becomes less surprising. At the asymptote, the CS predicts the US with certainty, thus there is nothing more
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ABSTRACT

Marine mammal depredation of fisheries is a concern from a scientific, management, and conservation perspective. This conflict has prompted the development of non-lethal deterrents, a management technique that uses aversive stimuli to elicit avoidance. Animals are expected to be sensitive to cues of danger to avoid sources of mortality. Deterrents capitalize on behavioral mechanisms such as threat detection, assessment and learning. A deterrent must create enough risk, or cost, that it overcomes the heightened foraging benefits of predation. Theoretically, effective deterrence relies on altering the relative costs and benefits to the individual depredator by creating a perceived risk associated with human resources. Here we discuss the underlying behavioral basis of how deterrents generate avoidance. We review deterrents applied to marine mammals to mitigate conflict with fisheries and suggest that fear conditioning could be useful in this context. This is discussed in the context of some potential management concerns of application of non-lethal deterrents in the wild.
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1. Introduction

The recovery of certain animal populations, combined with the expansion of human populations and the fragmentation of habitats, has caused substantial overlap between humans and wildlife. This spatial and temporal overlap creates direct conflicts over human resources and products, including livestock, crops, fish, and garbage. Human wildlife conflict (HWC), defined broadly, refers to wildlife behaviors that negatively influence human goals or vice versa [Madden, 2004]. HWC occurs when wildlife kill domesticated animals, or eat garbage or crops. It is well documented in terrestrial ecosystems and seen when carnivores prey upon livestock and elephant/primate forage in crops (Naughton-Treves, 1998; O’Connell-Rodwell et al., 2000; Treves and Karanth, 2003).

In marine ecosystems, HWC is globally distributed and taxonomically widespread because of commercial fishing (Northridge, 1991). Numerous mammals, including pinnipeds, false killer whales (Pseudorca crassirostris), killer whales (Orcinus Orca), sperm whales (Physeter macrocephalus), and bottlenose dolphins (Tursiops truncatus) have been reported to steal fish from fishing lines, nets, fish ladders or aquaculture pens (Yano and Dahlheim, 1995; Gillman et al., 2006; Sigler et al., 2008; Road, 2008; Forney et al., 2011). This behavior is referred to as depredation.

The alteration of wildlife habitat whereby fishing lines or aquaculture pens are introduced to animals’ environments has shifted the costs and benefits of natural mammal foraging by creating novel concentrations of prey. To the individual predator, exploiting fishing resources represents a more efficient feeding strategy than natural foraging. There are lower costs in terms of energy, time, and travel for locating/acquiring prey. For example, when depre-dating demersal, long-line fishing vessels, sperm whales do not have to dive to forage at their typical depth and fishing lines also offer a high concentration of debilitated prey (Mathias et al., 2009). However, depredation incurs (potentially lethal) costs from entanglement with, or ingestion of fishing gear. In addition to creating novel concentrations of prey, human activities may reduce foraging resources previously available to natural predators, via direct take (and in some cases overfishing) or via a number of indirect paths altering the trophic web. Because animals seek to maximize foraging efficiency by reducing time, energy, or distance travelled while foraging (Koehs and Davies, 1987), the low cost of depredation from fishing lines/aquaculture pens or higher costs of searching for food in a disturbed habitat offer heightened motivation for learning to associate foraging resources with humans/human habitat.

Marine mammal depredations of fisheries resources are a concern from both scientific, management, and conservation perspectives because there are direct socio-economic impacts upon fisheries, a potential for reduced fish stock and associated marine mammal mortality, and potential (and realized) retaliatory actions by fisherman. This conflict has stimulated the development of non-lethal deterrents designed to ward off wildlife (Pemberton and Shaughnessy, 1991; Road, 2008).

Deterrents, defined broadly are management techniques that use aversive stimuli to prevent animals from utilizing human resources (Ramp et al., 2011). A deterrent stimulus is defined as an aversive, harmful, fearful, or nocuous stimulus that elicits defensive responses in animals (Gott and Jank, 2010). A deterrent must create enough risk (real or perceived) so that the costs of using a resource are greater than the foraging benefits of depredation (Fig. 1).

The goal of a deterrent is to create aversive stimulus that excludes wildlife from human resources and/or habitats (Mason et al., 2001). Animal threat detection and response mechanisms evolved to identify environmental cues of danger and then to activate appropriate defense responses and avoidance (Lang et al., 2000; Frid and Dill, 2002; Elam et al., 2011). From a functional (i.e., evolutionary) perspective, there is often a survival advantage for the early and rapid detection of threatening stimuli (Öhman, 1997; Blumstein 2010a,b). In many circumstances, the costs of failing to respond to threatening stimuli far outweigh costs of a false positive response (over-reaction to innocuous stimuli (Boudreau and Blumstein, 1992; Sih, 1992; Minke and Ohman, 2002). Animals are therefore expected to be sensitive to cues of danger (predation, conspecific aggression, or dangerous environmental features) because death leads to an abrupt reduction in future direct fitness (Endler, 1986; Blanchard, 2008). The capacity to detect threatening stimuli therefore, has been under intense selection, resulting in evolution of specialized mechanisms of threat assessment, learning, and behavioral response (Blanchard, 2008; Elam et al., 2011). Deterrent stimuli capitalize upon the mechanisms of threat detection and avoidance (Frid and Dill, 2002; Parsons and Blumstein, 2010; Blumstein et al., 2011).

Below we discuss the underlying behavioral basis of how deterrents generate avoidance and review deterrents applied to marine mammals to mitigate conflict with fisheries. Schematically, Fig. 2 breaks down animal response to deterrent stimuli into mechanisms of aversion, decision-making and learning. Table 1 provides relevant definitions of behavioral principles that will be referred to throughout this review. What follows is a discussion of these underlying behavioral mechanisms.

2. Avoidance mechanisms

Defensive behaviors describe the responses of individuals to threatening stimuli (Blanchard, 2008). In nature, defensive responses to risky situations or stimuli, such as a predatory encounter, can broadly be divided into two categories, immediate defensive responses to a direct encounter (flight), or avoidance behaviors that decrease the probability of encountering danger based upon indirect cues (Lima and Dill, 1990; Brodie and Fromanowicz, 1991). The two categories are underpinned by two distinct mechanisms, fear and anxiety (Blanchard et al., 1993; Blanchard, 2008). Fear and anxiety are reliant upon two separate neurochemical pathways (McNaughton and Coro, 2004). Fear is defined as a short-term flight or flight response involving heightened physiological arousal that reduces impact of impending threat (Grillon, 2008). By contrast, anxiety is sustained and precipitated by potential, ambiguous, or contextual threats (Blanchard, 2008; Grillon, 2008; Elam et al., 2011).
Fig. 2. A mechanistic framework of the behavioral biology of deterrents. The stimulus component involves the mechanisms by which deterrents elicit aversion: pain, threat (direct or predicted), or distraction. Upon detection, the deterrent stimulus is assessed in terms of mortality risk, which ultimately guides the behavioral response. Learning mechanisms are illustrated (with the dotted lines), and either act by decreasing (habituation) or increasing (sensitization) a deterrent’s perceived risk.

Table 1
Relevant behavioral principles for wildlife deterrence.

<table>
<thead>
<tr>
<th>Behavioral principle</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fear</td>
<td>A short-term flight or flight response to direct threat involving heightened physiological arousal (Grillo, 2008)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>Response to potential/ambiguous danger or threat (Marks, 1987)</td>
</tr>
<tr>
<td>Habituation</td>
<td>Non-associative learning involving a reduction of behavioral response to repeated exposure to stimuli that is not due to sensory fatigue (Greene and Thompson, 1970)</td>
</tr>
<tr>
<td>Sensitization</td>
<td>Non-associative learning exemplified by a heightened sensory responsiveness after exposure to aversive stimuli (Happert et al., 1999)</td>
</tr>
<tr>
<td>Dual process theory of habituation</td>
<td>An observed behavior after repeated exposure to a stimulus represents the sum of the two underlying learning processes of habituation and sensitization (Greene and Thompson, 1970)</td>
</tr>
<tr>
<td>Fear conditioning</td>
<td>Associative learning process after pairing of aversive stimulus (unconditioned stimulus, US, e.g., a shock) to an innocuous stimulus (conditioned stimulus, e.g., a neutral tone—Fanselow, 1984; Grillo, 2008)</td>
</tr>
<tr>
<td>Extinction</td>
<td>Decrease in learned responsiveness because the CS is no longer reinforced with the unconditioned stimulus (Dunjan and Barchard, 1980)</td>
</tr>
</tbody>
</table>

The distinction between proximate mechanisms of fear and anxiety are well recognized by those who study laboratory animals, but there is no reason to believe these distinctions are a laboratory artifact. Fear is seen when an individual responds to a direct threat (e.g., an attacking predator), whereas anxiety is induced with potential or contextual threat such as response to olfactory cues that signal possible predator presence (Blanchard et al., 1995; Blanchard, 2008). These two mechanisms of behavior are unique, and believed to be governed by distinct neural mechanisms (Charney and Deutch, 1996; Grillo, 2002, 2008; Davis, 2006). Behaviorally, anxiety is associated with increased risk assessment (vigilance), avoidance of anxiety-associated stimuli or areas, and increased sensory sensitivity that is designed to better evaluate the true threat, whereas fear involves immediate flight responses (Blanchard et al., 1999; Elam et al., 2011).

Non-lethal deterrent stimuli elicit fear or anxiety to create behavioral avoidance of human resources. Ultimately, the pathway to avoidance behaviors (Fig. 2) depends on the characteristics of the aversive stimulus as well mechanisms of threat analysis and learning.

3. Decision making is often adaptive

After detecting a threatening stimulus, individuals analyze the characteristics of the stimulus as well as the environmental context to assess the level of risk to generate an adaptive behavioral response (Blanchard et al., 1998; Lima and Dill, 1990). The process of risk assessment can be described as a continuum with stimuli that pose no risk at the bottom and stimuli that signal imminent danger at the top (Fig. 2). Fanselow and Lester (1988) describe this as the “predatory imminence continuum” and show that a given behavioral response depends upon where an individual perceives its own location on the continuum. For example, when exposed to scent cues that predict predator presence, anxiety is elicited in laboratory rats and behavioral responses involve avoidance strategies that reduce the likelihood of encounter. Conversely, direct encounters with a real threat (an approaching experimenter) elicit flight (Blanchard et al., 1990). We extend Fanselow and Lester’s (1988) predatory imminence continuum concept for non-lethal deterrents to include aversive stimuli other than predators (Fig. 2). Ultimately, where an individual perceives its location on the likelihood of mortality (risk) continuum guides the individual’s behavioral response (Fanselow and Lester, 1988).

4. What are the characteristics of threatening or aversive stimuli?

Stimuli that are recognized as threatening or aversive can disrupt behavior and create long-term avoidance (Frid and Dill, 2002; Raine, 2007; Rau and Fanselow, 2009). Defensive behaviors
are observed in response to a variety of different stimuli such as pain, predator cues, or dangerous contexts (Blanchard et al., 1990). In addition to incorporating relevant sensory modalities of threat detection, generating avoidance depends upon the characteristics of the stimulus that elicits aversion (Talling et al., 1998). Deterrent stimuli are either inherently aversive or are learnt through conditioning. Thus, responses to deterrents fall naturally into (1) simple exposure to painful stimuli (2) stimuli that are predictive of threat, (3) or stimuli that are avertive through distraction. We classify non-letal deterrent stimuli by these mechanisms (Fig. 2); pain (e.g., rubber bullets); stimuli that are predictive of threat (e.g., predator sound or alarm calls); or disruption (e.g., noise – Bomford and Obrien, 1990). These mechanisms evoke varying levels of risk and thus elicit varying responses and they can be viewed somewhat continuously along a continuum of mortality risk (Fig. 2), which we will discuss below.

4.1. Painful stimuli

Pain in animals is defined as a harmful sensory event from damage or potential injury (Zimmermann, 1986). From a functional perspective, pain is adaptive because it signals danger and elicits immediate escape behaviors (Patrick, 1991). Thus, a painful stimulus signals imminent risk (predator attack) and falls on the upper end of the perceived level of risk continuum (Fig. 2). Pain provokes fear responses and flight behaviors designed to immediately remove the individual from the situation. For example, high intensity shocks on laboratory rodents are shown to induce species-specific defensive response involving a burst of motor responses (Fanselow and Lester, 1988). These captive experiments emphasize that painful stimuli elicit fear associated defensive responses characteristic of predator attack in lab rats (Rattus norvegicus).

Physical characteristics of painful stimuli include intensity, loudness, suddenness, or duration (Boissy, 1995). Painful stimuli are often not only aversive but can span other modalities. For example, harsh acoustic stimuli can be painful (Bomford and Obrien, 1990). Psychophysical investigations are useful in understanding the characteristics of acoustic stimuli that induce aversion in animals (Gorz and Janik, 2010). Novel acoustic stimuli may be inherently threatening (Gray, 1987), but the structure of the sound in an acoustic deterrent should incorporate species-specific psychophysical characteristics that contribute to aversion. Zavieh and Estli (1999) developed a model that identified increased sharpness, increased loudness, increased roughness and decreased tonality as the four contributors to perceived unpleasantness of sound in humans. Gorz and Janik (2010) tested this model and demonstrated that the same characteristics contribute to aversion of sound in captive grey seals.

4.2. Stimuli that predict threat

In nature, animals are expected to be sensitive to stimuli or environments that are correlated with threat or danger. Historically, they include stimuli that are from salient predators or other threats or stimuli that arise from conspecific aggression (Gray, 1987). Stimuli that indicate a threat (sight or sound of attacking predator), elicited defensive responses (Gray, 1987). Animals may innately recognize threatening predator cues, or may have evolved predispositions to learn from specific cues preferentially (Griffin and Evans, 2003). Examples include fearful responses to foxes (Vulpes vulpes), but not goats (Capra hircus), by tammar wallabies (Macropus eugenii) (Griffin et al., 2001). Fearful responses to cat odor in rats (Dienesberg and McGregor, 2001), or fearful responses to snakes by primates (including humans) (Ohman and Mineka, 2003). Killer whales have been observed preying on all species of marine mammals except manatees and river dolphin species (Jefferson et al., 1991), and can elicit fearful responses in marine mammals (Cummings and Thompson, 1971; Baird and Stacey, 1989; Deecke et al., 2002).

4.2.1. Conditioned stimuli

Conditioned stimuli arise when animals learn to associate a previously neutral stimulus with an aversive event and subsequently exhibit conditioned fear. Threatening encounters cause an immediate type of associative learning that enables animals to acquire predictive information from a threatening cue or context (Fanselow and Ponsusamy, 2008). There is a clear adaptive benefit of learning from threatening situations because cues or context provide information how to respond and detect future dangerous events. This learning process, called fear conditioning, is a Pavlovian form of associative learning.

Pavlovian fear conditioning has been extensively studied in laboratory animals. Experimentally, individuals are exposed to an aversive stimulus, (unconditioned stimulus, US, typically a shock) which is paired to an innocuous stimulus (conditioned stimulus or CS, e.g., a neutral tone (Grillon, 2002; Fanselow and Ponsusamy, 2008). The unconditional stimulus facilitates conditioning of fear reactions to the conditional stimulus. Conditioning occurs quickly in just one or several pairings in part because the aversive stimulus facilitates rapid fear learning. Following conditioning, the individual will subsequently show fear and anxiety when exposed to the neutral stimulus (CS) or environmental context because of associative learning (Grillon, 2002). Fear conditioning has been extensively studied in rats, which exhibit long lasting fear responses, over weeks or months, to neutral stimuli associated with shocks (Cale et al., 2004; Rianne, 2007).

The physical characteristics of threatening stimuli such as the modality, movement, suddenness and proximity also influence the magnitude of a fear response (Gray, 1987). The direction of approach and whether it looms or fills the visual field all are examples of movement features of stimuli that may modify flight distance (Gray, 1987; Ellis et al., 2012). Additionally, sudden stimuli can elicit startle responses that potentiate flight (Gray, 1987; Yeomans et al., 2002; Gorz and Janik, 2011).

4.3. Masking, disruptive or distracting stimuli

A stimulus that prevents or distracts animals from biologically important tasks, like assessing predation risk or communication can be perceived as aversive and may elicit avoidance. For instance, the distracted prey hypothesis predicts that stimuli (in any modality) can distract and divert attention away from risk assessment (Chao et al., 2010). Animals are expected to exhibit anxiety and avoidance of distracting stimuli because of their impact on proper risk assessment. In odontocetes, a masking stimulus may reduce effectiveness of echolocation and thus prevent the individual from locating the fishing resource (Mooney et al., 2009). Marine mammals avoid anthropogenic acoustic stimuli from a variety of sources including ship noise or geophysical surveys (Nowacek et al., 2007), suggesting that a deterrent signal can capitalize on mechanisms of distraction.

5. Learning and motivation influence the response to deterrent stimuli through time

The capacity to learn from threatening encounters is functional because it guides how an animal can adaptively respond to an immediate threat and anticipate/avoid future danger. For example, by learning the cues that predict a predator attack, a prey species is able to modify its behavior and through avoidance, it reduces the probability of death (Domjan, 2005). From this functional learning
perspective, learning about deterrent stimuli influences the adaptive decision making process and can modify an individual's behavioral response to deterrent stimuli through time. Each learning mechanism can produce increases or decreases in (defensive) responsiveness (Fig. 2). Incorporating the learning mechanisms involved in animal response to threat is necessary for long-term deterrence.

Failure to recognize a predator may have substantial fitness costs ( Lima and Dill, 1990). Conversely, anxiety or stress from over-generalized threat recognition may be costly in terms of energy or time allocated to unnecessary defenses. Animals may habituate to repeated exposures of potentially threatening stimuli with recurring exposure ( Groves and Thompson, 1970). Habituation involves single stimulus learning involving a reduction of behavioral response to repeated exposure to stimuli that is not due to sensory fatigue. Habituation to deterrent stimuli in cases of human wildlife conflict represents a major limitation toward long-term deterrent success ( Shlivk, 2006), thus, detailed knowledge of how habituation occurs is necessary if we are to reduce the likelihood of its occurrence (Blumstein and Fernandez-Juricic, 2010).

Generally, simple parameters such as intensity, modality, and frequency of exposure influence single-stimulus learning in animals ( Groves and Thompson, 1970). Additionally, response decrement can be generalized to stimuli within the same modality that are similar to the original stimulus. These parameters have practical significance for managers dealing with stimuli as well as the schedule at which depredators are exposed. All else equal, the more frequent exposure results in more pronounced habituation ( Groves and Thompson, 1970; Rankin et al., 2009). Correspondingly, less intense stimuli result in a response decrement whereas greater intensities may show no habituation ( Groves and Thompson, 1970; Rankin et al., 2009). Painful stimuli signal imminent threat (Fig. 2) and are the least likely to be habituated to. Rapid habituation is expected in response to continuous playback of less intense signals (predator sounds) versus sudden and intense stimuli.

Habituation, however, is not ubiquitous and repeated stimulation could lead to sensitization ( Groves and Thompson, 1970; Rankin et al., 2009). Sensitization refers to a form of non-associative learning exemplified by a heightened sensory responsiveness after exposure to a single exposure to a stimulus (Keenan et al., 1999). Thus, in contrast to habituation, sensitization involves heightened risk after repeated exposure. According to the dual process theory of habituation, an observed behavior after repeated exposure to a stimulus represents the sum of the two underlying learning processes of habituation and sensitization ( Groves and Thompson, 1970). Deterrents should incorporate some sensitizing mechanism to delay or prevent habituation (Gott and Janik, 2011).

Habituation and sensitization are the behavioral outcome of the interaction between two underlying neurobiological pathways ( Groves and Thompson, 1970; Donjman and Burkhard, 1986). Sensitization is underpinned by the state system. The state system is made up of the components of nervous system that determine overall responsiveness and arousal (Donjman and Burkhard, 1986). Stresful that are particularly intense, emotionally salient, or startling may activate the state system ( Groves and Thompson, 1970). Increased responsiveness is expected to occur if the individual is exposed to the startling stimuli repeatedly while still sensitized from the previous exposure. Gott and Janik (2011) exposed individual gray seals to harsh, startle-reflex eliciting acoustic stimuli. After just several exposures, the individuals showed heightened flight reflexes whereas individuals exposed to non-startle stimuli habituated. This suggests that sensitizing the startle reflex arc results in increased flight/avoidance responses, which can be used to create effective deterrents (V. Janik pers. comm.).

Motivation is the behavioral mechanism underlying an individual's assessment of costs/benefits of a given foraging situation. In the case of predation, the foraging benefits are high, and costs are low, (Fig. 2) resulting in motivation to exploit fisheries. Thus, if a deterrent stimulus repels animals away from the resource, motivation to forage may drive them back to predation. Learning modifies assessment of the cost/benefit ratio and changes behavior via motivational change, ultimately shaping the frequency of exposure to deterrent stimuli. Habituation occurs after repeated exposure to a stimulus and is rapid when there is short amount of time between exposure to stimuli (Staddon and stove, 1990). Since the motivation to depredate increases the rate at which an individual is exposed to deterrent stimuli, it accelerates habituation.

6. Review of marine mammal deterrents

A deterrent should exploit animal sensory mechanisms of threat detection to raise the real or perceived costs or risks involved in predation (Shlivk et al., 2003; Biedenweg et al., 2011). There has been significant effort to develop, implement, and test numerous deterrents that exploit marine mammal sensory modalities, including tactile harassment, chemosensory deterrents that either induce fear or disgust, and acoustic deterrence. Here, we review the basic modalities of deterrents tested in cases of marine mammal depredation. The purpose of this review is to summarize cases of deterrent application, identify knowledge gaps and highlight management concerns of application of non-lethal deterrence. Finally, we propose deterrent strategies that may be useful to manage marine mammal depredation.

6.1. Marine mammal sensory modality background

Generally, mammals use visual, acoustic, and chemosensory modalities to detect threatening stimuli (Aplin et al., 2005). The physical characteristics of the aquatic medium (e.g., increased sound transmission and light attenuation) have translated into a reliance on sound for marine mammal detection of predators (Soisalon and Wartzok, 1985; Wartzok and Ketten, 1999). This suggests that acoustic, visual, chemosensory (taste), and tactile are the relevant sensory modalities for marine mammal deterrents. Additionally, deterrent stimuli should incorporate the sensory sensitivity of a given modality (Glsdorff et al., 2003).

6.2. Chemosensory deterrents

From first principles, the lack of olfactory capacity in marine mammals suggests that deterrents that use of predator scents should be unsuccessful. Chemosensory deterrent mechanisms have focused on taste as a mechanism to induce aversion. Conditioned taste aversion methods in human/wildlife conflict have produced mixed results in terrestrial systems (Shivik, 2006). While further testing in cases of marine mammal/fishery conflict is necessary, CTA methods had limited effectiveness when tested on sea lions predating salmon from Ballard locks dam in Seattle. Steelhead (Salmo gairdneri) laced with an emetic, lithium chloride, were tethered and fed to sea lions to elicit aversion. The animals were observed to have fled the area and believed to have become ill (Gearn et al., 1986). However, the same individuals returned an hour later to continue foraging in the area (Gearin et al., 1986). Further information is needed as to whether marine mammals would generalize their aversion from fishing resources into the wild, but we believe that these strategies are unlikely to be successful.
Pre-exposure to the food before conditioning delays or prevents taste aversion learning. Additionally, as a generalist forager, sea lions may learn that this particular fish species is not good to eat (the taste and smell of a prey item serves as the CS), rather than the animal learning where not to forage.

6.3 Acoustic deterrents

Marine mammals may avoid anthropogenic sounds (Kastelein et al., 2008; Morton and Symonds, 2002; Nowacek et al., 2007) and thus sounds have been used to manage marine mammal/fishery conflict. Acoustic deterrent devices (ADDs) are one of the most widespread non-lethal deterrent methods implemented for marine mammal/fishery conflict (Jablonski et al., 2006; Graham et al., 2009; Jacobs and Teshuva, 2002; Jefferson and Curry, 1996; Sepulveda and Oliva, 2005; Shaughnessy et al., 1981). They are primarily used to protect stationary resources such as aquaculture pens or salmon spawning sites.

The basic goal of an ADD (also termed acoustic harassment device AHD) is to create a sound that is painful or distracting enough that it creates aversion and makes the animal flee or prevent it from visiting the area altogether (Jefferson and Curry, 1996). Their use is expected to be effective because marine mammals are particularly sensitive to high intensity sound because of specialized hearing adaptations for underwater sound (Wartzok and Ketten, 1999). Marine mammal species have variable hearing thresholds, as well as variable responsiveness to novelty. This information is essential to properly design an ADD because different hearing sensitivities across species will result in differential behavioral responses (Götz, 2008).

Despite short-term successes in creating aversion, ADDs have not been useful in the long-term because animals seemingly habituate to them or continue depredating (Anderson and Hawkins, 1978; Mate and Harvey, 1987). The low cost prey resources offered by fishing lines or aquaculture pens likely accelerate sea lion habituation to ADDs. After repeated exposure to the ADD, habituation essentially makes the sound a salient neutral stimulus that the animal can learn to associate with fishery resources. This so-called ‘dinner bell effect’ is observed when the depredators learn to associate the deterrent sound with food resources (Jefferson and Curry, 1996; Mate and Harvey, 1987).

Acoustic deterrent devices remain controversial because of the risk of harming pinniped hearing and disturbing non-target wildlife (Gordon and Northridge, 2002; Morton and Symonds, 2002). The high source pressure levels of most ADDs on the market can potentially influence hearing by causing temporary threshold shifts (TTS) or even permanent hearing damage (Gordon and Northridge, 2002). ADDs aimed at deterring pinnipeds often produce mid- to high frequency high intensity noise that is within the sensitive hearing range of odontocetes. Consequently, ADD usage can cause habitat exclusion in odontocete species such as killer whales and harbour porpoises (Phocoena phocoena) (Morton and Symonds, 2002; Olesiuk et al., 2002; Brandon et al., 2013). A successful deterrent should be sufficiently aversive so that it creates avoidance but does not cause hearing damage or excludes or interferes with non-target species.

6.3.1 ‘Pingers’

Pingersons are a specific type of ADD that uses lower acoustic output (<150 dB; re: 1 µPa) sounds to prevent bycatch (Götz, 2008). Bycatch represents another form of marine mammal fishery conflict in which marine mammals, commonly small odontocetes like porpoises, fail to detect fishing nets and ultimately become trapped. This incidental mortality is a significant conservation problem, resulting in several hundred thousand animals lost per year and threatening several species with extinction (Jefferson and Curry, 1994, 1996; Read and Wade, 2000; Reeves et al., 2003; Read, 2008). This prompted the development of pingersons, devices that give off high frequency but lower intensity acoustic stimuli, with the goal of either alerting the marine mammals to the presence of the net or creating aversion to the net (Dawson et al., 1998). Controlled field experiments have demonstrated that pingersons significantly reduce harbour porpoise and common dolphin bycatch (Barlow and Cameron, 2001; Kraus et al., 1997; Carretta and Barlow, 2011) and effectively eliminated beaked whale bycatch in gillnets (Carretta et al., 2008).

The success of pingersons and the ineffectiveness of ADDs illustrate the importance of motivation in aversion. In species that actively depredate from gillnets such as bottlenose dolphins and sea lions, pingersons fail to induce avoidance (Carretta and Barlow, 2011; Gazo et al., 2008). It is not fully understood how porpoises become entangled in gillnets, but it is likely that porpoises are feeding in the vicinity and are unable to locate the net. Because porpoises appear not to be depredating, there is no heightened benefit to associate/habituate to the pingerson, which is evidenced by long-term pingerson success. The difference in the effectiveness of pingersons is not only related to the benefits of depredation, but probably also with the sensitivity of different species to sound. For instance, the 100% reduction of bycatch in beaked whales suggests enhanced vulnerability of these whales to acoustic pollution (Carretta et al., 2008).

6.4 Tactile deterrents

Tactile deterrent methods vary, but typically involve physically creating pain or discomfort in dependators to induce aversion. Examples of tactile harassment methods include shooting rubber bullets, blunt-tipped arrows, or rubber buckshot at dependators (Scordino, 2010). The goal of tactile harassment methods is to elicit flight behaviors by creating pain. Illustrative examples of the long-term tactile harassment involve the depredation of salmon in Bonneville dam in the Northwest United States. During tactile hazing individuals exhibit an immediate flight response, but frequently return and learn to either surface infrequently or avoid the shooter (Scordino, 2010).

The creation of a pulsed, low voltage DC electric field aimed to deter pinnipeds predating salmon is a novel tactile harassment technique, analogous to the use of electric fencing to control live stock in terrestrial ecosystems. In both captive setting and wild settings, seals exhibited avoidance to an electrical gradient, but the seals returned to the net once the electric field was turned off (Forrest et al., 2009). Overall, it appears that the electric field deterrent can generate a highly localized and temporary aversion because food motivation drives the animals to return (Shivik et al., 2003). Additional effects on non-pinniped species, especially fish requires further investigation.

The benefit of tactile harassment methods is that painful stimuli create immediate flight responses and are difficult to habituate to. Additionally, pain causes instantaneous and long-term learning (Fig. 2). Fear conditioning enables the animal to derive learned associations and subsequently exhibit fear responses to the stimuli or contexts that predict the tactile deterrent. The goal of tactile deterrents should explicitly be to promote fear conditioning rather than to continuously produce aversive stimuli (e.g., a constant electric fence or permanent presence of shooters).

6.5 Visual deterrents

There is evidence that pinnipeds and dolphins possess sophisticated visual systems (Schusterman, 1981; Kuczaj et al., 2008) and there are observations of pinnipeds using vision to detect predators (Baird and Stacey, 1989). However, visual deterrents have
not been extensively tested in cases of marine mammal/fishery conflict. Fiberglass models of killer whales placed around aquaculture pens (Depeweda and Olivas, 2005) had a limited effect in deter-
ring predating pinnipeds. Novel or intense light stimuli elicit
aversive responses in sea turtles interacting with gill nets (Wang et al., 2010), but this strategy has not yet been tested on marine
mammals.

7. Conclusions

7.1. Implications of deterrents

There are often conflicts between wildlife management and
wildlife conservation (e.g., Blumstein 2010a,b; McMahon et al.,
2012). Aversive stimuli can elicit fear or anxiety resulting in long
term avoidance of an area or a resource (Frid and Dill, 2002; Mor-
ton and Symonds, 2002). Based on our review, we suggest that
deterrents must incorporate first principles of animal behavior
and learning for long-term success. We suggest that there are
at least four potential management concerns (Table 2) that require
consideration before implementing non-lethal deterrents: impacts
on non-target wildlife; animal welfare; applicability; and overall
effectiveness.

Because deterrent stimuli are potentially aversive to other taxa,
successful application of deterrents must weigh the potential cost
to other species with the overall management benefit. Marine
mammals are equipped with species-specific sensory mechanisms
and sensitivity to assess and detect threats. We, and others (e.g.,
Gilchrist et al., 2003; Southwood et al., 2008; Ganz and Janik,
2010; Bedenew et al., 2011; Ramp et al., 2011), have suggested
that non-lethal deterrents should tailor signals toward the partic-
ular species’ sensory mechanisms and sensitivities. Acoustic pollu-
tion has negative impacts (for review see Kight and Swaddle,
2011), especially for marine fauna (Rolland et al., 2012). Different
deterrents will have different effects on marine fauna. Acoustic de-
vices differ in their frequency range and acoustic output (emitted
level and duty cycle) and the receivers (marine mammal species
targeted or not by the deterrents) vary in their acoustic sensitivity
and behavioral reactions to sound. The active space of acoustic
stimuli will vary based upon the signal characteristics, as well as
the receivers’ hearing thresholds and responsiveness (i.e., seal scar-
ing devices may deter porpoises 7.5 km away (Brandt et al., 2011)).

The differences in sensory abilities, responsiveness to novelty (neo-
phobia), and the learning capacity of other non-target species
potentially exposed to deterrent stimuli should be taken into ac-
count before and during application to mitigate non-target wildlife
impacts.

Deterrents are not only used to mitigate interactions of mar-
ine mammals with human activities (aquaculture or stealing fish
from human fisheries), but also to deter marine mammals from
natural habitats and natural prey in order to prevent competition
with other top-predators: humans. This raises ethical concerns
over the appropriate application of deterrents and how wide-
spread their usage should be. Using deterrents for cases of natu-
ral foraging may be justified if there is clear documentation of
negative impacts and the availability of alternative habitat/re-
sources. Also, the target species should not be declining or
endangered. Whether it is acceptable to use deterrents to elicit
aversion from fishing gear versus using them to deter marine
mammals from feeding in natural habitats over natural prey to
avoid competition with humans for the same resource is an open
question.

The degree of discomfort animals experience from deterrents
raises animal welfare concerns. Exposure hinges upon whether
alternative resources/habitat are available. If not, the individu-
als will have no choice but to continue to forage and be exposed
to the deterrents. Deterrent stimuli should never cause permanent
damage. The intensity and duration of deterrent stimuli (especially
acoustic) are relevant parameters than can be modified to prevent
damage.

We believe that deterrents will enhance success and minimize
non-target impacts when used in situations where predation
has a narrow spatial extent and can be targeted to nuisance ani-
mals. Acoustic deterrents, by their very nature are applied over a
relatively broad area and may include marine protected areas or
large-scale aquaculture facilities. There is no register of the num-
ber of devices in use or lost at sea (some pingers can be active
for a year upon being lost) and collecting these data should be a
priority because this information can help mitigate the use of such
devices. In Scotland, for example, ADD use may contribute to large-
scale acoustic pollution (Gordon and Northridge, 2002). In the Ro-
gue River in Southern Oregon, targeted hazing of individual sea
lions with cracker shells, rubber bullets and seal bombs success-
fully reduced predation of commercial and recreational salmon
fishers in the river (Scordin, 2010). This is a sharp contrast with
less successful deterrent efforts on sea lions that swim toward sal-
mon ladders in Northern Oregon and Washington. The degree to
which the behavior has spread through the population and the
geographic extent that requires deterrence may contribute to their
effectiveness.
7.2. Enhancing conservation success through fear conditioning—learning matters

Avoidance of possible or potential threat reduces the likelihood of attack whereas flight/flight behaviors are defended from impending attack. These are distinct functional and behavioral pathways that animals evolved to avoid danger (McNaughton and Corr, 2008). Behaviors sustained by these proximate mechanisms (anxiety and fear). The capacity of painful or aversive stimuli to induce fear (flight) responses has made them common for managers (Shivik et al., 2003). Fear, however, is short term, and is terminated following the direct escape from threat (Elam et al., 2011). In other words, once the animal has fled and is out of the immediate vicinity of the stimulus, fear subsides, and motivation will drive the depredator to return. In contrast, anxiety is sustained and can create chronic avoidance as seen in animal models of post-traumatic stress syndrome (Siegmund and Wotjak, 2006). The goal of deterrent stimuli should not be the continual use of stimuli that elicit short-term flight responses, but rather the promotion of anxiety that results in avoidance of potential danger. Thus, first principles strongly suggest that a Pavlovian fear-conditioning paradigm will enable depredators to learn the cues/contexts that precede the dangerous/painful stimuli, ultimately resulting in anxiety and avoidance of the anxiety-producing situation.

A Pavlovian fear-conditioning paradigm for deterrents is an ethologically inspired deterrent. Fear conditioning, by facilitating learning of the cues that precede threat, enables individuals to use behavioral responses to move down the risk continuum (Fanselow and Lester, 1988) from fear (flight) to anxiety (avoidance). The application of fear conditioning for deterrents should be species specific, tailoring the stimuli used as US and CS to a species’ sensory sensitivities, as well as include combinations of stimuli that belong together. For marine mammals, sound is a salient stimulus that can be used as a CS and a US if sufficiently startling (Corrales and Jamieson, 2015). Painful or startling stimuli are difficult to habituate to, especially if a once conditioned individual avoids exposure through avoidance. Extinction, the decrease in responsiveness to a previously acquired conditioned stimulus with repeated non-reinforced exposure, could be delayed with partial reinforcement. The reinforcement schedule (i.e., when to expose individuals to the CS and US pairing) can be tailored to suit particular situations. If there are many animals depredating (sea lions depredating purse seine nets) and a large turnover of individuals, learning will vary across individuals. This situation will likely require regular reinforcement to ensure new individual conditioning. Alternatively, if a small number of animals feed and repeatedly return it is likely that less regular, but nonetheless periodic, reinforcement schedules will suffice to prevent extinction. Managers should tailor reinforcement schedules to appropriate contexts and some effort must go into identifying the number and diversity of potential depredators.

Given management and conservation concerns, we recommend a cautious approach to deterrents. There are difficulties in designing US and CS and there is the real possibility of impacting non-target organisms or displacing target animals from essential habitat. There is much to learn about how deterrent application and to mitigate marine mammal conflict with fisheries. We emphasize that the value of using threatening or painful stimuli is that if effectively conditioned, it can create long-term learned avoidance that does not require using the painful stimuli in the future. Once the animals learn the association (and animals may learn these associations with only a few trials), they will never experience the painful stimuli as long as they avoid the protected resource. We view this, ultimately, as a welfare-friendly solution to human-wildlife conflict.
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CHAPTER 4

Can fear conditioning repel California sea lions from fishing activities?

Abstract

Marine mammal interactions with fisheries create human wildlife conflicts that can threaten human safety, economic interests, and marine mammal survival. Marine mammal/fishery conflicts highlight the demand for effective non-lethal deterrents that repel marine mammals with minimal impacts on non-target species. A deterrent that capitalizes on individual-specific learning mechanisms, like fear conditioning, may enhance success while simultaneously balancing welfare concerns and reduce noise pollution. During fear conditioning, individuals learn the cues/contexts that precede the dangerous/painful stimuli, and respond by avoiding the dangerous/painful situations. We tested the efficacy of fear conditioning using aversive acoustic stimuli for reducing California sea lion (Zalophus californianus) interactions from two commercial fishing contexts in Southern California, USA; bait barges and fishing vessels. We performed conditioning trials on 24 individual sea lions interacting with bait barges. We tested for acquisition of conditioned fear by pairing a neutral tone with a startle stimulus. The unconditioned stimulus caused animals to increase distance and spend more time away from the bait barge but conditioned individuals had weaker avoidance responses compared to control individuals. From actively fishing commercial passenger fishing vessels we tested for fear conditioning by exposing sea lions to paired neutral tone/startle, startle pulse alone, and no sound controls over 226 fishing sets. We performed playback from 146 (including 48-no sound control) stops over two summer fishing seasons (2013, 2014). During playback from sport fishing vessels,
both conditioned stimulus and the unconditioned stimulus caused individuals to surface at a greater distance from the vessel during playback than on non-playback, but playback did not eliminate interactions with the boat. Taken together, our results suggest that the fear conditioning method has some promise for the development of non-lethal deterrents, but careful consideration has to be given to the behavior of individuals, the unconditioned/conditioned responses, and the overall management goal when designing acoustic deterrents.

1. Introduction

To adjust to rapid anthropogenic environmental change, wildlife are increasingly turning to human-derived resources such as fish from fishing lines or nets (Zollett and Read, 2006), domesticated livestock (Muhly and Musiani, 2009) or garbage cans (Baruch-Mordo et al., 2013). Animals exploiting these resources create human-wildlife conflicts, ultimately threatening human safety, economic interests, and their own survival (Woodroffe et al., 2005). Marine mammal depredation, or the removal of fish from lines or nets, creates scientific, management, and conservation concerns that include socio-economic losses upon fisheries (Hamer et al., 2012), increased marine mammal entanglements, and potential (and realized) retaliatory actions by fisherman (Powell and Wells, 2011; Read, 2008). As a consequence of these conflicts, there is increasing demand for effective non-lethal mitigation techniques, such as effective deterrents to reduce conflicts (Berrow et al., 2008; Forrest et al., 2009; Gordon and Northridge, 2002; Götz and Janik, 2015, 2016).

Deterrents use aversive stimuli to prevent animals from acquiring human resources (Ramp et al., 2011). Deterrent stimuli use a variety of mechanisms to elicit defensive responses in animals (Götz and Janik, 2010; Schakner and Blumstein, 2013). A range of different presumably aversive
stimuli, such as intense acoustic signals, can elicit avoidance in marine mammals (Berrow et al., 2008; Brandt et al., 2013; Cosgrove et al., 2009). However, the use of such intense acoustic signals in marine environments to prevent depredation is controversial. There are concerns about their overall efficacy, ethical and conservation concerns over potential hearing damage, and ecological impacts on non-target wildlife (Gordon and Northridge, 2002; Götz and Janik, 2013). Focusing deterrents on species-specific sensory capabilities and individual learning mechanisms can potentially limit the effects on non-target species, as well as reduce an individual’s exposure to painful stimuli (Götz and Janik, 2013). Individuals rapidly learn the cues, context, or conditions that predict threatening situations (e.g., predator attack). This suggests that a deterrent which capitalizes on individual-specific learning mechanisms may enhance success while simultaneously balancing welfare concerns and potential deleterious impacts on non-target species if the aversive stimulus does not elicit avoidance responses in non-target species.

_Pavlovian fear conditioning_ is a form of associative learning in which individuals are exposed to an aversive, unconditioned stimulus (US) that is paired with an innocuous conditioned stimulus (CS) (Fanselow and Ponnusamy, 2008; Fanselow, 1984). Once conditioning has occurred, exposure to the unconditioned stimulus generates fear reactions to the conditioned stimulus. After painful encounters, however, conditioned responses to cues that signal pain (i.e., tone or context) are different from unconditioned response to the US itself (Blanchard and Blanchard, 1969; Fanselow, 1980; Hollis et al., 1997). For instance, rats’ unconditioned response to aversive electric shock (US) involves a burst of motor activity (Fanselow, 1982). In contrast, rats exposed to a stimulus that predicts shock or threat (CS such as context or experimenter) react by fleeing, engaging in hyper-vigilance, or exhibiting generalized avoidance (Blanchard, 1997; Bolles and Collier, 1976; Fanselow, 1980). Conditioned responses
involve behaviors like vigilance or avoidance designed to circumvent threat that can also be the target responses for an effective deterrent (Hollis et al., 1997). These, deterrents use painful or aversive deterrent stimuli that are designed to elicit unconditioned responses. If effectively conditioned however, individuals will learn the cues that precede the painful stimulus so as to avoid the painful stimulus entirely. Employing fear conditioning to create deterrents might be a very effective way to reduce human-wildlife conflicts in a relatively humane way, especially if the conditioned response to the target CS is avoidance (Greggor et al., 2014; Mazur, 2010; Rossler et al., 2012; Schakner et al., 2014). This is because when properly conditioned, predators learn the cues/contexts that precede the aversive stimuli, ultimately resulting avoidance of the threatening situation without the need for continuous exposure to the aversive stimuli.

The acoustic startle reflex is a response from the sudden onset of a sharp acoustic stimulus that results in eyelid closure, contraction of neck and skeletal muscles, and sympathetic activation (Koch 1999). It also disrupts ongoing behavioral patterns, and reduces sensory and cognitive functioning (Graham 1979). In a captive setting, Janik & Götz (2011) demonstrated startle stimuli elicited flight responses and conditioned avoidance in grey seals (Halichoerus grypus) even when highly motivated to feed and in the presence of food (Götz & Janik, 2011). Seals were successfully fear-conditioned when a startle stimulus was paired with a non-startling tone (Götz & Janik 2011). This startle method (without fear conditioning) has succeeded in reducing seal approaches and seal depredation on salmon farms (Götz & Janik 2015, 2016). Here we test a fear conditioning approach to acoustic deterrents using a tone paired with an acoustic startle stimuli on free-living California sea lions (Zalophus californianus) interacting with commercial fishing activities in southern California. By doing so, we evaluate the efficacy of fear conditioning in two different contexts than had previously never been studied.
California sea lion depredation of commercial passenger fishing vessels and bait receivers—barges and docks where live bait is sold to sport fishers (hereafter bait barges) off the west coast of the United States has been observed for decades and has increased as pinniped populations have increased dramatically since the 1970’s (Fletcher, 2008; Keledjian and Mesnick, 2013; Lowry and Maravilla-Chavez, 2005). Our objective was to test the efficacy of fear conditioning in reducing sea lion interactions from two commercial fishing contexts; bait barges and fishing vessels. We tested whether: (1) individual sea lions interacting with bait barges can be fear conditioned using aversive acoustic stimuli, (2) fear-conditioned individuals’ responses differ from those of non-conditioned individuals and (3) fear conditioning reduces interactions between sea lions and commercial passenger fishing vessels in southern California.

2. Materials and methods

2.1 Study site

California sea lions on bait barges in Southern California’s Mission Bay were used for conditioning trials. We conducted playback trials on sea lions interacting with commercial passenger fishing vessels off Southern California, that were based in San Diego Bay, Mission Bay, Dana Point, San Pedro, and Marina Del Rey.

2.2 Playback equipment and stimuli

We broadcast acoustic stimuli through a Lubell 9162T underwater loudspeaker (Lubell Labs Inc, Columbus, Ohio), using a Vibe 292 power Amplifier (Lanzar Inc.), from a Tascam DR40 player. The loudspeaker was calibrated using variety of test signals at broadband source levels. Playback signals were then readjusted digitally using Adobe Audition (Adobe® Systems,
Mountain View, CA, USA). The Conditioned Stimulus (CS) was a 6 s long, 120 dB (re1 μ Pa) sine wave tone (shaped with a fade in 1.5 s to be non-startling), with a frequency range of 1-2 kHz (Figure 1). The Unconditioned Stimulus (US) was centered around 10-11 kHz with a bandwidth from 2 kHz to 18 kHz. It is 190 dB (re1 μ Pa) 200 ms long with a rise time of 2 ms (figure 1). The pulse was shaped white noise synthesized in Adobe Audition software with a band-pass filter and an envelope gain function. During pairings, the US was played 2 seconds after the CS.

2.3. Experimental design

2.3.1 Conditioning trials on bait barges

Two observers were stationed at the end of the bait barge to control the acoustic apparatus and perform focal follows. Individual sea lions were marked with non-toxic paint pellets. After marking, a focal individual was flushed into the water by walking towards it. Observers recorded the focal individual’s behavior (surface time and distance to barge using a laser rangefinder). Following a 2 min pre-trial observation period, playback trials commenced. Each trial consisted of a sound exposure followed by observation of the subject’s response. The first surfacing of the animal within a 20 m radius of the deterrent initiated the next trial. This continued until all trials were completed for the focal animal’s treatment. Each individual was randomly assigned to a paired playback or control treatment. For the paired group, treatment consisted of 6 trials of CS/US training followed by 6 trials of CS-alone (CS-) test phase (Figure 2). The unpaired control group was presented with the same total number of CS and US sounds (control-CS or
control-US) as the paired group during training, but in a predetermined random order so there was no consistent association between the CS and US (Figure 2).

2.3.2 Bait barge conditioning trials analysis

To study factors that predicted response during observation, we fitted generalized linear mixed effects models (GLMMs) with distance fled (in m) and time spent away (in min) as response variables, using a gamma error distribution. Fixed effects included treatment (factor levels: CS/US training, CS- testing, Control US-Alone and Control CS-alone), trial number, and sex and the interaction between trial number and treatment. We tested the following random effect combinations (here shown in R notation); random intercept term for individual (1 | ID) as well as random slope terms for treatment (treatment | ID) and trial number (Trial | ID) within individual.

For all statistical analyses, we used R 2.14 (R Development Core Team 2014) using the package lme4 (Bates et al. 2011). We used a two-step (Zuur et al., 2009) model selection procedure using Akaike Information Criterion for small sample sizes (AICc). The fixed and random effects combination retained in the final selected model are shown in supplementary table 1. 95% confidence intervals calculated using the ‘confint’ function (method “Wald”) in lme4. Model assumptions were validated by examining the distribution of residuals and quantile-quantile plots. Table S1 lists the information on the random and fixed effects included in the full model and distributions. All model parameter coefficients and CIs are shown on the scale of the response variable.
2.3.3 Conditioning trials on fishing boats

A single CPFV fishing trip was composed of multiple fishing stops. At each stop, the playback apparatus was deployed at the stern of the fishing vessel where fishing was concentrated. The acoustic stimuli were broadcast only when sea lions were observed interacting with the vessel. Three conditions were randomly selected for playback: Pairing (CS/US), US-alone, or control with no sound.

Two observers, one stationed on the observation deck and one on the stern recorded the amount of time and number of sea lions within 50 m of the vessel while scanning for other marine mammals > 50 m away. Behavioral observations included orientation, surface movements, and time spent around the boat. Surface distances from vessel were measured with a laser range finder. The second observer focused on quantifying the following variables: time spent fishing at each fishing stop, bait foraging (the amount of time sea lions were within 30 m of the stern actively taking bait from fishing lines or chum while swimming back and forth), surface take (when sea lions removed a hooked fish as evidenced by movement on the fishing line indicating that a fish was no longer hooked, and a sea lion surfaced immediately with a fish), surfacing behavior (number and distance of surfacings), and the number of sea lion-vessel interactions (number of sea lions and time spent within 50 m of vessel). Additional variables recorded included the fishing stop number, as well as number and species of fish caught at each fishing location.

2.3.4 Analysis of conditioning trials on fishing boats

To study the factors that influenced sea lion surfacing behavior during playback, we fitted a GLMM with surfacing frequency as a response variable and a GLM with surfacing distance as a
response variable. Fixed effects included treatment (factor levels: control, CS/US pairing, US-alone) and time spent fishing was included as an offset term. Location and the fishing stop number were included as random effects for all GLMMs. To study how playback influenced sea lion bait foraging, we fitted a GLM with bait foraging presence as the binomial response variable. Bait foraging occurred when sea lions were stern foraging for at least 50% time fishing at a single stop (absence defined as a CSL bait foraging for less than 50% time fishing at a stop). Fixed effects included treatment and time spent fishing.

3. Results

3.1 Conditioning trials on bait barges

Conditioning trials took place from September through November 2014. A total of 24 individual California sea lions were marked and used for playback (12 treatment, 12 control). The only factor to significantly predict the distance and time spent away in response to playback was the US when played alone in the control group (Table 1; Figure 2). Individual sea lions surfaced 7.7x farther and spent nearly 8x more time away from the bait dock in response to the US-alone (Table 1, Figure 2) than in response to the control CS. The interaction between trial number and CS/US treatment was significant for both distance and time spent away, suggesting that conditioned individuals had diminished responses with each successive trial(CS/US pairings) compared to control individuals.

3.1.2 Conditioning trials on fishing boats
We monitored 226 fishing stops across five locations in southern California during two summer fishing seasons (2013, 2014). Fishing time at a stop ranged from 0.08 h to 1.9 h with a mean of 0.73 h (±45 h SD). Over the two seasons of observations, interactions with sea lions occurred during 62% of the 226 fishing stops. Playbacks were performed on 98 fishing stops; in addition, we had 48 control (no sound) observations. Surface takes occurred too infrequently to be included in analyses.

Compared to no-sound control treatment, playback of the startle pulse (US-alone) caused sea lions to surface 2.7 times farther from the vessel and reduced surfacing frequency by 23% (Table 2). The paired playback caused a 26% decrease in surfacing but had no effect on distance compared to control treatments (Table 2).

The US-alone treatment reduced the presence of sea lion bait foraging behavior causing an 83% reduction in the number of events when bait foraging was present (more than 50% of the time). There was no significant effect of the paired playback bait foraging behavior (Supp. Table 1).

4. Discussion

Playback of intense, impulsive signals evoked strong unconditioned behavioral responses in California sea lions that included rapid flight and increased distance from sport fishing activities around bait docks and vessels. These results are consistent with earlier studies that showed avoidance responses to startling stimuli in grey seals (Götz & Janik, 2015). The pairing of a neutral tone with the intense startling pulse produced conditioned responses in individual sea lions interacting with bait barges. In contrast to our prediction that conditioning would create avoidance, conditioned individuals spent more time at closer distances to the bait barge compared to control individuals. Correspondingly, sea lions responded differently to the CS/US
playback compared to the US alone from the sport fishing vessels. While not specifically quantified, we hypothesize that sea lions were learning to surface surreptitiously, or change their orientation when they heard the warning sound, so as to avoid exposure to the potentially painful startle sound without swimming away. Götz & Janik (2015) also reported reduced dive times in their fear-conditioning paradigm applied to captive grey seals.

According to adaptive-evolutionary perspectives on learning theory, the nature of the conditioned response is determined by the unconditioned stimulus (Fanselow and Lester, 1988; Timberlake, 1994). Learned responses are tailored to the particular US. For instance, response to sickening food involves taste aversion (Garcia et al., 1955), whereas responses to CS preceding tactile pain, like a shock, include the avoidance of the context where pain occurred. For our study, the unconditioned stimulus was an intense, startle-eliciting acoustic pulse. We predicted that the behavioral responses to intense acoustic stimuli would include avoidance of the site of sound exposure, as observed in captive experiments (Finneran et al., 2003; Götz & Janik, 2011). Rather, the diminished spatial avoidance responses suggest that sea lions were learning to avoid the underwater sound by surfacing so as to avoid the sound. One difference between this and previous studies was a relatively long CS tone. This provided the animals with a relatively long warning period. Thus, the specific duration of the CS might have helped sea lions develop successful avoidance strategies. In some cetacean species, the Pavlovian response to a warning signal preceding intense acoustic stimuli reduces hearing sensitivity (Nachtigall and Supin, 2014, 2013), a possibility that has not been explored with pinnipeds. Our observations suggest that the conditioned response to acoustic stimuli failed to create the desired management goal (avoidance) in this particular fishery, however, unconditioned response hold some potential. The
situation may be different in other applications where increased surface activity effectively prevents foraging behavior.

The deterrent changed the behavior of sea lions interacting with fishing vessels. Sea lions surfaced at greater distances from vessels during playback than during non-playback periods. However, the average distance of surfacing during playback was still within the 50 m of boats. It appears therefore, that the deterrent modifies bait foraging behavior in sea lions but does not prevent interactions with the boat entirely. It may be that individuals surface further out to avoid being near the sound source while stern foraging. In some cases, the startle deterrent did not influence sea lion behavior. Identifying the specific mechanisms underlying the lack of response (habituation, increased motivation, higher hearing thresholds, or indeed a high turnover of animals) requires further investigation. Generally speaking, one problem with otariids (which include California sea lions) is that they have less sensitive underwater hearing than most phocid seals (which include grey seals) limiting the applicability of acoustic startle (Schusterman 1981).

The lack of the ability to mark individual sea lions foraging in the open ocean remains a major limitation of our and other studies that require individual identification (e.g., studies of habituation to repeated exposure of stimuli).

Thus, while we were able to induce mild fear conditioning in individual Californian sea lions interacting with commercial fishing activities, we were unable to create the desired avoidance necessary to mitigate the predation problem in the tested industries. However, it may be worth to consider that increased surface swimming (even at close distances) may well be a useful conditioned response in other commercial fisheries (e.g., bottom set gillnets) or on fish farms where predators need to spend a significant amount of time underwater in order to obtain prey (e.g., by manipulating nets). Taken together, our results suggest that the fear conditioning
method has some promise for the development of non-lethal deterrents, but careful consideration has to be given to the behavior of individuals, the unconditioned/conditioned responses, and the overall management goal when designing acoustic deterrents.
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Table 4-1
Generalized linear mixed effects models for individual California sea lions response (time spent away and distance fled) during conditioning trials on bait barges. Model coefficients for fixed effects are presented on the scale of the response variable. Significant ($p < 0.05$) variables are highlighted in bold.

<table>
<thead>
<tr>
<th>Model Category</th>
<th>Model Coefficient</th>
<th>95% CI</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(intercept)</td>
<td>time</td>
<td>1.96</td>
<td>1.17, 3.28</td>
</tr>
<tr>
<td></td>
<td>distance</td>
<td>10.11</td>
<td>6.4, 15.95</td>
</tr>
<tr>
<td>Control Treatment: US-Alone</td>
<td>time</td>
<td>7.92</td>
<td>4.47, 14.00</td>
</tr>
<tr>
<td></td>
<td>distance</td>
<td>7.74</td>
<td>3.59, 16.65</td>
</tr>
<tr>
<td>Treatment: CS/US training</td>
<td>time</td>
<td>1.60</td>
<td>0.79, 3.27</td>
</tr>
<tr>
<td></td>
<td>distance</td>
<td>2.32</td>
<td>1.20, 4.37</td>
</tr>
<tr>
<td>Treatment: CS-Testing</td>
<td>time</td>
<td>0.73</td>
<td>0.36, 1.47</td>
</tr>
<tr>
<td></td>
<td>distance</td>
<td>1.71</td>
<td>0.93, 3.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.16</td>
<td>1.03, 1.30</td>
</tr>
<tr>
<td>Trial number</td>
<td>time</td>
<td>1.22</td>
<td>1.08, 1.37</td>
</tr>
<tr>
<td></td>
<td>distance</td>
<td>0.87</td>
<td>0.75, 1.03</td>
</tr>
<tr>
<td>US-Alone x Trial number</td>
<td>distance</td>
<td>0.87</td>
<td>0.78, 0.97</td>
</tr>
<tr>
<td></td>
<td>time</td>
<td>0.82</td>
<td>0.71, 0.95</td>
</tr>
<tr>
<td>CS/US x Trial number</td>
<td>distance</td>
<td>0.80</td>
<td>0.69, 0.93</td>
</tr>
<tr>
<td></td>
<td>time</td>
<td>0.92</td>
<td>0.80, 1.06</td>
</tr>
<tr>
<td>CS-Testing x Trial number</td>
<td>distance</td>
<td>0.77</td>
<td>0.66, 0.89</td>
</tr>
</tbody>
</table>
Table 4-2

Generalized linear mixed effects models for sea lion surfacing behavior (frequency and distance) during playback from active fishing vessels. Model coefficients presented on the scale of the response variable. Significant (p < 0.05) variables are highlighted in bold.

‘nr’ indicates the variable was not retained in the model selection process.

<table>
<thead>
<tr>
<th>model</th>
<th>Model Coefficient</th>
<th>95% CI</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(intercept)</td>
<td>Surfing frequency</td>
<td>22.1</td>
<td>14.2, 34.2</td>
</tr>
<tr>
<td></td>
<td>Distance</td>
<td>19.1</td>
<td>13.6, 27.1</td>
</tr>
<tr>
<td>Treatment: US-Alone</td>
<td>Surfing frequency</td>
<td>0.77</td>
<td>0.71, 0.83</td>
</tr>
<tr>
<td></td>
<td>Distance</td>
<td>2.70</td>
<td>1.99, 3.62</td>
</tr>
<tr>
<td>Treatment: CS/US training</td>
<td>Surfing frequency</td>
<td>0.74</td>
<td>0.67, 0.80</td>
</tr>
<tr>
<td></td>
<td>Distance</td>
<td>1.06</td>
<td>0.75, 1.50</td>
</tr>
<tr>
<td>Time spent fishing</td>
<td>Surfing frequency</td>
<td>1.08</td>
<td>1.02, 1.10</td>
</tr>
<tr>
<td></td>
<td>Distance</td>
<td>nr</td>
<td>nr</td>
</tr>
<tr>
<td>Stop N</td>
<td>Surfing frequency</td>
<td>nr</td>
<td>nr</td>
</tr>
<tr>
<td></td>
<td>Distance</td>
<td>0.88</td>
<td>0.78, 0.99</td>
</tr>
</tbody>
</table>
Fig. 4-1

Conditioned Stimulus (CS) and Unconditioned Stimulus (US) playback sounds.
Reinforcement schedules for individuals in paired playback or control treatments. Dotted Red dotted lines refer to US and black solid lines represent CS.
Average (± 95% confidence interval) sea lion response (time spent away from bait barge) during conditioning trials.
## Appendix A. Generalized linear mixed models used in this study

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Factors</th>
<th>Random Factors</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Conditioning trials on bait barges</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time away from dock</td>
<td>Sex, trial, treatment</td>
<td>(1</td>
<td>ID) ,(treatment</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ID) ,(Trial</td>
<td>distribution</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ID)</td>
<td>with log-link</td>
</tr>
<tr>
<td>Distance fled from dock</td>
<td>Sex, trial, treatment</td>
<td>(1</td>
<td>ID) ,(treatment</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ID) , (Trial</td>
<td>distribution</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ID)</td>
<td>with log-link</td>
</tr>
<tr>
<td><strong>Conditioning trials on fishing boats</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bait Foraging</td>
<td>treatment, time spent fishing</td>
<td>n/a</td>
<td>Binomial</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Poisson</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>distribution</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>with log-link</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>function</td>
</tr>
<tr>
<td>Surfacing Frequency</td>
<td>treatment, time spent fishing</td>
<td>(1</td>
<td>stop),(1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>distribution</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>with log-link</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>function</td>
</tr>
<tr>
<td>Surfacing Distance</td>
<td>treatment, fishingtime, stop</td>
<td>n/a (GLM)</td>
<td></td>
</tr>
</tbody>
</table>

### Supplemental Table 1

Influence of playback on sea lion foraging behavior during active fishing.
### Model: Presence of Bait foraging

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>CI (95%)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>5.40</td>
<td>2.27, 15.9</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Treatment: US-alone</td>
<td>0.27</td>
<td>0.08, 0.72</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>Treatment: CS/US pairing</td>
<td>6.30</td>
<td>0.94, 124.5</td>
<td>0.10</td>
</tr>
</tbody>
</table>
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CHAPTER 5

Epidemiological models to control the spread of information in marine mammals

Abstract:

Socially transmitted wildlife behaviors that create human-wildlife conflict are an emerging problem for conservation efforts that also provide a unique opportunity to apply principles of infectious disease control to wildlife management. As an example, California sea lions (*Zalophus californianus*) have learned to exploit concentrations of migratory adult salmonids below the fish ladders at Bonneville Dam impeding endangered salmonid recovery. Proliferation of this foraging behavior in the sea lion population has resulted in a controversial culling program of individual sea lions at the dam, but the impact of such culling remains unclear. To evaluate the effectiveness of current and alternative culling strategies, we used network-based diffusion analysis on a long-term dataset to demonstrate that social transmission is implicated in the increase in dam foraging behavior and then studied different culling strategies within an epidemiological model of the behavioral transmission data. We show that current levels of lethal control have substantially reduced the rate of social transmission, but failed to effectively reduce overall sea lion recruitment. Implementation of culling efforts earlier could have substantially reduced the extent of behavioral transmission and, ultimately, resulted in fewer animals being culled. Epidemiological analyses offer a promising tool to understand and control socially transmissible behaviors.
Introduction

Socially transmitted behaviors, ideas, or information can be contagious, spreading through populations like an infectious disease (Bettencourt et al. 2006; Christakis and Fowler 2007; Hill et al. 2010). Interactions between individuals underlie transmission of both behaviors and diseases, creating similar patterns of spread across contact networks (Hill et al. 2010), and conservation biologists and wildlife managers increasingly need to control the spread of unwanted wildlife behaviors (Chiyo et al. 2012; Schakner et al. 2014). Human-wildlife conflict arises when specific behaviors increase exploitation of human resources (Madden 2004), which may threaten human safety and economic livelihood and ultimately result in wildlife culling to eliminate the conflict (Bergstrom et al. 2014). Unfortunately, such culling strategies often have deleterious consequences for wildlife populations and raise technical, ethical, and scientific questions as to their scope and effectiveness. Understanding the transmission mechanisms that underlie the spread of detrimental behaviors may lead to science-based recommendations on culling strategies to limit the impact of these behaviors and potentially reduce absolute culling levels to a socially acceptable level. However, new tools are needed to integrate these mechanistic insights with the impacts of culling on unwanted wildlife behavior.

To motivate the development of such tools, we use foraging behavior in California sea lions as a case study. In the early 2000s, California sea lions (Zalophus californianus) discovered concentrations of salmonids migrating upriver below the entrances to fish ladders at Bonneville Dam (located 235 km up the Columbia River, 45.6442° N, 121.9406° W). Increasing sea lion
predation pressure impedes the recovery of the Columbia River’s declining salmon and steelhead (*Oncorhynchus* spp.) runs, of which 13 evolutionarily significant units are federally listed under the U.S. Endangered Species Act (NMFS 2014). Near the mouth of the river is a major haulout for migratory male California sea lions with aggregations of 10s to 1000s of individuals (Figure 1) (Wright *et al.* 2010). Sea lions were observed sporadically at Bonneville Dam from when it was built in 1938 until the late 1990s (Stansell *et al.* 2010), but the number of individuals foraging at the dam has increased sharply starting in 2002 (Figure 1). The rapid increase in dam-foraging behavior among a subgroup of the population is consistent with social transmission of learned exploitation of this novel food source, as opposed to random asocial learning (Aplin *et al.* 2015). Sea lion foraging at the dam is a known source of salmonid mortality. This impedes endangered salmonid recovery and has created local, regional, and national management conflicts because California sea lions are also federally protected under the U.S. Marine Mammal Protection Act (16 USC Chapter 31). Culling of sea lions preying on salmon at Bonneville Dam began in 2008, but was halted in 2011 during an injunction while being challenged in a lawsuit from the Humane Society of United States (*Humane Society vs Locke.* 2010). This highlights the challenges of culling charismatic predator species versus the threat of extinction of economically, culturally, and ecologically important salmon (Marshall *et al.* 2015).

Given the parallels between social transmission of a behavior and of a pathogen, models from disease ecology (e.g. Susceptible-Infected (SI) models) provide an ideal tool to conduct retrospective analyses of current and potential culling strategies. Here, we used social network analysis to describe the transmission of salmonid foraging preferences by sea lions. We analyzed long term observations of individual sea lions in the Columbia River using network-based diffusion analysis (NBDA) (Hoppitt *et al.* 2010) to estimate the social-transmissibility of the
dam-foraging behavior. The parameters derived from the NBDA analysis were then translated into an SI model, where social transmission of behavior was equivalent to transmission of disease through direct contact between individuals and asocial acquisition of behavior mirrored random acquisition of infection (e.g. from an environmental reservoir). We used the model to examine whether culling was necessary, as well as the effect of alternative lethal control strategies by analyzing the impact of timing and level of culling on sea lion abundance at Bonneville.

**Materials and Methods**

**Data collection**

Sight-resight data of branded individual California sea lions were collected at the main haulout near the mouth of the Columbia river; the East Mooring Basin of Astoria, Oregon USA (river kilometer 25). Pacific States Marine Fisheries Commission and Oregon Department of Fish and Wildlife observers collected the number of individuals at each jetty/haulout from 1997-2014. Sampling occurred by performing counts of all individuals hauled out, followed by observing branded individuals at each haulout, and occasionally flushing all animals at specific haulouts and observing branded individuals during re-haulout. This data set spans 17 years (1997-2014) and includes 64,900 sighting records of 1439 unique, branded individuals. We used a ‘gambit of the group’ approach (Franks *et al.* 2010) with individuals considered associated if they were observed occupying the same dock or jetty. A simple-ratio association index was calculated in SOCPROG 2.4 (Whitehead 2009), with association strengths ranging from 0 (never observed hauled out together) to 1 (always observed hauled out together). We estimated the
association index for any individuals that were observed more than once (for alternate sighting
threshold see Supporting Information and Figs. S1-S2).

Seasonal Bonneville Dam observation effort commenced each year with the first appearance of sea lions at the dam and continued until their absence. The timing of branded individuals foraging at the Bonneville Dam was collected by the United States Army Corps of Engineers sea lion observers program from 2002-2014. Observation effort methods are detailed elsewhere (Stansell et al. 2010).

Network-based diffusion models

We used network-based diffusion analysis (NBDA) (Hoppitt et al. 2010) of the association indices between individuals with the time at which an individual first arrived at Bonneville treated as a continuous variable. NBDAs were run to derive learning rates for two different models: (1) different social and asocial learning rates prior to and after instituting culling in 2008, and (2) constant social and asocial learning rates for the entire time series (2002-2014). Sample-size corrected Akaike Information Criterion (ΔAICc) was used to compare models, with a value of zero indicating the best model and values under two indicating preferred models (Hoppitt et al. 2010).

Discrete-time disease ecology model

To assess the impact of culling on sea lion foraging at Bonneville Dam, we translated the results of the NBDA into a discrete-time disease ecology model that tracked the number of sea lions foraging at Bonneville, \( Y(t) \), over weekly time steps (Equation 1; see Supporting Information).
\[ Y(t + 1) = Y(t) + a\lambda_0(t)X(t) + a\lambda_0(t)s(t)cX(t)Y(t) - \mu Y(t) - \gamma(t)Y(t) \]  

(1)

We forced the number of non-foragers in the model, \( X(t) \), using the count data on the number of sea lions hauled out in Astoria, OR (Fig. S9; see ‘Data collection’ and Supporting Information). Non-foragers learn to forage asocially at a baseline rate at time \( t \), \( \lambda_0(t) \) and socially according to \( s(t) \), which is the strength of social learning relative to asocial learning at time \( t \). Social learning was also influenced by the average contact rate between any two individuals, \( c \) (See Supporting Information). Because the learning parameters (\( \lambda_0(t) \) and \( s(t) \)) were estimated from a sample of foragers, we also included a scaling factor, \( a \), that provides a final model of the total accumulation of foragers (see Supporting Information for a test of this assumption). Sea lions were removed from the foraging population either naturally at rate \( \mu \) (e.g. through death or finding alternate foraging grounds) or through lethal removals at rate \( \gamma(t) \) (See Supporting Information).

**Culling strategies**

To assess the impact of culling, we looked at both the year of implementation as well as estimates of the number of animals removed each year.

**Year of implementation**

We assessed eight different culling strategies relative to the timing of implementation (Table S1). The first was the actual culling strategy employed, which began in 2008 with a court-mandated break in 2011. We then assessed the impact of this one-year break by allowing for the mean number of animals removed in 2008-2010 and 2012-2014 to be removed in 2011 (i.e., 12;
Table S1). Finally, we allowed for earlier removals beginning in 2007 and progressing back to 2002, again using the mean number of animals removed in 2008-2010 and 2012-2014 (Table S1).

To assess these strategies, we calculated the total number of foragers across all years as well as the total number of animals culled. We also calculated the predicted total number of foragers if there had been no culling to determine the reduction in foragers achieved by each culling strategy (dashed, black line in Figure 2B). From these, we calculated the net benefit (i.e., the reduction in foragers minus the total number culled) to determine the effect of each strategy over current management time-scales (Figure 2B).

Target removals

Twelve animals are currently removed on average per year, but it is unknown if this level of removal effort suitably balances reductions in foragers with the obvious ethical concerns over increased lethal removals. As a way to evaluate this, we used the eight culling strategies specified above (Table S1) but assumed that the number of yearly removals was constant across all years where removal occurred. Starting with no removals, we then calculated the marginal net benefit of removing one additional sea lion per year (e.g., net benefit of one removal per year minus the net benefit of no removals per year). Minimizing the derivative of marginal net benefit provided the point at which an additional yearly removal yielded the largest drop in benefit and thus, an ad hoc target culling strategy that balanced increasing reductions in foragers with the need to keep lethal removals to a minimum (Figure 3C). We note, however, that target strategies are a function of the management goal, where a desire for complete control of foraging behavior will necessitate increasing yearly removals as long as the marginal net benefit is positive.
Results

There was strong support for models with social transmission of the dam foraging behavior compared to those without (Table 1). In addition, the start of culling appeared to coincide with a change in the learning process for dam foraging behavior, because models that allowed for different learning rates before and after January 1, 2008 were strongly favored (Table 1). This change in learning patterns led to a 91% decrease in the estimated social transmission effect after culling (i.e., 11.23 before and 1.05 after; Table 1). Thus, culling at least reduces the absolute number of foragers socially transmitting the behavior but may also alter contact patterns to reduce the relative rate of transmission.

The disease model fit the observed data (the maximum number of sea lions observed at Bonneville Dam in any one day during the year) well providing a good description of the total number of foragers present at Bonneville (Figure 2A). The current culling policy has reduced the transmission rate (Table 1) and has yielded positive benefits when comparing number of lethal removals to the reduction in overall foragers (Figure 2B). Had culling taking place during the 2011 injunction (Figure 2B labeled ‘Actual+2011’), it would have yielded little additional reduction in the total number of foragers (Figure 2B). In contrast, beginning removal policies in any year before 2008 caused more substantial reductions in the total number of foragers compared to the actual policy but with increasing costs in terms of the total number of animals removed (Figure 2B). However, culling implemented before 2004 showed increased benefits but with decreased numbers of lethal removals relative to strategies implemented in 2004 or later, despite the longer duration of control (Figure 2B). The need for timely interventions is a well-known principle in infectious disease control (Buhnerkempe et al. 2014; Cooper et al. 2006), and
this result was robust to model assumptions and uncertainties, including parameter uncertainty and imperfect detection of foragers at Bonneville (See Supporting Information and Figs. S1-S8). These results show that earlier initiation of culling can lead to markedly fewer overall foragers than delayed implementation.

Even though early culling consistently yielded positive benefits, it is important to consider whether current culling levels sufficiently balance reductions in foragers with increasing ethical costs of lethal removals. Here, increasing numbers of yearly removals continued to reduce the number of foragers, to a point, but then additional culling produced rapidly diminishing returns (Figure 3). We defined the target yearly removal strategies as the point of diminishing returns that balances reduction of foragers versus overall culling (Figs. 3A,B). Current culling levels appear to be below this target strategy for the actual policy timeframe (Figure 3C), although a 57% increase in the total number of removals during this timeframe would have only reduced overall foragers by 28% (Figs. 3A,B). Full implementation of the target strategy in 2002 would have resulted in a 63% reduction in foragers with only a 43% increase in lethal removals (Figs. 3A,B). Similarly, if removals were implemented in 2005 or before, target strategies would have required fewer annual removals than currently employed (Figure 3C).

**Discussion**

Taken together, our results suggest that immediate implementation of culling during the period of sharp increase in sea lions foraging at the dam could have reduced the extent of behavioral transmission and recruitment to the dam. Rapid proliferation of dam-foraging behavior through social transmission leads to more salmonid predation and ultimately requires
more sea lions to be removed annually than when removal actions are delayed. We note, however, that our model does not address impacts on the endangered salmonid population. Future models should incorporate a consumer-resource component to determine how lethal removal of sea lions relates to salmonid conservation. However, our current results highlight the necessity for early culling efforts from both a conservation and management perspective to prevent the spread of a detrimental behavior and to ultimately minimize the number of animals removed.

Although the conclusion that earlier implementation of lethal removals leads to fewer removals is based on a simple model framework, this management strategy is robust to model assumptions and uncertainties. First, imperfect detection of sea lion foragers at Bonneville Dam is likely to lead to underestimates in the number of removals necessary to curb the spread of the behavior. However, target strategies changed little as long as more than half of foragers were observed. Under this threshold, the qualitative pattern still held generally, although the target number of yearly removals increased to compensate for the greater number of foragers (Extended Data Fig. 2). Similarly, when assessing the impact of parameter uncertainty, we found that parameter combinations that generated greater numbers of foragers resulted in higher target numbers of yearly removals (Extended Data Figs. 3-7). This result highlights the importance of developing accurate estimates of the total number of foragers at Bonneville Dam to minimise culling.

Our results also have broader policy implications for the region. Recently, Steller sea lions (*Eumetopias jubatus*), a larger competitor of California sea lions, have begun to forage at Bonneville Dam. Also, California sea lions are increasing their presence at other dams, such as Willamette Falls, to forage on salmonids in the lower Columbia River. For both species, we
suggest that when socially transmitted foraging is expected, a shift in policy from delayed culling after assessment to early culling, with a hiatus if needed to assess efficacy, will ultimately result in fewer animals being culled. Culling protected predators to recover threatened and endangered salmonids stirs public emotions while raising legal and political concerns. Early application of lethal removal, while potentially controversial, is the most effective of the culling strategies we evaluated to control socially-mediated transmission.

Conclusions

New techniques are required to facilitate human-wildlife coexistence in a world where wildlife and human interactions are increasing. Models from disease ecology offer a promising tool to understand behavioral transmission and can inform management policy for controlling human-wildlife conflicts. We developed a novel procedure for translating the output of a social network-based diffusion analysis into an epidemiological model. This novel synthesis provides a flexible framework that can be applied across a diversity of animal and human systems in order to test alternative management strategies in the containment of undesirable behaviors. We show that epidemiological models can reduce the spread of unwanted behaviors in wildlife because they can help predict the risk factors for potential outbreaks, estimate the future prevalence of infection/behavior in the population, and test the efficacy of interventions such as culling (i.e., lethal removal of specific individuals). Social transmission rapidly spreads behaviors through populations like an infectious disease. And, like an infectious disease, socially transmitted behaviors require early action to reduce their spread.
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Fig. 5-1: Columbia River and incidence of California sea lions at East Mooring Basin (EMB) and Bonneville Dam. The maximum California sea lions observed at EMB (black) and average daily number of Bonneville foragers in each year (red).
Fig. 5-2: Total number of foragers at Bonneville Dam and the benefits of early implementation of culling. (A) Projected number of foragers through time for the model (solid red line) fit to the maximum daily number of foragers in each year (black circles). Light red shaded area is the 95% CI for model projections generated using Poisson errors. (B) The upper part of the graph depicts the total number of foragers to ever visit Bonneville Dam without culling (dashed, black line), the effect of different culling strategies (Table S1) on the total number of unremoved foragers (black circles), and the number of sea lions removed (red squares). The lower part of the graph depicts the net benefits of these strategies (benefits minus the cost; red and black diamonds). The actual culling strategy used (Actual) began in 2008 with an injunction on culling in 2011. Alternate strategies included: 1) Actual+2011 – the actual strategy used but with the average number culled from 2008-2014 implemented in 2011 and 2) Start 2002-2007 – same as the Actual+2011 strategy but with the average yearly cull from 2008-2014 implemented beginning in the year specified until 2008 (Table S1).
Fig. 5-3: **Target number of yearly removals.** (A) The total number of unremoved foragers and (B) the number of sea lions removed across different numbers of yearly removals. The years during which removals occurred were the same as for the culling strategies in Figure 2 and Table S1 (ranging from Actual in black to Start 2002 in red). The number of removals in each year however, was set equal and varied from 0 to 30. (C) The marginal net benefits of removing an additional sea lion a year (marginal benefit minus marginal cost). Dashed line denotes the target number of yearly removals that balances maintaining high benefits against the cost of an additional individual culled (i.e., target strategies were chosen to minimize the derivative of the marginal net benefit which represents the steepest decline in benefits when adding an additional yearly removal), while the solid gray line indicates the average number of animals culled since 2008.
Table 5-1: Comparisons of NBDA models with and without social transmission and with and without a change in learning parameters in 2008 using the change in sample-size corrected Akaike Information Criterion (ΔAICc; zero indicates the best model). Parameter estimates and their 95% confidence intervals (in brackets) for each model are given.

<table>
<thead>
<tr>
<th>Model</th>
<th>Pre-2008 social learning coefficient¹</th>
<th>Pre-2008 asocial learning rate²</th>
<th>Post-2008 social learning coefficient¹</th>
<th>Post-2008 asocial learning rate²</th>
<th>ΔAICc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social transmission + Change in learning</td>
<td>11.23 [3.96, 19.02]</td>
<td>1.22x10⁻⁵ [4.07x10⁻⁶, 2.42x10⁻⁵]</td>
<td>1.05 [6.66x10⁻⁵, 3.67]</td>
<td>2.57x10⁻⁵ [1.42x10⁻⁵, 3.98x10⁻⁵]</td>
<td>0</td>
</tr>
<tr>
<td>No social transmission + Change in learning</td>
<td>-</td>
<td>4.42x10⁻⁵</td>
<td>-</td>
<td>3.64x10⁻⁵</td>
<td>31.4</td>
</tr>
<tr>
<td>Social transmission + No change in learning</td>
<td>6.79 [3.35, 7.50³]</td>
<td>7.70x10⁻⁶ [4.38x10⁻⁶, 1.19x10⁻⁵³]</td>
<td>-</td>
<td>-</td>
<td>307.7</td>
</tr>
<tr>
<td>No social transmission + No change in learning</td>
<td>-</td>
<td>(2.18x10⁻⁵)³</td>
<td>-</td>
<td>-</td>
<td>357.8</td>
</tr>
</tbody>
</table>

¹Unitless parameter  
²Daily rates.  
³Estimates are for the entire period 2002-2014.
**Supporting Information**

**SI Methods**

Translating NBDA into an epidemiological model

To better understand how sea lion culling impacts the total number of foragers at the Bonneville Dam over time, we sought to translate the results of our network-based diffusion analysis (NBDA) into an epidemiological model. Epidemiological models are useful for this type of analysis, because (1) they provide useful insights into transmission of an agent (i.e., pathogen or behavior) through a population; (2) they can incorporate multiple mechanistic hypotheses about the system (e.g. does the implementation of removal change learning rates); (3) they can be used retrospectively to assess the impact of control strategies that were never implemented; and (4) they are relatively simple and well-understood.

Because a learned behavior can be viewed as an infectious process, we aim to translate the NBDA into a susceptible-infected model (i.e., non-forager – forager), where we define the total rate of change in the infected (foraging) population, $Y$, as:

$$\frac{dY}{dt} = \alpha X + \beta XY - \mu Y - \gamma Y$$

Where, $X$ is the number of susceptible individuals (non-foragers); $\alpha$ is the transmission coefficient due to a background source of infection (asocial learning); the transmission coefficient due to contact between susceptible (non-foraging) and infected (foraging) individuals (social learning); $\mu$ is the mortality rate of infected (foraging) individuals; and $\gamma$ is the lethal removal rate of infected (foraging) individuals. Here, we note that the asocial learning component will create a constant arrival of individuals displaying the behavior. However, a true
‘outbreak’ of the behavior can only occur when the social learning component is supercritical (i.e., individuals with the behavior transmit it to more than one individual on average). Thus, knowledge of the social learning component is crucial to understanding outbreak dynamics.

To translate NBDA into this form, we start with rate of acquisition of a behavior by individual $i$ at time $t$, $\lambda_i(t)$, as defined by (Hoppitt et al. 2010):

$$\lambda_i(t) = \lambda_0(t)(1 - z_i(t)) \left[ s(t) \sum_{j=1}^{N} \alpha_{i,j} z_j(t) + 1 \right] \quad (2)$$

Where, $\lambda_0(t)$ is the asocial learning rate at time $t$; $z_i(t)$ is an indicator function for whether individual $i$ has learned the behavior at time $t$ ($z_i(t) = 1$) or not ($z_i(t) = 0$); $s(t)$ is the strength of social learning relative to asocial learning at time $t$; $\alpha_{i,j}$ is association strength between individuals $i$ and $j$; and $N$ is the total number of individuals.

Thus, the total rate of acquisition of the behavior in the population is given by:

$$\frac{dY}{dt} = \sum_{i=1}^{N} \lambda_0(t)(1 - z_i(t)) \left[ s(t) \sum_{j=1}^{N} \alpha_{i,j} z_j(t) + 1 \right] \quad (3)$$

Equation 3 requires individual-based methods incorporating contact information for all individuals. As such, for systems without complete contact data, this model cannot be used to track the total number of foragers. If, however, the association network is well-connected (Fig. S10A), and foragers do not occupy more central positions within the association network, as measured by the total number of associations (degree, Fig. S10A) or the number of shortest paths between any two individuals in the association network that an individual sits on (betweenness, Fig. S10B), the specific network structure will not be as important in modeling the total number
of foragers. Rather, only previous associations with foragers will be important in determining spread of the behavior (Fig. S10C). Thus, we assume that contacts between any two individuals in the population occur at random and at a constant strength (i.e., $a_{i,j} \approx c$ for all $i=\neq j$), equation 3 simplifies to:

$$\frac{dY}{dt} \approx \sum_{i=1}^{N} \lambda_0(t)(1 - z_i(t))[s(t)cY + 1]$$

$$= \lambda_0(t)X + \lambda_0(t)s(t)cXY$$  \hspace{1cm} (4)

Because the total number of individuals foraging in our case is not always increasing, we add in removals of foraging individuals through both natural removals at rate $\mu$ (i.e., natural mortality or dispersal to other foraging grounds) and human removals (which includes live capture and transfer to captivity in addition to culling), which vary in rate through time, $\gamma(t)$, to get a translation of NBDA into an epidemiological model that describes the total rate of change in foragers:

$$\frac{dY}{dt} = \lambda_0(t)X + \lambda_0(t)s(t)cXY - \mu Y - \gamma(t)Y$$  \hspace{1cm} (5)

When learning parameters ($\lambda_0(t)$ and $s(t)$) are estimated from a sample of foragers, these estimates will not adequately capture the total accumulation of foragers described in equation 5. To remedy this mismatch, we also include a scaling factor, $a$, that translates NBDA estimates from a sample of the population into a final model of the total accumulation of foragers (see ‘Sensitivity analysis’ below for a test of this assumption using alternate learning and scaling parameter values and Figs. S1-S7):
\[ \frac{dy}{dt} = a\lambda_0(t)X + a\lambda_0(t)s(t)CY - \mu Y - \gamma(t)Y \]  \hspace{1cm} (6)

**Simulation algorithm**

When simulating the number of foragers, we started simulations on April 1, 2001 with an initial number of foragers, \(Y(0)\) (See SI Methods for parameter estimation). Because asocial learning allowed for accumulation of foragers in the absence of other foragers, we note that \(Y(0) \geq 0\). For changes in the number of foragers week to week, we assumed an order of events within each week where new foragers arrived first, then were culled, and then were naturally removed, with all removals constrained so that the number of foragers was always greater than or equal to zero. Because return rates to Bonneville were relatively high (see Supporting Information) and all arrivals and departures occurred over a short time frame, we did not explicitly model the arrival and departure of foragers at Bonneville Dam. Rather seasonality in the accumulation of foragers was driven by fluctuations in the weekly count data that described the number of non-foragers, \(X(t)\), capable of learning the behavior.

Lethal removals in the model began the week of April 16 in years during which lethal removals occurred, in line with the timing of actual removals (Stansell et al. 2014). A maximum of four individuals were removed each week to mimic actual culling efforts (Stansell et al. 2014) (i.e., \(\gamma(t) = 4\)) until the total number of allowed removals during that year was reached (Table S1). To look at alternate removal strategies, including removals during 2011 and removals occurring before 2008, we used the mean number of yearly removals that occurred in 2008-2010 and 2012-2014 as the number of removals occurring in any additional years (Table S1). Although there was a change in the learning process associated with the start of lethal removals (Table 1), we assumed that this change in parameter values always occurred in 2008 even when removals
began before. Thus, based on our finding that culling is associated with reduced learning rates, model predictions on the effect of culling are likely to be conservative. More research is needed to establish a causal link between culling and learning behavior, but this may suggest that fewer removals will be needed if social transmission rates decrease after culling is implemented.

**Weekly count data**

To obtain weekly counts of the number of sea lions at the East Mooring Basin in Astoria, OR for all weeks of the year, we took the mean number of individuals observed on any day within a week. Because counts were not taken during all weeks, we fit a non-parametric smoothing function to the observed weekly counts using B-splines of order 6, with predicted counts constrained to be greater than zero (Fig. S9). This smoothed count data was used to force the number of non-foragers in Equation 1.

**Estimating epidemiological model parameters**

**Learning parameters**

We used the parameter estimates presented in Table 1 and converted any rates to weekly rates (see Table S2 for this and alternate parameter values).

**Contact strength**

To estimate the average contact strength between any two individuals, $c$, we used the association matrix generated in the NBDA analysis, again using associations between any two individuals that were sighted at least twice (but for a test of this assumption see ‘Sensitivity analysis’ below and Table S2). However, because this matrix includes associations of zero for
individuals whose residencies at Astoria did not overlap, we only consider associations of individuals who overlapped temporally or who were observed within one year of each other (whether or not they were observed together). We then used the average association between these temporally overlapping individuals as our average contact strength, $c$ (Table S2).

**Natural removal rate**

To estimate the rate at which individuals are naturally removed from Bonneville Dam, (e.g. through death or finding alternate foraging grounds), we used the dates that foragers were first and last observed at Bonneville to estimate total observed foraging duration, the reciprocal of which gives us an estimate of the natural removal rate. For this estimation, we only required that an individual be observed more than once (but for a test of this assumption see ‘Sensitivity analysis’ below and Table S2). However, natural removals become confounded with human initiated lethal removals after 2008. In order to avoid this, we only consider foraging durations for individuals who were last observed before 2008 and not lethally removed in the estimate of the daily natural removal rate (Table S2).

An alternate estimation procedure yielded a similar estimate for the natural removal rate. Here, we used data on the observed probability of identifiable sea lions returning to Bonneville Dam each year from 2003-2014 (0.192, 0.512, 0.771, 0.657, 0.656, 0.692, 0.685, 0.354, 0.620, 0.676, 0.3, and 0.397, respectively (Stansell et al. 2014). The complement of these probabilities provides information on both the probability of death and the probability of not returning given survival. Taking the mean of the complement of these probabilities and converting to a weekly leaving rate (i.e., $-\log(0.543)/52$) yielded a similar estimate to the one used (0.0117 vs. 0.00784, Table S2).
**Scaling parameter and initial number of foragers**

The scaling parameter, $a$, and the initial number of foragers, $N$, were estimated by fitting the model with the actual culling strategy to data. Because we did not explicitly model the arrival and departure of foragers at Bonneville Dam, we needed data on the total number of foragers through time that is not influenced by seasonal changes in abundance at the Dam. We used the maximum number of California sea lions counted on a single day during the spring at Bonneville Dam as representative of the total foraging population in each year (Stansell et al. 2014) (but for a test of this assumption see ‘Sensitivity analysis’ below and Fig. S8). To calculate a single likelihood for the model, we assumed that the observed maximum numbers of California sea lions each year were drawn from independent Poisson distributions with means determined by the predicted number of foragers in the model during the week of April 23, to match the observed late April timing of the count data. Maximum likelihood estimates for the scaling parameter and the initial number of foragers were found using the ‘optim’ function in R version 3.2.0 (R Development 2014) (Table S2)

**Sensitivity analysis**

To assess the robustness of our results to uncertainties in the modeling framework, we performed sensitivity analysis on data and parameter uncertainties.

*Bias due to sighting thresholds*
When estimating the NBDA and other model parameters, we used any California sea lions that were sighted at least twice. To determine the robustness of our results to this assumption – and to provide an additional assessment of parameter uncertainty – we also conducted the NBDA analysis and estimated the average contact strength and natural removal rate of foragers using sighting thresholds of 10 and 20 (Table S2). We then assessed the timing of implementation of removal and target removal strategies using these alternate parameterizations (Figs. S1-S2). Although social learning rates were lower using these alternate sighting thresholds (Table S2), the qualitative result that earlier culling is more effective was similar (Figs. S1-S2). However, targeted culling strategies were higher when social learning rates were lower (Figs. S1-S2) indicating that accurate estimates of social learning rates will be needed to set management policies.

Uncertainty in learning, contact, and natural removal parameters

The learning parameters estimated using NBDA showed some uncertainty that could also impact results (Table 1). We determined the importance of this uncertainty by considering all combinations of the maximum-likelihood estimates and the endpoints of the 95% confidence intervals (i.e., 4 variables with 3 values each for 81 parameter combinations, Figs. S3-S5; Table 1). For these combinations, we used the previously derived values for the average strength of contact and natural removal rate (Table S2) and re-fit the model to determine the scaling parameter and the initial number of foragers for each parameter combination. To assess the impact of uncertainty in the average strength of contact between individuals and the natural rate of removal of foragers from Bonneville on model results, we used a similar approach using the estimated values of the contact and natural removal parameters and values that were double and
half their actual estimates to characterize uncertainty (i.e., 2 variables with 3 values each for 9 parameter combinations, Fig. S6). For these combinations, we used the previously estimated learning parameters (Table 1), and re-fit the model to again determine the scaling parameter and the initial number of foragers for each parameter combination. For all parameter combinations, we then determined the total number of foragers that had ever been at Bonneville, the total number of animals culled, and the target yearly removals for each culling strategy. In general, parameter combinations that caused increases in the total number of foragers that had ever been at Bonneville Dam were associated with higher target yearly removals, no matter the culling strategy employed (Fig. S7).

**Imperfect detection of foragers**

We used the maximum daily number of sea lions observed at Bonneville as a proxy for the total number of individuals foraging. However, this assumes that there is near perfect detection of sea lions on any given day. To test the effect of this assumption, we assumed that each year’s maximum daily count was drawn from a binomial distribution with a set probability of observation (i.e., 0.1, 0.25, 0.5, 0.75, or 0.9). Under this scenario, we calculated the expected total number of foragers in each year by dividing the observed data by the probability of observation. We then simulated 100 random time series of the total number of foragers present in each year from these binomial distributions (by taking random draws and recalculating the expected total number of foragers in each year). We re-fit the model to each of these time series and determined target removal strategies (Fig. S8).

**SI Results**
Sensitivity Results

To determine how robust our conclusions were to model assumptions and uncertainties, we conducted three sensitivity analyses.

Bias due to sighting thresholds

Imperfect sampling of individuals at Astoria may impact observed association strengths between individuals and estimates of social learning as a result. To increase sample size, we only required individuals to be observed twice to be included in our analysis. Observation thresholds of ten and twenty yielded markedly lower estimates for social learning (Table S2). However, the lower social learning rates were compensated by higher asocial learning rates (Table S2). Despite these differences in parameter estimates, we found qualitatively similar results across observation thresholds indicating that estimates of social learning (Table S2) and the general need for early removals do not depend critically on the sampling regime for association strengths (Figs. S1-S2). These alternate parameterizations do, however, reveal that target yearly removal strategies will depend on the specific estimates of association strengths that determine learning rates (Figs. S1-S2). Specifically, lower social learning rates increased the target number of yearly removals, and for culling strategies that completely coincided with time periods where social learning was absent (i.e., post-2008 under the 10 and 20 observation threshold), there is no added benefit to culling beyond the removals themselves (Figs. S1-S2).

Uncertainty in learning, contact, and natural removal parameters
Similarly, when assessing the impact of parameter uncertainty, we found that parameter combinations that generated greater numbers of foragers resulted in higher target numbers of yearly removals (Fig. S3-S7). This result highlights the importance of observation efforts to not only determine the total number of foragers present but to also ensure parameter estimates reflect the true learning process.

*Imperfect detection of foragers*

Imperfect detection of sea lion foragers at Bonneville Dam is likely to underestimate the number of removals necessary to curb the spread of the behavior. However, in simulation-based sensitivity analyses, target strategies changed little as long as more than half of foragers were observed (Fig. S8). Under this threshold, the qualitative pattern still held generally, although the target number of yearly removals increased to compensate for the greater number of foragers (Fig. S8). Thus, target strategies can be set with relative confidence if it is apparent that observation efforts are capable of detecting more than half of all foragers present at Bonneville.
Fig. S1: Output on with parameters estimated using a 10 sighting observation threshold for sea lions. (A) and (B) are similar to panels in Figure 2, and (C)-(E) are similar to panels in Figure 3. These results indicate that qualitative conclusions hold, but reducing parameter uncertainty is crucial to derive robust, quantitative conclusions on the target number of yearly removals.
Fig. S2: Output on with parameters estimated using a 20 sighting observation threshold for sea lions. (A) and (B) are similar to panels in Figure 2, and (C)-(E) are similar to panels in Figure 3. These results indicate that qualitative conclusions hold, but reducing parameter uncertainty is crucial to derive robust, quantitative conclusions on the target number of yearly removals.
Figure S3: Sensitivity of target yearly removals to uncertainty in social and asocial learning rates when the post-2008 asocial learning rate is at the lower-bound of its 95% confidence interval (i.e., $1.42 \times 10^5$). Gives the number of yearly removals needed to maximize the marginal benefit of each culling strategy (e.g., actual strategy vs. starting in 2002) when the pre-2008 social learning coefficient is at the upper-bound of its 95% CI (19.02; A-C), estimated value (11.23; D-F), or lower-bound of its 95% CI (3.96; G-I) and when the pre-2008 asocial learning rate is at the upper-bound of its 95% CI (2.42 $\times 10^5$; C, F, and I), estimated value (1.22...
x $10^{-5}$; B, E, and H), or lower-bound of its 95% CI ($4.07 \times 10^{-6}$; A, D, and G). Within each panel, uncertainty in the post-2008 social learning coefficient is represented by different symbols – upper-bound of its 95% CI (3.67; filled circles), estimated value (1.05; x’s), or lower-bound of its 95% CI (6.66 $\times 10^{-5}$; open circles). Culling strategies are arranged from the actual culling strategy used on the left to culling beginning in 2002 on the right. Taken together, this shows that uncertainty in social and asocial learning rates has less effect on the determination of a target removal strategy when removal is begun early.
Figure S4: Sensitivity of target yearly removals to uncertainty in social and asocial learning rates when the post-2008 asocial learning rate is at its estimated value (i.e., $2.57 \times 10^{-5}$).

Gives the number of yearly removals needed to maximize the marginal benefit of each culling strategy (e.g., actual strategy vs. starting in 2002) when the pre-2008 social learning coefficient is at the upper-bound of its 95% CI (19.02; A-C), estimated value (11.23; D-F), or lower-bound of its 95% CI (3.96; G-I) and when the pre-2008 asocial learning rate is at the upper-bound of its 95% CI ($2.42 \times 10^{-5}$; C, F, and I), estimated value ($1.22 \times 10^{-5}$; B, E, and H), or lower-bound of
its 95% CI (4.07 x 10^{-6}; A, D, and G). Within each panel, uncertainty in the post-2008 social learning coefficient is represented by different symbols – upper-bound of its 95% CI (3.67; filled circles), estimated value (1.05; x’s), or lower-bound of its 95% CI (6.66 x 10^{-5}; open circles). Culling strategies are arranged from the actual culling strategy used on the left to culling beginning in 2002 on the right. Taken together, this shows that uncertainty in social and asocial learning rates has less effect on the determination of a target removal strategy when removal is begun early.
Figure S5: Sensitivity of target yearly removals to uncertainty in social and asocial learning rates when the post-2008 asocial learning rate is at the upper-bound of its 95% confidence interval (i.e., $3.98 \times 10^5$). Gives the number of yearly removals needed to maximize the marginal benefit of each culling strategy (e.g., actual strategy vs. starting in 2002) when the pre-2008 social learning coefficient is at the upper-bound of its 95% CI (19.02; A-C), estimated value (11.23; D-F), or lower-bound of its 95% CI (3.96; G-I) and when the pre-2008 asocial learning rate is at the upper-bound of its 95% CI ($2.42 \times 10^5$; C, F, and I), estimated value (1.22
x $10^{-5}$; B, E, and H), or lower-bound of its 95% CI ($4.07 \times 10^{-6}$; A, D, and G). Within each panel, uncertainty in the post-2008 social learning coefficient is represented by different symbols – upper-bound of its 95% CI (3.67; filled circles), estimated value (1.05; x’s), or lower-bound of its 95% CI ($6.66 \times 10^{-5}$; open circles). Culling strategies are arranged from the actual culling strategy used on the left to culling beginning in 2002 on the right. Taken together, this shows that uncertainty in social and asocial learning rates has less effect on the determination of a target removal strategy when removal is begun early. Delayed implementation requires more knowledge of learning parameters.
Figure S6: Sensitivity of target yearly removals to uncertainty in the rate at which viable social learning opportunities occur between California sea lions and in the rate at which foragers are naturally removed (e.g., death, moving to alternate feeding locations). Gives the number of yearly removals needed to maximize the marginal benefit of each culling strategy (e.g., actual strategy vs. starting in 2002) when natural removal rate is twice its estimated value.
(0.0023; A), its estimated value (0.00115; B), or half its estimated value (0.00058; C). Within each panel, uncertainty in the contact rate is represented by different symbols – twice its estimated value (0.0244; filled circles), its estimated value (0.0122; x’s), or half its estimated value (0.0061; open circles). Culling strategies are arranged from the actual culling strategy used on the left to culling beginning in 2002 on the right. Taken together, this shows that uncertainty in contact and natural removal rates had little impact on the observation that earlier implementation of culling would require a lower target number of removals. As the natural removal rate increased, however, specific target strategies across all alternate implementations were scaled relatively evenly according to the contact rate.
Fig. S7: Relationship between the targeted yearly removal strategy and the total number of foragers predicted by the model. Points show the targeted yearly removals for all parameter combinations (Figs. S3-S6) and all culling regimes (Table S1) as a function of the total number of foragers at Bonneville Dam predicted by the model for that parameter and culling regime combination. Generally, higher predicted numbers of foragers led to higher target levels of yearly culling, highlighting the need for accurate count data on forager numbers.
**Fig. S8: Sensitivity of target yearly removals to forager detection.** Gives the target number of yearly removals for each culling strategy (e.g. actual strategy vs. starting in 2002) as a function of the probability of observing a forager at Bonneville Dam. One-hundred random time-series of the number of foragers at Bonneville Dam were generated by assuming that the observed maximum daily numbers of foragers within a year were drawn from a binomial distribution with the specified probability of observation and total number of individuals given by the expected max daily number of foragers (i.e., observed number divided by probability of observation). Boxplots depict the target yearly removals for each of the 100 time-series, with boxes representing the interquartile range, whiskers extending to 1.5 times the interquartile range, and points represent outliers. Culling strategies are arranged within each level of observation.
probability from the actual culling strategy used on the left in black to culling beginning in 2002 on the right in red. If the probability of observing a forager is greater than 50%, we can see that target removal strategies are relatively consistent, although not exactly equal, in both the quantitative number of removals and the qualitative pattern that earlier implementation of culling requires fewer yearly removals. Below this threshold, the number of yearly removals begins to increase sharply with earlier implementation generally, but not always, minimizing the target number of yearly removals.
Fig. S9: Sea lion count data at the East Mooring Basin in Astoria, OR. Points give the mean counts of all observation days within a week. The line is the fit of a non-parametric smoothing function to the observed weekly counts using B-splines of order 6, with predicted counts constrained to be greater than zero.
Fig. S10: Network analyses of sea lion association data at East Mooring Basin, Astoria, OR.

Networks were constructed using all association data from 1997-2014. Edges are weighted by the simple-ratio association index between two individuals. Distributions are shown for (A) total number of connections to other individuals (i.e., unweighted degree), (B) betweenness centrality, and (C) total association strength to foragers (i.e., the sum of association strengths, or the total weighted degree) for foraging (red) and non-foraging (grey) sea lions. Dashed lines indicate the median of each distribution, and the p-value is the result of a permutation test for a difference in
medians between foraging and non-foraging individuals. The distributions show that network structure, here given by degree and betweenness centrality, are not predictive of an animal learning to forage at Bonneville. Only association with other foragers is predictive of learning to forage at Bonneville supportive of a random mixing model.
**SI Tables**

**Table S1:** Yearly removals allowed for the actual culling employed as well as for strategies that removed the hiatus in 2011 and started before 2008.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2002</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>12</td>
</tr>
<tr>
<td>2003</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>2004</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>2005</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>2006</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>2007</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>2009</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>2010</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>2011</td>
<td>1†</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>2012</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>2013</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>2014</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
</tr>
</tbody>
</table>

*This one individual was removed after culling resumed the week of May 17*.
Table S2: Estimated parameters used in the epidemiological model. Parameters were estimated using observation thresholds of sea lions of 2, 10, and 20 sightings. All rates are weekly rates.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Estimate using a 2 sight threshold</th>
<th>Estimate using a 10 sight threshold</th>
<th>Estimate using a 20 sight threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_{0}(t)&lt;2008$</td>
<td>Asocial learning rate before culling started in 2008</td>
<td>$8.54 \times 10^{-5}$</td>
<td>$2.59 \times 10^{-4}$</td>
<td>$3.54 \times 10^{-4}$</td>
</tr>
<tr>
<td>$\lambda_{0}(t)&gt;2008$</td>
<td>Asocial learning rate after culling started in 2008</td>
<td>$1.80 \times 10^{-4}$</td>
<td>$2.35 \times 10^{-4}$</td>
<td>$2.33 \times 10^{-4}$</td>
</tr>
<tr>
<td>$s(t)&lt;2008$</td>
<td>Social learning coefficient before culling started in 2008</td>
<td>11.23</td>
<td>2.62</td>
<td>1.49</td>
</tr>
<tr>
<td>$s(t)&gt;2008$</td>
<td>Social learning coefficient after culling started in 2008</td>
<td>1.05</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$c$</td>
<td>Average association strength between two individuals</td>
<td>0.0122</td>
<td>0.0151</td>
<td>0.0175</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Natural removal rate of foragers from Bonneville</td>
<td>0.0081</td>
<td>0.0077</td>
<td>0.0078</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Scaling factor</td>
<td>9.90</td>
<td>8.57</td>
<td>7.93</td>
</tr>
<tr>
<td>$X(0)$</td>
<td>Initial number of foragers</td>
<td>12</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
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