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Control valves are the most prevalent final control element in the chemical process industries. However, the behavior of valves (i.e., the manner in which the valve output flow rate changes in response to changes in the control signal to the valve) can contribute to a number of negative effects in a control loop, such as set-point tracking issues and sustained closed-loop oscillations. Valve stiction, for example, is a dynamic valve nonlinearity (i.e., the relationship between the valve output flow rate and the control signal to the valve is described by nonlinear differential equations) resulting from friction that is known to be problematic in the process industries. This dissertation describes the impact of valve behavior on process control loops and methods for compensating for the valve behavior through appropriate control designs. It begins by describing how the addition of input rate of change constraints to an optimization-based control design with a general objective function (economic model predictive control (EMPC)) can be performed in a manner that may reduce actuator wear while simultaneously guaranteeing feasibility of the controller and closed-loop stability of a nonlinear process operated under the control design. It then focuses on a specific type of actuator (a valve) and elucidates that coupled, nonlinear interactions between the process and valve model states and any internal states of the controller model create the negative effects that may be observed in control loops containing valves for which the dynamics cannot be
neglected (e.g., valves subject to significant stiction). These multivariable interactions illustrate
the closed-loop nature of the negative effects observed, and this closed-loop perspective is then
used to analyze stiction compensation methods from the literature, to develop a novel stiction
compensation scheme for control loops under proportional-integral control, and to demonstrate that
incorporating models, both first-principles and empirical, of valve behavior within the model used
for making state predictions in a model predictive controller is an effective means for compensating
for valve behavior in general. The benefits of adding actuation magnitude and input rate of change
constraints within EMPC including a model of stiction dynamics are discussed. Throughout
the work, process examples are utilized to illustrate the advanced control-based frameworks for
understanding and compensating for valve limitations.
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Chapter 1

Introduction

1.1 Model Predictive Control

Model predictive control (MPC) has been a critical technology within the chemical process industries for several decades\textsuperscript{25,37,126,127} due to its ability to determine optimal inputs to a process by minimizing a quadratic function of the inputs and (predicted) process states. Unlike optimal control problems that optimize a quadratic objective function over an infinite horizon,\textsuperscript{28,74} MPC is implemented with a finite-time horizon known as the prediction horizon. This means that the objective function can be numerically discretized and represented as a sum of a finite number of terms. The prediction horizon is partitioned into $N$ time intervals where each has a length known as a sampling period. Throughout a sampling period, the MPC assigns a constant value to each process input. At every sampling time, the MPC receives feedback of the process state through a state measurement and re-solves the optimization problem consisting of a quadratic objective function and state and input constraints, where every occurrence of the state in both the objective function and state constraints must come from the predictions of a dynamic process model with its initial condition at the state measurement at the beginning of the sampling period. After the solution to the MPC has been obtained (which consists of $N$ values of each manipulated input, each of which will be held constant for a sampling period), it applies only the first of the $N$ values
of each input to the process for one sampling period. At the next sampling period, the remaining $N - 1$ values of each input are discarded so that the MPC can re-solve for the $N$ values of each input based on a new state measurement and then apply the first of each of these new values to the process for the next sampling period. This is known as a receding horizon implementation. Many industrial MPC designs employ linear dynamic process models.

Because MPC uses a process model for state predictions given an input trajectory, it can account for multivariable interactions and actuator constraints. The quadratic objective function of an MPC can in general be tuned by adjusting the weighting matrices on the quadratic terms to more significantly penalize set-point deviations (by increasing the weight on the state term) or the use of control inputs (by increasing the weight on the input term). Because the cost function of MPC can be tuned in this manner, MPC has been promoted as a controller that can improve process economics by enforcing either rapid set-point tracking or minimal input use, whichever corresponds to greater profit for a company. In general, however, the tuning of the weighting matrices that achieves economic optimality in this sense is difficult to discern, and in addition a quadratic cost function may not actually represent the process economics (which may be more adequately represented by, for example, a nonlinear Arrhenius rate law expression that quantifies the production rate of a desired product). For these reasons, optimal control actions computed by solving the tracking MPC optimization problem do not typically correspond to economically optimal input trajectories. To increase profits for a process under tracking MPC, MPC has been coupled with an optimizer referred to as a real-time optimizer (RTO)\textsuperscript{42, 103} that computes economically optimal steady-states for the MPC to track by solving a nonlinear optimization problem with a detailed steady-state plant model and a possibly nonlinear and nonquadratic objective function representing the process economics.
1.2 Economic Model Predictive Control

The RTO-MPC hierarchy described above has a number of disadvantages from an economic point of view, most significantly that steady-state operation may not be the most economically optimal operating strategy. In fact, it has been repeatedly shown in the chemical engineering literature, both experimentally and through a variety of simulated chemical process examples, that a number of industrially relevant processes may achieve higher profits when operated in a time-varying fashion than when operated at steady-state.\textsuperscript{20,122,131,139} To achieve dynamic, economically optimal process operation while still incorporating process feedback, the tracking MPC framework was modified by replacing the quadratic objective function with an objective function that specifically represents the process economics (and does not typically have its minimum at a steady-state of the process), forming economic MPC (EMPC).\textsuperscript{62,63} The time-varying operating policies that can be computed by EMPC have been repeatedly shown to be capable of increasing process profits compared to operating a process at steady-state for some systems.\textsuperscript{59,79}

However, this new time-varying operating policy comes with a large number of theoretical and practical challenges, including: 1) evaluating whether the economic performance of a process under EMPC is better than that for steady-state operation, particularly when there are restrictions such as constraints on actuator movement or production schedules that must be met, 2) defining the conditions under which EMPC is guaranteed to be feasible and to maintain closed-loop stability of a nonlinear process for various stability constraints added to the formulation and even when there are disruptions such as preventive maintenance, 3) reducing the computation time of the methodology, which can be prohibitively large since it requires a nonlinear program to be solved due to the non-quadratic objective function and often nonlinear constraints (as opposed to a convex optimization problem like a typical tracking MPC), and 4) guaranteeing operational safety of chemical processes operated under EMPC when the control design is highly focused on process economics. These considerations have been addressed in recent years by a number of works.

One method that has been utilized for addressing the first two considerations is the development of multiple EMPC formulations. Due to differences in these formulations, different guarantees can
be made in terms of economic performance, feasibility, stability, and robustness. Four common
designs in the literature are those with a terminal equality constraint requiring the state at the end
of the prediction horizon to be at the steady-state,\textsuperscript{16, 47, 128} a terminal region constraint requiring
the state at the end of the prediction horizon to be in a region around the steady-state,\textsuperscript{11, 13} an EMPC formulation without additional constraints (but with technical assumptions such as a
sufficiently long prediction horizon or turnpike property of the optimal control problem made for
analyzing the closed-loop system under the EMPC),\textsuperscript{69, 75, 76} and a two-mode EMPC formulation
with Lyapunov-based stability constraints.\textsuperscript{79} Several of these methods have been beneficial
for analyzing economic performance guarantees under the EMPC formulations in the absence
of disturbances and for showing that steady-state tracking is possible under EMPC if certain
conditions are met on the process model and objective function. The Lyapunov-based EMPC
formulation has been used to address a number of the major considerations encountered for
a process under EMPC listed above, including optimizing economic performance even when
schedules must be tracked,\textsuperscript{2} maintaining closed-loop stability when sensors are taken off-line
for maintenance,\textsuperscript{97} and explicitly integrating operational chemical process safety and process
control.\textsuperscript{7–10} This EMPC formulation has been ideally suited for addressing this wide range of
issues because it allows explicit \textit{a priori} characterization of the set of initial conditions from
which feasibility of the EMPC optimization problem is guaranteed at every sampling time, and
explicit \textit{a priori} characterization of the region in state-space within which the closed-loop state
is guaranteed to be maintained for all times in the presence of sufficiently small disturbances
and with a sufficiently small sampling period. In general, however, various economic model
predictive control formulations have been utilized in the literature to address numerous practical
considerations including wastewater treatment,\textsuperscript{155} determining zone temperatures for heating,
ventilation, and air conditioning systems,\textsuperscript{124, 144} microgrid dispatch,\textsuperscript{154} and fault-tolerant control
of systems for which empirical models are available.\textsuperscript{5} Infinite horizon results for EMPC have also
been developed (e.g.,\textsuperscript{84, 121}).

A disadvantage of EMPC is that it typically requires the solution of a nonconvex nonlinear
optimization problem and thus may not be able to be solved in a sampling period. Methods that have been looked at for enhancing the ability of EMPC to be applied on-line include using two-tier schemes,\textsuperscript{59,65} triggering of the EMPC optimization problem as the error between state predictions and state measurements becomes larger than a threshold,\textsuperscript{156} using empirical models in place of first-principles models in EMPC,\textsuperscript{6} or simplifying the EMPC formulation through Carleman approximation.\textsuperscript{68}

1.3 Stiction

Both MPC and EMPC compute control actions that must be physically implemented on a process. The most common final control elements used to implement control actions at chemical plants and refineries are control valves. Valve dynamics are typically neglected in the chemical process control literature, meaning that the valve output is typically assumed to instantaneously reach the value requested by the controller. However, valves often have dynamics or other behavior that undermines control system performance. Specifically, nonlinearities in control valve dynamics can cause poor set-point tracking and even sustained control loop oscillations.\textsuperscript{24} Some nonlinearities can be described by static functions (e.g., an equal percentage valve characteristic, which represents a nonlinear one-to-one relationship between the percent that the valve is open and the percent of flow through the valve),\textsuperscript{38} while others are modeled as nonlinear dynamic systems (e.g., stiction).\textsuperscript{33} Stiction is a particularly problematic issue for the chemical process industries,\textsuperscript{46,117} as it is a friction effect in the valve that causes it to stick until the force on the valve exceeds a certain level, at which point the valve moves and may even jump to a new position. Though there have been efforts to develop compensation techniques for stiction (e.g., methods that add additional signals to the output of a controller such as pulses\textsuperscript{77} or optimally-determined signals with respect to a performance metric\textsuperscript{135}), they have not yet been able to eradicate this significant industrial concern.
1.4 Dissertation Objectives and Structure

Motivated by next-generation manufacturing objectives,\textsuperscript{34,43} including safer and more profitable operating strategies, this dissertation develops formulations of advanced process controllers such as MPC and EMPC, as well as modifications to classical control designs such as proportional-integral (PI) control, that seek to achieve these objectives by improving process economic performance in the presence of actuator nonlinearities.

As noted above, one of the primary concerns within the EMPC literature is determining the conditions that guarantee that a process under EMPC will have an economic performance at least as good as that for the standard industrial operating paradigm (steady-state operation). However, industry is only interested in these performance guarantees if they can be achieved without abuse of the process equipment by the control actions computed by EMPC. This is a concern since EMPC may operate a process in a time-varying fashion, sometimes by calculating bang-bang type control actions which may wear out the control actuators. Therefore, Chapter 2 of this dissertation addresses this issue by adding input rate of change constraints to a specific EMPC formulation that utilizes Lyapunov-based stability constraints for closed-loop stability purposes (termed Lyapunov-based EMPC or LEMPC). The input rate of change constraints are formulated with respect to a Lyapunov-based controller to form an EMPC formulation with both input rate of change constraints and guaranteed feasibility and closed-loop stability properties, even in the presence of disturbances. Furthermore, an additional terminal constraint is developed based on a Lyapunov-based controller and it is shown that when there are no disturbances or plant-model mismatch, the LEMPC with input rate of change constraints and the terminal constraint has guaranteed economic performance properties. Specifically, its economic performance is at least as good as that of a stabilizing Lyapunov-based controller on both the finite-time and infinite-time intervals (when the stabilizing Lyapunov-based controller has certain properties, the infinite-time performance result signifies that the asymptotic average performance of a nonlinear process operated under the LEMPC with input rate of change constraints is at least as good as that for steady-state operation). This result holds regardless of the magnitude of the input rate of change.
or whether the input rate of change is penalized in the cost function. These results address a key industrial concern regarding the wear on a physical system under EMPC and also show that EMPC may still provide economic benefits compared to the standard industrial operating paradigm even when the input variability is reduced.

Chapter 3 of this dissertation turns from the focus on controllers designed to improve process economics subject to physical actuator limitations such as wear possibilities to the more general problem of how to enhance process economic performance in the presence of valve behavior, for processes operated under any feedback control design (e.g., proportional-integral (PI) control, MPC) for which the control design objectives such as set-point tracking are not being met due to valve dynamics. Specifically, this chapter develops a unified framework for understanding the negative impacts of valve dynamics on process control, elucidating the manner in which the type of valve nonlinearity, the type of controller, and the control loop architecture impact the consequences of having that nonlinearity within the control loop. It demonstrates that these factors work together to influence set-point tracking, process constraint satisfaction, and the initiation of sustained control loop oscillations. After such issues have been clarified, it is possible to propose novel compensation methods for valve nonlinearities that modify the type of controller already in the control loop containing the valve nonlinearity (rather than adding an additional compensating system). For example, the chapter demonstrates that the manner in which the forces on the valve balance causes stiction-induced oscillations within a control loop containing an integrating linear controller and a sticky valve. From this understanding of the oscillation phenomenon, it then proposes the modification of the integral action with a term reflecting the difference between the valve output set-point and the actual valve output.

Chapter 4 augments the developments of Chapter 3 by proposing that model-based control designs (in particular, model predictive control designs) accounting for valve dynamics provide a systematic method for attempting to remove the negative effects observed in closed-loop systems within which the valve dynamics cannot be neglected. A critical component of the MPC-based valve nonlinearity compensation strategy is the availability of a model describing the valve layer
dynamics. To handle the range of controllers, control loop architectures, and valve nonlinearities for which this dissertation investigates MPC with valve dynamics as a compensation technique, a systematic methodology is utilized to obtain valve layer models. The modeling efforts assume that a higher-level controller (e.g., a PI controller or an MPC controlling a process) communicates a valve output flow rate set-point to a valve. The flow rate set-point is related to the force applied to the valve by the actuation through either a linear relationship (for a valve operated without flow control) or using a dynamic model of a linear controller for the valve that computes the force applied to the valve (for a valve operated under flow control). In accordance with the literature, a force balance is utilized to describe the valve stem position and velocity dynamics. Finally, the valve position and valve output flow rate are related using a static function (e.g., a linear valve characteristic). The flow rate out of the valve is then utilized as the chemical process input.

This first-principles valve layer modeling effort pursued in Chapters 3-4 permits an entire closed-loop process-valve system to be modeled, which allows the dynamics of a nonlinear process influenced by a variety of control loop architectures, nonlinearities, and controllers to be systematically investigated, understood, and improved. It also allows a practical challenge which might otherwise limit the industrial applicability of the MPC-based valve nonlinearity compensation technique (that it can be difficult to determine the parameters of a dynamic first-principles valve model) to be investigated in Chapter 4. Specifically, Chapter 4 uses a first-principles process-valve model as the representation of a plant containing a sticky valve and uses the data from simulations of this plant to address the empirical modeling of the valve layer. It suggests an empirical modeling strategy that can capture all of the valve layer dynamics, including the linear controller for the valve, the stiction dynamics, and the valve characteristic, using only the data on the valve output set-point from the MPC and the valve output flow rate, via a branched model with branches corresponding to sticking and slipping that are identified for standard model structures such as first-order-plus-dead-time and second-order models, and accounting for the effect of the set-point change magnitude on the time that the valve is stuck (delay before it begins moving when the linear controller for the valve is present within the valve layer for a sticky valve).
by fitting a function to the data on the length of the delay versus the set-point change magnitude. Furthermore, because the empirical model may be less stiff than the first-principles valve layer model, the computation time of an EMPC utilizing the empirical valve layer model may be less than that of an EMPC utilizing a first-principles valve layer model.

In Chapter 5 of this dissertation, MPC with stiction dynamics is handled in a rigorous mathematical framework and also is analyzed in terms of additional constraints that may be required in MPC for valve nonlinearity compensation beyond the incorporation of the stiction dynamics within the model used for state predictions. The focus is on a process under EMPC (due to the time-varying operating policies set up under this control design which may cause the valve actuation to be more likely to hit its constraints) where the EMPC computes set-points for a control valve’s output, and the valve outputs are regulated to their set-points by flow controllers for consistency with the architectures traditionally utilized within the chemical process industries for MPC. The additional constraints in an MPC focused on stiction compensation, such as input rate of change constraints or actuation magnitude constraints (e.g., the pressure applied by the pneumatic actuation of a pneumatic spring-diaphragm sliding-stem globe valve cannot become negative), may be necessary to include within the MPC for stiction compensation to prevent the MPC from requesting set-points that the valve could reach before stiction worsened but can no longer reach with the available actuation energy.

In the final chapter of this dissertation, the contributions of the various sections are reviewed, establishing a unified framework for compensating for valve limitations and nonlinearities within process control by modifying standard controller designs.
Chapter 2

Economic Model Predictive Control with Input Rate-of-Change Constraints for Actuator Wear Reduction with Economic Performance Guarantees

2.1 Introduction

As environmental requirements tighten and chemical processing companies are increasingly interested in operating processes in the most economically efficient but safe manner, advanced process control is being exploited as a means to achieve these objectives. As noted in Chapter 1, real-time optimization (RTO), coupled with model predictive control (MPC) and a distributed control system (DCS) architecture, has been used in industry to improve production profits. Typical industrial implementations of the RTO-MPC paradigm have structures that are considered to make the advanced control strategy safe to use in the sense that they may include logic steps at the RTO level to evaluate RTO solutions before implementing them, a tracking MPC formulation with a quadratic objective, and penalties on changes in the manipulated inputs between
two sampling periods of the prediction horizon to prevent aggressive movement of the actuation elements.\textsuperscript{126}

Chapter 1 reviewed a fairly recent development in the MPC literature that is often viewed as an alternative to the RTO-MPC hierarchy (economic model predictive control) and noted that the objective function of EMPC is not required to have its minimum at a steady-state of the process because it is based on the concept that processes may operate more profitably off steady-state than at steady-state. To attain greater economic profitability than the steady-state operating strategy dictated by the RTO-MPC control architecture, EMPC may calculate widely varying or bang-bang type control actions\textsuperscript{20,59,107} (which is consistent with the optimal process operation literature mentioned in Chapter 1, which has demonstrated that the economic results from time-varying operation may be highly favorable). However, the possible extreme movement required by the actuation elements when time-varying operation is dictated brings up safety concerns with respect to whether such movement might cause actuators or other components that regulate the process flow rates, such as pumps, to wear out early and thus fail when they are used for safety-critical processes or are crucial to compliance with environmental regulations. If such an issue were to occur, the economic benefits from time-varying process operation under EMPC would no longer matter or be realized.

The issue of reducing the aggressiveness of input changes has been a consideration in the tracking MPC literature since its inception; however, most theoretical studies in EMPC to date have not focused on this issue, but the majority of the literature has instead focused on other concerns like those mentioned in Chapter 1. To extend the foundational results on EMPC to address the issue of input change aggressiveness, additional constraints may be added to EMPC. One type of constraint that has been used extensively for tracking MPC formulations to prevent rapid changes of the actuator output and consequently to prevent rapid changes of the process states is a rate of change constraint on the values of the inputs calculated by the MPC (see, e.g.,\textsuperscript{25,44,125,126} for both industrial and research work incorporating such a constraint). For example, in\textsuperscript{116} feasibility and closed-loop stability of linear, discrete-time systems under MPC with input magnitude and rate of
change constraints are proven for both open-loop stable and unstable systems. In an MPC formulation for input-affine nonlinear systems accounting for input magnitude constraints and input rate of change constraints using a penalty in the objective and hard constraints when possible is proven to be feasible and to ensure closed-loop stability for bounded process uncertainty. Input rate of change constraints have also been used in several works on EMPC. In particular, an MPC including input magnitude and rate of change constraints was used to improve the economic performance of a heat pump by incorporating electricity price and weather forecasts, and EMPC including magnitude and rate of change constraints on the inputs was applied for power production and use. Though input rate of change constraints have been applied to several EMPC examples in the literature, no proof of general feasibility and closed-loop stability for a nonlinear system under an EMPC strategy incorporating both input magnitude and input rate of change constraints with Lyapunov-based constraints that ensure closed-loop stability in the presence of disturbances has yet been developed. The development of such an EMPC strategy will be one of the topics covered in this chapter.

Despite the benefits from an actuator durability perspective of incorporating constraints that prevent an EMPC from calculating aggressive control actions, it would be expected that limiting the control actions that the EMPC can calculate would reduce the economic profitability of the EMPC compared to the case that no input rate of change constraints are used. However, determining whether there is still an economic benefit of EMPC compared with the traditional steady-state paradigm when input rate of change constraints are used in EMPC requires the development of proofs regarding the economic performance of EMPC with input rate of change constraints. Previous proofs of the economic performance of EMPC have not explicitly addressed the case when input rate of change constraints are included in the EMPC formulation. The proofs for many of the methods use terminal constraints in the EMPC or an EMPC prediction horizon that is sufficiently long with some additional technical conditions (e.g., ). Studies to investigate the economic performance of EMPC have been carried out for EMPC with a stage cost and terminal constraints that change with time, for EMPC with a generalized terminal region constraint and
self-tuning terminal cost,\textsuperscript{113} for EMPC without terminal costs or constraints for discrete-time systems meeting certain assumptions including controllability and dissipativity assumptions,\textsuperscript{76} and a two-layer EMPC structure including performance constraints.\textsuperscript{58}

Motivated by all of the above, in this chapter, we introduce a Lyapunov-based economic model predictive control (LEMPC) architecture that can incorporate input rate of change constraints with provable feasibility, stability, and closed-loop performance properties. First, we introduce input rate of change constraints in the context of LEMPC and show that when the constraints are formulated with reference to a Lyapunov-based controller, the LEMPC can be proven to be feasible and to maintain closed-loop stability for a sufficiently small sampling period. Through a chemical process example, we demonstrate that the incorporation of input magnitude and rate of change constraints in EMPC can prevent significant variations in the process inputs while improving the profit compared to steady-state operation. Subsequently, we develop an LEMPC design incorporating a terminal equality constraint based on an explicit stabilizing Lyapunov-based controller for which closed-loop economic performance improvement guarantees with respect to the Lyapunov-based controller (and with respect to steady-state operation when the Lyapunov-based controller is exponentially stabilizing) may be proven for nominal operation. A chemical process example demonstrates the use of this LEMPC strategy. We then show that LEMPC with the terminal equality constraint based on a Lyapunov-based controller, with input magnitude constraints, and with input rate of change constraints retains these provable performance guarantees for nominal operation. This chapter originally appeared in.\textsuperscript{50,55,61}

### 2.2 Preliminaries

#### 2.2.1 Notation

The symbol $|·|$ signifies the Euclidean norm of a vector. A continuous, strictly increasing function $\alpha : [0,a) \to [0,\infty)$ belongs to class $\mathcal{K}$ if $\alpha(0) = 0$. The notation $\Omega_{\rho}$ signifies a level set of a positive definite scalar-valued function $V : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ and is defined by $\Omega_{\rho} := \{ x \in \mathbb{R}^n : V(x) \leq \}$.\textsuperscript{13}
\( \rho, \rho > 0 \). The notation \( t_k = k\Delta, k = 0, 1, 2, \ldots \) signifies the time at the beginning of a sampling period of length \( \Delta \) for synchronously sampled time intervals. Set subtraction is signified by ‘/’ (e.g., \( x \in A/B := \{ x \in A : x \notin B \} \)). The symbol \( S(\Delta) \) denotes the family of piecewise constant vector-valued functions with period \( \Delta > 0 \). More specifically, \( u(\cdot) \in S(\Delta) \) for \( t \in [t_k, t_{k+N}) \) where \( N \) is a positive integer means that the function \( u \) can be described by a sequence \( \{ u^{(j)} \}_{j=k}^{k+N-1} \) where \( u^{(j)} \in \mathbb{R}^m \), or

\[
\begin{align*}
u(t) &= u^{(j)}
\end{align*}
\]

for \( t \in [t_j, t_{j+1}), j = k, \ldots, k+N-1 \). The notation \( x^T \) denotes the transpose of a vector \( x \).

### 2.2.2 Class of Systems

The class of systems of nonlinear first-order ordinary differential equations considered in this chapter is that of the general form:

\[
\dot{x} = f(x, u, w)
\]  
(2.1)

where \( x \in \mathbb{R}^n, u = [u_1 \ u_2 \ \cdots \ u_m]^T \in \mathbb{R}^m \), and \( w \in \mathbb{R}^l \) are the state, input, and disturbance vectors, respectively, and are related to the time-derivative of the state vector through the nonlinear vector function \( f \). In addition, we assume that the states \( x(t) \) are restricted to the set \( \overline{X} (x(t) \in \overline{X} \subset \mathbb{R}^n) \), that \( u_i(t), i = 1, \ldots, m, \) are bounded (\( u_i(t) \in \mathbb{U}_i := \{ u_{i,\min} \leq u_i(t) \leq u_{i,\max} \} \)), and that the disturbance \( w(t) \) is bounded within a set \( \overline{W} \subset \mathbb{R}^l (w(t) \in \overline{W} := \{ w(t) : |w(t)| \leq \theta, \ \theta > 0 \}) \). For simplicity of presentation in the following, we will use the notation \( u(t) \in \mathbb{U} \subset \mathbb{R}^m \) to denote that each component \( u_i(t) \) of \( u(t) \) is bounded within its respective set \( \mathbb{U}_i \). The vector function \( f : \overline{X} \times \mathbb{U} \times \overline{W} \) is assumed to be locally Lipschitz with respect to its arguments.

It is assumed that the process economic cost for the system of Eq. 2.1 can be represented by an economic stage cost function \( l_e : \overline{X} \times \mathbb{U} \to \mathbb{R} \) that is continuous on \( \overline{X} \times \mathbb{U} \). In addition, it is assumed that there is a steady-state and steady-state input pair \( (x^*_s, u^*_s) \) for the nominal \( (w(t) \equiv 0) \) system (on \( \overline{X} \times \mathbb{U} \)) that minimizes the economic cost in the sense that the minimum of \( l_e \) is attained at the pair \( (x^*_s, u^*_s) \) when the time derivative of the nominal state in Eq. 2.1 is zero. For simplicity,
the minimizing pair is assumed to be unique. With these assumptions, the minimizing steady-state
pair is given by:

\[(x_s^*, u_s^*) = \arg \min_{x \in \mathcal{X}, u \in \mathcal{U}} \{l_e(x, u) : f(x, u, 0) = 0\} .\]

The minimizing pair will be taken to be the origin of the nominal system of Eq. 2.1.

### 2.2.3 Lyapunov-Based Controller Stabilizability Assumptions under Continuous Implementation

We initially make two stabilizability assumptions for the system of Eq. 2.1 that a Lyapunov-based controller \(h(x) = [h_1(x) \ h_2(x) \ \cdots \ h_m(x)]^T\) exists for the nominal system of Eq. 2.1 that renders the origin either locally asymptotically stable or locally exponentially stable in a sense to be made precise in the following two assumptions, while also meeting the input constraints. The first assumption covers the weaker of the two cases, that of asymptotic stability, while the second covers exponential stability. With slight abuse of notation, the same notation is used in both assumptions.

**Assumption 2.1.** There exists a locally Lipschitz feedback controller \(h : \mathcal{X} \to \mathcal{U}\) with \(h(0) = 0\) for the nominal system of Eq. 2.1 that renders the origin of the closed-loop system \(\dot{x} = f(x, h(x), 0)\) asymptotically stable when applied continuously in the sense that there exists a sufficiently smooth Lyapunov function \(V : \mathbb{R}^n \to \mathbb{R}_{\geq 0}\) such that the following inequalities hold:

\[\alpha_1(|x|) \leq V(x) \leq \alpha_2(|x|)\]  
(2.2a)

\[\frac{\partial V(x)}{\partial x} f(x, h(x), 0) \leq -\alpha_3(|x|)\]  
(2.2b)

\[\left| \frac{\partial V(x)}{\partial x} \right| \leq \alpha_4(|x|)\]  
(2.2c)

for all \(x \in D\) where \(D\) is an open neighborhood of the origin and \(\alpha_i \in \mathcal{K}\), \(i = 1, 2, 3, 4\).

**Assumption 2.2.** There exists a locally Lipschitz feedback controller \(h : \mathcal{X} \to \mathcal{U}\) with \(h(0) = 0\) for the nominal system of Eq. 2.1 that renders the origin of the system \(\dot{x} = f(x, h(x), 0)\) exponentially
stable when applied continuously in the sense that there exists a sufficiently smooth Lyapunov function \( V : \mathbb{R}^n \rightarrow \mathbb{R}_{\geq 0} \) such that the following inequalities hold:

\[
c_1|x|^2 \leq V(x) \leq c_2|x|^2
\]  
(2.3a)

\[
\frac{\partial V(x)}{\partial x} f(x, h(x), 0) \leq -c_3|x|^2
\]  
(2.3b)

\[
\left| \frac{\partial V(x)}{\partial x} \right| \leq c_4|x|
\]  
(2.3c)

for all \( x \in D \) where \( D \) is an open neighborhood of the origin and \( c_i, i = 1, 2, 3, 4 \) are positive constants.

We define the set \( \Omega_\rho \subseteq \mathbb{X} \subset D \), which is an estimate of the region of attraction of the nominal closed-loop system under a feedback controller meeting either Assumption 2.1 or Assumption 2.2, as the stability region of the closed-loop system for that controller. Methods for designing Lyapunov-based feedback controllers can be found in works such as \(35, 57, 100, 108\).

A consequence of our assumption of the Lipschitz continuity of \( h(x) \) meeting either Assumption 2.1 or 2.2 is that its components are Lipschitz continuous in \( x \), and thus \( L_{h_i} > 0 \) exists such that

\[
|h_i(x) - h_i(x')| \leq L_{h_i}|x - x'|
\]  
(2.4)

for all \( x, x' \in \Omega_\rho \). Here, \( L_{h_i} \) is chosen such that it satisfies the bound in Eq. 2.4 with the same value for each \( h_i(x) \) (i.e., \( L_{h_i} = \max\{L_{h_{i1}}, \ldots, L_{h_{im}}\} \), where \( L_{h_{i}}, i = 1, \ldots, m \), is the smallest positive constant such that \( |h_i(x) - h_i(x')| \leq L_{h_i}|x - x'| \) for all \( x, x' \in \Omega_\rho \). The requirement that \( h(x) \) and its components are Lipschitz continuous in \( x \) does not pose significant practical restrictions.

We note that from the assumption of Lipschitz continuity of \( f \) and the bounds on \( w \) and \( u_i, i = 1, \ldots, m \), there exist \( M > 0, L_x > 0, \) and \( L_w > 0 \) such that:

\[
|f(x, u, w)| \leq M
\]  
(2.5)
\[ |f(x, u, w) - f(x', u, 0)| \leq L_x|x - x'| + L_w|w| \quad (2.6) \]

for all \( x, x' \in \Omega_\rho, u_i \in \mathbb{U}_i, i = 1, \ldots, m, \) and \(|w| \leq \theta\). Furthermore, since \( V \) is sufficiently smooth, \( f \) is locally Lipschitz and \( \Omega_\rho \) is compact, there exist \( L'_x > 0 \) and \( L'_w > 0 \) such that the following also holds:

\[ \left| \frac{\partial V(x)}{\partial x} f(x, u, w) - \frac{\partial V(x')}{\partial x} f(x', u, 0) \right| \leq L'_x|x - x'| + L'_w|w| \quad (2.7) \]

for all \( x, x' \in \Omega_\rho, u_i \in \mathbb{U}_i, i = 1, \ldots, m, \) and \(|w| \leq \theta\).

### 2.2.4 Lyapunov-Based Controller Stabilizability Results for Sample-and-Hold Implementation

Though the system of Eq. 2.1 is continuous and it is assumed that a controller \( h(x) \) can be designed that can stabilize the nominal closed-loop system as described in Assumptions 2.1 and 2.2 when implemented continuously, the Lyapunov-based controller will be used in this dissertation to design stability constraints for an economic model predictive control method that is implemented in sample-and-hold. Thus, we develop in this section the stability properties of the nominal closed-loop system of Eq. 2.1 under \( h(x) \) applied in sample-and-hold, where \( h(x) \) meets either Assumption 2.1 or Assumption 2.2 and Eq. 2.4 when applied continuously. Specifically, we consider the following nonlinear sampled-data system:

\[ \dot{x}(t) = f(x(t), h(x(t_k)), 0) \quad (2.8) \]

for \( t \in [t_k, t_{k+1}) \), where \( k = 0, 1, \ldots \). We present two propositions that follow from standard results in the nonlinear sampled-data systems literature to state the stability results for the process under a sample-and-hold controller. The first proposition states that the origin of the sampled-data system of Eq. 2.8 using \( h(x) \) that satisfies Assumption 2.1 is rendered practically stable (i.e., the closed-loop state trajectory will converge to a small neighborhood of the origin where it will be maintained thereafter). This result follows from standard results found in the literature.
(e.g.,112,142). The second proposition states that the origin of the sampled-data system of Eq. 2.8 using $h(x)$ that satisfies Assumption 2.2 is rendered exponentially stable. This result is stronger than the result that can be obtained when $h(x)$ satisfies Assumption 2.1, and the proof can be found, for example, in Corollary 1 of 64 as well as 93 and the results contained therein.

**Proposition 2.1.** Let Assumption 2.1 hold and $V$ and $\Omega_\rho$ be the Lyapunov function that satisfies Eq. 2.2 and the resulting stability region, respectively. Given $\rho_{\text{min}} \in (0, \rho)$, there exists $\Delta^* > 0$ such that for any $\Delta \in (0, \Delta^*)$ and $x(t_0) \in \Omega_\rho$, the closed-loop state trajectory of the sampled-data system of Eq. 2.8 is always bounded in $\Omega_\rho$ and is (uniformly) ultimately bounded in $\Omega_{\rho_{\text{min}}}$ and

$$\lim_{t \to \infty} \sup \{x(t) \in \Omega_{\rho_{\text{min}}} \} = 0.$$ (2.9)

**Proposition 2.2.** Let Assumption 2.2 hold and $V$ and $\Omega_\rho$ be the Lyapunov function that satisfies Eq. 2.3 and the resulting stability region, respectively. There exists $\Delta^*_e > 0$ such that for any $\Delta \in (0, \Delta^*_e)$ the closed-loop state trajectory of the sampled-data system of Eq. 2.8 is always bounded in $\Omega_\rho$ and the origin of the sampled-data system of Eq. 2.8 is exponentially stable for all initial states in $\Omega_\rho$.

We can also develop stability properties for the closed-loop system of Eq. 2.1 in the presence of disturbances under $h(x)$ applied in sample-and-hold, where $h(x)$ meets either Assumption 2.1 or Assumption 2.2 and Eq. 2.4 when applied continuously. Specifically, these results are derived for the following nonlinear sampled-data system:

$$\dot{x}(t) = f(x(t), h(x(t_k)), w(t))$$ (2.10)

for $t \in [t_k, t_{k+1})$, where $k = 0, 1, \ldots$. The following two properties address this sample-and-hold system with disturbances. In both the case that $h(x)$ in Eq. 2.10 meets Assumption 2.1 and the case that it meets Assumption 2.2, only uniform ultimate boundedness of the closed-loop state can be proven. We note that the sampling times and regions within which uniform ultimate boundedness
of the state are proven are different from those in Propositions 2.1-2.2. The proof of the results of
the following two propositions can be found, for example, in.\textsuperscript{112}

**Proposition 2.3.** Let Assumption 2.1 hold and $V$ and $\Omega_\rho$ be the Lyapunov function that satisfies
Eq. 2.2 and the resulting stability region, respectively. If $\rho_s > 0$, $\Delta > 0$, $\varepsilon_w > 0$, and $\rho_{\text{min}}^* < \rho$
satisfy

\[
\rho_{\text{min}}^* = \max \{ V(\bar{x}(t + \Delta)) : V(\bar{x}(t)) \leq \rho_s \} \tag{2.11}
\]

and

\[
-\alpha_3(\alpha_2^{-1}(\rho_s)) + L' x M \Delta + L' w \theta \leq -\varepsilon_w / \Delta \tag{2.12}
\]

for all $\bar{x}(t) \in \Omega_\rho$, and $\bar{x}(t + \Delta) \in \Omega_\rho$, where $\bar{x}(t)$ is the solution of Eq. 2.1 under a sequence of
sample-and-hold control actions $u \in \mathbb{U}$, then there exists $\Delta_w^*$ such that for $\Delta < \Delta_w^*$ and $x(t_0) \in \Omega_\rho$,
the closed-loop state trajectory of the sampled-data system of Eq. 2.10 is always bounded in $\Omega_\rho$
and is (uniformly) ultimately bounded in $\Omega_\rho_{\text{min}}^*$ and

\[
\limsup_{t \to \infty} x(t) \in \Omega_\rho_{\text{min}}^* . \tag{2.13}
\]

**Proposition 2.4.** Let Assumption 2.2 hold and $V$ and $\Omega_\rho$ be the Lyapunov function that satisfies
Eq. 2.3 and the resulting stability region, respectively. If $\bar{\rho}_s > 0$, $\Delta > 0$, $\bar{\varepsilon}_w > 0$, and $\rho_{\text{min,e}}^* < \rho$
satisfy

\[
\rho_{\text{min,e}}^* = \max \{ V(\bar{x}(t + \Delta)) : V(\bar{x}(t)) \leq \bar{\rho}_s \} \tag{2.14}
\]

and

\[
-\frac{c_3}{c_2} \bar{\rho}_s + L' x M \Delta + L' w \theta \leq -\frac{\bar{\varepsilon}_w}{\Delta} \tag{2.15}
\]

for all $\bar{x}(t) \in \Omega_\rho$, and $\bar{x}(t + \Delta) \in \Omega_\rho$, where $\bar{x}(t)$ is the solution of Eq. 2.1 under a sequence of
sample-and-hold control actions $u \in \mathbb{U}$, then there exists $\Delta_{w,e}^*$ such that for $\Delta < \Delta_{w,e}^*$ and $x(t_0) \in \Omega_\rho$,
the closed-loop state trajectory of the sampled-data system of Eq. 2.10 is always bounded in $\Omega_\rho$
and is (uniformly) ultimately bounded in \( \Omega_{\rho_{\min,e}} \) and

\[
\limsup_{t \to \infty} x(t) \in \Omega_{\rho_{\min,e}}.
\]  

(2.16)

The requirement that \( \rho_{\min}^{*} \) and \( \rho_{\min,e}^{*} \) be defined with respect to \( \bar{x}(t) \) and \( \bar{x}(t+\Delta) \), where \( \bar{x}(t) \) refers to the closed-loop state of the system of Eq. 2.1 at time \( t \) under any sample-and-hold control actions \( u \in U \) (i.e., \( u \) is not necessarily represented as an explicit function of \( x \)), is made because the results of Propositions 2.3-2.4 will be used later to prove closed-loop stability of the system of Eq. 2.1 under an optimization-based controller with constraints designed based on \( h(x) \) but which may compute a control action to implement for a sampling period that is not necessarily equal to \( h(x(t_k)) \). Therefore, Eqs. 2.11 and 2.14 are written for general \( \bar{x} \) so that the definitions of \( \rho_{\min}^{*}, \Delta_{w}^{*}, \rho_{\min,e}^{*}, \) and \( \Delta_{w,e}^{*} \) can be utilized in these later proofs for analyzing a closed-loop system that is not necessarily under \( h(x(t_k)) \).

It is noted that Assumption 2.2 is stronger than Assumption 2.1 (i.e., whenever Assumption 2.2 is satisfied, Assumption 2.1 is also satisfied). Therefore, for clarity in the remainder of this chapter regarding which results require the stronger conditions in Assumption 2.2 to hold, we will state that the results require Assumption 2.1 when only the conditions of that assumption are required (though the result is then also satisfied if Assumption 2.2 is met), and we will reserve mention of Assumption 2.2 only for those results that require the stronger conditions in that assumption to hold.

### 2.2.5 Economic Model Predictive Control

This chapter develops a formulation for EMPC with constraints guaranteeing closed-loop stability, satisfaction of bounds on the input rate of change, and an upper bound on the economic cost for the process under the controller. The general formulation of EMPC (which can be augmented with various constraints, model adjustments, or objective function adjustments to give the various
EMPC formulations in Chapter 1) is given by:

\[
\min_{u(\cdot) \in S(\Delta)} \int_{t_k}^{t_{k+N}} l_c(\tilde{x}(\tau), u(\tau)) \, d\tau
\]  

(2.17a)

s.t. \[ \dot{\tilde{x}}(t) = f(\tilde{x}(t), u(t), 0) \]  

(2.17b)

\[ \tilde{x}(t_k) = x(t_k) \]  

(2.17c)

\[ u_i(t) \in U_i, \ i = 1, \ldots, m \]  

(2.17d)

\[ \tilde{x}(t) \in X, \ \forall \ t \in [t_k, t_{k+N}) \]  

(2.17e)

Eq. 2.17 is a general nonlinear optimization problem that minimizes a stage cost \( l_c(x(t), u(t)) \) (Eq. 2.17a) subject to a model of the nominal system (Eq. 2.17b) and the initial condition in Eq. 2.17c that comes from a measurement of the process state at time \( t_k \). The calculated inputs \( u_i, i = 1, \ldots, m \), and the predicted states \( \tilde{x}(t), t \in [t_k, t_{k+N}) \), are restricted to their respective sets as shown in Eqs. 2.17d-2.17e. In general, additional equality or inequality constraints may be added to a general EMPC with the form in Eq. 2.17 as desired.

The optimization variable in Eq. 2.17 is the piecewise constant optimal control trajectory \( u(t) \) over a prediction horizon with \( N \) sampling periods of length \( \Delta \). Thus, the input profile that is the solution to the EMPC optimization problem is a set of \( N \) vectors denoted by \( u^*(t|t_k), t = t_k, \ldots, t_{k+N-1} \), of which only the first, \( u^*(t_k|t_k) \), is implemented on the process in a sample-and-hold fashion. At \( t_{k+1} \), the EMPC optimization problem is re-solved.

### 2.2.6 Lyapunov-Based Economic Model Predictive Control

The specific type of EMPC that will be the focus of this chapter is Lyapunov-based economic model predictive control (LEMPC), which is an EMPC with the form of Eq. 2.17 but with the addition of Lyapunov-based stability constraints that define two modes of operation, as shown
\[
\begin{align*}
\min_{u(\cdot) \in S(\Delta)} & \quad \int_{t_k}^{t_k+N} l_c(\tilde{x}(\tau),u(\tau)) \, d\tau \\
\text{s.t.} & \quad \dot{\tilde{x}}(t) = f(\tilde{x}(t),u(t),0) \\
& \quad \tilde{x}(t_k) = x(t_k) \\
& \quad u_i(t) \in U_i, \ i = 1, \ldots, m \\
& \quad \tilde{x}(t) \in \mathcal{X}, \ \forall \ t \in [t_k,t_k+N) \\
& \quad V(\tilde{x}(t)) \leq \rho_e, \ \forall \ t \in [t_k,t_k+N) \\
& \quad \text{if } t_k < t' \text{ and } V(x(t_k)) \leq \rho_e \\
& \quad \frac{\partial V(x(t_k))}{\partial x} f(x(t_k),u(t_k),0) \leq \frac{\partial V(x(t_k))}{\partial x} f(x(t_k),h(x(t_k)),0) \\
& \quad \text{if } t_k \geq t' \text{ or } V(x(t_k)) > \rho_e
\end{align*}
\]
2.3 LEMPC Formulation with Input Magnitude Constraints, Input Rate of Change Constraints, and an Equality Terminal Constraint Based on a Lyapunov-Based Controller

This chapter introduces input rate of change constraints that can be used in an LEMPC framework while guaranteeing closed-loop stability and feasibility of the controller, and it also addresses the performance guarantees that can be made for this LEMPC incorporating input rate of change constraints for nominal process operation (the performance guarantees are also shown to hold in the absence of the input rate of change constraints). The guarantees will be made for a general cost function, so that they will hold even if the objective function of the LEMPC is designed to reduce the input rate of change (for example, a penalty on the input rate of change may be added to the objective function). This chapter thus addresses the questions of not only how to add input rate of change constraints to LEMPC in a manner that does not affect the feasibility and closed-loop stability of the controller, but also of whether that reduces the economic benefits of using LEMPC for a given process.

To develop the answers to these questions, the contributions of this chapter are divided into three parts. In Part 1, we introduce a Lyapunov-based economic model predictive control (LEMPC) architecture that incorporates input magnitude and rate of change constraints with provable feasibility and stability properties, even in the presence of disturbances. In Part 2, we develop a terminal equality constraint based on a Lyapunov-based controller that, when used in an LEMPC for a process with no disturbances or plant-model mismatch (nominal process) ensures that the economic performance of the resulting LEMPC is at least as good as that of the Lyapunov-based controller implemented in sample-and-hold. In Part 3, the results of the first two sections will be combined to show that the nominal process of Eq. 2.1 under an LEMPC with input magnitude and rate of change constraints and a terminal equality constraint based on a
Lyapunov-based controller performs at least as well as it does under the Lyapunov-based controller implemented in sample-and-hold.

2.3.1 Part 1: LEMPC with Input Magnitude and Rate of Change Constraints

In this section, we develop LEMPC with input magnitude constraints that restrict the calculated control actions between an upper and a lower bound, as well as input rate of change constraints, which prevent the calculated inputs between two sampling periods from differing from each other by more than a pre-specified amount. Specifically, we add input rate of change constraints to the LEMPC of Eq. 2.18 (which has input magnitude constraints in Eq. 2.18d). The input rate of change constraints developed are written with respect to a Lyapunov-based controller, but we demonstrate that for a sufficiently small sampling period and an appropriate value of a parameter of the constraints, the constraints developed ensure that the difference between the control actions calculated for two subsequent sampling periods can be bounded by any desired value. We prove that the LEMPC incorporating input rate of change constraints is feasible and furthermore that it ensures closed-loop stability of a process even in the presence of bounded disturbances. The results presented hold for the case that the Lyapunov-based controller meets Assumption 2.1, except where it is noted that Assumption 2.2 is required. Finally, we present a chemical process example to demonstrate the effect of incorporating input rate of change constraints in addition to input magnitude constraints in EMPC, which shows that the manner in which the input rate of change constraints are enforced in EMPC can significantly affect whether the closed-loop process is able to meet other hard constraints.

2.3.1.1 Part 1: Formulation of LEMPC with Input Magnitude and Input Rate of Change Constraints

As noted in Section 2.1 of this chapter, it may be desirable to add input rate of change constraints to LEMPC, especially since Mode 1 of LEMPC attempts to dynamically optimize process operation
within the stability region and does not drive the process to a steady-state. The result of this is that an LEMPC may request input trajectories with sharp changes in the requested control actions (an example is shown in Section 2.3.1.4 of this chapter) to maximize profit subject to the constraints. Restricting the range of allowable control actions in such a case (e.g., increasing $u_{i,\text{min}}$ and/or decreasing $u_{i,\text{max}}$) may ameliorate this issue, but it may be necessary to drastically decrease this range to reduce the difference between two calculated control actions to a desired level, particularly if the LEMPC calculates bang-bang type control actions. Such a drastic reduction in the allowable range of control actions may significantly reduce the process profit; thus, input rate of change constraints may instead be considered as an alternative constraint that achieves the same goal but with potentially higher profit.

The desired form of the input rate of change constraints, assuming that the actuators bring the actuator outputs to the requested values $u_i^*(t_k|t_{k-1})$, $i = 1, \ldots, m$, before $t_k$ when the LEMPC is re-solved, is as follows:

$$|u_i^*(t_k|t_{k-1}) - u_i^*(t_{k-1}|t_{k-2})| \leq \epsilon_{\text{desired}}, \quad \forall \ i = 1, \ldots, m \quad (2.19)$$

where $\epsilon_{\text{desired}} > 0$ is a bound on the difference between the control action $u_i^*(t_k|t_k)$ implemented at $t_k$ and the immediate past value of the actuator output that was implemented on the process.

To make the predicted state trajectories within the LEMPC more consistent with the actual state trajectory, it may also be desirable that the other control actions in the prediction horizon that are not implemented meet the following constraints:

$$|u_i^*(t_j|t_k) - u_i^*(t_{j-1}|t_k)| \leq \epsilon_{\text{desired}}, \quad \forall \ i = 1, \ldots, m, \ j = k + 1, \ldots, k + N - 1 \quad (2.20)$$

The chemical process example in Section 2.3.1.4 will show that the decision to enforce both Eqs. 2.19 and 2.20 (imposing restrictions on both the implemented and not implemented control actions) or only Eq. 2.19 (imposing a constraint on the implemented control actions only) may significantly affect the results obtained for LEMPC with input rate of change constraints, and thus
should be carefully considered.

If the input rate of change constraints are written as in Eqs. 2.19-2.20 and directly added into the LEMPC of Eq. 2.18, it is not possible to prove feasibility of the resulting LEMPC, as will be further discussed in Section 2.3.1.3 of this chapter. For this reason, modified constraints are added to the LEMPC of Eq. 2.18 that constrain the calculated control actions to differ by no more than a constant $\varepsilon_r \geq 0$ from the value of the Lyapunov-based control law at $\tilde{x}(t_j)$, $j = k, \ldots, k + N - 1$. These modified constraints ensure, as will be demonstrated in Section 2.3.1.3, that the LEMPC is feasible, and they also ensure that the desired constraints of Eqs. 2.19-2.20 are met for any $\varepsilon_{desired}$ when $\varepsilon_r$ and $\Delta$ are suitably chosen.

Incorporating the above considerations, the proposed LEMPC with both input magnitude and rate of change constraints is as follows:

$$\min_{u(\cdot) \in S(\Delta)} \int_{t_k}^{t_{k+N}} l_e(\tilde{x}(\tau), u(\tau)) d\tau$$  \hspace{1cm} (2.21a)

s.t.  

$$\dot{\tilde{x}}(t) = f(\tilde{x}(t), u(t), 0)$$  \hspace{1cm} (2.21b)

$$\tilde{x}(t_k) = x(t_k)$$  \hspace{1cm} (2.21c)

$$u_i(t) \in U_i, \ i = 1, \ldots, m$$  \hspace{1cm} (2.21d)

$$\tilde{x}(t) \in X, \ \forall \ t \in [t_k, t_{k+N})$$  \hspace{1cm} (2.21e)

$$|u_i(t_k) - h_i(x(t_k))| \leq \varepsilon_r, \ i = 1, \ldots, m$$  \hspace{1cm} (2.21f)

$$|u_i(t_j) - h_i(\tilde{x}(t_j))| \leq \varepsilon_r, \ i = 1, \ldots, m, \ j = k + 1, \ldots, k + N - 1$$  \hspace{1cm} (2.21g)

$$V(\tilde{x}(t)) \leq \rho_e, \ \forall \ t \in [t_k, t_{k+N})$$

if $t_k < t'$ and $V(x(t_k)) \leq \rho_e$  \hspace{1cm} (2.21h)

$$\frac{\partial V(x(t_k))}{\partial x} f(x(t_k), u(t_k), 0) \leq \frac{\partial V(x(t_k))}{\partial x} f(x(t_k), h(x(t_k)), 0)$$

if $t_k \geq t'$ or $V(x(t_k)) > \rho_e$  \hspace{1cm} (2.21i)

where the notation follows that in Eqs. 2.17 and 2.18. The rate of change constraints of Eqs. 2.19-2.20 are imposed through Eqs. 2.21f-2.21g, which require that the values of $u^*_i(t_j|t_k), i =
1, \ldots, m, j = k, \ldots, k+N-1$, be within $\varepsilon_r \geq 0$ of the values of $h_i(\tilde{x}(t_j))$. Note that $\varepsilon_r$ in Eqs. 2.21f-2.21g is not the same as $\varepsilon_{\text{desired}}$ in Eqs. 2.19-2.20, which will be justified in the next section.

**Remark 2.1.** It is noted that in the LEMPC formulation of Eq. 2.21, as well as in the other LEMPC formulations developed throughout this chapter, the number of constraints considered is kept to a minimum, and the form of the objective function and the manner of developing such an objective function are not discussed. This is done so that the theoretical developments in this chapter in the proofs to be presented are kept as general as possible and are not obscured by the additional considerations that may arise when the optimization problem is augmented. The results presented in this chapter could be extended, however, to certain cases with additional constraints and may hold practically even when the formulation/assumptions of this chapter are not met, though such an extended study is outside the scope of the present chapter.

### 2.3.1.2 Part 1: Rate of Change Constraints Analysis

In this section, we prove that given $\varepsilon_{\text{desired}}$, we can ensure that the desired rate of change constraints of Eqs. 2.19-2.20 are met by enforcing the rate of change constraints with respect to $h_i(\tilde{x}(t_j)), i = 1, \ldots, m, j = k, \ldots, k+N-1$, in Eqs. 2.21f-2.21g for a suitable $\varepsilon_r$ value, with $h(x)$ meeting Assumption 2.1.

**Theorem 2.1.** Consider the closed-loop input trajectories of the process of Eq. 2.1 operated under the LEMPC of Eq. 2.21, with $h(x)$ meeting Assumption 2.1 and Eq. 2.4. If there exist $\varepsilon_r$ and $\Delta < \Delta^*_w$ such that for any chosen $\varepsilon_{\text{desired}} > 0$,

$$2\varepsilon_r + L_{h_i} M \Delta \leq \varepsilon_{\text{desired}} \quad (2.22)$$

then Eqs. 2.19-2.20 are satisfied for all $t_k$ with $k > 0$ and $u^*_i(t_0|t_0) = h_i(x(t_0)), i = 1, \ldots, m$.

**Proof.** From the bound on $f$ in Eq. 2.5 and continuity of $x$, the following bound holds for all $x(t)$,
$x(t_{k-1}) \in \Omega_{\rho}$ and $t \in [t_{k-1}, t_k]$, where $x(t)$ is the solution of Eq. 2.1 at time $t$:

$$|x(t) - x(t_{k-1})| \leq M\Delta$$

(2.23)

for $\Delta$ sufficiently small (i.e., $\Delta < \Delta_0^w$). In addition, because the bound in Eq. 2.5 and continuity of $x$ hold when $w(t) \equiv 0$ as well, the following inequality holds for the predicted state of the nominal closed-loop system for the LEMPC of Eq. 2.21 (Eq. 2.21b):

$$|\ddot{x}(t) - \ddot{x}(t_{j-1})| \leq M\Delta$$

(2.24)

for $\Delta < \Delta_0^w$, $j = k + 1, \ldots, k + N - 1$. Under the assumption that a feasible solution to the LEMPC of Eq. 2.21 exists and thus that Eqs. 2.21f-2.21g are satisfied (which will be proven in Section 2.3.1.3), we use the constraints of Eqs. 2.21f-2.21g and Eqs. 2.25 and 2.26, in addition to the triangle inequality, to develop upper bounds on the value of the desired rate of change constraints in Eqs. 2.19-2.20 when the LEMPC
of Eq. 2.21 is used to control the process as follows:

\[
|u_{i}^*(t_k|t_k) - u_{i}^*(t_{k-1}|t_{k-1})| = \\
|u_{i}^*(t_k|t_k) - u_{i}^*(t_{k-1}|t_{k-1}) - h_i(x(t_k)) + h_i(x(t_k)) - h_i(x(t_{k-1})) + h_i(x(t_{k-1}))| \\
\leq |u_{i}^*(t_k|t_k) - h_i(x(t_k))| + |u_{i}^*(t_{k-1}|t_{k-1}) - h_i(x(t_{k-1}))| + |h_i(x(t_k)) - h_i(x(t_{k-1}))| \\
\leq 2\varepsilon_r + L_{h_i}M\Delta
\]

(2.27)

\[
|u_{i}^*(t_j|t_k) - u_{i}^*(t_{j-1}|t_k)| = \\
|u_{i}^*(t_j|t_k) - u_{i}^*(t_{j-1}|t_k) - h_i(\tilde{x}(t_j)) + h_i(\tilde{x}(t_j)) - h_i(\tilde{x}(t_{j-1})) + h_i(\tilde{x}(t_{j-1}))| \\
\leq |u_{i}^*(t_j|t_k) - h_i(\tilde{x}(t_j))| + |u_{i}^*(t_{j-1}|t_k) - h_i(\tilde{x}(t_{j-1}))| + |h_i(\tilde{x}(t_j)) - h_i(\tilde{x}(t_{j-1}))| \\
\leq 2\varepsilon_r + L_{h_i}M\Delta
\]

(2.28)

for \(\Delta < \Delta^*_w\) and \(j = k + 1, \ldots, k + N - 1\). It is noted that by assuming \(u_{i}^*(t_0|t_0) = h_i(x(t_0)), \ i = 1, \ldots, m\), then \(|u_{i}^*(t_{k-1}|t_{k-1}) - h_i(x(t_{k-1}))| = 0 \leq \varepsilon_r\) in Eq. 2.27 when \(k = 1\), which allows the result of Eq. 2.27 to hold for all \(k > 0\). For any \(\varepsilon_{desired} > 0\), there always exist \(\varepsilon_r\) and \(\Delta\) that are sufficiently small such that \(2\varepsilon_r + L_{h_i}M\Delta \leq \varepsilon_{desired}\) if \(\Delta^*_w\) exists (i.e., Eqs. 2.11-2.12 are satisfied for some \(\rho^*_\min < \rho, \ \rho_s > 0, \ \theta > 0, \ \Delta > 0, \ \text{and} \ \varepsilon_w > 0\)). When these values of \(\varepsilon_r\) and \(\Delta\) are chosen, the desired rate of change constraints in Eqs. 2.19-2.20 are met, which follows from Eqs. 2.27-2.28 with the bound in Eq. 2.22.

\[\Box\]

**Remark 2.2.** The value of \(\varepsilon_{desired}\) would typically be chosen based on practical considerations. Because \(\varepsilon_{desired}\) depends on the sampling time in Eq. 2.22, one of these practical considerations may be the minimum sampling time possible with the controller software/hardware.

### 2.3.1.3 Part 1: Feasibility and Stability Analysis

In this section, we extend the proofs of feasibility and closed-loop stability from\(^79\) for nonlinear processes under LEMPC without input rate of change constraints to those under LEMPC including input rate of change constraints. The results are developed when \(h(x)\) used in the design of LEMPC
meets Assumption 2.1, and stronger closed-loop stability results are presented for that case that it meets Assumption 2.2. We first state several propositions to define functions used to state the theorems giving the conditions under which feasibility and closed-loop stability of nonlinear processes under LEMPC with input magnitude and rate of change constraints are guaranteed.

**Proposition 2.5.** (c.f.⁷⁹,¹¹⁰) Consider the systems

\[
\begin{align*}
\dot{x}_a(t) &= f(x_a(t), u(t), w(t)) \\
\dot{x}_b(t) &= f(x_b(t), u(t), 0)
\end{align*}
\]

with initial states \(x_a(t_0) = x_b(t_0) \in \Omega_\rho\). There exists a \(\mathcal{K}\) function \(f_W(\cdot)\) such that

\[
|x_a(t) - x_b(t)| \leq f_W(t - t_0),
\]

for all \(x_a(t), x_b(t) \in \Omega_\rho\) and all \(w(t) \in W\) with

\[
f_W(\tau) = \frac{L_w \theta}{L_x} (e^{L_x \tau} - 1).
\]

**Proposition 2.6.** (c.f.⁷⁹,¹¹⁰) Consider the Lyapunov function \(V(\cdot)\) of the system of Eq. 2.1 under \(h(x)\) meeting Assumption 2.1. There exists a quadratic function \(f_V(\cdot)\) such that

\[
V(x) \leq V(x') + f_V(|x - x'|)
\]

for all \(x, x' \in \Omega_\rho\) with

\[
f_V(s) := \alpha_1(\alpha_1^{-1}(\rho))s + M_Vs^2
\]

where \(M_V\) is a positive constant.

**Proposition 2.7.** (c.f.⁶,¹¹²) Consider the Lyapunov function \(V(\cdot)\) of the system of Eq. 2.1 under
**h(x) meeting Assumption 2.2.** There exists a quadratic function $f_V(\cdot)$ such that

$$V(x) \leq V(x') + f_V(|x-x'|)$$

for all $x, x' \in \Omega_\rho$ with

$$f_V(s) := \frac{c_4 \sqrt{\rho}}{\sqrt{c_1}} s + \beta s^2$$

where $\beta$ is a positive constant.

In the following theorems, we use the notation developed in Propositions 2.5-2.7 and prove feasibility and closed-loop stability of a process under LEMPC with input magnitude and rate of change constraints in the presence of bounded process disturbances. The theorems extend the results of [79] by requiring a modified bound on $\Delta$ based on the results of Section 2.3.1.2 to ensure that the LEMPC of Eq. 2.21 computes control actions that satisfy the desired constraints in Eqs. 2.19-2.20. We present proofs for LEMPC designed using both the asymptotically stabilizing $h(x)$ (Assumption 2.1) and the exponentially stabilizing $h(x)$ (Assumption 2.2).

**Theorem 2.2.** Consider the system of Eq. 2.1 in closed-loop under the LEMPC design of Eq. 2.21 based on a controller $h(x)$ that satisfies the conditions of Eq. 2.4 and Assumption 2.1, and assume that $u_i^*(t_0|t_0) = h_i(x(t_0)), i = 1, \ldots, m$. Let $\varepsilon_w > 0, 0 < \Delta < \Delta_w, \theta > 0, \rho > \rho_e \geq \rho_{\text{min}}^* \geq \rho_s > 0$ satisfy

$$\rho_e \leq \rho - f_V(f_W(\Delta)), \quad (2.29)$$

$$-\alpha_3(\alpha_2^{-1}(\rho_s)) + L'_x M \Delta + L'_w \theta \leq \frac{-\varepsilon_w}{\Delta}, \quad (2.30)$$

and

$$2\varepsilon_r + L_{h_\text{lt}} M \Delta \leq \varepsilon_{\text{desired}} \quad (2.31)$$

where $f_V$ and $f_W$ are defined in Propositions 2.5-2.6. If $x(t_0) \in \Omega_\rho$ and $N \geq 1$ where

$$\rho_{\text{min}}^* = \max\{V(\bar{x}(t + \Delta)) : V(\bar{x}(t)) \leq \rho_s\} \quad (2.32)$$
then the state $x(t)$ of the closed-loop system is always bounded in $\Omega_\rho$ and is (uniformly) ultimately bounded in $\Omega_{\rho_{\min}}$.

Proof. The proof of closed-loop stability of nonlinear processes under LEMPC with both input magnitude and rate of change constraints, where $h(x)$ satisfies Eq. 2.4 and Assumption 2.1, follows along the lines of that for the LEMPC without input rate of change constraints in\(^79\) because the stability proof depends only on the Lyapunov-based stability constraints in Eqs. 2.21h-2.21i and is unaffected by the added rate of change constraints. Feasibility follows because $u_i(t_k) = h_i(x(t_k))$, $i = 1,\ldots,m$, and $u_i(t_j) = h_i(\tilde{x}(t_j))$, $i = 1,\ldots,m$, $j = k + 1,\ldots,k + N - 1$, is a solution that meets the Lyapunov-based constraints of Eqs. 2.21h-2.21i, the input constraints of Eq. 2.21d, and the rate of change constraints of Eqs. 2.21f-2.21g, as well as the assumption that the first value of $u_i$ calculated, $u_i^*(t_0|t_0)$, $i = 1,\ldots,m$, is set to $h_i(x(t_0))$, $i = 1,\ldots,m$ (the assumption that $u_i^*(t_0|t_0) = h_i(x(t_0))$, $i = 1,\ldots,m$, is made so that every input calculated by the EMPC, which is all inputs calculated from time $t_1$ and above since the components of the input vector at $t_0$ are fixed to $h_i(x(t_0))$, meets the desired constraints of Eqs. 2.19-2.20). The constraint of Eq. 2.21e is satisfied when $x(t) \in \Omega_\rho$ due to the definition of $\Omega_\rho$, and is thus always satisfied when the LEMPC optimization problem is feasible due to the closed-loop stability proof of the LEMPC which shows that $x(t) \in \Omega_\rho$ for $t \geq t_0$ if the LEMPC is feasible and $x(t_0) \in \Omega_\rho$.

Theorem 2.3. Consider the system of Eq. 2.1 in closed-loop under the LEMPC design of Eq. 2.21 based on a controller $h(x)$ that satisfies the conditions of Eq. 2.4 and Assumption 2.2, and assume that $u_i^*(t_0|t_0) = h_i(x(t_0))$, $i = 1,\ldots,m$. Let $\tilde{\epsilon}_w > 0$, $0 < \Delta < \Delta_{w,e}^*$, $\theta > 0$, $\rho > \rho_e \geq \rho_{\min,e}^* \geq \tilde{\rho}_s > 0$ satisfy

$$\rho_e \leq \rho - fv(f_w(\Delta)), \quad (2.33)$$

$$\frac{-c_3}{c_2} \tilde{\rho}_s + L_I^'M\Delta + L_w^'\theta \leq \frac{-\tilde{\epsilon}_w}{\Delta}, \quad (2.34)$$

and

$$2\epsilon_r + L_{ht}^e\Delta \leq \epsilon_{desired} \quad (2.35)$$
where $f_V$ and $f_W$ are defined in Propositions 2.5 and 2.7. If $x(t_0) \in \Omega_\rho$ and $N \geq 1$ where

$$\rho_{\min,e}^* = \max\{V(\bar{x}(t+\Delta)) : V(\bar{x}(t)) \leq \bar{\rho}_s\} \quad (2.36)$$

then the state $x(t)$ of the closed-loop system is always bounded in $\Omega_\rho$, and is (uniformly) ultimately bounded in $\Omega_{\rho_{\min,e}^*}$.

**Proof.** The proof of feasibility of the LEMPC with both input magnitude and rate of change constraints, where $h(x)$ satisfies Eq. 2.4 and Assumption 2.2, is the same as the proof of feasibility of the LEMPC where $h(x)$ satisfies Assumption 2.1 (the proof for feasibility for Theorem 2.2). The proof of closed-loop stability of a process under this LEMPC is an extension of the results in, and the major steps of this proof will be presented here to outline how this extension proceeds.

We first examine the case when $x(t_k) \in \Omega_{\rho_{\min,e}}$. In this case, the proof that $x(t_{k+1}) \in \Omega_\rho$ when $x(t_k) \in \Omega_{\rho_{\min,e}}$ and Eq. 2.33 holds follows that in. When instead $x(t_k) \in \Omega_{\rho}/\Omega_{\rho_{e}}$, the Mode 2 constraint of Eq. 2.21i is activated which leads to the following bound:

$$\frac{\partial V(x(t_k))}{\partial x} f(x(t_k), u(t_k), 0) \leq \frac{\partial V(x(t_k))}{\partial x} f(x(t_k), h(x(t_k)), 0) \leq -c_3 |x(t_k)|^2 \quad (2.37)$$

where the upper bound follows from Eq. 2.3b. The bound in Eq. 2.37 is then used to bound the time derivative of the Lyapunov function as follows:

$$\dot{V}(x(t)) \leq -c_3 |x(t_k)|^2 + \left| \frac{\partial V(x(t))}{\partial x} f(x(t), u(t), w(t)) - \frac{\partial V(x(t_k))}{\partial x} f(x(t_k), u(t_k), 0) \right|$$

$$\leq -c_3 |x(t_k)|^2 + L'_s |x(t) - x(t_k)| + L'_w \theta$$

$$\leq \frac{c_3}{c_2} \bar{\rho}_s + L'_s M \Delta + L'_w \theta$$

for all $t \in [t_k, t_{k+1})$.

If Eq. 2.34 holds, then the time derivative of the Lyapunov function along the closed-loop state trajectories is negative and can be integrated as in to show that when $x(t_k) \in \Omega_\rho/\Omega_{\rho_{e}}$, the
Lyapunov function decreases between two sampling times, bringing the state back into $\Omega_{\rho_e}$ in finite time. When the state re-enters $\Omega_{\rho_e}$, either the Mode 1 constraint in Eq. 2.21h is re-activated, which maintains the state within $\Omega_{\rho}$ between two sampling times as noted above in this proof, or if $t_k \geq t'_k$, the Mode 2 constraint continues to be enforced, which continues to decrease the Lyapunov function value for $x(t_k) \in \Omega_{\rho_e}/\Omega_{\rho_s}$ from Eqs. 2.37-2.38c. This causes the state to enter the region $\Omega^e_{\rho_{\text{min,e}}}$ as stated in Proposition 2.4 and maintains it there thereafter. This completes the proof of Theorem 2.3.

Remark 2.3. In prior sections, it was mentioned that $\varepsilon_r \geq 0$ and $\varepsilon_{\text{desired}} > 0$, for practical implementation reasons related to controller feasibility. Specifically, the optimization problem of Eq. 2.21 is feasible if $\varepsilon_r = 0$, but the only feasible solution is $u_i(t_k) = h_i(x(t_k))$, $i = 1, \ldots, m$, and $u_i(t_j) = h_i(\tilde{x}(t_j))$, $i = 1, \ldots, m$, $j = k+1, \ldots, k+N-1$, in which case the application of LEMPC to a process when $\varepsilon_r = 0$ will be the same as applying the Lyapunov-based controller in sample-and-hold (Eq. 2.10), for which the more complex LEMPC architecture is not necessary. If $\varepsilon_{\text{desired}} = 0$, however, no $\Delta > 0$ can be chosen to satisfy Eqs. 2.31 and 2.35, so it could not be guaranteed through the proofs of Theorems 2.1-2.3 that Eqs. 2.19-2.20 are satisfied if $\varepsilon_{\text{desired}} = 0$ in this LEMPC.

Remark 2.4. The reason that the constraints of Eqs. 2.21f-2.21g are enforced with respect to $h(x)$, rather than being enforced as the desired constraints of Eqs. 2.19-2.20, is because there is no guarantee that the constraints of Eqs. 2.19-2.20 are feasible within the LEMPC since they are unrelated to the controller $h(x)$ upon which the two constraints of Eqs. 2.21h-2.21i that also must be satisfied are based.

2.3.1.4 Part 1: Application to a Chemical Process Example

In this section, we use a chemical process example to demonstrate the effect on the computed control actions and process profit of incorporating input rate of change constraints in EMPC. We perform this demonstration by comparing the closed-loop results for a process under three EMPC’s: one which does not incorporate input rate of change constraints, a second which imposes
input rate of change constraints only on the implemented inputs, and a third which imposes input rate of change constraints on all control actions in the prediction horizon. This chemical process example shows that input rate of change constraints can be used to reduce wide variations in the control actions and thus process variables while still providing economic benefit compared to steady-state operation, and furthermore shows that the number of sampling periods of the prediction horizon over which the input rate of change constraints are enforced in an EMPC can have a significant impact on whether the EMPC can satisfy other process constraints.

The chemical process considered is the oxidation of ethylene to ethylene oxide in a nonisothermal continuous stirred tank reactor (CSTR), which is assumed to occur according to the following three complex reactions:

1. \[ C_2H_4 + \frac{1}{2}O_2 \rightarrow C_2H_4O \]  
2. \[ C_2H_4 + 3O_2 \rightarrow 2CO_2 + 2H_2O \]  
3. \[ C_2H_4O + \frac{5}{2}O_2 \rightarrow 2CO_2 + 2H_2O \]

In,\textsuperscript{122} the dimensionless material and energy balances for this reactor are developed, with the rate laws for the reactions in Eqs. 2.39-2.41 taken from.\textsuperscript{12} The resulting dimensionless equations defining the relationship \( \dot{x} = f(x, u, 0) \) where \( u = [u_1 \ u_2]^T \) are as follows:

\[
\begin{align*}
\dot{x}_1 &= u_1(1-x_1x_4) \\
\dot{x}_2 &= u_1(u_2 - x_2x_4) - A_1x_4^{0.5}e^{\gamma_1x_4} - A_2x_4^{0.25}e^{\gamma_2x_4} \\
\dot{x}_3 &= -u_1x_3x_4 + A_1x_4^{0.5}e^{\gamma_1x_4} - A_3x_4^{0.5}e^{\gamma_3x_4} \\
\dot{x}_4 &= \frac{u_1}{x_1}(1-x_4) + \frac{B_1}{x_1}x_4^{0.5}e^{\gamma_1x_4} + \frac{B_2}{x_1}x_4^{0.25}e^{\gamma_2x_4} + \frac{B_3}{x_1}x_4^{0.5}e^{\gamma_3x_4} - \frac{B_4}{x_1}(x_4 - T_c)
\end{align*}
\]  

where the dimensionless state variables \( x_1, x_2, x_3, \) and \( x_4 \) represent the dimensionless gas density, ethylene concentration, ethylene oxide concentration, and temperature in the reactor, respectively, and \( u_1 \) and \( u_2 \) are inputs to the process, with \( u_1 \) being the feed volumetric flow rate and \( u_2 \) the
Table 2.1: Ethylene Oxide Process Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma_1$</td>
<td>-8.13</td>
<td>$B_1$</td>
<td>7.32</td>
</tr>
<tr>
<td>$\gamma_2$</td>
<td>-7.12</td>
<td>$B_2$</td>
<td>10.39</td>
</tr>
<tr>
<td>$\gamma_3$</td>
<td>-11.07</td>
<td>$B_3$</td>
<td>2170.57</td>
</tr>
<tr>
<td>$A_1$</td>
<td>92.80</td>
<td>$B_4$</td>
<td>7.02</td>
</tr>
<tr>
<td>$A_2$</td>
<td>12.66</td>
<td>$T_c$</td>
<td>1.0</td>
</tr>
<tr>
<td>$A_3$</td>
<td>2412.71</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The concentration of ethylene in the feed. The parameters in Eqs. 2.42a-2.42d are constants and have the values defined in Table 2.1, which are taken from.

The goal of the process operating strategy is to maximize the yield of ethylene oxide for a limited reactant feedstock, where the yield is defined by the following equation:

$$Y(t_f) = \frac{\int_0^{t_f} u_1(\tau)x_3(\tau)x_4(\tau)d\tau}{\int_0^{t_f} u_1(\tau)u_2(\tau)d\tau}$$

(2.43)

where $t_f$ is the time at the end of operation. We assume that the available reactant material is fixed by the following integral material constraint:

$$\int_0^{t_f} u_1(\tau)u_2(\tau)d\tau = 0.175t_f$$

(2.44)

Thus, the EMPC’s considered in this example will maximize the following stage cost:

$$l_e(x,u) = u_1(t)x_3(t)x_4(t)$$

(2.45)

In addition, due to actuator limitations, $u_1$ and $u_2$ are restricted to the following sets:

$$0.0704 \leq u_1 \leq 0.7042, \quad 0.2465 \leq u_2 \leq 2.4648$$

(2.46)

The reactor is initialized at $x_I = [x_{1I}, x_{2I}, x_{3I}, x_{4I}]^T = [0.997, 1.264, 0.209, 1.004]^T$, and a sampling period of $\Delta = 9.36$ is used. The Explicit Euler numerical integration method is used to integrate the ordinary differential equations in Eqs. 2.42a-2.42d using an integration step size of $h_I = 10^{-4}$. 
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within the EMPC and \( h_p = 10^{-5} \) for the model used to simulate the process behavior (which is again Eqs. 2.42a-2.42d since it is assumed that there are no disturbances/plant-model mismatch). The open-source interior point optimization software Ipopt\(^{148} \) was used for all optimizations.

To accomplish the above control objectives, we develop an EMPC, referred to as \( \text{EMPC} - 1 \), as follows:

\[
\min_{u(\cdot) \in S(\Delta)} \int_{t_k}^{t_k+N_k} -u_1(\tau) \ddot{x}_3(\tau) \ddot{x}_4(\tau) d\tau \quad (2.47a)
\]

\[
\text{s.t. } \dot{x}(t) = f(\ddot{x}(t), u(t), 0) \quad (2.47b)
\]

\[
\ddot{x}(t_k) = x(t_k) \quad (2.47c)
\]

\[
0.0704 \leq u_1(t) \leq 0.7042, \forall t \in [t_k, t_k+N_k) \quad (2.47d)
\]

\[
0.2465 \leq u_2(t) \leq 2.4648, \forall t \in [t_k, t_k+N_k) \quad (2.47e)
\]

\[
\frac{1}{t_p} \int_{j \Delta t}^{t_k} u_1^*(\tau) u_2^*(\tau) d\tau + \frac{1}{t_p} \int_{t_k}^{t_k+N_k} u_1(\tau) u_2(\tau) d\tau = 0.175 \quad (2.47f)
\]

where the notation is as in Eq. 2.21 except that the problem is implemented with a shrinking horizon of length \( N_k \) and the material constraint is implemented over operating periods of length \( t_p \) to reduce the computation time. Ten operating periods, each of length \( t_p = 46.8 \), under this EMPC were simulated. The index \( j \) signifies the number of operating periods that have passed prior to the current one \((j = 0, \ldots, 9)\), and \( u_1^*(t) \) and \( u_2^*(t) \) represent the previously computed and applied input trajectories \((u_1^*(t) = u_1^*(t_q|t_q) \text{ for } t \in [t_q, t_q+1), \text{ and } u_2^*(t) = u_2^*(t_q|t_q) \text{ for } t \in [t_q, t_q+1), \) where \( t_q \) varies between \( j t_p \) and \( t_{k-1} \) in Eq. 2.47f\). \( N_k \) is initialized to \( \frac{t_p}{\Delta} = 5 \) at the beginning of each operating period and is decremented by one at the beginning of each sampling period. The results of the simulations under \( \text{EMPC} - 1 \) are shown as the solid lines in Figs. 2.1-2.2. As seen in Fig. 2.2, the EMPC determines that the optimal input trajectories are those for which the inputs make extreme jumps throughout each operating period, which in turn causes significant variation in the state variables, as shown in Fig. 2.1, especially in \( x_2 \) and \( x_3 \).

We now suppose that we do not want to have such rapid changes in the requested control actions. As a result, we impose input rate of change constraints in the EMPC to allow it to continue
Figure 2.1: State trajectories for the process of Eqs. 2.42a-2.42d under $EMPC - 1$, $EMPC - 2$, and $EMPC - 3$. 
to optimize the process economics throughout the whole range of \(u_1\) and \(u_2\), but without taking extreme, sudden action to do so. We enforce that the difference between two control actions can be no more than 0.1. We formulate two EMPC’s with input rate of change constraints, the first of which \((EMPC - 2)\) enforces the rate of change constraint only on the first control action that will be implemented, and the second of which \((EMPC - 3)\) enforces the rate of change constraint at each sampling period in the shrinking prediction horizon \(N_k\). Thus, \(EMPC - 2\) solves the optimization problem of Eq. 2.47 with the added constraints:

\[
|u_1(t_k) - u_1^*(t_{k-1}|t_{k-1})| \leq 0.1 \tag{2.48a}
\]

\[
|u_2(t_k) - u_2^*(t_{k-1}|t_{k-1})| \leq 0.1 \tag{2.48b}
\]

and \(EMPC - 3\) solves the optimization problem of Eq. 2.47 with the added constraints in Eqs. 2.48a-2.48b plus the additional constraints:

\[
|u_1(t_j) - u_1(t_{j-1})| \leq 0.1, \ j = k + 1, \ldots, k + N_k - 1 \tag{2.49a}
\]

\[
|u_2(t_j) - u_2(t_{j-1})| \leq 0.1, \ j = k + 1, \ldots, k + N_k - 1 \tag{2.49b}
\]

The Lyapunov-based constraints in Eqs. 2.21h-2.21i were not considered for this example because the process is operated within a region around an open-loop asymptotically stable steady-state and showed no closed-loop stability issues during the simulations of the three EMPC’s. Because no Lyapunov-based constraints were employed, the input rate of change constraints used were those in Eqs. 2.48a-2.49b, which are written in terms of the desired rate of change as in Eqs. 2.19-2.20, rather than based off of the controller \(h(x)\) as was done in the LEMPC of Eq. 2.21. The state and input trajectories for the simulations of the closed-loop system of Eqs. 2.42a-2.42d under \(EMPC - 2\) and \(EMPC - 3\) are plotted against the state and input trajectories for the closed-loop system under \(EMPC - 1\) in Figs. 2.1-2.2.

The yields (according to Eq. 2.43) for the process under the three different EMPC’s are shown...
Figure 2.2: Input trajectories for the process of Eqs. 2.42a-2.42d under $EMPC_{1}$, $EMPC_{2}$, and $EMPC_{3}$.
Table 2.2: Process Yield

<table>
<thead>
<tr>
<th>Process</th>
<th>Yield</th>
</tr>
</thead>
<tbody>
<tr>
<td>EMPC − 1</td>
<td>9.61%</td>
</tr>
<tr>
<td>EMPC − 2</td>
<td>9.56%</td>
</tr>
<tr>
<td>EMPC − 3</td>
<td>8.23%</td>
</tr>
<tr>
<td>SS</td>
<td>6.63%</td>
</tr>
</tbody>
</table>

in Table 2.2 and compared to the yield for the steady-state case (SS in the table) obtained by starting at \( x_I \) and using the constant input vector \( u_s = [u_{1s}, u_{2s}]^T = [0.35, 0.5]^T \) to bring the process states to the open-loop asymptotically stable steady-state \( [x_{1s}, x_{2s}, x_{3s}, x_{4s}] = [0.998, 0.424, 0.032, 1.002] \).

As shown in Figs. 2.1-2.2, the input rate of change constraints significantly reduce the variability in the state and input trajectories as desired, while still allowing optimization of the process economics, as shown by the periodic trajectories that still exist in the state and input trajectories for \( EMPC − 3 \), though with reduced amplitude compared to those under \( EMPC − 1 \). As expected, the addition of input rate of change constraints reduces the ability of the EMPC to maximize the yield of the process to its fullest extent (the yield under \( EMPC − 1 \) is 16.8% greater than that under \( EMPC − 3 \)). However, even with the input rate of change constraints, \( EMPC − 3 \) outperforms steady-state operation (the yield under \( EMPC − 3 \) is 24.1% greater than that for steady-state operation).

Because the input rate of change constraints in \( EMPC − 2 \) are not enforced at every sampling period, \( EMPC − 2 \) becomes infeasible in the last sampling period of all operating periods after the third (when Ipopt determines a problem is locally infeasible, it returns a solution that locally minimizes the constraint violation using a separate optimization problem\(^{147}\)). In each of the operating periods in which \( EMPC − 2 \) is infeasible, the process’ use of reactant material exceeded the value of the integral constraint, in some operating periods by as much as 8.7%. Thus, the value of the yield reported in Table 2.2 for \( EMPC − 2 \) cannot be compared with the yields of \( EMPC − 1 \) and \( EMPC − 3 \) because \( EMPC − 1 \) and \( EMPC − 3 \) met the process constraints, while \( EMPC − 2 \) did not. The violation of the integral constraint by \( EMPC − 2 \) occurs because \( EMPC − 2 \) predicts that there can be sharp changes in all inputs in the prediction horizon except those for the first
sampling period, which are forced to stay within 0.1 of the previous input value. Thus, because of the lack of foresight of EMPC – 2, the implemented control actions for the first four sampling periods in most of the operating periods use too much of the reactant material, with the result that there is no way that the integral constraint can be met in the last sampling period of the operating periods if the rate of change constraints and hard bounds on the inputs are also to be met.

We note that though we did not formulate the constraints of EMPC – 3 with respect to a Lyapunov-based controller which, as was proven above in this chapter, ensures feasibility of the optimization problem, no issues with feasibility of the solution of EMPC – 3 were encountered. This can occur in practice, and emphasizes that the requirements for feasibility of an EMPC with input rate of change constraints as developed in this chapter, such as formulating the constraints as in Eqs. 2.21f-2.21g rather than as in Eqs. 2.19-2.20, are conservative. For example, in this problem, we set $u^*(t-1|t-1) = u_s$. The input vector $u_s$ satisfies all constraints in Eqs. 2.47-2.49b, and thus is itself a feasible input trajectory. Because EMPC – 3 recognizes that all future inputs in the prediction horizon must meet the input rate of change constraint, when it finds a solution that outperforms steady-state operation but is able to satisfy the constraints, this solution is feasible both in the current operating period and also, in reverse, in the next (because for this problem, we assume that the plant follows the nominal process model and that all constraints depend only on $u_1$ and $u_2$, not on process states, so the input trajectory just implemented, in reverse, will be feasible for the next operating period). By progressing in this manner, the full input trajectory that EMPC – 3 takes is feasible in reverse, and it is able to settle to an off steady-state input trajectory without feasibility issues.

To evaluate the robustness of EMPC – 3 when there are process disturbances ($w(t) \neq 0$), the process of Eqs. 2.42a-2.42d was simulated under EMPC – 3, but with bounded Gaussian white noise added to the right-hand side of Eqs. 2.42a-2.42d for the simulation of the process outside of the EMPC, with zero mean, standard deviation vector $[\sigma_{x_1} \sigma_{x_2} \sigma_{x_3} \sigma_{x_4}]^T = [0.6 10 1.8 0.6]^T$, and bound vector $[\theta_{x_1} \theta_{x_2} \theta_{x_3} \theta_{x_4}]^T = [1.8 30 5.4 1.8]^T$. The standard deviations and bounds were chosen such that the noise had a significant effect on the process states. The simulation
Remark 2.5. It is noted that the periodic state trajectories for EMPC – 1 and EMPC – 3 in Fig. 2.1 are the result of the periodic input policies in Fig. 2.2. The periodic input policies are chosen by the EMPC because the EMPC found that that was the most economically optimal input policy; this is consistent with prior work on the ethylene oxide production process example (e.g.,\textsuperscript{59,122}), which showed that a periodic operating policy is more economically optimal than steady-state operation for this example. The integral constraint of Eq. 2.44 plays a role in the periodic trajectories observed because it requires that within each operating period, only a certain
Figure 2.4: Input trajectories for the process of Eqs. 2.42a-2.42d under EMPC – 3 in the presence of bounded disturbances.
amount of material can be used. Despite the periodic nature of the trajectories, the closed-loop states remain in a bounded region in state-space around the asymptotically stable steady-state such that the closed-loop process is stable in the sense that the states remain within a bounded region.

2.3.2 Part 2: LEMPC with a Terminal Constraint Design Based on a Lyapunov-Based Controller

In this section, we further build toward the development of provable performance guarantees for LEMPC with input rate of change constraints by developing an LEMPC formulation (without input rate of change constraints) for which provable performance guarantees can be made for nominal operation. Specifically, an LEMPC incorporating a terminal equality constraint based on a Lyapunov-based controller will be developed, and performance guarantees will be made for this LEMPC for both finite-time and infinite-time. While a number of performance results have been developed for other EMPC formulations (such as EMPC with a terminal steady-state equality constraint\textsuperscript{16,47} or a terminal region constraint\textsuperscript{13}), few performance results have appeared for LEMPC. Previous performance results for LEMPC have been developed utilizing solutions from an auxiliary tracking MPC;\textsuperscript{58,80} the performance guarantees for LEMPC developed in this section compare the closed-loop performance under LEMPC not with that under MPC but with that under a Lyapunov-based controller implemented in sample-and-hold. Like many other EMPC performance guarantees, those made in this chapter rely on the use of a terminal constraint and thus hold only for nominal process operation; however, they have several advantages over performance guarantees developed for some other formulations of EMPC in that an \textit{a priori} characterization of the feasible region is possible and because the terminal constraint is not necessarily the economically optimal steady-state (in the design the terminal constraint asymptotically converges to the economically optimal steady-state or a neighborhood of it, depending on the properties of $h(x))$, the resulting LEMPC may give a larger feasible region relative to an EMPC with a terminal equality constraint equal to the economically optimal steady-state.

To develop the LEMPC with a terminal equality constraint based on a Lyapunov-based
controller and its provable performance guarantees, this section begins with a description of the LEMPC formulation for which provable performance guarantees can be made, which is an LEMPC of the form of Eq. 2.18 but without Eq. 2.18g (since only nominal operation is considered) and with the addition of a terminal equality constraint based on the same Lyapunov-based controller as is used to develop the Lyapunov-based stability constraint of Eq. 2.18f (we note that the LEMPC, like that with input magnitude and rate of change constraints developed in Part 1, has input magnitude constraints with the form in Eq. 2.18d, but since the input trajectories themselves are not the focus of Part 2, this will not be further highlighted in Part 2). Subsequently, it is shown that when there are no disturbances and when there is no plant-model mismatch, the LEMPC with a terminal equality constraint based on $h(x)$ is feasible and maintains closed-loop stability of the nominal process in the sense of boundedness of the closed-loop state. Following this development, the performance properties of the controller are proven on both the finite-time and infinite-time intervals for a Lyapunov-based controller satisfying Assumption 2.1 and for a Lyapunov-based controller satisfying Assumption 2.2 (for $h(x)$ meeting Assumption 2.2, the infinite-time performance result is equivalent to the statement that the nominal process under LEMPC with a terminal constraint based on a Lyapunov-based controller performs at least as well in infinite-time as it does under steady-state operation). Finally, a chemical process example is presented that demonstrates the use of the LEMPC incorporating a terminal equality constraint based on a Lyapunov-based controller and shows that for a short prediction horizon used in an EMPC, the use of terminal equality constraints in the EMPC may be crucial to improving process economic performance over steady-state operation.

### 2.3.2.1 Part 2: Formulation of LEMPC with a Terminal Equality Constraint Based on a Lyapunov-Based Controller

In the standard LEMPC design, an EMPC scheme is designed by taking advantage of a Lyapunov-based controller (meeting Assumption 2.1 or Assumption 2.2), a corresponding Lyapunov function, and the stability region. Though feasibility, closed-loop stability, and
robustness to sufficiently small disturbances may be proven for this standard LEMPC design, guaranteed closed-loop performance under the resulting LEMPC cannot be proven in general without additional conditions or constraints (the standard LEMPC design does not incorporate terminal constraints\textsuperscript{75,114}). Nevertheless, owing to the availability of the Lyapunov-based controller of Assumption 2.1 or Assumption 2.2, the corresponding Lyapunov function, and the stability region used to design LEMPC, a terminal equality constraint may be readily designed for the LEMPC problem that allows performance guarantees to be made for nominal process operation while maintaining the unique recursive feasibility property of LEMPC for all initial states in $\Omega_\rho$. In this chapter, the terminal constraint is computed from the solution of the sampled-data system of Eq. 2.8 (where $h$ meets either Assumption 2.1 or Assumption 2.2).

Because the terminal constraint is derived from the solution of Eq. 2.8, it is necessary to define notation that distinguishes the solution of Eq. 2.8 from the solution of the LEMPC. To distinguish the state and input trajectories of the system under the Lyapunov-based controller implemented in sample-and-hold (Eq. 2.8) from the state and input trajectories of the closed-loop system under LEMPC incorporating a terminal equality constraint derived from Eq. 2.8, $z$ and $v$ will be used for the former, and $x$ and $u^*$ will be used for the latter. Thus, for simplicity of notation, the sampled-data system consisting of the nominal system of Eq. 2.1 under the sample-and-hold implementation of the Lyapunov-based controller is given by:

$$\dot{z}(t) = f(z(t), v(t), 0)$$

$$v(t) = h(z(t_k))$$

for $t \in [t_k, t_{k+1})$, $k = 0, 1, \ldots$ with initial condition $z(0) = z_0 \in \Omega_\rho$. The sampled-data system consisting of the nominal system of Eq. 2.1 under the sample-and-hold inputs computed by the LEMPC with a terminal equality constraint based on the Lyapunov-based controller is given by:

$$\dot{x}(t) = f(x(t), u^*(t), 0)$$

$$u^*(t) = u^*(t_k | t_k)$$
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for \( t \in [t_k, t_{k+1}) \), \( k = 0, 1, \ldots \) with initial condition \( x(0) = x_0 \in \Omega \), where \( x_0 = z_0 \). It is noted that the two sampled-data systems in Eqs. 2.50 and 2.51 are initiated from the same initial condition, but the system of Eq. 2.50 only incorporates feedback of \( z(t_k) \) without any reference to the measured state of the sampled-data system of Eq. 2.51, and the sampled-data system of Eq. 2.51 only incorporates feedback of \( x(t_k) \) (though it does require \( z(t_k+N) \) for the determination of the input \( u^*(t) \) that is applied to the system, as will be shown subsequently).

The solution of the sampled-data system of Eq. 2.50 is used to design a terminal equality constraint for LEMPC that requires that the predicted state at the end of the prediction horizon \( \tilde{x}(t_{k+N}) \) be equal to the solution of Eq. 2.50 at time \( t_{k+N} \) \( (z(t_{k+N})) \), where the function \( h \) in Eq. 2.50 is the same \( h \) used to design \( V \) and \( \Omega \) in the LEMPC. The terminal condition \( z(t_{k+N}) \) is determined at each sampling time as follows:

**Step 1.** At the initial time \( t_0 = 0 \), \( z(t_N) \) is computed by first initializing the system of Eq. 2.50 at \( z_0 = x_0 \) (a measurement of the state of Eq. 2.51 at the initial time) and recursively solving the system from the initial time to \( t_N = N\Delta \). Then, the state \( z(t_N) \) is used as a terminal equality constraint in an LEMPC problem solved at \( t = 0 \).

**Step 2.** For all sampling times after \( t_0 \), the terminal constraint that is imposed in the LEMPC problem at \( t_k \) is computed by recursively solving the system of Eq. 2.50 from \( z(t_k) \) to \( z(t_{k+N}) \) (because only nominal operation is considered and \( z(t_{k+N-1}) \) was computed at the previous sampling time, it is only necessary to recursively solve the system of Eq. 2.50 from \( t_{k+N-1} \) to \( t_k \) to obtain the solution from \( z(t_k) \) to \( z(t_{k+N}) \) if the solution from the previous sampling time was stored; for added robustness, especially to numerical and discretization errors, one may reinitialize the system of Eq. 2.50 with a state measurement \( z(t_k) \) at each sampling time and numerically integrate forward from this measurement to compute \( z(t_{k+N}) \), but in the nominal operating setting considered here, numerical and discretization errors are not considered).

Using the terminal equality constraint described above, the formulation of the LEMPC with the terminal equality constraint formulated based on the state \( z \) obtained under the Lyapunov-based
controller is given by the problem:

\[
\min_{u(\cdot) \in S(\Delta)} \int_{t_k}^{t_k+N} l_e(\tilde{x}(\tau), u(\tau)) \, d\tau
\]

(2.52a)

s.t. \[
\dot{\tilde{x}}(t) = f(\tilde{x}(t), u(t), 0)
\]

(2.52b)

\[
\tilde{x}(t_k) = x(t_k)
\]

(2.52c)

\[
\tilde{x}(t_k+N) = z(t_k+N)
\]

(2.52d)

\[
u(t) \in U, \forall t \in [t_k, t_k+N)
\]

(2.52e)

\[
\tilde{x}(t) \in \bar{X}, \forall t \in [t_k, t_k+N)
\]

(2.52f)

\[
V(\tilde{x}(t)) \leq \rho, \forall t \in [t_k, t_k+N)
\]

(2.52g)

where the notation follows that in Eqs. 2.17 and 2.18 and, as noted in Section 2.2.2, \(u(t) \in U\) is equivalent to \(u_i \in U_i, i = 1, \ldots, m\). Because \(\rho_e = \rho\) for nominal process operation, the Mode 1 constraint of Eq. 2.52g enforces that the predicted state remain in \(\Omega_\rho\) throughout the prediction horizon. The terminal constraint of Eq. 2.52d forces the computed input trajectory to steer the predicted state trajectory to the state \(z(t_k+N)\) at the end of the prediction horizon. This terminal constraint differs from traditional terminal equality constraints in the sense that it is not necessarily a steady-state. However, the terminal constraint in the LEMPC of Eq. 2.52 converges to a neighborhood of the steady-state owing to the stability properties of the Lyapunov-based controller (if \(h\) used in the design of Eq. 2.52 meets Assumption 2.1 and \(\Delta < \Delta^*\), then \(z(t)\) eventually enters \(\Omega_{\rho_{\min}}\) from Proposition 2.1, and if \(h\) used in the design of Eq. 2.52 meets Assumption 2.2 and \(\Delta < \Delta^*_e\), then \(z(t)\) reaches the steady-state in infinite-time from Proposition 2.2). A difference between the standard LEMPC design of Eq. 2.18 and the LEMPC incorporating a terminal equality constraint in Eq. 2.52 is that there is no contractive constraint in the LEMPC with a terminal equality constraint. The reason for this difference is that only nominal operation is considered for the LEMPC with a terminal equality constraint, so only the constraint in Eq. 2.52g is required to ensure closed-loop stability in the sense that the state trajectory will be maintained within the
stability region $\Omega_\rho$ for all times. The effect of including the contractive constraint will be discussed in Section 2.3.2.2, along with the stability and feasibility properties of the LEMPC incorporating a terminal equality constraint based on the Lyapunov-based controller.

The LEMPC of Eq. 2.52 is implemented according to a standard receding horizon implementation. At each sampling time $t_k$, a state measurement $x(t_k)$ is received and the terminal constraint $z(t_k+N)$ is computed. The optimization problem of Eq. 2.52 is solved with the computed $z(t_k+N)$ to obtain the input trajectory over the prediction horizon. However, only the control action computed for the first sampling period of the prediction horizon is implemented on the system. At the next sampling time, a new state measurement is obtained, a new terminal constraint is computed, and the optimization problem is re-solved with the updated parameters to obtain the control action for the next sampling period.

2.3.2.2 Part 2: Feasibility and Stability Analysis

In this section, we develop a theorem stating that the LEMPC of Eq. 2.52 is feasible and maintains closed-loop stability of the nominal system of Eq. 2.1 when the Lyapunov-based controller used in the design of the LEMPC meets Assumption 2.1 and a sufficiently small sampling period is utilized.

**Theorem 2.4.** Consider the system of Eq. 2.1 with $w(t) \equiv 0$ in closed-loop under the LEMPC design of Eq. 2.52 based on a controller $h$ that satisfies the conditions of Eq. 2.4 and Assumption 2.1. Let $\rho > 0$, and $0 < \Delta < \Delta^*$. If $x(t_0) \in \Omega_\rho$ and $N \geq 1$, then the state $x(t)$ of the closed-loop system is always bounded in $\Omega_\rho$.

**Proof.** Recursive feasibility of the optimization problem of Eq. 2.52 is guaranteed when the conditions of Theorem 2.4 are met because the sample-and-hold input trajectory obtained from the Lyapunov-based controller is a feasible solution to the optimization problem at $t_0$ (i.e., the input trajectory $u(t) = v(t)$, $t \in [t_0, t_N)$ satisfies the input constraint of Eq. 2.52e and the terminal constraint of Eq. 2.52d by design, it satisfies Eq. 2.52g because the Lyapunov-based controller implemented in sample-and-hold maintains the state within $\Omega_\rho$ from Proposition 2.1 when $\Delta < \Delta^*$,
and it satisfies Eq. 2.52f since Eq. 2.52g is satisfied and \( \Omega_\rho \subseteq \mathbb{X} \). At the next sampling time \((t_1), u(t) = u^*(t_j|t_0)\) for \( t \in [t_j, t_{j+1}) \), \( j = 1, \ldots, N - 1 \) (which drives \( \bar{x}(t_N) \) to \( z(t_N) \) since \( u^*(t_j|t_0), j = 0, \ldots, N - 1 \), was feasible at the previous sampling time and thus Eq. 2.52d is satisfied for this input trajectory), and \( u(t) = h(z(t_N)) \) for \( t \in [t_N, t_{N+1}) \) is a feasible solution to the optimization problem because nominal operation is considered. At subsequent sampling times (i.e., at \( t_k \)), a feasible solution to the LEMPC of Eq. 2.52 is, similarly, the part of the solution from the previous sampling time that was not implemented followed by \( h(z(t_{k+N-1})) \) utilized for the last sampling period in the prediction horizon. This shows that for nominal operation, the LEMPC of Eq. 2.52 is always feasible. Closed-loop stability of the LEMPC of Eq. 2.52 in the sense that the closed-loop state trajectory is maintained within \( \Omega_\rho \) at all times is guaranteed when the optimization problem is feasible owing to the fact that the Lyapunov-based constraint of Eq. 2.52g is imposed in the optimization problem and nominal operation is considered.

Remark 2.6. It has been previously noted in this chapter that the feasible region of LEMPC with a terminal equality constraint based on a Lyapunov-based controller can be explicitly characterized a priori. Theorem 2.4 and its proof show that the feasible region is the stability region of the LEMPC.
2.3.2.3 Part 2: Closed-Loop Performance Analysis

In this section, we prove that the economic performance of the LEMPC of Eq. 2.52 is at least as good as that of the Lyapunov-based controller used in its design in both finite-time and infinite-time. The analysis techniques used follow those of,\(^\text{16}\) which analyzes the closed-loop performance of EMPC formulated with an equality terminal constraint equal to \(x_s^*\). In the following, \(J_e^*(x(t_k))\) denotes the optimal value of the objective function of the optimization problem of Eq. 2.52 at time \(t_k\) given the state measurement \(x(t_k)\).

The first performance result, presented in the following theorem, gives the finite-time performance of the process under the LEMPC of Eq. 2.52 designed with a Lyapunov-based controller that satisfies Assumption 2.1.

**Theorem 2.5.** Consider the closed-loop system of Eq. 2.1 with \(w(t) \equiv 0\) under the LEMPC of Eq. 2.52 based on a Lyapunov-based controller that satisfies Assumption 2.1. Let \(\Delta \in (0, \Delta^*)\) where \(\Delta^* > 0\) is the conclusion of Proposition 2.1. For any strictly positive finite integer \(T\), the closed-loop economic performance under the LEMPC of Eq. 2.52 is bounded by:

\[
\int_0^{T\Delta} l_e(x(t), u^*(t)) \, dt \leq \int_0^{(T+N)\Delta} l_e(z(t), v(t)) \, dt
\]

where \(x\) and \(u^*\) denote the closed-loop state and input trajectories of the system of Eq. 2.51 and \(z\) and \(v\) denote the state and input trajectories of the system of Eq. 2.50 where \(z(0) = x(0) \in \Omega_\rho\).

**Proof.** Let \(u^*(t|t_k)\) for \(t \in [t_k, t_{k+N}]\) be the optimal input trajectory of Eq. 2.52 at \(t_k\). The piecewise defined input trajectory consisting of \(u(t) = u^*(t|t_k)\) for \(t \in [t_{k+1}, t_{k+N}]\) and \(u(t) = h(z(t_{k+N}))\) for \(t \in [t_{k+N}, t_{k+N+1})\) is a feasible solution to the optimization problem at \(t_{k+1}\). Utilizing this feasible solution to the problem of Eq. 2.52 at \(t_{k+1}\), the difference between the optimal values of Eq. 2.52 at any two successive sampling times \(t_k\) and \(t_{k+1}\) may be bounded as follows:

\[
J_e^*(x(t_{k+1})) - J_e^*(x(t_k)) \leq \int_{t_k+N}^{t_{k+N+1}} l_e(z(t), h(z(t_{k+N}))) \, dt - \int_{t_k}^{t_{k+1}} l_e(x(t), u^*(t_k|t_k)) \, dt.
\]
Let $T$ be any positive finite integer. Summing the differences between the optimal values of Eq. 2.52 at two subsequent sampling times, the following upper bound is derived:

$$
\sum_{k=0}^{T-1} [J^*_e(x(t_{k+1})) - J^*_e(x(t_k))] \leq \int_{t_N}^{(T+N)\Delta} l_e(z(t), v(t)) \, dt - \int_{0}^{T\Delta} l_e(x(t), u^*(t)) \, dt
$$

(2.55)

We take $l_e(x,u) \geq 0$ for all $x \in \Omega_{\rho}$ and $u \in U$. Then the left-hand side of Eq. 2.55 is bounded below by:

$$
\sum_{k=0}^{T-1} [J^*_e(x(t_{k+1})) - J^*_e(x(t_k))] = J^*_e(x(T\Delta)) - J^*_e(x(0))
$$

$$
\geq -J^*_e(x(0))
$$

(2.56)

where the inequality follows from the fact that $l_e(x,u) \geq 0$ for all $x \in \Omega_{\rho}$ and $u \in U$. Owing to optimality, the optimal value of Eq. 2.52 at the initial time may be bounded by the cost under a feasible solution; thus, it may be bounded by the cost under the Lyapunov-based controller implemented in sample-and-hold over the prediction horizon:

$$
J^*_e(x(0)) \leq \int_{0}^{t_N} l_e(z(t), v(t)) \, dt.
$$

(2.57)

Combining Eqs. 2.55-2.57, the closed-loop economic performance from the initial time to $T\Delta$ is no worse than the closed-loop performance under the Lyapunov-based controller from the initial time to $(T+N)\Delta$, which proves the bound of Eq. 2.53.

It is noted that due to continuity of $l_e(x,u)$ on $\mathbb{X} \times \mathbb{U}$ and the fact that $x$ and $u$ are bounded within $\Omega_{\rho}$ and $U$ respectively, $l_e$ achieves a minimum on $\Omega_{\rho} \times U$. Therefore, the assumption that $l_e(x,u) \geq 0$ can be made in the proof of Theorem 2.5 without loss of generality because the minimum value of $l_e(x,u)$ on $\Omega_{\rho} \times U$ exists and can always be subtracted from $l_e(x,u)$ to make the resulting objective function defined as $\bar{l}_e(x,u)$ take it minimum at zero. This objective function can then be used in Eq. 2.52 without changing the optimal solution to the optimization problem, and
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therefore we assume that $l_e(x,u) \geq 0$ in the proofs of this section.

The upper limit of integration of the right-hand side of Eq. 2.53 ($(T + N)\Delta$) arises from the fact that a fixed prediction horizon is used in the LEMPC of Eq. 2.52. If, instead, $T\Delta$ represents the final operating time of a given system, one could employ a shrinking horizon from time $(T - N)\Delta$ to $T\Delta$ in the LEMPC and the upper limit of integration of the right-hand side of Eq. 2.53 would be $T\Delta$. Specifically, for $t_k \in [t_0,t_T-N)$, we have from Eq. 2.55:

$$\sum_{k=0}^{T-N-1} [J^*_e(x_{k+1}) - J^*_e(x_k)] \leq \int_{N\Delta}^{T\Delta} l_e(z(t),v(t)) \, dt - \int_0^{(T-N)\Delta} l_e(x(t),u^*(t)) \, dt \quad (2.58)$$

and from Eq. 2.53 we have:

$$\int_0^{(T-N)\Delta} l_e(x(t),u^*(t)) \, dt \leq \int_0^{T\Delta} l_e(z(t),v(t)) \, dt . \quad (2.59)$$

For sampling times between $t_{T-N}$ and $t_T$, we employ a shrinking horizon in the EMPC. That is, let $\bar{N}_k = N - j$ be the horizon used at sampling time $t_k$ for $k \in \{T - N, \ldots, T - 1\}$ where $j = k - T + N$. With slight abuse of notation, let

$$J^*_e(x(t_k)) = \int_{t_k}^{t_k+\bar{N}_k} l_e(x(t),u^*(t|t_k)) \, dt \quad (2.60)$$

be the optimal value of the EMPC problem at sampling times $t_k$, $k \in \{T - N, \ldots, T - 1\}$ where the EMPC is formulated with a prediction horizon of $\bar{N}_k$. By the principle of optimality, the difference between the optimal value of the EMPC problem at two subsequent sampling times is

$$J^*_e(x(t_{k+1})) - J^*_e(x(t_k)) = -\int_{t_k}^{t_{k+1}} l_e(x(t),u^*(t|t_k)) \, dt \quad (2.61)$$

for $k \in \{T - N, \ldots, T - 2\}$. Because $T\Delta$ for this shrinking horizon case represents the final time of operation, the EMPC is not solved at that time and thus there is no value of $J^*_e(x(t_T))$. For this
reason, we consider the following summation of the terms in Eq. 2.61:

$$
\sum_{k=T-N}^{T-2} \left[ J^*_e(x(t_{k+1})) - J^*_e(x(t_k)) \right] - J^*_e(x(T-1)) = -J^*_e(x(T-N)) = -\int_{(T-N)\Delta}^{T\Delta} l_e(x(t), u^*(t)) \, dt.
$$

(2.62)

where the left-hand side is equivalent to the summation of the terms in Eq. 2.61 from $k = T - N$ to $k = T - 1$ with $J^*_e(x(t_T)) := 0$. The sum of the differences between the optimal values of Eq. 2.52 at two subsequent sampling times between 0 and $T - 2$ with $J^*_e(x(T-1))$ subtracted from this sum gives:

$$
\sum_{k=0}^{T-2} \left[ J^*_e(x(t_{k+1})) - J^*_e(x(t_k)) \right] - J^*_e(x(T-1))
= \sum_{k=0}^{T-N-1} \left[ J^*_e(x(t_{k+1})) - J^*_e(x(t_k)) \right] + \sum_{k=T-N}^{T-2} \left[ J^*_e(x(t_{k+1})) - J^*_e(x(t_k)) \right] - J^*_e(x(T-1))
\leq \int_N^{T\Delta} l_e(z(t), v(t)) \, dt - \int_{(T-N)\Delta}^{T\Delta} l_e(x(t), u^*(t)) \, dt - \int_{(T-N)\Delta}^{T\Delta} l_e(x(t), u^*(t)) \, dt
$$

(2.63)

Also,

$$
\sum_{k=0}^{T-2} \left[ J^*_e(x(t_{k+1})) - J^*_e(x(t_k)) \right] - J^*_e(x(T-1))
= J^*_e(x(T-1)) - J^*_e(x(0)) - J^*_e(x(T-1)) = -J^*_e(x(0))
\geq -\int_0^{N\Delta} l_e(z(t), v(t)) \, dt
$$

(2.64)

where the last inequality follows from the same arguments used to write Eq. 2.57 above.

Combining Eqs. 2.63-2.64, the required performance bound is obtained for the shrinking horizon case as follows:

$$
\int_0^{T\Delta} l_e(x(t), u^*(t)) \, dt \leq \int_0^{T\Delta} l_e(z(t), v(t)) \, dt
$$

(2.65)

This completes the proof of the finite-time performance bound for the shrinking horizon case.

Again considering the case that no shrinking horizon is used, we note that as a consequence of the performance bound of Eq. 2.53, the average finite-time economic performance may be bounded...
as follows:

\[
\frac{1}{T\Delta} \int_0^{T\Delta} l_e(x, u^*) \, dt \leq \frac{1}{T\Delta} \int_0^{T\Delta} l_e(z, v) \, dt + \frac{1}{T\Delta} \int_{T\Delta}^{(T+N)\Delta} l_e(z, v) \, dt
\]  

(2.66)

for any integer \( T > 0 \). From the right-hand side of Eq. 2.66, the significance of the second term on the right-hand side dissipates as \( T \) gets large. Thus, the results of Theorem 2.5 show that the average closed-loop economic performance over a finite-time operating interval under LEMPC with a terminal equality constraint based on \( h \) that meets Assumption 2.1 is at least as good as the average closed-loop economic performance under \( h \) implemented in sample-and-hold plus a term that dissipates as the length of operation increases.

In the above discussion, we developed economic performance guarantees for LEMPC with a terminal equality constraint based on a Lyapunov-based controller satisfying Assumption 2.1 on the finite-time interval. We now consider the infinite-time (asymptotic average) performance. The provable result on asymptotic average economic performance varies depending on whether the Lyapunov-based controller satisfies Assumption 2.1 or Assumption 2.2. We first present a theorem for the infinite-time performance for a controller satisfying Assumption 2.1 (the performance result when the Lyapunov-based controller satisfies Assumption 2.2 is stronger and will be presented subsequently).

**Theorem 2.6.** Consider the closed-loop system of Eq. 2.1 with \( w(t) \equiv 0 \) under the LEMPC of Eq. 2.52 where the Lyapunov-based controller satisfies Assumption 2.1 and \( z(0) = x(0) \in \Omega_\rho \). Let \( \Delta \in (0, \Delta^*) \) where \( \Delta^* \) is the conclusion of Proposition 2.1. The asymptotic average performance is bounded by:

\[
\limsup_{T \to \infty} \frac{1}{T\Delta} \int_0^{T\Delta} l_e(x(t), u^*(t)) \, dt \leq \max_{x, y \in \Omega_{\rho_{\min}}} l_e(x, h(y)).
\]  

(2.67)

**Proof.** To develop the proof of Theorem 2.6, we first consider the asymptotic average economic performance of the nominal system of Eq. 2.1 under the Lyapunov-based controller that satisfies Assumption 2.1 implemented in sample-and-hold (i.e., the sampled-data system of Eq. 2.50) for \( \Delta \in (0, \Delta^*) \) where \( \Delta^* > 0 \) is the conclusion of Proposition 2.1. Owing to the fact that \( z \) and
$v$ are bounded in compact sets and $l_e$ and $h$ are continuous on $\Omega_\rho \times \mathbb{U}$ and $\Omega_\rho$, respectively, the asymptotic average economic performance, which is given by the left-hand side of Eq. 2.68 below, is bounded. Moreover, $z$ converges to $\Omega_{\rho_{\text{min}}}$ from Proposition 2.1. Therefore, the following inequality, which represents the worst-case asymptotic average performance under the sample-and-hold Lyapunov-based controller, follows:

$$\limsup_{T \to \infty} \frac{1}{T\Delta} \int_0^{T\Delta} l_e(z(t), v(t)) \, dt \leq \max_{x, y \in \Omega_{\rho_{\text{min}}}} l_e(x, h(y)). \tag{2.68}$$

where the Lyapunov-based controller is evaluated at $y$ instead of $x$ since $y$ does not necessarily equal $x$ due to the sample-and-hold implementation of the controller. Given that for any finite-time interval, the bound of Eq. 2.53 holds, the inequality of Eq. 2.67 follows from the fact that $x$ and $u^*$ are bounded in compact sets, the fact that $l_e$ is continuous on $\Omega_\rho \times \mathbb{U}$, and the bound of Eq. 2.68.

As noted, Theorem 2.6 characterizes the worst-case infinite-time (asymptotic average) performance for the process under the LEMPC based on a Lyapunov-based controller that satisfies Assumption 2.1, and states that it is no worse than the worst-case asymptotic average performance under the Lyapunov-based controller. Though this is a weaker result than showing that the asymptotic average performance is at least as good as that for steady-state operation, the level set $\Omega_{\rho_{\text{min}}}$ may be selected arbitrarily small, at the expense of requiring a faster sampling rate.

We now focus on the performance guarantees that can be made in infinite-time when $h$ meets Assumption 2.2. We first present a lemma on the infinite-time performance of the nominal process of Eq. 2.1 under the Lyapunov-based controller meeting Assumption 2.2 implemented in sample-and-hold (Eq. 2.50). We will then present a theorem relating this result to the infinite-time performance of the process under the LEMPC with a terminal constraint based on $h$. The lemma that will now be presented states that the asymptotic average economic performance under a Lyapunov-based controller that satisfies Assumption 2.2 is no worse than the economic cost at the optimal steady-state pair $(x_s^*, u_s^*)$. 
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Lemma 2.1. The asymptotic average economic cost of the closed-loop system of Eq. 2.50 under a feedback controller that satisfies Assumption 2.2 for any initial condition \( z(0) \in \Omega_\rho \) is

\[
\lim_{T \to \infty} \frac{1}{T\Delta} \int_0^{T\Delta} l_e(z(t), v(t)) \, dt = l_e(x^*_s, u^*_s)
\]  

(2.69)

where \( \Delta \in (0, \Delta^*_e) \) (\( \Delta^*_e > 0 \) is the conclusion of Proposition 2.2) and \( z \) and \( v \) denote the state and input trajectories of the system of Eq. 2.50.

Proof. Recall, the economic stage cost function \( l_e \) is continuous on the compact set \( \Omega_\rho \times \mathbb{U} \) and \( z(t) \in \Omega_\rho \) and \( v(t) \in \mathbb{U} \) for all \( t \geq 0 \). Thus, the integral:

\[
\frac{1}{T\Delta} \int_0^{T\Delta} l_e(z(t), v(t)) \, dt < \infty
\]  

(2.70)

for any integer \( T > 0 \). Since \( z(t) \) and \( v(t) \) exponentially converge to the optimal steady-state pair \( (x^*_s, u^*_s) \) as \( t \to \infty \), the limit of the integral of Eq. 2.70 as \( T \) tends to infinity exists and is equal to \( l_e(x^*_s, u^*_s) \). To prove the limit, it is sufficient to show that for any \( \epsilon > 0 \), there exists a \( T^* \) such that for \( T > T^* \), the following holds:

\[
\left| \frac{1}{T\Delta} \int_0^{T\Delta} l_e(z(t), v(t)) \, dt - l_e(x^*_s, u^*_s) \right| < \epsilon
\]  

(2.71)

To simplify the presentation, define \( I(T_1, T_2) \) as the following integral:

\[
I(T_1, T_2) := \int_{T_1\Delta}^{T_2\Delta} l_e(z(t), v(t)) \, dt
\]  

(2.72)

where the arguments of \( I \) are integers representing the integers of the lower and upper limits of integration, respectively. Since \( z(t) \) and \( v(t) \) converge to \( x^*_s \) and \( u^*_s \) as \( t \) tends to infinity, respectively, \( l_e(x(t), v(t)) \to l_e(x^*_s, u^*_s) \) as \( t \) tends to infinity. Furthermore, \( z(t) \in \Omega_\rho \) and \( v(t) \in \mathbb{U} \) for all \( t \geq 0 \),
so for every \( \varepsilon > 0 \), there exists an integer \( \bar{T} > 0 \) such that

\[
|l_{\varepsilon}(z(t),v(t)) - l_{\varepsilon}(x_s^*,u_s^*)| < \varepsilon / 2
\]

(2.73)

for \( t \geq \bar{T} \Delta \). For any \( T > \bar{T} \),

\[
|I(0,T) - T \Delta l_{\varepsilon}(x_s^*,u_s^*)| = |I(0,\bar{T}) + I(\bar{T},T) - T \Delta l_{\varepsilon}(x_s^*,u_s^*)|
\]

\[
\leq \int_{T}^{\bar{T}} |l_{\varepsilon}(z(t),v(t)) - l_{\varepsilon}(x_s^*,u_s^*)| dt + \int_{\bar{T}}^{T} |l_{\varepsilon}(z(t),v(t)) - l_{\varepsilon}(x_s^*,u_s^*)| dt
\]

\[
< \bar{T} \tilde{M}\Delta + (T - \bar{T}) \Delta \varepsilon / 2
\]

(2.74)

where

\[
\tilde{M} := \sup_{t \in [0,\bar{T}\Delta]} \{ |l_{\varepsilon}(z(t),v(t)) - l_{\varepsilon}(x_s^*,u_s^*)| \}.
\]

For any \( T > T^* = 2\bar{T}(\tilde{M} - \varepsilon / 2)/\varepsilon \) (which implies \( (\tilde{M} - \varepsilon / 2)\bar{T} / T < \varepsilon / 2 \)), the following inequality is satisfied:

\[
|I(0,T) / (T\Delta) - l_{\varepsilon}(x_s^*,u_s^*)| < \bar{T} \tilde{M} / T + (1 - \bar{T} / T) \varepsilon / 2
\]

\[
= (\tilde{M} - \varepsilon / 2)\bar{T} / T + \varepsilon / 2 < \varepsilon
\]

(2.75)

which proves the limit of Eq. 2.69.

Utilizing Lemma 2.1, one may prove that the asymptotic average closed-loop economic performance under the LEMPC of Eq. 2.52 designed with a Lyapunov-based controller that satisfies Assumption 2.2 is no worse than the closed-loop performance at the economically optimal steady-state (from Lemma 2.1, this is the same as stating that the asymptotic average performance of the nominal process under the LEMPC of Eq. 2.52 designed with \( h \) that meets Assumption 2.2 is no worse than the asymptotic average performance under \( h \) implemented in sample-and-hold). This result is stated in the following theorem.

\[\square\]
Theorem 2.7. Consider the system of Eq. 2.1 with \( w(t) \equiv 0 \) under the LEMPC of Eq. 2.52 based on a Lyapunov-based controller that satisfies Assumption 2.2. Let \( \Delta \in (0, \Delta^*_e) \) where \( \Delta^*_e > 0 \) is the conclusion of Proposition 2.2. The closed-loop asymptotic average economic performance is no worse than the economic cost at steady-state; that is, the following bound holds:

\[
\limsup_{T \to \infty} \frac{1}{T \Delta} \int_0^T l_e(x(t), u^*(t)) \, dt \leq l_e(x^*_s, u^*_s) .
\] (2.76)

Proof. From Theorem 2.5, for any \( T > 0 \):

\[
\frac{1}{T \Delta} \int_0^T l_e(x(t), u^*(t)) \, dt \leq \frac{1}{T \Delta} \int_0^{(T+N)\Delta} l_e(z(t), v(t)) \, dt .
\] (2.77)

As \( T \) increases, both sides of the inequality of Eq. 2.77 remain finite owing to the fact that \( l_e \) is continuous and the state and input trajectories are bounded in compact sets. The limit of the right-hand side as \( T \to \infty \) is equal to \( l_e(x^*_s, u^*_s) \) (Lemma 2.1). Therefore, the result in Eq. 2.76 is obtained.

Remark 2.7. The performance results of this section hold for any prediction horizon size even when \( N = 1 \). The use of a short horizon may be computationally advantageous for real-time application. Also, owing to the fact that the terminal equality constraint of Eq. 2.52d may be a point in the state-space away from the steady-state, the feasible region of the LEMPC of Eq. 2.52 may be larger than the feasible region of EMPC with a terminal equality constraint equal to the steady-state especially when a short prediction horizon is used.

2.3.2.4 Part 2: Application to a Chemical Process Example

In this section, we use a chemical process example to demonstrate that the nominal process under LEMPC with a terminal equality constraint based on a Lyapunov-based controller can show improved economic performance compared to the process under the sample-and-hold Lyapunov-based controller. The LEMPC of Eq. 2.52 is applied to a chemical process example
consisting of a continuous stirred-tank reactor (CSTR) within which two parallel reactions occur:

\[ R \rightarrow P_1 \]  
\[ R \rightarrow P_2 \]

where \( P_1 \) is the desired product and \( P_2 \) is a by-product. The rates of the reactions are second-order and first-order in \( R \), respectively.

To model the reactor, it is assumed that there is no significant heat of reaction or heat of mixing, that the temperature dependence of the reaction rates can be modeled through the Arrhenius equation, and that the reactor mixture density, heat capacity, and inlet and outlet volumetric flow rates are constant. Applying these assumptions, the dimensionless dynamic model of the reactor, obtained from the conservation equations, is

\[
\dot{x}_1 = -a_1 e^{-1/x_3} x_1^2 - a_2 e^{-\delta/x_3} x_1 - x_1 + 1 \tag{2.79a}
\]
\[
\dot{x}_2 = a_1 e^{-1/x_3} x_1^2 - x_2 \tag{2.79b}
\]
\[
\dot{x}_3 = -x_3 + u \tag{2.79c}
\]

where \( x_1 \) is the dimensionless \( R \) concentration, \( x_2 \) is the dimensionless \( P_1 \) concentration, \( x_3 \) is the dimensionless temperature, and the manipulated input, denoted by \( u \), is a dimensionless quantity related to the heat flux provided to the reactor. The process parameters are \( a_1 = 1.0 \times 10^4 \), \( a_2 = 400 \), and \( \delta = 0.55 \), and the input is restricted to take values in the interval \([0.049, 0.449]\).

The operating profit of the CSTR is assumed to scale with the flow of the desired product out of the reactor. Owing to the fact that the volumetric inlet and outlet flow rates are constant, the stage cost minimized in LEMPC to maximize the operating profit of the reactor is given by:

\[
l_e(x, u) = -x_2 . \tag{2.80}
\]

The economically optimal steady-state that minimizes Eq. 2.80 is \( x_\ast = [0.0832 \ 0.0846 \ 0.149]^T \).
corresponding to the steady-state input $u_s^* = 0.149$. Regarding the implementation details of the LEMPC, the sampling period is $\Delta = 0.05$, the prediction horizon consists of sixty sampling periods ($N = 60$), and the Lyapunov-based controller is chosen to be a proportional controller with saturation to account for the bound on the input (i.e., $\tilde{h}(x) = -K(x_2 - x_2^*) + u_s^*$ where $K = 3.3$ and $h(x) = \tilde{h}(x)$ if $\tilde{h}(x) \in [0.049, 0.449]$; else if $\tilde{h}(x) < 0.049$ then $h(x) = 0.049$; else $h(x) = 0.449$). The closed-loop simulations were written in Python. To integrate the ODEs and solve the corresponding sensitivity information required to solve the nonlinear optimization problem, CVODE and automatic differentiation via CasADi were used, respectively. The resulting nonlinear program was solved using Ipopt.

To demonstrate that using the LEMPC with a terminal equality constraint based on $h$ can
indeed lead to better economic performance than using the Lyapunov-based controller (in this case, the proportional controller with saturation) in sample-and-hold, two closed-loop simulations were completed: the closed-loop system under the LEMPC and the closed-loop system under the Lyapunov-based feedback controller. Fig. 2.5 gives the closed-loop trajectories under LEMPC for a closed-loop simulation over a length of 10.0 dimensionless time units. From Fig. 2.5, the LEMPC of Eq. 2.52 dictates a periodic-like operating policy. On the other hand, the Lyapunov-based controller dictates a steady-state operating policy. The average closed-loop economic performance is given by the index:

\[ \bar{J}_e = \frac{1}{10.0} \int_0^{10.0} x_2(t) \, dt. \]  

(2.81)

The average performance under the LEMPC is 0.0919, while the average performance under the feedback controller is 0.0849; the performance under LEMPC is 8.3% better than that under the feedback controller. It is important to note that it has been demonstrated that time-varying operation of this example improves closed-loop performance relative to steady-state operation.\textsuperscript{20}

Two potentially interesting issues to address are the closed-loop performance under EMPC with and without a terminal constraint and the closed-loop performance under EMPC with different terminal constraint formulations. While these issues may be difficult to address in general, we may explore these issues with simulation for this particular example. Fig. 2.6 displays the average closed-loop performance for several closed-loop simulations over 10.0 dimensionless time units for three different EMPC schemes and different horizon lengths. In particular, the three EMPC’s considered are the LEMPC of Eq. 2.52, EMPC with a terminal constraint equal to the economically optimal steady-state, and EMPC without terminal constraints. Overall, the closed-loop performance for the two EMPC schemes with terminal constraints is relatively similar and for each horizon length the closed-loop performance realized was better than the profit at the economically optimal steady-state and also better than the closed-loop performance under the Lyapunov-based controller. On the other hand, there is a noticeable dependence of the average closed-loop performance on the prediction horizon length. For \( N = 10 \), the closed-loop performance under the EMPC without terminal constraints was worse than that under
Figure 2.6: Closed-loop economic performance with prediction horizon length for the process of Eq. 2.79 under the LEMPC of Eq. 2.52 (solid line, denoted as LEMPC), under an EMPC with a terminal equality constraint equal to the economically optimal steady-state (dashed line, denoted as EMPC-term), and under EMPC without a terminal constraint (dashed-dotted line, denoted as EMPC-woterm). For comparison, the closed-loop economic performance for operation at the economically optimal steady-state is also plotted (dotted line, denoted as $x_2^*$).
the Lyapunov-based controller, illustrating that performance-based constraints imposed in EMPC may be needed to ensure acceptable closed-loop economic performance for shorter prediction horizons.

### 2.3.3 Part 3: LEMPC with Input Magnitude Constraints, Input Rate of Change Constraints, and an Equality Terminal Constraint Based on a Lyapunov-Based Controller

In this section, we combine the results of Parts 1 and 2 on LEMPC with input magnitude and rate of change constraints and on LEMPC with a terminal state constraint based on a Lyapunov-based controller to show that the performance of LEMPC with input magnitude and rate of change constraints can be proven to be at least as good as it would be under a Lyapunov-based controller implemented in sample-and-hold for nominal process operation.

The formulation of LEMPC incorporating a terminal state constraint based on the Lyapunov-based controller, input magnitude constraints, and input rate of change constraints, assuming nominal process operation, is as follows:

\[
\begin{align*}
\min_{u(t) \in \mathbb{S}(\Delta)} & \int_{t_k}^{t_k+N} l_e(\tilde{x}(\tau), u(\tau)) \, d\tau \\
\text{s.t.} & \quad \dot{\tilde{x}}(t) = f(\tilde{x}(t), u(t), 0) \quad (2.82a) \\
& \quad \tilde{x}(t_k) = x(t_k) \quad (2.82b) \\
& \quad \tilde{x}(t_{k+N}) = z(t_{k+N}) \quad (2.82c) \\
& \quad u(t) \in \mathbb{U}, \forall t \in [t_k, t_{k+N}] \quad (2.82d) \\
& \quad \tilde{x}(t) \in \mathbb{X}, \forall t \in [t_k, t_{k+N}] \quad (2.82e) \\
& \quad |u_i(t_j) - h_i(z(t_j))| \leq \varepsilon_r, i = 1, \ldots, m, j = k, \ldots, k+N-1 \quad (2.82f) \\
& \quad V(\tilde{x}(t)) \leq \rho, \forall t \in [t_k, t_{k+N}] \quad (2.82g)
\end{align*}
\]

where the notation follows that of Eqs. 2.21 and 2.52, and the implementation strategy is like that of
Eq. 2.52 (at each \( t_k \), a state measurement \( x(t_k) \) is received and \( z(t_k+N) \) is updated before the LEMPC optimization problem is solved), except that each \( h_i(z(t_j)), i = 1, \ldots, m, j = k, \ldots, k+N - 1 \), is also determined and incorporated into the LEMPC of Eq. 2.82 at each sampling time.

We will now briefly address how the properties of the LEMPC in Eq. 2.82 compare with those of the LEMPC of Eq. 2.21 and of the LEMPC of Eq. 2.52. Specifically, we will address the bounds on \( \varepsilon_r \) and \( \Delta \) required for the LEMPC of Eq. 2.82 to satisfy the desired input rate of change constraints in Eqs. 2.19-2.20 when \( h(x) \) meets Assumption 2.1, the feasibility of the LEMPC optimization problem, the closed-loop stability properties of a process under the LEMPC, and the performance guarantees that can be made for the nominal process under LEMPC. We note that we will not address the robustness of the method, because only nominal operation is considered for the LEMPC of Eq. 2.82 due to the use of the terminal equality constraint.

Using arguments similar to those in Eqs. 2.23-2.28, it can be shown that the desired input rate of change constraints of Eqs. 2.19-2.20 are met when the sampling period is sufficiently small, the LEMPC of Eq. 2.82 is feasible (Eq. 2.82g is met by the calculated control actions), and \( 2\varepsilon_r + Lh_iM\Delta \leq \varepsilon_{desired} \). The proof of feasibility of the LEMPC is similar to that noted in the proof of Theorem 2.4 in that, because nominal operation is considered, \( u(t) = h(z(t_j)) \) for \( j = k, \ldots, k+N - 1 \), is a feasible solution to the LEMPC of Eq. 2.82 at \( t_0 \), with \( u(t) = u^*(t|t_k) \) for \( t \in [t_{k+1}, t_{k+N}) \) and \( u(t) = h(z(t_{k+N})) \) for \( t \in [t_{k+N}, t_{k+N+1}) \) being a feasible solution at time \( t_{k+1} \) when \( u(t) = u^*(t|t_k) \) for \( t \in [t_k, t_{k+N}) \) is the solution at time \( t_k \). Closed-loop stability of a process under the LEMPC in Eq. 2.82 is ensured for nominal operation in the sense that the state is always maintained within the compact set \( \Omega_\rho \) due to the constraint in Eq. 2.82h.

Finally, we compare the performance of the nominal process of Eq. 2.1 under the LEMPC of Eq. 2.82 with the performance of the process under the Lyapunov-based controller implemented in sample-and-hold. Because this comparison can only be made if the constraints are met under both controllers, we note that the Lyapunov-based controller implemented in sample-and-hold meets all input constraints in Eq. 2.82 and causes the states to meet all constraints for the reasons mentioned in the proof that this control law is a feasible solution to the LEMPC at \( t_0 \); it also
satisfies the desired rate of change constraints of Eqs. 2.19-2.20 if the terms \( u^*(t_k | t_k) \) are replaced by \( h_i(z(t_k)), i = 1, \ldots, m \), since these are the implemented control actions under the sample-and-hold Lyapunov-based controller. With that replacement, Eqs. 2.19-2.20 become a requirement that 
\[
|h_i(z(t_k)) - h_i(z(t_{k-1}))| \leq \epsilon_{\text{desired}}, \ i = 1, \ldots, m,
\]
which holds for all \( \epsilon_{\text{desired}} > 0 \) for \( L_{h_i} M \Delta \leq \epsilon_{\text{desired}} \) from Eq. 2.25. Thus, when the control actions calculated by the LEMPC meet Eqs. 2.19-2.20 (i.e., \( 2\epsilon_r + L_{h_i} M \Delta \leq \epsilon_{\text{desired}} \)), it is also true that \( L_{h_i} M \Delta \leq \epsilon_{\text{desired}} \) so that the control actions implemented by the sample-and-hold Lyapunov-based controller also satisfy the desired input rate of change constraints. This establishes that a comparison can be made between the performance of the process under the LEMPC of Eq. 2.82 and the sample-and-hold Lyapunov-based controller. The performance results of Theorem 2.5 hold for \( h \) meeting Assumption 2.1 on the finite-time interval, the performance results of Theorem 2.6 hold for \( h \) meeting Assumption 2.1 on the infinite-time interval, and the performance results of Theorem 2.7 hold for \( h \) meeting Assumption 2.2 on the infinite-time interval. It is noted that these performance results hold for the LEMPC of Eq. 2.82 regardless of the form of the cost function; this proves that for nominal operation, the performance of LEMPC with a terminal equality constraint and input rate of change constraints is no worse on both the finite-time and infinite-time intervals than that of an alternative controller that enforces steady-state operation, regardless of whether the cost function includes additional penalties on the input rate of change to reduce actuator wear. Like the LEMPC with a terminal equality constraint but without input rate of change constraints (Eq. 2.52), the LEMPC of Eq. 2.82 has a number of advantages over other EMPC formulations for which performance guarantees have been made, particularly that the feasible region can be characterized \emph{a priori}.

\textbf{Remark 2.8.} The motivation for adding input rate of change constraints to LEMPC (that the LEMPC may dictate a dynamic operating policy) is also motivation for the addition of input rate of change constraints to EMPC in general. Thus, it is noted that input rate of change constraints can be added to other EMPC formulations for which performance guarantees have been previously developed (such as the steady-state terminal equality constraint formulation) as well. However, as noted above, LEMPC has a number of advantages over some of the other EMPC formulations that
make it more attractive for incorporating input rate of change constraints and making performance guarantees for the resulting formulation.

### 2.4 Conclusions

In this chapter, we developed a formulation of LEMPC incorporating input magnitude and rate of change constraints and a terminal equality constraint based on a Lyapunov-based controller that allows provable performance guarantees to be made for the LEMPC. The LEMPC formulation was developed in three parts. In Part 1 of this chapter, we demonstrated that input rate of change constraints written with respect to a Lyapunov-based controller can be added to LEMPC, and that the implemented inputs can then be ensured to differ by no more than a desired bound between two subsequent sampling periods. The formulation of LEMPC with input rate of change constraints developed was shown to be feasible and to maintain closed-loop stability of a process even in the presence of bounded disturbances. A chemical process example demonstrated that the number of sampling periods of the prediction horizon over which the input rate of change constraints are enforced may have a significant impact on whether other process constraints such as integral material constraints can be met.

In Part 2, we developed an LEMPC formulation with a terminal equality constraint based on the Lyapunov-based controller utilized in the formulation of the LEMPC. With this terminal equality constraint, the LEMPC formulation was proven to be not only feasible and stable in the sense of boundedness of the closed-loop state for nominal operation, but was also proven to have finite-time and infinite-time economic performance properties such that the process under LEMPC performs no worse than it does under an asymptotically stabilizing or exponentially stabilizing Lyapunov-based controller implemented in sample-and-hold. When the exponentially stabilizing controller is utilized to design the LEMPC, the asymptotic average performance of the process under the LEMPC was proven to be no worse than that under steady-state operation. The LEMPC formulation presented has advantages over other EMPC’s for which performance guarantees
have been made, such as that the feasible region can be explicitly characterized *a priori*. A chemical process example demonstrated the economic benefits of incorporating a terminal equality constraint in EMPC when a short prediction horizon is used.

In Part 3, the results of Parts 1 and 2 were combined to develop an LEMPC formulation incorporating a terminal equality constraint based on a Lyapunov-based controller that also had input magnitude and rate of change constraints. It was proven that the closed-loop performance under this LEMPC with input magnitude and rate of change constraints is no worse than that under an asymptotically or exponentially stabilizing Lyapunov-based controller for nominal operation on the finite-time and infinite-time operating intervals (this means that the infinite-time performance under the LEMPC based on an exponentially stabilizing controller is no worse than that under steady-state operation), regardless of the form of the cost function or any penalties on the input rate of change in the cost function. This is significant because it may be desirable from a safety perspective to reduce input variations under EMPC but without reducing the economic performance of the process below that obtainable with the traditional steady-state operating strategies.
Chapter 3

Elucidation of the Cause of Stiction-Induced Oscillations and Valve Nonlinearity Compensation within the Classical Control Framework

3.1 Introduction

The results of the prior chapter indicate that control actuator limitations, such as the ability of actuators to wear, should influence control design since proper functioning of the actuators that implement control actions is critical to effective process control loops. In the remainder of this dissertation, we examine other limitations of control actuators (specifically, valve dynamics), their impacts on control loop performance, and how these impacts can be mitigated.

In undergraduate process control courses, valve dynamics are often modeled with linear transfer function models; such dynamics can be related to, for example, resistance of the gas used to apply pressure in a pneumatic actuator to flow at the top of a valve. Valve characteristics (e.g., linear, equal percentage, and square root) may be reviewed in undergraduate coursework to provide
undergraduates with fundamentals regarding valve sizing and the effects of installing a valve on the valve’s flow characteristics (the manner in which the flow through the valve is related to the valve opening).\textsuperscript{38,118,129} Though there may be some discussion of other types of valve behavior described by nonlinear models (e.g., saturation of the valve output at its maximum value, failure of a valve to respond to changes in the control signal to the valve for some time after a valve movement direction change due to mechanical parts in a valve (deadband due to backlash),\textsuperscript{33} or stiction,\textsuperscript{18,24} which refers to valve behavior due to friction that can be described by nonlinear equations), time constraints in a semester/quarter and also a general focus in undergraduate process control on linear dynamic systems do not typically permit an in-depth treatment of nonlinear valve behavior and its impact on process control from a first-principles perspective. The chemical process control literature also typically neglects valve dynamics. However, at chemical plants throughout the world, valve issues such as stiction, deadband, saturation, hysteresis, and deadzone prevent adequate set-point tracking.\textsuperscript{31,89}

A variety of methods for analyzing and/or compensating for valve dynamics of various types have been proposed. For example,\textsuperscript{54} demonstrates that even linear valve dynamics can be problematic for a process operated under EMPC when the valve dynamics are neglected in the model utilized by the EMPC for making state predictions; therefore, that work suggests incorporating the valve dynamics in the dynamic process model for the controller. Reference\textsuperscript{31} analyzes the range of valve travel over which linear control design theory would be expected to be adequate when a process that can be effectively modeled with a linear model receives a flow rate from a valve with a square root or an equal percentage inherent valve characteristic. Reference\textsuperscript{152} develops an MPC-based method for linear processes where the valve is subject to backlash. The literature analyzing and compensating for the stiction nonlinearity is particularly extensive, with reviews such as\textsuperscript{24} categorizing the methods, though stiction compensation remains an important research topic with newer works such as those in\textsuperscript{19,115} expanding the compensation literature.

It has been noted\textsuperscript{33,89,143} that the controller, process, and valve dynamics all play a role in determining the trajectories of the measured outputs of a closed-loop system. For example,\textsuperscript{143}
presents a table showing whether various combinations of linear processes (integrating and non-integrating) and linear controllers (proportional (P) and proportional-integral (PI)) with different stiction characteristics for a valve in the control loop are expected to result in limit cycling of the valve output or not. In the present chapter, we analyze the difficulty of determining, a priori, the process output trajectories for nonlinear processes with various types of feedback control designs, loop architectures, and types of valve behavior exhibited by the valves in the loop. We begin by examining the coupled and nonlinear dynamics of such process-valve systems in a general sense using systems of differential equations. This treatment provides a uniform mathematical platform from which both the valve behavior commonly taught in undergraduate coursework and also nonlinear valve dynamics known to cause problems in industry can be understood and related. We then use the insights gained from this study to describe the relationship between our analysis and a number of valve behavior compensation methods in the literature, ending with a new integral term modification stiction compensation technique for processes under PI control. The next chapter continues the discussion of valve nonlinearity compensation methods with a focus on those for processes under MPC. A level control example and ethylene oxidation continuous stirred tank reactor example demonstrate the various points throughout the next two chapters. This chapter and the next originally appeared in.\textsuperscript{51,53,56}

3.2 Preliminaries

3.2.1 Notation

The transpose of a vector $x$ is denoted by $x^T$. The notation $u \in S(\Delta)$ signifies that the vector $u$ is a member of the set of piecewise-continuous (from the right) functions with period $\Delta$. The notation $t_k = k\Delta$, $k = 0, 1, 2, \ldots$, and the notation $\tilde{t}_j = j\Delta_e$, $j = 0, 1, 2, \ldots$, refer to elements of a time sequence separated by sampling time periods of lengths $\Delta$ and $\Delta_e$, respectively. The notation $|\cdot|$ signifies the Euclidean norm of a vector.
3.2.2 Class of Systems

We consider a nonlinear chemical process system with the following form:

\[
\dot{x} = f(x, u_a, w)
\]  

(3.1)

where \( x \in X \subseteq \mathbb{R}^n \) is the process state vector (bounded in the set \( X \)), \( u_a \in \mathbb{R}^m \) is the vector of process inputs, \( w \in \mathbb{R}^l \) is a vector of bounded process disturbances (i.e., \( w \in W := \{w : |w| \leq \theta\} \)), and \( f : \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^l \) is a locally Lipschitz vector function of its arguments with \( f(0, 0, 0) = 0 \). Each component \( u_{a,i}, i = 1,\ldots,m \), of the process input vector is an output of a valve that is adjusted utilizing a feedback controller for the nonlinear process that outputs a set-point \( u_{m,i}, i = 1,\ldots,m \), for each valve output. Because the valve output flow rates are bounded by physical valve constraints, each input \( u_{a,i} \) is bounded between a minimum \( (u_{a,i},\text{min}) \) and a maximum \( (u_{a,i},\text{max}) \) flow rate, with the resulting input constraint on \( u_a \) denoted by \( U \) (i.e., \( u_a \in U \), where \( U := \{u_a \in \mathbb{R}^m \mid u_{a,i,\text{min}} \leq u_{a,i} \leq u_{a,i,\text{max}}, i = 1,\ldots,m\} \)). Since the flow rates out of the valve are bounded, the set-points are bounded also (i.e., \( u_m \in U_m \), where \( U_m := \{u_m \in \mathbb{R}^m : u_{m,i,\text{min}} \leq u_{m,i} \leq u_{m,i,\text{max}}, i = 1,\ldots,m\} \)).

The relationship between each \( u_{m,i} \) and each \( u_{a,i} \) depends on the valve behavior. We will consider valve behavior for which the \( u_{a,i} - u_{m,i} \) relationship is either static or dynamic. In the case that the \( u_{a,i} - u_{m,i} \) relationships are static, the following equation holds:

\[
u_{a,i} = f_{\text{static},i}(u_{m,i})
\]  

(3.2)

where \( f_{\text{static},i} \) is a nonlinear vector function \( (f_{\text{static}}(u_m) = [f_{\text{static},1}(u_{m,1}) \cdots f_{\text{static},m}(u_{m,m})]^T) \).

Alternatively, a dynamic model may characterize the \( u_{a,i} - u_{m,i} \) relationship, where \( u_{a,i} \) is related to both \( u_{m,i} \) and the dynamic state vector \( x_{\text{dyn},i} \in \mathbb{R}^{p_i} \), for which the components \( x_{\text{dyn},i,j}, j = 1,\ldots,p_i \), are states of the valve model. In this case, the following equations describe the dynamics of the valve model for the \( i-th \) valve:

\[
\dot{x}_{\text{dyn},i} = \dot{x}_{\text{dyn},i}(x_{\text{dyn},i}, u_{m,i})
\]  

(3.3)
\[ u_{a,i} = f_{\text{dynamic},i}(x_{\text{dyn},i}) \] (3.4)

where \( \hat{x}_{\text{dyn},i} \) is a nonlinear vector function characterizing the dynamics of the internal states of the model for the \( i \)-th valve, and \( f_{\text{dynamic},i} \) is a nonlinear vector function relating \( u_{a,i} \) and the internal dynamic states of the valve model. We define \( x_{\text{dyn}} = [x_{\text{dyn},1} \cdots x_{\text{dyn},m}]^T \), \( \hat{x}_{\text{dyn}}(x_{\text{dyn}}, u_m) = [\hat{x}_{\text{dyn},1}(x_{\text{dyn},1}, u_{m,1}) \cdots \hat{x}_{\text{dyn},m}(x_{\text{dyn},m}, u_{m,m})]^T \), and \( f_{\text{dynamic}}(x_{\text{dyn}}) = [f_{\text{dynamic},1}(x_{\text{dy}n,1}) \cdots f_{\text{dynamic},m}(x_{\text{dy}n,m})]^T \).

We assume in this chapter that the value of each \( u_{m,i} \) is determined utilizing a feedback controller that utilizes knowledge of at least one process state to compute control actions. This means that the value of each \( u_{m,i} \) is affected by some subset of the state vector as follows:

\[ u_{m,i} = f_{\text{controller},i}(x, \hat{\zeta}_i) \] (3.5)

where \( \hat{\zeta}_i \in R^{r_i}, i = 1, \ldots, m \), is a vector of internal states of the controller calculating \( u_{m,i} \). These internal states may be dynamic as follows:

\[ \dot{\hat{\zeta}}_i = f_{\text{internal},i}(x, x_{\text{dyn}}, \hat{\zeta}_i) \] (3.6)

Defining \( f_{\text{controller}}(x, \hat{\zeta}) = [f_{\text{controller},1}(x, \hat{\zeta}_1) \cdots f_{\text{controller},m}(x, \hat{\zeta}_m)]^T \), \( \hat{\zeta} = [\hat{\zeta}_1 \cdots \hat{\zeta}_m]^T \), and \( f_{\text{internal}}(x, x_{\text{dyn}}, \hat{\zeta}) = [f_{\text{internal},1}(x, x_{\text{dyn}}, \hat{\zeta}_1) \cdots f_{\text{internal},m}(x, x_{\text{dyn}}, \hat{\zeta}_m)]^T \), we can write the process-valve system as follows for the case of a static relationship between \( u_a \) and \( u_m \) (i.e., Eq. 3.2 holds):

\[
\begin{bmatrix}
\dot{x} \\
\dot{\hat{\zeta}}
\end{bmatrix} = 
\begin{bmatrix}
f(x(t), f_{\text{static}}(f_{\text{controller}}(x, \hat{\zeta})), w(t)) \\
f_{\text{internal}}(x, x_{\text{dyn}}, \hat{\zeta})
\end{bmatrix}
\] (3.7)

For the case of a dynamic relationship between \( u_a \) and \( u_m \) (i.e., Eqs. 3.3-3.4 hold), the following
process-valve system results:

\[
\begin{bmatrix}
\dot{x} \\
\dot{x}_{\text{dyn}} \\
\dot{\zeta}
\end{bmatrix} = 
\begin{bmatrix}
f(x(t), f_{\text{dynamic}}(x_{\text{dyn}}, w(t))) \\
f_{\text{internal}}(x, x_{\text{dyn}}, \dot{\zeta})
\end{bmatrix}
\quad (3.8)
\]

With slight abuse of notation, the right-hand sides of both Eqs. 3.7 and 3.8 will be denoted by

\( f_q(q(t), u_m(t), w(t)) \) (\( f_q \) signifies the right-hand side of Eq. 3.7 when Eq. 3.2 characterizes the

\( u_{a,i} - u_{m,i} \) relationship, and it signifies the right-hand side of Eq. 3.8 when Eqs. 3.3-3.4 characterize

the \( u_{a,i} - u_{m,i} \) relationship), where \( q(t) \) represents the vector of process-valve states (i.e., \( q = [x \ \dot{\zeta}]^T \)

when Eq. 3.7 describes the process-valve dynamics, and \( q = [x \ x_{\text{dyn}} \ \dot{\zeta}]^T \) when Eq. 3.8 describes the

process-valve dynamics). We assume that \( f_q \) is a locally Lipschitz vector function of its arguments

with \( f_q(0,0,0) = 0. \)

**Remark 3.1.** Disturbances could also be considered in other dynamic states of the process-valve
model besides \( x \), such as in \( x_{\text{dyn}} \), and the analysis presented throughout this chapter would continue
to hold.

### 3.2.3 Feedback Control Designs for Obtaining Valve Output Set-Points

Though in general any state feedback controller can be used to compute the values of \( u_{m,i}, \ i = 1, \ldots, m \), the examples in this chapter will obtain \( u_m \) utilizing a standard linear control design with

an integral term (PI control) and model predictive control (MPC).

#### 3.2.3.1 Classical Linear Control with Integral Action

Linear control designs with an integral term are designed to drive a selected process output (here
taken to be a process state, which is consistent with standard industrial practice in the chemical
process industries) to its set-point. Thus, we assume that the process state vector or a subset of
it comprises the vector \( \hat{x} \in R^\hat{n}, \ \hat{n} \leq n \), of measured outputs being driven to the set-point vector
\(\hat{x}_{sp} \in \mathbb{R}^n\). When a PI controller is used, each component of \(\hat{x}\) is regulated to its set-point by an individual linear controller that outputs a valve output flow rate set-point for an individual valve, and thus \(\hat{n} = m\). The dynamics of the \(i\)th PI controller are represented by:

\[
\dot{\hat{x}}_i = A_{\text{con},i} \begin{bmatrix} \hat{x}_i \\ \zeta_i \end{bmatrix} + B_{\text{con},i} \hat{x}_{i,sp}
\]

(3.10)

The form of these equations follows that in Eqs. 3.5-3.6, with \(\hat{\zeta}_i = \zeta_i\), \(f_{\text{controller},i}\) given by \(g_{A,i}\), and \(f_{\text{internal},i}\) given by the right-hand side of Eq. 3.10. \(A_{\text{con},i}\) and \(B_{\text{con},i}\) are a matrix and scalar.

### 3.2.3.2 Model Predictive Control

Model predictive control\(^{126}\) is an optimization-based control strategy that computes piecewise-constant set-points \(u_m\) for the control actuators with period \(\Delta\) (i.e., \(u_m \in S(\Delta)\)) based on the following optimization problem:

\[
\min_{u_m(t) \in S(\Delta)} \int_{t_k}^{t_k+N} L_e(\tilde{x}(\tau), u_m(\tau)) d\tau
\]

(3.11a)

s.t. \(\dot{x}(t) = f(x(t), u_m(t), 0)\)

(3.11b)

\(\tilde{x}(t_k) = x(t_k)\)

(3.11c)

\(\tilde{x}(t) \in X, \forall t \in [t_k, t_k+N)\)

(3.11d)

\(u_m(t) \in U_m, \forall t \in [t_k, t_k+N)\)

(3.11e)

\(g_{\text{MPC},1}(\tilde{x}(t), u_m(t)) = 0\)

(3.11f)

\(g_{\text{MPC},2}(\tilde{x}(t), u_m(t)) \leq 0\)

(3.11g)

The stage cost \(L_e(x, u_m)\) is minimized subject to bounds on the states (Eq. 3.11d), bounds on the inputs (Eq. 3.11e), equality and inequality constraints (Eqs. 3.11f-3.11g), and the restriction
that the states must evolve according to the nominal \((\nu(t) \equiv 0)\) dynamic model in Eq. 3.11b when initialized from a measurement of the state (Eq. 3.11c). In Eq. 3.11b, \(u_m(t)\) is used in place of \(u_a(t)\) because the standard formulation of MPC in industry and the literature neglects valve behavior in general (i.e., it assumes that \(u_a = u_m\); therefore, no reference is made to \(u_a\) in Eq. 3.11). MPC can, however, handle valve saturation through the constraint of Eq. 3.11e, assuming \(u_a = u_m\). A vector of control actions \(u_m\) is computed for each of the \(N\) sampling periods of length \(\Delta\) (\(N\) is the prediction horizon), and only the first of these vectors is applied to the process in a sample-and-hold fashion according to a receding horizon strategy. The notation \(u^*_m(t|t_k), t \in [t_k, t_{k+N}]\), signifies the optimal value of \(u_m\) for time \(t\) for the optimization problem initiated at time \(t_k\).

A form of MPC that is commonly used in the chemical process industries is tracking MPC, which drives \(\hat{x}\) to \(\hat{x}_{sp}\) (though it is not necessary in this case that \(\hat{n} = m\)) by utilizing a quadratic stage cost with its minimum at the set-point vector \(\hat{x}_{sp}\) with corresponding steady-state input vector \(u_{m,sp}\) as follows:

\[
L_e(\chi(\tau), u_m(\tau)) = (\hat{x}_{sp} - \tilde{\chi})^T Q (x_{sp} - \tilde{\chi}) + (u_{m,sp} - u_m)^T R (u_{m,sp} - u_m)
\]  

(3.12)

where \(Q > 0\) and \(R > 0\) are tuning matrices, and \(\tilde{\chi}\) denotes the predicted value of the vector \(\chi\).

The value of each \(u_{m,i}\) calculated by the MPC has the form of Eq. 3.5 with \(\hat{\zeta}_i = 0\) (which leaves \(u_{m,i}\) as a function of the process state), though the function \(f_{controller,i}\) is not explicitly defined in this case but is defined implicitly by the optimization problem in Eq. 3.11.

**Remark 3.2.** We assume that full state feedback is available for all MPC designs presented in this chapter. When it is not, state estimation can be considered to develop an output feedback MPC strategy (e.g.,\(^{66}\)) but this will not be pursued here.
3.3 Control Loop Including Valve Behavior: Process Output Responses as a Closed-Loop Effect

In this section, we analyze the class of systems from the prior section under linear control and MPC to show, at a fundamental mathematical level, that the negative responses of closed-loop systems containing sticky valves result from the coupling of the controller, process, and valve dynamics (i.e., they are closed-loop effects), and therefore also depend on the control loop architecture. We then exemplify, by demonstrating that both linear valve dynamics and the dynamics of stiction fall within the framework of Eq. 3.8, that this closed-loop perspective extends both to valve dynamics typically discussed in the literature/undergraduate process control coursework as well as to nonlinear dynamic behavior that is typically neglected at an academic level. Finally, we examine two process examples that demonstrate the complexity of the dynamics of a process-valve system and demonstrate that different effects are observed with different control designs and control loop architectures.

3.3.1 Class of Systems Analysis

Consider the system of Eq. 3.7, which represents a process-valve system subject to only a static valve nonlinearity under feedback control. The static nonlinearity impacts the dynamics of \( x \) (i.e., in the absence of the static valve nonlinearity \( u_d = u_m \)), the dynamics of \( \dot{x} \) would be described by 

\[
\dot{x}(t), \dot{f}_{\text{controller}}(x, \xi), w(t),
\]

which is different than the dynamics in Eq. 3.7). In addition, both \( \dot{x} \) and \( \dot{\xi} \) are functions of \( x \), so modifying \( f_{\text{static}} \) affects the response of both \( x \) and \( \xi \). Due to the fact that the system is nonlinear, the effect on the closed-loop response of changing \( f_{\text{static}} \) is difficult to determine without performing closed-loop simulations. This is particularly significant when there are multiple process inputs \( u_{d,i} \) related to \( u_{m,i} \) through different static nonlinear functions, especially assuming that the dynamics of the components of \( x \) are coupled. Then, each \( u_{d,i} \) affects all components of \( x \) either directly or through coupling of those components in the vector function \( f \), and the value of each \( u_{d,i} \) is affected by all components of \( x \) due to the fact that the components of
are coupled and at least one of those components is used to calculate $u_{m,i}$ to define $u_{a,i}$ (Eq. 3.2) due to the use of state feedback control (Eq. 3.5). Using a similar analysis, it can be deduced that changing the control law (i.e., changing $f_{\text{controller}}$ and $f_{\text{internal}}$) also impacts the closed-loop response in a manner that is difficult to determine \textit{a priori} (without simulations).

When the valve dynamics can be described by dynamic systems of equations as in Eq. 3.8, the dynamics of the valve, controller, and process are again coupled. In this case, however, there is an additional complexity in that the valve dynamics add additional states with nonlinear dynamics (or linear in the specific case of linear valve dynamics) that are not present in the case that $u_a = u_m$. Furthermore, because $u_{m,i}$ is a function of at least one of the components of $x$, it is affected by the other components of $x$ as well, assuming coupling between these components. This causes $x_{\text{dyn},i}$ and $u_{a,i}$ to also be affected by $x$ (Eqs. 3.3-3.4), and the components of $x$ are affected by the values of all $u_{a,i}$ in Eq. 3.1 and thus by the valve states $x_{\text{dyn},i}$, $i = 1, \ldots, m$, from Eq. 3.4.

The above analysis shows that from a fundamental mathematical analysis of general equations for a process-valve system, the dynamics of all valves can be seen to be coupled with the dynamics of the other valves and also with the dynamics of the process and the controller due to state feedback (this is not limited to PI control or MPC). Because the controller dynamics affect the evolution of the states and thus the process outputs, different types of controllers would be expected to result in different responses of the process outputs. Furthermore, the control loop architecture will also affect the response because it will impact the equations that describe the controller dynamics. This analysis reveals that the negative effects of valve dynamics on control loop effectiveness are related to the controller, process, and valve dynamics, in addition to the control architecture.

\textbf{Remark 3.3.} \textit{In this chapter, we consider that all states of the process-valve model are coupled since this is the most general case. For specific cases when this does not hold, it may be possible to analyze the dynamics of the specific process to see if any simplifications result compared to the analysis in this chapter.}
3.3.1.1 Linear Valve Dynamics

The analysis just presented holds for linear valve dynamics which, though typically presented in transfer function form in undergraduate coursework, can be cast in state-space form in the time domain as:

\[ \dot{x}_{u,i} = A_ix_{u,i} + B_iu_{m,i} \]

\[ u_{a,i} = C_ix_{u,i} \]

where \( x_{u,i} \in \mathbb{R}^{n_i} \) is the vector of internal states of the linear valve dynamic model for the \( i \)-th valve, and \( A_i, B_i, \) and \( C_i \) are two matrices and a vector, respectively, of appropriate dimensions. Combining the process and valve layer models gives the following process-valve model for this case (omitting the dynamics of the controller):

\[
\begin{bmatrix}
\dot{x} \\
\dot{x}_{u_a}
\end{bmatrix} = \begin{bmatrix}
f(x(t), Cx_{u_a}(t), w(t)) \\
Ax_{u_a} + Bu_m
\end{bmatrix}
\]

where \( A, B, \) and \( C \) are matrices and vectors of appropriate dimensions containing the elements of \( A_i, B_i, \) and \( C_i, i = 1, \ldots, m, \) in an appropriate order, and \( x_{u_a} = [x_{u,a,1} \ldots x_{u,a,m}]^T \). Using the notation in Eqs. 3.3-3.4, \( x_{dyn} = x_{u_a} \), and \( \dot{x}_{dyn,i}(x_{dyn,i}, u_{m,i}) \) and \( f_{dynamic,i}(x_{dyn,i}) \) equal the right-hand sides of Eqs. 3.13 and 3.14, respectively.

3.3.1.2 Sticky Valve Dynamics

Like linear valve dynamics, nonlinear valve dynamics also fit within the framework of Eq. 3.8. For the case that all valves are sticky (i.e., affected by friction/stiction, which prevents the valve position from appreciably changing until the force applied to the valve moving parts becomes sufficiently large) and move in a straight line (rather than rotating), the valve position \( x_{v,i} \) and the valve velocity \( v_{v,i} \) for the \( i \)-th valve evolve in time according to the following force balance:

\[ \dot{x}_{v,i} = v_{v,i} \]
where $m_{v,i}$ is the mass of the moving parts of the $i-th$ valve, $F_{O,i}$ is a vector of non-friction forces on the valve that are not related to the controller output or friction force and which have coefficient vector $a_i$, $F_{A,i}$ is a vector of non-friction forces on the valve that are adjusted based on the controller output and have coefficient vector $c_i$, and $F_{fric,i}$ is the friction force on the $i-th$ valve. The friction force is a static function of $x_{v,i}, v_{v,i}$, and $z_{f,i}$ (which is a dynamic internal state of the friction model), as follows:

$$F_{fric,i} = \hat{F}_{fric,i}(x_{v,i}, v_{v,i}, z_{f,i})$$ (3.18)

$$\dot{z}_{f,i} = \hat{z}_{f,i}(x_{v,i}, v_{v,i}, z_{f,i})$$ (3.19)

where $\hat{z}_{f,i}$ is a nonlinear vector function describing the dynamics of the internal states of the friction model.

Assuming that $F_{A,i}$ is a static function of $u_{m,i}$ as follows:

$$F_{A,i} = f_{SO,i}(u_{m,i})$$ (3.20)

where $f_{SO,i}$ is a nonlinear vector function describing the relationship between $u_{m,i}$ and $F_{A,i}$, and that $F_{O,i}$ is also a function of the valve model states, the right-hand side of Eq. 3.17 can be denoted by $\dot{v}_{v,i}(u_{m,i}, x_{v,i}, v_{v,i}, z_{f,i})$. Finally, assuming that the relationship between $u_{a,i}$ and $x_{v,i}$ can be expressed through the following static nonlinear equation describing the valve characteristic:

$$u_{a,i} = f_{flow,i}(x_{v,i})$$ (3.21)

we obtain the following process-valve model (omitting the dynamics of the controller for the
where $x_v = [x_{v,1} \cdots x_{v,m}]^T$, $v_v = [v_{v,1} \cdots v_{v,m}]^T$, $z_f = [z_{f,1} \cdots z_{f,m}]^T$, $f_{flow}(x_v(t)) = [f_{flow,1}(x_{v,1}) \cdots f_{flow,m}(x_{v,m})]^T$, $\hat{v}_v(u_m, x_v, v_v, z_f) = [\hat{v}_{v,1}(u_{m,1}, x_{v,1}, v_{v,1}, z_{f,1}) \cdots \hat{v}_{v,m}(u_{m,m}, x_{v,m}, v_{v,m}, z_{f,m})]^T$, $\hat{z}_f(x_v, v_v, z_f) = [\hat{z}_{f,1}(x_{v,1}, v_{v,1}, z_{f,1}) \cdots \hat{z}_{f,m}(x_{v,m}, v_{v,m}, z_{f,m})]^T$. In the notation of Eq. 3.8, $x_{dyn} = [x_v \ v_v \ z_f]^T$, $f_{dynamic}(x_{dyn}) = f_{flow}(x_v(t))$, and $\dot{x}_{dyn,i}(x_{dyn,i}, u_{m,i})$ is given by the right-hand sides of Eqs. 3.16-3.17 and 3.19.

For clarification on the stiction modeling concepts presented in this section, the reader may refer to Chapter 5, in which stiction is the focus of the chapter, and specifically to Figs. 5.1, 5.2, 5.4, and 5.5, which provide schematics exemplifying the concepts of forces on a valve, valve characteristics, and different amounts of flow through a valve for different valve positions.

### 3.3.2 Process Examples Illustrating a Closed-Loop Perspective on Effects of Valve Behavior

In this section, we provide two example process systems (a level control example and a continuous stirred tank reactor (CSTR) example) that highlight the interactions between the controller, valve, and process dynamics in a control loop where valve behavior cannot be neglected.

#### 3.3.2.1 Single-Input/Single-Output Level Control Loop

We consider first a level control problem with a sticky valve in the control loop. The level control problem is chosen due to its simplicity, which allows us to focus on the effects of the valve dynamics in this example without the added complexity of a large-scale nonlinear process model. In the level control problem (shown in Fig. 3.1) considered, the tank inlet flow rate $u_o$ is
the controlled variable. The dynamics of the tank level are:

\[
\frac{dh}{dt} = \frac{1}{A} (u_a - c_1 \sqrt{h})
\]

(3.23)

where \( A = 0.25 \ m^2 \) denotes the cross-sectional area of the tank, and \( c_1 = 0.008333 \ m^{5/2}/s \) is the outlet resistance coefficient. On an order of magnitude consistent with an example from\(^{118}\) that uses these parameter values, we define the minimum tank height as 0 \( m \), the maximum tank height as 0.5184 \( m \), the minimum value of \( u_a \) as \( u_{a,\text{min}} = 0 \ m^3/s \) (fully closed valve), and the maximum value of \( u_a \) as \( u_{a,\text{max}} = 0.006 \ m^3/s \) (fully open valve).

**Without Valve Dynamics: Well-Tuned Control.** We first demonstrate that when the valve dynamics can be assumed to be instantaneous (i.e., they are so fast that \( u_a = u_m \) at all times is
a reasonable approximation), as is typically assumed in the chemical process control literature, a well-tuned PI controller and an MPC can be designed that effectively drive the level to its set-point.

The PI controller for the tank level is taken to have the following form:

\[ \dot{\zeta} = h_{sp} - h, \quad \zeta(0) = 0 \]  
\[ u_m = u_{as} + K_c(h_{sp} - h) + K_c \frac{\zeta}{\tau_I} \]  

(3.24)

(3.25)

where \( u_m \) is the controller output, \( \zeta \) is the dynamic (integrating) variable of the PI controller, \( u_{as} \) is the steady-state value of \( u_a \) before the set-point change, and \( h_{sp} \) is the level set-point. A tuning \( K_c = 0.006 \) and \( \tau_I = 43.2 \) was selected that prevents \( u_m \) from dipping below \( u_{a,min} \) or shooting above \( u_{a,max} \) for the set-points simulated. The response of the level of the tank of Eq. 3.23 under the PI controller of Eqs. 3.24-3.25 when \( u_a = u_m \) (no valve dynamics) is shown in the top plot of Fig. 3.2, plotted every 100 integration steps, for the tank level initiated from its maximum \( (u_a = 0.006 \text{ m}^3/\text{s}, h = 0.5184 \text{ m}) \), decreased to 0.15 m, and then increased to 0.20 m (the set-point change from 0.15 m to 0.20 m will be the focus in the remainder of this section to avoid the effects of possible initial transients during the first set-point change). Each set-point was held for 1040 s. The dynamic system was integrated with the Explicit Euler numerical integration method and an integration step size of \( 10^{-3} \text{ s} \). At the set-point changes, the value of \( \zeta \) was re-set to 0 and the value of \( u_{as} \) was set to the last applied value of \( u_m \).

A more systematic method than tuning a PI controller for ensuring that the process meets its set-point without violating the constraints on the inputs is to use tracking MPC, which calculates control actions subject to constraints. Focusing on the second set-point change from the example above, we assume that the level has already been brought to 0.15 m and that a well-tuned tracking MPC must now drive the closed-loop state \( h \) to 0.20 m when there are no actuator dynamics (i.e.,
Figure 3.2: Closed-loop trajectory of level \( h \) with reference to its set-point \( h_{sp} \) for the process of Eq. 3.23 under the PI controller of Eqs. 3.24-3.25 (top plot) and under the MPC of Eq. 3.26 (bottom plot) with no actuator dynamics.
The MPC for this case is:

\[
\min_{u_m(t) \in S(\Delta)} \int_{t_k}^{t_k+N} Q(h_{sp} - \tilde{h})^2 + R(u_{a,sp} - u_m)^2 \, d\tau
\]  
(3.26a)

s.t. \[ \dot{\tilde{h}} = \frac{1}{A} (u_m - c_1 \sqrt{\tilde{h}}) \]  
(3.26b)

\[ \tilde{h}(t_k) = h(t_k) \]  
(3.26c)

\[ 0 \leq u_m(t) \leq 0.006, \quad \forall t \in [t_k, t_k+N) \]  
(3.26d)

where \( Q = 0.00001 \) and \( R = 1 \). Using this MPC to control the process of Eq. 3.23 with an integration step size of \( 10^{-3} \) s within the MPC, an integration step size of \( 10^{-5} \) s to simulate the level, a prediction horizon of \( N = 50 \), a sampling period of length \( \Delta = 1 \) s, a final time of the simulation of \( 2500 \) s, and a set-point \( h_{sp} = 0.20 \) m with its corresponding steady-state flow rate \( u_{a,sp} = 0.00373 \) m\(^3\)/s, the state profile in the bottom plot of Fig. 3.2 is obtained (the results are plotted every 10000 integration steps). The nonlinear interior point optimization solver Ipopt\(^{148} \) was used for the simulations with a tolerance of \( 10^{-8} \) on a 2.40 GHz Intel Core 2 Quad CPU Q6600 on a 64-bit Windows 7 Professional operating system with 4.00 GB of RAM.

**With Stiction: Undesirable Closed-Loop Behavior.** We now demonstrate that when the valve is sticky, but the PI and MPC designs shown above to be well-tuned when the valve did not have significant dynamics (i.e., before it became sticky) are applied, various set-point tracking issues can occur. This demonstrates that sustained oscillations can be set up in an originally well-tuned control loop that has become sticky (perhaps due to, for example, the valve packing being tightened to prevent chemical emissions from the plant\(^{89} \)). For the sticky valve case, \( u_a \) in Eq. 3.23 is the flow rate out of a pressure-to-close spring-diaphragm sliding-stem globe valve actuated by a pressure \( P \). If the valve is initiated from its fully open position, no pressure is initially applied and the valve stem is at its equilibrium position \( x_v = 0 \) m. Its fully closed position corresponds to \( x_v = x_{v,\max} = 0.1016 \) m. The differential equations for the valve dynamics are:\(^{72} \)

\[
\frac{dx_v}{dt} = v_v
\]  
(3.27)
\frac{dV_v}{dt} = \frac{1}{m_v} [A_v P - k_s x_v - F_f] \tag{3.28}

where \(A_v\) and \(k_s\) are the diaphragm area and spring constant, respectively, and the friction force \(F_f\) is determined from the LuGre friction model:\textsuperscript{26}

\[ F_f = \sigma_0 z_f + \sigma_1 \frac{dz_f}{dt} + \sigma_2 v_v \tag{3.29} \]

\[ \frac{dz_f}{dt} = v_v - \frac{|v_v| \sigma_0}{F_C + (F_S - F_C) e^{-\left(\frac{v_v}{v_s}\right)^2} z_f} \tag{3.30} \]

The parameters of the valve dynamic model in Eqs. 3.27-3.30 are those for the “nominal valve” in\textsuperscript{72} and are displayed in Table 3.1. In addition, we assume that the valve has a linear installed characteristic:\textsuperscript{38}

\[ u_a = \left(\frac{x_v,\text{max} - x_v}{x_v,\text{max}}\right) u_{a,\text{max}} \tag{3.31} \]

The pressure to be applied to the valve for a given set-point \(u_m\) is determined from the following \(u_m - P\) relationship that was developed for a low-stiction valve (its development will be described in Section 5.4.2):

\[ P = \frac{(u_m / u_{a,\text{max}}) - 0.70391 / 0.7042}{0.05864 / 6894.76 / 0.7042} \tag{3.32} \]

Thus, we assume that the valve is operated with the pressure applied to the valve determined by a law that was developed when the valve had low friction, though this relationship does not adequately describe the valve input-output relationship for a valve with more significant stiction. Though this relationship was developed for a low-stiction valve (instead of the no-stiction valve for which the tuning of both the PI controller and MPC were determined in Fig. 3.2), the tunings developed in the no-stiction case perform well for the low-stiction valve with the \(u_m - P\) relationship in Eq. 3.32 because the slope and intercept of the implicit \(P\) versus \(u_m / u_{a,\text{max}}\) relationship assumed in Fig. 3.2 (obtained from \(F_f = 0\) N in Eq. 3.28) are only about 0.08% and 0.04% different, respectively, from the values in Eq. 3.32. The relationship of Eq. 3.32 has the form of Eq. 3.20, where \(P\) is \(F_{A,i}\) and the right-hand side of Eq. 3.32 is \(f_{SO,i}(u_m)\).
Table 3.1: Valve Model Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_v$</td>
<td>1.361 kg</td>
</tr>
<tr>
<td>$A_v$</td>
<td>0.06452 m²</td>
</tr>
<tr>
<td>$k_s$</td>
<td>52538 kg/s²</td>
</tr>
<tr>
<td>$v_s$</td>
<td>0.000254 m/s</td>
</tr>
<tr>
<td>$\sigma_0$</td>
<td>$10^8$ kg/s²</td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>9000 kg/s</td>
</tr>
<tr>
<td>$\sigma_2$</td>
<td>612.9 kg/s</td>
</tr>
<tr>
<td>$F_C$</td>
<td>1423 kg·m/s²</td>
</tr>
<tr>
<td>$F_S$</td>
<td>1707.7 kg·m/s²</td>
</tr>
</tbody>
</table>

Figure 3.3: Closed-loop trajectories of $h$, $u_a$, and $u_m$ for the process of Eq. 3.23 under the PI controller of Eqs. 3.24-3.25 with the valve dynamics in Eqs. 3.27-3.32. This data is plotted every 100000 integration steps.
Fig. 3.3 shows \( h, u_m, \) and \( u_a \) when the valve with the dynamics in Eqs. 3.27-3.32 is used to adjust the flow rate to the process of Eq. 3.23 under the PI controller of Eqs. 3.24-3.25. The valve was initiated from its fully open position (i.e., \( h = 0.5184 \text{ m}, u_a = 0.006 \text{ m}^3/\text{s}, \zeta = 0 \text{ m}\cdot\text{s}, \quad x_v = 0 \text{ m}, \quad v_v = 0 \text{ m/s}, \quad z_f = 0 \text{ m} \)), and the set-point was changed to 0.15 \text{ m} for 15600 \text{ s}, then to \( 0.20 \text{ m} \) for 15600 \text{ s}. Because the second set-point change is the focus in this chapter, we will refer to the process-valve state at \( t = 15600 \text{ s} \) from this simulation as \( q_f \) (the initial process-valve state for the level set-point change from 0.15 \text{ m} to 0.20 \text{ m}). The value of \( \zeta \) was re-set to zero when the level set-point was changed, and the value of \( u_{as} \) in Eq. 3.25 was re-set to the last applied value of \( u_a \) when the set-point was changed. The trajectories were obtained using the Explicit Euler numerical integration method with an integration step size of \( 10^{-5} \text{ s} \). In the simulations of the valve throughout this section, several physical considerations are taken into account: if \( u_m > u_{a,max} \) or \( u_m < u_{a,min} \), \( u_m \) is saturated at \( u_{a,max} \) or \( u_{a,min} \) respectively; if \( P < 0 \), \( P \) is set to 0; if \( u_a > u_{a,max} \) or \( u_a < u_{a,min} \), \( u_a \) is saturated at \( u_{a,max} \) or \( u_{a,min} \) respectively.

The cause of the oscillations that are set up at the second set-point change in Fig. 3.3 under the PI controller is related to the manner in which the forces applied to the valve change over time. The deadband/stickband causes the force applied to the valve by the pneumatic actuation to build up to a level that un-sticks the valve, allowing it to move. However, once the valve begins moving, there is a rapid drop in the friction force due to the friction dynamics for this valve (a contributor to this is that the parameter \( F_S \), which represents the static friction coefficient, is larger than \( F_C \), which represents the Coulomb friction coefficient). As the forces balance, the valve position changes in such a way that \( h_{sp} \) is overshot. As the valve then starts to move in the opposite direction, another series of changes in the forces on the valve causes it to move to a position that results in overshoot of \( h_{sp} \) in the opposite direction.

To clarify this point, we present some details specific to the simulation performed (the exact numbers reported are related to the integration step size utilized, but the general effects would be expected to extend qualitatively to other integration step sizes). We analyze the force balance between the times \( \tilde{t}_1 = 17608.72441 \text{ s} \) and \( \tilde{t}_2 = 17608.72597 \text{ s} \) in Fig. 3.3, during which \( P \) only
increases from 55942.138 to 55942.181 Pa due to the manner and rate at which the integral and proportional terms in the PI control law change. Within this same time period, \( x_v \) changes only slightly (from 0.036236 m to 0.036295 m). Thus, the two terms in Eq. 3.28 involving the pressure and the valve position do not change much between \( \bar{t}_1 \) and \( \bar{t}_2 \). However, in this short time, the friction force changes significantly (i.e., it is 1700.022 N, which is approximately the value of \( F_S \), at \( \bar{t}_1 \), while it is 1501.874 N (closer to the value of \( F_C \)) at \( \bar{t}_2 \)). With this rapid change of the friction force, the right-hand side of Eq. 3.28 increases from 4.1304 \( N/kg \) at \( \bar{t}_1 \) to 147.4380 \( N/kg \) at \( \bar{t}_2 \) because though the first two terms do not change much, the term for the friction force decreases significantly. When the right-hand side of Eq. 3.28 increases, the valve velocity increases, which can cause the valve to move. Though this only looks at two time instants, it shows that the rapid drop in the friction force can play an important role in changing the total force applied to the valve before it moves to a position that causes the level to overshoot its set-point (which is why slip-jump, related to this effect, is cited as one of the contributors to stiction-induced oscillations). In addition, the dynamics of the PI controller play a role in the oscillations because the dynamics do not permit the pressure on the valve stem to change at the rate necessary to keep up with the changes in the friction force (e.g., as the term related to the friction force in Eq. 3.28 decreases by close to 200 \( N \) between \( \bar{t}_1 \) and \( \bar{t}_2 \), the force due to the pressure only changes by 0.0027 \( N \)). The magnitude of the integral term is significantly larger than the magnitude of the proportional term when the level changes and overshoots its set-point, which also contributes to the length of time that the valve is stuck. However, the cause of the oscillations cannot be attributed only to the interactions of the pressure applied to the valve and the changes in the friction force; a good deal of complex behavior occurs due to the nonlinear dynamics of the valve that are coupled with those of the process and controller, including a sharp increase in the friction force after it begins decreasing followed by another decrease, the manner in which the changes in \( x_v \) affect the force balance as the valve moves, and the manner in which the dynamics of the level change the value of the pressure applied to the valve through the PI control law. Thus, closed-loop oscillations that occur when a sticky valve is within a control loop containing an integrating controller should be understood as a
closed-loop property, dependent on the interactions between all of the forces in the force balance, and the manner in which all states of the closed-loop process-valve system, including the controller states, evolve to affect the force balance through coupled dynamic equations. The root cause of stiction-induced oscillations should thus be understood as an imbalance in the forces applied to the valve that does not allow it to stabilize at values that would cause the process variable to remain at its set-point; however, there is no specific contributor in the valve dynamics, controller dynamics, or process dynamics that causes this phenomenon, but how they interact together.

The fact that the negative effects of stiction in a control loop are a closed-loop property is further emphasized by utilizing the MPC of Eq. 3.26 (i.e., an MPC that accounts only for the level dynamics and not the actuator dynamics) for the set-point change from 0.15 m to 0.20 m for the process-valve system of Eqs. 3.23 and 3.27-3.32, initiated from \( q_I \). The process was integrated with an integration step size of \( 10^{-6} \) s using the Explicit Euler numerical integration method. The resulting trajectories of the level under the MPC are shown in Fig. 3.4, plotted every 1000 integration steps (the values of \( h, u_a, \) and \( u_m \) for this case are denoted in the legend by U, signifying that stiction is uncompensated in these results because the MPC does not account for the actuator dynamics). No oscillations are observed for this level set-point change as in Fig. 3.3, demonstrating that the stiction-induced oscillations observed under the PI controller are a closed-loop property (i.e., they depend on the controller utilized). Instead of oscillations, a persistent offset from the set-point occurs under the MPC. The reason for this is that because the MPC is unaware of the actuator dynamics, it calculates values of \( u_m \) that correspond to pressures (through Eq. 3.32) that do not allow the valve to move according to the force balance (i.e., the MPC expects that the control actions that it calculates will drive the level toward the set-point because it is anticipating that there is no friction in the valve, but due to friction the valve cannot move with the pressure applied to it). The MPC continues to compute approximately the same control action for the first sampling period of the prediction horizon at each sampling time (which is reasonable considering that the state measurement that it receives is approximately the same each time since the valve is stuck and thus the flow rate out of the valve is not appreciably changing to adjust the level). This
control action continues to be unable to affect the level appreciably, resulting in persistent off-set of the level from $h_{sp}$ because the MPC has no mechanism for detecting that the set-points it has calculated are failing to make an impact on the system.

In addition to the valve behavior, controller dynamics, and process dynamics, the control loop architecture affects the response of the process outputs. This can be demonstrated by adding flow control to the valve of Eqs. 3.27-3.31. In this case, the flow rate set-point $u_m$ is computed by the PI controller of Eqs. 3.24-3.25 for the tank level, and becomes the set-point for a minor PI control loop used to regulate $u_a$ to $u_m$. This minor loop calculates the pressure $P$ to be applied to the valve.
stem based on the error \( u_m - u_a \) as follows:

\[
P = P_s + K_{c.p} \frac{u_m - u_a}{u_{a,\text{max}}} + \frac{K_{c.p}}{\tau_{I,p}} \zeta_P \tag{3.33}
\]

\[
\dot{\zeta}_P = \frac{u_m - u_a}{u_{a,\text{max}}}, \quad \zeta_P(0) = 0 \tag{3.34}
\]

where \( P_s \) is the steady-state value of the pressure, and \( K_{c.p} = -82737.09, \tau_{I,p} = 0.01, \) and \( \zeta_P \) are the proportional gain, integral time, and internal state, respectively, of the minor loop controller. The tuning performed successfully when \( u_m \) was constant for some time.

The valve was initially operated without flow control (i.e., Eq. 3.32 was used to relate \( u_m \) and \( P \) for 15600 s for a level set-point change from 0.5184 m to 0.15 m to reach \( q_I \). Subsequently, it was operated under the flow controller of Eqs. 3.33-3.34 for 15600 s for the level set-point change from 0.15 m to 0.20 m. Fig. 3.5 shows the responses of \( h, u_m, \) and \( u_a \) for the set-point change from 0.15 m to 0.20 m (the time axis is short to display the fast response of the valve under flow control). These results were obtained using an integration step size of \( 10^{-5} \) s, with the data plotted every 100000 integration steps. The integral term \( \zeta_P \) of the controller for the valve was re-set to zero when the level set-point was changed, and at that point the value of \( P_s \) was also re-set to the last applied pressure. As shown in Fig. 3.5, the sustained oscillations apparent in Fig. 3.3 do not appear though the same process, sticky valve, and outer loop PI controller are used as in Fig. 3.3. Instead, when flow control is used, \( u_a \) tracks \( u_m \) well after some initial overshoot of \( u_m \) in the time period immediately after the set-point change. During these initial overshoots, the pressure applied to the valve changed rapidly according to Eqs. 3.33-3.34, causing the forces on the valve to result in the initial significant overshoots of \( u_a \) around the changing \( u_m \) set-point. However, despite these initial overshoots of \( u_a \), the flow controller is successful at causing the forces to eventually balance on the valve in such a manner that \( u_a \) is able to track \( u_m \) and thus to drive the level to its set-point. This shows that for this example, the manner in which the forces on the valve are changed using the flow controller is able to eliminate the stiction-induced oscillations in the level. At a more fundamental level, changing the control loop architecture changed the number of coupled dynamic states in the
Figure 3.5: Closed-loop trajectories of $h$, $u_a$, and $u_m$ for the process of Eq. 3.23 under the PI controller of Eqs. 3.24-3.25 with the valve in Eqs. 3.27-3.31 and the PI controller of Eqs. 3.33-3.34 used to control the valve flow rate to its set-point value for the set-point change from 0.15 m to 0.20 m.

system of nonlinear differential equations describing the process-valve system (i.e., whereas the state vector of the process-valve system without flow control included $h$, $\zeta$, $x_v$, $v_v$, and $z_f$, it also includes $\zeta_P$ when flow control is used). Returning to the notation of Eq. 3.8, this means that $x_{dyn}$ incorporates an extra state and its dynamics when flow control is used, which overall changes the response of the measured output ($h$) of the process-valve system.

**Remark 3.4.** The analysis performed demonstrates that the standard valve output-controller input response for a sticky valve exhibited in Fig. 3.6 (and displayed in multiple sources in the literature such as^{33} and^{24}) can be understood as the response of the valve output when the force applied to the valve is ramped up and down by a controller (i.e., the closed-loop analysis above indicates
Figure 3.6: Standard controller input-valve output relationship reported for a sticky valve. The control signal to the valve changes but the valve output does not change appreciably in the regions of deadband and stickband. The valve output changes quickly in the region of slip-jump, and the valve output and control signal are linearly related in the moving phase region of the response.

that the “controller output” on the standard plots is linked to the force applied to the valve).

Furthermore, Fig. 3.6 reflects the transient behavior of the valve after it begins moving (i.e., it shows the slip-jump). Because the plot can also be understood as the valve position $x_v$ (rather than $u_a$) versus the controller signal as in, a linear valve characteristic is assumed when the same plot is obtained for $u_a$ versus the controller signal.

3.3.2.2 Multiple-Input/Multiple-Output Ethylene Oxidation Process

In this section, we highlight that as the complexity of the process-valve dynamics increases compared to those in the prior section (i.e., we move from a one-state, single-input process model to a four-state, three-input process model), it can be difficult to determine the effects of valve dynamics on process output responses without simulating the entire process-valve system under the proposed control design and control loop architecture. Specifically, we examine the ethylene
oxide production process from Section 2.3.1.4 with the four states $x_1$, $x_2$, $x_3$, and $x_4$, but for the case that there are three inputs to this process that are determined by valve outputs as follows: \(^{12, 122}\)

\[
\begin{align*}
\dot{x}_1 &= u_{a,1}(1 - x_1 x_4) \\
\dot{x}_2 &= u_{a,1}(u_{a,2} - x_2 x_4) - A_1 \exp(\gamma_1/x_4)(x_2 x_4)^{0.5} - A_2 \exp(\gamma_2/x_4)(x_2 x_4)^{0.25} \\
\dot{x}_3 &= -u_{a,1} x_3 x_4 + A_1 \exp(\gamma_1/x_4)(x_2 x_4)^{0.5} - A_3 \exp(\gamma_3/x_4)(x_3 x_4)^{0.5} \\
\dot{x}_4 &= \frac{u_{a,1}}{x_1}(1 - x_4) + \frac{B_1}{x_1} \exp(\gamma_1/x_4)(x_2 x_4)^{0.5} + \frac{B_2}{x_1} \exp(\gamma_2/x_4)(x_2 x_4)^{0.25} + \\
&\quad \frac{B_3}{x_1} \exp(\gamma_3/x_4)(x_3 x_4)^{0.5} - \frac{B_4}{x_1}(x_4 - u_{a,3})
\end{align*}
\]

where the process inputs $u_{a,1}$, $u_{a,2}$, and $u_{a,3}$ are dimensionless quantities corresponding to the feed volumetric flow rate, feed ethylene concentration, and coolant temperature, which are assumed to be adjusted by individual valves either directly (e.g., $u_{a,1}$) or indirectly (e.g., $u_{a,2}$ may be adjusted by opening or closing valves that allow a more concentrated ethylene stream to mix with a solvent stream, and $u_{a,3}$ may be adjusted by heating or cooling the coolant using a higher or lower flow rate of another fluid past the coolant in a heat exchanger). Due to the coupling between the states in Eq. 3.35, and the highly nonlinear dynamic equations, it is difficult to predict the evolution of $x_1$, $x_2$, $x_3$, and $x_4$, regardless of the type of controller used to calculate $u_{m,1}$, $u_{m,2}$, and $u_{m,3}$, and even if $u_{a,1} = u_{m,1}$, $u_{a,2} = u_{m,2}$, and $u_{a,3} = u_{m,3}$. Therefore, if the valves also have dynamics, linear or nonlinear, static or dynamic, or potentially different dynamics for each valve, and different controllers or control loop architectures for each valve, the number of coupled states in this system of nonlinear differential equations increases and performing simulations will be the best way to understand how each process output will respond.
3.4 Valve Behavior Compensation for Classical Control Loops

In this section, we demonstrate that the closed-loop perspective on the process output responses observed in control loops with valves for which \( u_a \neq u_m \), developed in the prior sections, enables an understanding of previously proposed valve behavior compensation techniques, and the development of new compensation techniques that tackle the root cause of issues observed in many control loops (which is that they are the result of coupled, nonlinear process-valve dynamics). Due to the prevalence of compensation techniques specifically for sticky valve behavior, we will focus first on analyzing several stiction compensation methods from the literature in a closed-loop context. We will then propose a new integral term modification stiction compensation method for a control loop under PI control.

3.4.1 Stiction Compensation Methods: Flow Control

Utilizing flow control to drive \( u_a \) to \( u_m \) is a common industrial practice, and it has similarities to another common practice of adding a positioner\(^7\) to a valve. Such methods can change the force applied by the actuation to the valve in an attempt to make the sum of forces balance in a manner that allows the process outputs to reach their set-points. With flow control, the force applied to the valve would be a function of \( u_m, u_a, \) and internal states of the flow controller. This method relies on the higher-level controller being well-tuned when \( u_a = u_m \), so that \( u_a \) should be brought to \( u_m \) again by manipulating the forces on the valve. A PI control law for this case is:

\[
\dot{\zeta}_c = (u_m - u_a), \quad \zeta_c(0) = 0 \tag{3.36}
\]

\[
u_c = u_{cs} + K_{c,c}(u_m - u_a) + K_{c,c} \frac{\zeta_c}{\tau_{I,c}} \tag{3.37}
\]

where \( \zeta_c, u_c, u_{cs}, K_{c,c} \) and \( \tau_{I,c} \) are the dynamic state, control action, steady-state control action, proportional gain, and integral time of the flow controller.
3.4.2 Stiction Compensation Methods: Controller Tuning Adjustments

Re-tuning of controllers has been advocated as a method for reducing closed-loop oscillations developed in a control loop containing a sticky valve under classical PID-type control (e.g.,\textsuperscript{111}). The re-tuning may result in an improved closed-loop response because it changes the dynamics of the PID-type controller, which, from the analysis above, alters the response of the process outputs due to the coupling of the controller, process, and valve dynamics. Reference\textsuperscript{143} highlights the difficulty of determining an appropriate tuning for obtaining a desired response, which is consistent with the closed-loop analysis proposed above.

3.4.3 Stiction Compensation Methods: Augmented Controller Signal

The knocker\textsuperscript{77,134} and constant reinforcement\textsuperscript{86} adjust the control signal received by the valve by adding either a constant or time-varying signal to the input calculated by the controller. This changes the manner in which the force applied to the valve is calculated. For example, consider the knocker applied to the level control example without flow control. The PI controller has its own dynamics that, in the absence of the knocker, dictate the pressure applied to the valve. However, with the knocker, there are times when the pressure applied to the valve is increased by an amount determined by the knocker parameters above the amount output by the PI controller, but then after a certain time period, the knocker takes away that extra amount of pressure. This allows the PI controller to retain its dynamics but permits the pressure to be adjusted using a source other than the PI controller as well, which changes the balance of forces on the valve and can result in a different closed-loop response than would be obtained without the knocker. Because the different values of the knocker parameters change the way that the forces on the valve are applied, different values of the knocker parameters cause different closed-loop responses as observed in.\textsuperscript{134} Constant reinforcement similarly augments the output of the PI controller, adding a constant positive signal when the PI controller output is increasing and a constant negative signal when the PI controller output is decreasing, which again changes the right-hand side of the equation for the valve velocity compared to not adding such a signal. One aspect of the effect of this on the level control problem
might be, for example, that the integral term of the PI controller may not need to become as large for the pressure from the pneumatic actuation to overcome the static friction force and cause the valve to move. A method proposed by\textsuperscript{39} for turning off the PID-type controller and the knocker is an extension of the knocker method, but as noted by\textsuperscript{150} and clarified through the closed-loop (force balance) analysis in this section, the knocker changes the force balance but that does not guarantee that there will be no offset between the process output and its set-point so thus removing the controller and compensating pulses may not be appropriate.

### 3.4.4 Stiction Compensation Methods: Two Moves Method

The two moves method\textsuperscript{135} specifies compensating signals to apply to the signal coming from a linear controller that will drive the stem position to its set-point. This method is model-based, which means that it has accounted for the coupling of the process-valve dynamics, and a number of assumptions are required to guarantee that the method can drive the valve position to its set-point, including that the plant dynamics are linear and have the origin as a stable equilibrium, that a particular data-driven stiction model is an exact representation of the stiction dynamics, and that there are no disturbances or plant-model mismatch. A method similar in concept to the two moves method (it determines how to change the set-points for a closed-loop system in a manner that brings the valve position to a desired value) is developed in\textsuperscript{150} and is again a model-based compensator for processes that can be described with a linear model and are under linear control.

### 3.4.5 Stiction Compensation Methods: Integral Term Modification

A novel stiction compensation method that we describe in this chapter is intended for processes under linear control. It seeks to change the manner in which the force applied to a valve is calculated by modifying the integral term of the linear control law used to regulate the process output to its set-point. This is an alternative to the controller tuning adjustment methods discussed above, and is considered because it may be undesirable to change a controller’s tuning if the tuning being utilized is known to work well for the valve when it is not sticky and thus would be the
preferred tuning after valve maintenance is performed. Furthermore, the nonlinearity of the stiction phenomenon and the complexity of the manner in which the forces on the valve balance and come out of balance makes it difficult to discern a priori what the best tuning to use when the valve is sticky should be. Therefore, instead of disrupting the desired tuning, in the ad hoc fashion that would be required, a term can be added to the integral action of the linear controller that can easily be removed or adjusted for any set-point change to attempt to alleviate stiction-induced oscillations. Given that a characteristic of the stiction-induced oscillations is that the valve output \( u_a \) does not track its set-point \( u_m \), we propose a modification to the integral term of the controller based on the scaled difference between \( u_a \) and \( u_m \). Specifically, for a PI controller for which \( \zeta \) signifies the integral of the error between the process output set-point (assuming a single output denoted by \( \hat{x}_{sp} \)) and the process output (\( \hat{x} \), assumed to be a component of the process state vector), the following control law defines the control action with an integral term modification:

\[
\begin{align*}
\dot{\zeta} &= \begin{cases} 
(\hat{x}_{sp} - \hat{x}) + L(u_a - u_m), & t < t_{AW} \\
(\hat{x}_{sp} - \hat{x}) + Le^{-\beta(t-t_{AW})}(u_a - u_m), & t \geq t_{AW}
\end{cases} \\
\zeta(0) &= 0
\end{align*}
\]

where \( L, \beta, \) and \( t_{AW} \) are tuning parameters that can be adjusted by a control engineer to attempt to mitigate stiction-induced oscillations. When \( L = 0 \), Eq. 3.39 reduces to the standard integral term in a PI control law, and thus has no effect. The parameters are best determined using closed-loop simulations and/or on-line adjustments of \( L, \beta, \) and \( t_{AW} \); however, the general goals of adjusting the parameters provide a potential methodology for looking for an appropriate tuning. In particular, the goal of this method is to determine a tuning that can decrease \( \dot{\zeta} \) in such a way that the forces on the valve equilibrate at a value that causes the controlled process output to reach its set-point. By choosing a value of \( L \) that causes the term \( L(u_a - u_m) \) in Eq. 3.39 to have a sign opposite to that of the term \( (\hat{x}_{sp} - \hat{x}) \), it is possible to cause \( \dot{\zeta} \) to decrease even before \( \hat{x} = \hat{x}_{sp} \) (this would not be
possible with the standard PI control law, for which the integral term can only begin to decrease after the set-point is exceeded). Therefore, a possible strategy for tuning the term containing $L$ in Eq. 3.39 is by first setting $\beta$ and $t_{AW}$ to zero, and then searching for a value of $L$ that is able to cause $\dot{\xi}$ to equal zero and stabilize the force balance by providing a constant force from the valve actuation. This may occur, however, before $\dot{x}_{sp}$ is reached, resulting in offset. Therefore, the value of $t_{AW}$ may be set to a time at which the force balance appears to have equilibrated and that allows $\dot{x}$ to begin to approach its set-point as soon as possible after this force balancing has occurred. Then, various values of $\beta$ may be tried to attempt to decrease the term containing $L$ in $\dot{\xi}$, which can cause this integral term to change and thus changes the force applied to the valve as a result of the control action $u_m$ received by the valve. If a value of $\beta$ can be found that changes the force applied to the valve in a manner that causes the forces to once again equilibrate, but this time at a value of the valve position that causes $\dot{x}_{sp}$ to be reached, then this control strategy is successful for the set-point change examined. However, some values of $\beta$ may even cause stiction-induced oscillations to be set up once again even if the value of $L$ examined was able to attenuate them before the time $t_{AW}$; this shows that the tuning problem is complex and that an appropriate tuning cannot be decided a priori. In addition, due to the nonlinearities in the valve and process dynamics, there is no guarantee that any appropriate tuning will be found for a given set-point change, or that the same tuning will work for a variety of set-point changes or disturbances; however, closed-loop simulations or on-line adjustment can be attempted to see if there are values of $L$, $\beta$, and $t_{AW}$ that are generally appropriate for a given process.

To demonstrate this integral term modification method, we return to the level control problem. We consider that the process of Eq. 3.23 with the open-loop valve dynamics in Eqs. 3.27-3.32 was initially operated under the PI controller of Eqs. 3.24-3.25 for 15600 $s$ for a level set-point change from 0.5184 $m$ to 0.15 $m$ to reach $q_I$. Subsequently, it was controlled using the controller of Eqs. 3.38-3.39 (with $\dot{x} = h$) for a level set-point change from 0.15 $m$ to 0.20 $m$. The Explicit Euler method with a numerical integration step size of $10^{-5}$ $s$ was used, and the results are shown in Fig. 3.7 (plotted every 100000 integration steps) for the case that $L = 7$, $\beta = 0.007$, and $t_{AW} =$
Figure 3.7: Closed-loop trajectories of $h$, $u_a$, and $u_m$ for the process of Eq. 3.23 under the controller of Eqs. 3.39-3.38 with $L = 7$ and $\beta = 0.007$, with the open-loop valve (Eqs. 3.27-3.32), and $h_{sp} = 0.20 \, m$.

22880 s (i.e., 7280 s after the set-point change from 0.15 m to 0.20 m). From comparison with Fig. 3.3, the addition of the term containing $L$ to the integral action was able to reduce control loop oscillations (though there is some offset from the set-point for the chosen $L$ before $t_{AW}$ because the integrator state in Eq. 3.39 can have $\dot{\zeta} = 0$ when $h \neq h_{sp}$). After $t_{AW}$, the value of $u_m$ is able to change again because $\dot{\zeta}$ becomes nonzero, and eventually the valve moves and the forces due to this strategy balance in such a way that the set-point is achieved.
3.5 Conclusions

In this chapter, we analyzed the roles of the process, valve, and controller dynamics, and also the control loop architecture, in the closed-loop response of a process-valve dynamic system. The closed-loop perspective discussed allows valve behavior typically taught in undergraduate chemical engineering coursework to be analyzed in the same framework as nonlinear dynamic valve behavior like stiction and deadband that is frequently problematic in industry. A number of stiction compensation methods from the literature were analyzed to demonstrate how they fit into this closed-loop context based on understanding the phenomena (e.g., closed-loop oscillations) that the methods seek to compensate at a fundamental mathematical level. We also described an integral term modification stiction compensation technique for control loops under PI control.
Chapter 4

Valve Nonlinearity Compensation Using Model Predictive Control

4.1 Introduction

The prior chapter elucidated the causes of the impacts of valve nonlinearities on feedback control loops and reviewed several compensation methods intended for control loops under classical linear control designs. In this chapter, we continue the discussion of valve nonlinearity compensation but for the case that the control loop is under MPC (or could be placed under MPC as a valve nonlinearity compensation strategy). The motivation for analyzing MPC-based stiction compensation methods in depth is that they provide a systematic method for handling the multivariable interactions in a process-valve system, where the models in such control designs can come from either first-principles or empirical modeling techniques. This is a continuation of the discussion from the prior chapter (i.e., the notation and equations introduced in the prior chapter continue to be used here, and the level control and ethylene oxidation examples from Chapter 3 will be utilized in this chapter to demonstrate the MPC-based valve nonlinearity compensation method).
4.2 Valve Behavior Compensation Methods: MPC for Valve Behavior Compensation

Due to the potential multivariable interactions and nonlinear process-valve dynamics that make the response of a nonlinear process-valve system difficult to predict, the stiction compensation methods in Chapter 3 that do not utilize predictions of the process-valve response in order to determine appropriate control actions to apply to the process may not provide the best control actions for compensating for stiction or may be difficult to tune to achieve a desired response. The model-based methods in\textsuperscript{135} and\textsuperscript{150} are more straightforward to develop once a model of the process-valve dynamics is obtained but they have not been designed for nonlinear processes. Another model-based method (an MPC method) in\textsuperscript{153} that incorporates an inverse model of valve backlash was also designed for linear processes, as was the optimization-based method from,\textsuperscript{135} which utilizes the Stenman model\textsuperscript{138} of the valve dynamics in addition to a model of the linear process dynamics to make state predictions in an MPC-like framework where the objective function penalizes the error between the process variable value and its set-point, the valve stem variability, and the valve aggressiveness. Though such methods do attempt to account for the process-valve dynamics in the control design to an extent, the Stenman model may not accurately represent the valve dynamics, the process dynamics may be nonlinear, and the flexibility to adjust the objective function of an MPC-based method may be desirable. Therefore, an MPC-based stiction compensation method is proposed which is an MPC design with a general objective function, the ability to incorporate constraints that guarantee feasibility and closed-loop stability of a nonlinear process operated under the controller, and the flexibility to utilize any nonlinear process-valve dynamic model that adequately captures the dynamics for making state predictions. This is a systematic method for compensating for stiction because it accounts for multivariable interactions and nonlinear dynamics when choosing an appropriate control action to apply to the process. In addition, due to the generality of the process models that can be handled in this framework, it can predict appropriate control actions not only when multiple inputs are affected by differing
levels of stickiness of multiple control valves, but it can also account for the control valves having other behavior (e.g., pure deadband, linear dynamics, saturation, hysteresis, or an equal percentage valve characteristic). It can handle processes where a single valve exhibits multiple nonlinearities (e.g., stiction and also an equal percentage valve characteristic) or where the various inputs exhibit different dynamics (e.g., one valve is sticky but another for the same process has linear dynamics).

The MPC design is able to compensate for all of these valve dynamics as long as they can be modeled and then included within the process-valve dynamic model, which allows the MPC to predict the response of the nonlinear process-valve system for various feasible control inputs and to choose those which minimize the chosen objective function.

The formulation of a tracking MPC that includes the valve and process dynamics (Eqs. 3.7-3.8) and is designed to track the states in a vector \( \tilde{x} \) (denoted by \( \tilde{q} \) for the process-valve system) to a set-point vector \( \tilde{q}_{sp} \) (associated with steady-state input vector \( u_{a,sp} \)) is as follows:

\[
\min_{u_m(t) \in S(\Delta)} \int_{t_k}^{t_k+N} (\tilde{q}_{sp} - \tilde{q})^T Q(\tilde{q}_{sp} - \tilde{q}) + (u_{a,sp} - \tilde{u}_a)^T R(u_{a,sp} - \tilde{u}_a) \, d\tau 
\]  

(4.1a)

s.t. \( \dot{\tilde{q}}(t) = f_q(\tilde{q}(t), u_m(t), 0) \)  

(4.1b)

\( \tilde{q}(t_k) = q(t_k) \)  

(4.1c)

\( \tilde{q}(t) \in Q_v, \forall t \in [t_k, t_k+N] \)  

(4.1d)

\( u_m(t) \in U_m, \forall t \in [t_k, t_k+N] \)  

(4.1e)

where the notation follows that in Eqs. 3.11-3.12. The predicted process-valve state \( \tilde{q} \) follows the model of Eqs. 4.1b-4.1c and is bounded within the set \( Q_v \) (Eq. 4.1d) (the set \( Q_v \) is defined to be the bounds on the process-valve model states, which may include, for example, the state constraints restricting \( x \in X \) and the state constraints corresponding to \( u_a \in U \) since \( u_a \) is a function of the states from Eqs. 3.2 (since each \( u_{m,i} \) is calculated by a state feedback controller) and 3.4). The notation \( \tilde{u}_a \) denotes the predictions of the vector \( u_a \). In Eq. 4.1, unlike in Eq. 3.12, the deviation of the prediction of \( u_a \) from the steady-state value of the valve output flow rate corresponding to \( \tilde{q}_{sp} \) is penalized instead of the deviations of the values of \( u_m \) from this steady-state valve output.
flow rate since $u_a$ is the valve output that is actually implemented on the process and therefore it is the quantity that should track the set-point. A general stage cost $L_e(\tilde{q}(\tau), u_m(\tau))$ (where $L_e$ is a general nonlinear scalar-valued function of its arguments as in Eq. 3.11a) could be used in place of the tracking objective function in Eq. 4.1a. Additional constraints may also be added to the MPC of Eq. 4.1 to allow for closed-loop stability guarantees or to account for issues that may arise due to the properties of a specific valve nonlinearity (for example, Chapter 5 develops additional constraints required for both stability and physical reasons for an MPC used specifically for stiction compensation). A first-principles model can be used to capture the process and valve dynamics in Eq. 4.1b, or an empirical model can be used. A first-principles model may be more accurate, but an empirical model may be beneficial because it may not require detailed information on the valve layer dynamics like the details of the friction force model or valve characteristic, and it may also be less stiff than a first-principles model (an example of this is demonstrated in Section 4.3.2), resulting in a lower computation time for the MPC for valve behavior compensation. If the model utilized within the MPC can capture the dominant process-valve dynamics to provide sufficiently accurate state predictions, it would be expected to be beneficial in compensating for stiction, even if it is not an exact model, due to the incorporation of state feedback.

4.2.1 MPC for Valve Behavior Compensation with Empirical Models

Utilizing a first-principles model in Eq. 4.1b is straightforward when it is available (for example, first-principles stiction models are reviewed in24). With regard to empirical models, several data-driven models for stiction exist in the literature (e.g., the Choudhury model,33 the Kano model,90 and the He model78) and these generally assume that the relationship between $u_a$ and the force applied to the valve is similar to that in Fig. 3.6, so they use an “if-then” type structure to mimic this (i.e., if the control signal has not changed enough to un-stick the valve, then the valve position does not change with a change in the control signal; if the control signal has changed enough to un-stick the valve, the valve takes a new position defined by the data-driven model). The models usually have only a few parameters that are identified through techniques that assume
a process model structure and an empirical valve model structure and then identify the parameters of both from process input/output data.\textsuperscript{88,137,149}

Several potential limitations of many of the prior stiction empirical modeling methods include:

1. They relate the valve position $x_v$ and the force on the valve determined by a controller

2. The models are specific to stiction

The first point above is a disadvantage given the complexities that may exist in the control loop architecture and the potential that the $u_a - x_v$ relationship is nonlinear. In such cases, utilizing an empirical stiction model would not eliminate the issue that some aspect of the relationship between $u_m$ and $u_a$ must still be modeled even when the empirical model is in place. For example, if flow control is utilized on the valve as in the example of Fig. 3.5, some knowledge of the relationship between the valve output flow rate set-point from the major loop controller and the force applied to the valve by the minor loop controller is required. If an equal percentage valve characteristic characterizes the $u_a - x_v$ relationship, the form of this model must be known. The second potential limitation of the stiction empirical modeling techniques is that they cannot capture dynamics like hysteresis or linear valve dynamics that are not observed in the response of a sticky valve to control signal changes. Therefore, for the MPC-based strategy for compensating for valve behavior in general, it is desirable to have an empirical valve layer model relating each $u_{m,i}$ and $u_{a,i}$ (rather than force to $x_{v,i}$) to avoid the need to \textit{a priori} know/develop a first-principles model for any part of the valve behavior, and to allow the $u_{m,i} - u_{a,i}$ relationship to be general for any type of valve behavior instead of for stiction only (the valve layer for valve $i$ is defined in this chapter to refer to all dynamics describing the relationship between $u_{m,i}$ and $u_{a,i}$). Motivated by these considerations, we propose empirical modeling of valve behavior for use in the MPC-based valve behavior compensation method using standard empirical model structures to relate each $u_{m,i}$ and $u_{a,i}$, $i = 1, \ldots, m$, but inspired by the “if-then” structure of empirical stiction models, we allow for branched (“if-then”) model structures based on an understanding of the physics of the valve layer.

For example, consider that we want to develop an empirical model for the relationship between
each $u_{a,i}$ and $u_{m,i}$ when each $u_{m,i}$ is a valve output flow rate set-point from an MPC which is transmitted to a valve layer containing a sticky valve with a linear valve characteristic under flow control. We assume that $u_{m,i}, i = 1, \ldots, m$, is held constant for a time period $\Delta$ during which the minor loop linear controller repeatedly computes new values of the pressure applied to the valve stem to drive $u_{a,i}$ to $u_{m,i}$. To identify an empirical model between $u_{m,i}$ and $u_{a,i}$, it is necessary to first gather valve layer input-output $(u_{m,i} - u_{a,i})$ data and to have some intuition regarding how the linear controllers and sticky valves in the valve layer affect the shape of the valve layer input-output data trends so that a proper empirical model structure can be chosen. For example, if the valve output flow rate set-point change direction reverses (e.g., the set-points $u_{m,i}$ were previously increasing but the next set-point is lower than the previous one), the valve may stick throughout some or all of the time period $\Delta$ during which $u_{m,i}$ is constant, depending on whether the pressure applied to the valve changes enough throughout $\Delta$ to overcome the force required to move the valve. Not only does the direction of the set-point change affect whether the valve remains stuck throughout a sampling period, but the magnitude of the set-point change also affects the speed with which the valve overcomes deadband/stickband due to the dynamics of the minor loop controller. Because typical linear controller designs are based on the error between the set-point and the actual value of a process variable, the minor loop controller in the valve layer will calculate larger control actions when the valve output flow rate set-point changes significantly (because this creates a large error between $u_{m,i}$ and $u_{a,i}$), and such larger control actions (pressures) are more likely to overcome the deadband/stickband within the time period $\Delta$. Therefore, it is more likely that the valve will move if the controller is aggressively tuned or if the set-point change is large and the error between $u_{m,i}$ and $u_{a,i}$ affects the controller output.

Based on the above discussion, different types of valve output responses are expected to be observed depending on the set-point change magnitude and direction. Thus, it is reasonable to postulate that an empirical valve layer model for our example sticky valve with flow control will be defined in a piecewise fashion, with the set-point changes dictating which equation is chosen to describe the valve layer input-output relationship. Also, the minor loop controller
may cause some of the parameters in the empirical model to depend on the magnitude of the set-point change (an example of this is shown in Section 4.3.2). Saturation of the valve (e.g., the pressure from the pneumatic actuation dropping to zero so that the valve can no longer move in the direction of decreasing pressure) can also define branches of the valve output response. Therefore, the procedure proposed for empirical modeling of the feedback loop for the sticky valve under consideration is as follows:

1. Collect valve layer input-output data (i.e., data relating \( u_{a,i} \) and \( u_{m,i} \), \( i = 1, \ldots, m \)), ensuring that data gathered represents all aspects of the valve layer response that should have separate equations (branches) within the piecewise model structure (e.g., sticking and slipping).

2. For each aspect of the response that requires its own model structure, select an appropriate structure based on the valve layer input-output data trends and determine what activates the different branches of the response (e.g., set-point change direction reversals).

3. Identify the parameters for the different branches of the model.

4. Develop models for any parameters that can be seen from the valve layer input-output data to be dependent on the valve layer inputs (e.g., parameters that depend on the magnitude of the valve output flow rate set-point change).

5. Validate the final piecewise-defined model.

It will be shown in Section 4.3.2 that Step 2 in the procedure above may be able to be performed with standard empirical model structures in the chemical process industries, such as second-order or first-order-plus-dead time models. Furthermore, the five steps above are general such that they are not restricted to the valve layer with a sticky valve under flow control above but can be examined for extension to other control loop architectures and valve behavior that characterize the valve layer. Furthermore, the goal of valve layer empirical modeling in this section is to develop models of valve dynamics that are flexible by not assuming \textit{a priori} that a specific valve behavior is present in the loop, and that also are intended for use in place of a first-principles model in the
MPC-based valve behavior compensation methodology of Eq. 4.1. Because MPC is a feedback control technique, it possesses a degree of robustness to plant-model mismatch and therefore an approximate empirical model of valve behavior with a standard empirical model form may in many cases be sufficient for predicting the valve response in the MPC to compensate for valve behavior.

The following equation denotes the empirical model for use in the MPC-based valve behavior compensation method:

\[
\dot{y}(t) = f_y(y, u_m)
\]  

(4.2)

where \(y(t)\) is the predicted value of \(u_a\) from the empirical model at time \(t\) and has dynamics characterized by the vector function \(f_y\). Using this notation, the MPC-based valve behavior compensation method of Eq. 4.1 (with an empirical valve layer model and general stage cost function \(L_e\)) becomes:

\[
\begin{align*}
\min_{u_m(t) \in S(\Delta)} & \quad \int_{t_k}^{t_k+N} L_e(\tilde{x}(\tau), y(\tau), u_m(\tau)) d\tau \\
\text{s.t.} & \quad \dot{\tilde{x}}(t) = f(\tilde{x}(t), y(t), 0) \\
& \quad \dot{y}(t) = f_y(y, u_m) \\
& \quad \tilde{x}(t_k) = x(t_k) \\
& \quad y(t_k) = u_a(t_k) \\
& \quad \tilde{x} \in X, \forall t \in [t_k, t_k+N) \\
& \quad y \in U, \forall t \in [t_k, t_k+N) \\
& \quad u_m(t) \in U_m, \forall t \in [t_k, t_k+N)
\end{align*}
\]  

(4.3a-4.3h)

where the notation follows that in Eq. 3.11. The initial condition for the nominal first-principles model of the process states (Eq. 4.3b) is a measurement of the state \(x\) at \(t_k\) (Eq. 4.3d), while the empirical model (Eq. 4.3c) is initialized from a measurement of the valve output (Eq. 4.3e). The set-points \(u_m\), the state predictions \(\tilde{x}\), and the predictions of the valve output \(y\) are bounded (Eqs. 4.3f-4.3h).
Remark 4.1. Prior works that have looked at MPC with a general objective function with empirical models have focused on empirical models of the nonlinear process (rather than valves) and have indicated that significant computation time reductions may result from using empirical as opposed to first-principles models in MPC. We will demonstrate in Section 4.3.2 that empirically modeling the valve layer can result in computation time reduction even if the process is modeled with a first-principles model because it can make the process-valve combination model less stiff. Empirically modeling both the process and valve dynamics could be examined as well; however, there may arise cases in which it may not be possible to easily capture the process and valve dynamics in the same model (i.e., developing an empirical model between $u_m$ and $x$ only). To see why difficulty may arise, consider a process with multiple inputs, all of which are adjusted by sticky valves. Because the valves are sticky, each change in $u_{m,i}$ will either cause $u_{a,i}$ to change appreciably (which will cause $x$ to respond to the change in $u_{m,i}$), or it will not cause $u_{a,i}$ to change appreciably (which will cause $x$ to continue behaving after the change in $u_{m,i}$ as if $u_{m,i}$ had not changed). Due to the coupling of the dynamics of the states of a process-valve system, the combination of $u_{a,i}$’s affects the process dynamics, so a branched empirical model describing the $u_m - x$ relationship may need to include different branches for every combination of sticking and slipping for all valves, which may lead to a difficult identification task. A solution if this is found to be an issue would be to empirically model each $u_{a,i} - u_{m,i}$ relationship for each valve as well as the $u_a - x$ relationship for the process. Such a modeling strategy may also be beneficial from a valve maintenance perspective because it permits monitoring of how closely $u_{a,i}$ matches $u_{m,i}$ for each valve, allowing valve maintenance to be performed first on those valves for which $u_{a,i}$ tracks $u_{m,i}$ the least.

Remark 4.2. One could examine whether the MPC-based valve behavior compensation method, particularly with an empirical valve layer model, could be utilized for compensating for dynamic effects (e.g., slower movement of a valve or lack of movement) related to physical valve issues like oversizing, undersizing, corrosion, leaks through the valve packing, or diaphragm faults that can affect valve performance.
Remark 4.3. An appropriate empirical model structure for the valve layer input-output data must be selected. Many model identification techniques for obtaining linear and nonlinear empirical models exist that can be evaluated for their suitability for modeling a given valve layer input-output trend, which fall in the categories of state-space and input-output models (see, for example, 22, 102, 123, 145).

Remark 4.4. It is possible to consider automation of the model identification procedure in this section to allow it to be carried out on-line, providing a consistently available model of the valve behavior that can be used not only to obtain reasonable state predictions of the valve layer within the MPC throughout time, but also to help detect changes in the valve behavior over time and therefore to help set valve maintenance schedules. There will need to be logic integrated within such an automated procedure that analyzes the $u_{a,i} - u_{m,i}$ data based on an understanding of the physics of the valve layer (e.g., for the valve layer comprised of a sticky valve with a linear valve characteristic under flow control used as the motivation for Steps 1-5 of the proposed empirical modeling procedure in this section, Step 1 of the empirical modeling procedure could be automated by having a computer check whether there are any regions of the $u_{a,i} - u_{m,i}$ data where $u_{m,i}$ changed but $u_{a,i}$ did not move immediately, and if so, have the computer perform step-tests including changes in $u_{m,i}$ in one direction and also in the reverse direction to ensure that data from the valve sticking and from it slipping is gathered).

4.3 MPC-Based Valve Behavior Compensation Methods: Process Examples

This section demonstrates the MPC-based valve nonlinearity compensation method through applications to systems where a valve experiences stiction. The compensation method is demonstrated with a first-principles stiction model via the level control example described in Section 3.3.2.1 and with an empirical stiction model via the ethylene oxidation example described in Section 3.3.2.2.
4.3.1 Level Control Example with a Sticky Valve: MPC with a First-Principles Valve Layer Model

For the level control problem, we develop an MPC for stiction compensation as follows:

\[
\begin{align*}
\min_{u_m(t) \in S(\Delta)} & \quad \int_{t_k}^{t_{k+N}} Q(h_{sp} - \bar{h})^2 + R(u_{a,sp} - \bar{u}_a)^2 d\tau \\
\text{s.t.} & \quad \dot{\bar{q}}(t) = f_q(\bar{q}(t), u_m(t), 0) \\
& \quad \bar{q}(t_k) = q(t_k) \\
& \quad 0 \leq \bar{u}_a(t) \leq 0.006, \forall t \in [t_k, t_{k+N}) \\
& \quad 0 \leq u_m(t) \leq 0.006, \forall t \in [t_k, t_{k+N}) \\
& \quad \bar{P} \geq 0, \forall t \in [t_k, t_{k+N})
\end{align*}
\]

(4.4a)

(4.4b)

(4.4c)

(4.4d)

(4.4e)

(4.4f)

where \( u_{a,sp} = 0.00373 \ m^3/s \), \( h_{sp} = 0.20 \ m \), \( Q = 0.00001 \), and \( R = 1 \). For physical reasons (described in more detail in Chapter 5), the predicted pressure \( \bar{P} \) from the pneumatic actuation is restricted to take non-negative values in Eq. 4.4f. The process-valve state vector \( q^T = [h \ x_v \ v_v \ z_f] \) is modeled for the open-loop valve using Eqs. 3.23 and 3.27-3.32. The process-valve system was initiated at \( q_I \). The level was controlled by the MPC of Eq. 4.4 for 150 s with \( \Delta = 1 \ s \) and \( N = 50 \). An integration step of \( 10^{-5} \ s \) was used within the MPC to integrate Eq. 4.4b, with an integration step of \( 10^{-6} \ s \) used outside of the MPC to simulate the process. The constraints in Eqs. 4.4d and 4.4f were enforced once every sampling period. The objective function derivatives required by the optimization solver Ipopt were calculated using a centered finite difference, and the Ipopt limited-memory Hessian approximation option was used, so that the non-differentiability in Eq. 3.30 did not prevent a solution to the optimization problem from being obtained. The results are shown in Fig. 3.4 (designated by C because the valve dynamics are compensated) and are plotted every 1000 integration steps. They indicate that the MPC including the valve dynamics drove the level toward its set-point, in contrast to the MPC that did not include the actuator dynamics from Section 3.3.2.1 (designated by U in this figure). The reason for this is that the MPC of Eq. 4.4
incorporates the full process-valve model, and thus computes an input trajectory that accounts for the manner in which the forces on the valve will balance under the control actions calculated by the MPC.

Though the MPC was able to drive the level toward its set-point (a significant improvement with regard to set-point tracking of the level compared to the case that the valve dynamics were not accounted for within the MPC), the fact that the valve is operated without flow control reduces the flexibility of the MPC to be able to maintain the level at the set-point for all times after it first approaches the set-point in Fig. 3.4. Specifically, each time that the MPC sets \( u_m \), the pressure applied to the valve changes according to the relationship of Eq. 3.32 since the valve is operated without flow control. However, because the MPC implements piecewise-constant control actions that are held for a sampling period, the pressure that is applied to the valve (a function of \( u_m \) calculated by the MPC) is held constant throughout a sampling period. The length of the sampling period in this example is long compared to the dynamics of the valve, such that the dynamics of the valve under a constant applied pressure dictate the final position of the valve at the end of a sampling period. The result is that the MPC is not able to find a value of \( u_m \) that will drive the valve, subject to its dynamics during the sampling period that the pressure is held constant and the MPC cannot intervene, exactly to the valve position corresponding to the steady-state flow rate through the valve at which the level set-point is achieved. Instead, the MPC must continuously calculate new values of \( u_m \) that allow the valve to stick and slip in ways that the MPC finds will minimize the tracking objective function and therefore keep the value of \( h \) in a region around the set-point over time. Based on this analysis, potential ways of improving the set-point tracking of the level include decreasing the MPC sampling period until it is on a timescale comparable to the timescale of the valve dynamics, increasing the prediction horizon to give the MPC greater foresight to potentially allow it to determine a sequence of values of \( u_m \) that can drive the value of \( u_a \) to its set-point, or adding flow control to the valve and then including the dynamics of both the valve and the flow controller in the MPC as it calculates set-points \( u_m \) for the flow controller.

**Remark 4.5.** Fig. 3.4 demonstrates the effects of not accounting for the behavior of the valve...
of Eqs. 3.27-3.32 within an MPC (no significant change of the level for certain changes in the valve output flow rate set-point \( u_m \)) and the improvement that can be obtained when the dynamics are accounted for. However, other types of valve behavior that are not exhibited by the valve of Eqs. 3.27-3.32 can result in different types of negative effects when the valve behavior is not included within the MPC model for making state predictions. For example, consider a valve without stiction but with the following equal percentage valve characteristic:

\[
u_a = u_{a, \text{max}} e^{\ln(0.03)x_v/x_{v, \text{max}}} \tag{4.5}
\]

developed for the case that the valve stem is fully retracted when the valve is fully open and is fully extended when the valve is fully closed. Assume that the valve can be manipulated in such a manner that the valve position is an explicit function of \( u_m \) given by Eq. 3.31 (i.e., \( x_v = x_{v, \text{max}} - \frac{u_m}{u_{a, \text{max}}}x_{v, \text{max}} \)) though this linear relationship does not reflect the nonlinear \( x_v - u_a \) relationship of Eq. 4.5. If an MPC is used to control the process but is not aware of the mismatch between the valve behavior of Eq. 4.5 and the linear \( u_m - x_v \) relationship that sets the valve position (a similar concept to the mismatch between Eq. 3.32 and the actual \( u_m - P \) relationship for the sticky valve of Eqs. 3.27-3.31), permanent offset of the level from its set-point can result due to the plant-model mismatch. For example, consider again the set-point change from an initial level of 0.15 m, corresponding to a steady-state flow rate of 0.00323 m\(^3\)/s, to the set-point \( h_{sp} = 0.20 \) m corresponding to \( u_{a, sp} = 0.00373 \) m\(^3\)/s. The steady-state flow rate for a level of 0.15 m corresponds to a fraction \( F_{I,A} = 0.5379 \) of the maximum flow rate of 0.006 m\(^3\)/s through the valve as shown in Fig. 4.1. For the equal percentage valve of Eq. 4.5, the valve position associated with the flow rate \( u_{a, sp} \) is a fraction \( X_{I,A} = 0.1768 \) of its maximum. When the set-point of the level is changed to 0.2 m, the flow rate out of the valve should increase to achieve this (ideally it should reach the fraction of the maximum flow rate \( F_D = 0.62113 \) shown Fig. 4.1). For the equal percentage valve of Eq. 4.5, this flow rate is achieved at a fraction of 0.1358 of the maximum stem position. The \( u_m - x_v \) relationship used to set the stem position based on \( x_v \), however, is linear, so when the
MPC requests that $u_m = u_{a,sp}$, the linear $u_m - x_v$ relationship moves the valve stem to a position corresponding to a fraction $X_{D,C} = 0.37887$ of the maximum stem position. However, when the fraction of the stem position for an equal percentage valve is 0.37887, the fraction of the maximum flow through the valve is $F_{D,A} = 0.2649$ (corresponding to a flow rate lower than the initial value instead of above it as desired). This example highlights that including valve behavior in MPC can be beneficial for many types of valve behavior. Also, the example valve in this section has a $u_m - u_a$ relationship of the form in Eq. 3.2 since $x_v$ in the linear $u_m - x_v$ relationship can be substituted in terms of $u_m$ in the $u_a - x_v$ relationship of Eq. 4.5.
4.3.2 Ethylene Oxidation Example with a Sticky Valve: MPC with an Empirical Valve Layer Model

In this section, we return to the ethylene oxidation example of Section 3.3.2.2 (with the parameters listed in Table 2.1) for the case that $u_{a,2} = 0.5$ and $u_{a,3} = 1.0$. We consider that the value of $u_{a,1}$ is adjusted by a pneumatic spring-diaphragm sliding-stem globe valve (because it is the only manipulated input considered for this process in the following example, we will drop the “1” in the subscript for this section and refer to the process input as “$u_a$”). This valve is under flow control and has the same design as the valve described in Section 3.3.2.1 (i.e., it is pneumatically actuated and pressure-to-close, with no pressure applied to the valve initially when it is in its fully open position, it has $x_v = 0 \text{ m}$ when the valve is fully open and $x_v = x_{v,\text{max}} = 0.1016 \text{ m}$ when the valve is fully closed with $u_a = 0$, and the valve layer dynamics are described by Eqs. 3.27-3.31 and 3.33-3.34) except that the time unit for all parameters and variables is denoted by a dimensionless unit $t_d$ instead of $s$ for consistency with the dimensionless units in Eq. 3.35 (i.e., all valve model parameter values in Table 3.1 apply for this valve except that each instance of the unit $s$ in that table is replaced with $t_d$ in this example) and the fully open valve position corresponds to $u_a = u_{a,\text{max}} = 0.7042$. The values of $\zeta_p$ and of the steady-state value of the pressure $P_s$ are re-set each time that $u_m$ changes ($\zeta_p$ is re-set to zero, and $P_s$ is set to the last applied pressure). The value of $u_m$ is changed by an EMPC every sampling period of length $\Delta = 0.2 \ t_d$.

The control objective is to maximize the yield of ethylene oxide utilizing an EMPC that accounts for the valve dynamics, where the yield is given by the following ratio of the amount of ethylene oxide produced from the reactor in a time period of length $t_f - t_0$ to the amount of ethylene fed to the reactor in that time:

$$Y(t_f) = \frac{\int_{t_0}^{t_f} u_a(\tau)x_3(\tau)x_4(\tau)d\tau}{\int_{t_0}^{t_f} 0.5u_a(\tau)d\tau}$$

(4.6)

We also consider that the valve output flow rate is constrained between the minimum flow through the valve (0) and the maximum flow (0.7042), and is also required to satisfy the following
restriction on the amount of ethylene that can be fed in a time period of length $t_f - t_0$:

$$\frac{1}{t_f - t_0} \int_{t_0}^{t_f} 0.5u_a(\tau) d\tau = 0.175$$  \hspace{1cm} (4.7)$$

This constraint requires that the amount of ethylene fed to the process in a time period of length $t_f - t_0$ must equal the amount that would be fed in that time period under steady-state operation. We seek to avoid fully closing the valve by requiring the MPC to keep the value of $u_m$ between 0.0704 and 0.7042.

To achieve the control objectives, we will utilize an MPC with an empirical model of the valve dynamics, and we will compare the computation time of that controller with the computation time of an MPC that includes a first-principles model of the valve dynamics. We develop the empirical model for the valve layer described in Eqs. 3.27-3.31 and 3.33-3.34 according to the steps outlined in Section 4.2.1. According to Step 1, we first gather $u_m - u_a$ data, and notice that when the set-points repeatedly change in the same direction, the valve responds rapidly to the set-point change, but when the set-point change direction reverses, there is a delay before the valve responds. Also, there is a greater delay for small set-point changes than for large set-point changes when the deadband is encountered due to the use of the PI controller in the valve layer. In addition, the valve layer input-output data indicates that when the valve output set-point is kept constant for multiple sampling periods, the valve output will not exhibit deadband if the next change in the set-point is in the same direction as the changes prior to the valve set-point remaining constant, but will exhibit deadband if the next change in the set-point is in the opposite direction to the last changes. The valve layer data also suggests that valve output flow rates above about 0.5164 are not achievable with the pressure available from the pneumatic actuation after the valve first begins to close because stiction alters the $u_a - P$ relationship (as will be discussed in Chapter 5) such that these flow rates would require negative pressures to be reached (i.e., since the valve is initialized with $u_a = 0.7042$, it can only close (it cannot reverse direction to open more) until $u_a \sim 0.5164$, and subsequently cannot reach flow rates above that value).
The above observations are used in Step 2 of the model identification procedure to postulate that the dynamics between $u_a$ and $u_m$ can be captured in a piecewise-defined model with two branches, one corresponding to the response of $u_a$ when the set-point changes in $u_m$ are repeatedly in the same direction (no deadband), and another corresponding to the response when the set-point changes switch direction (deadband), with a special consideration for the case that the set-point does not change between two sampling periods. The part of the model corresponding to the case when there is deadband before the valve moves should have different speeds of response of the valve for different set-point change magnitudes. The valve layer input-output data should be gathered while avoiding increasing the set-point $u_m$ above 0.5164 to avoid gathering data for flow rates where the pressure is saturated (the decision was made not to add branches to the empirical model to account for saturation of the actuation pressure due to the complexity that this adds to the empirical model, but to instead seek to avoid saturating the pressure during process operation by utilizing input rate of change constraints as in Chapter 2 in the MPC used to control the process).

Step 3 of the model identification procedure will now be carried out to identify the equations for the two branches of the proposed model. We first verify that such a piecewise-defined valve layer model is necessary by showing the results of attempting to identify a single model for the valve layer based on the valve layer input-output data. The valve layer input-output data was gathered by initializing the valve at its fully open position ($u_a = 0.7042$, $P_s = 0$ kg/m·$t_d^2$, $\zeta_P = 0$, $z_f = 0$ m, $x_v = 0$ m, $v_v = 0$ m/$t_d$) and integrating the first-principles valve layer model in Eqs. 3.27-3.31 and 3.33-3.34 with the Explicit Euler numerical integration method and an integration step of $h_I = 10^{-6} \cdot t_d$ for 19 step changes in the set-point (the set-point was first decreased from $u_m = 0.7042$ to 0.7, and was subsequently decreased to 0.15 in increments of 0.05, and then increased to 0.5 in increments of 0.05, with each set-point held for a sampling period). A subset of the $u_m - u_a$ data generated is shown in Fig. 4.2. Based on the data generated, the valve output response to a set-point change was postulated to be able to be described by a second-order linear dynamic model. The values of $u_m$ and $u_a$ were measured every $10^{-4}$ time units (every 100 integration steps; i.e., $\Delta_e = 10^{-4} \cdot t_d$ according to the notation in Section 3.2.1), and the following ARX model was fit to
the data by using a least-squares regression:

$$y(\tilde{t}_j) = 1.99212y(\tilde{t}_{j-1}) - 0.99219y(\tilde{t}_{j-2}) + 0.00035u_m(\tilde{t}_{j-1}) - 0.00027u_m(\tilde{t}_{j-2})$$  \hspace{1cm} (4.8)$$

where $y(\tilde{t}_j)$ refers to the predicted value of $u_a$ for the $j$-th measurement of the valve layer output data (i.e., at time $\tilde{t}_j$, where the notation follows that in Section 3.2.1). When the predictions $y$ are generated from this model and the input data, they overshoot the values of $u_a$, and there is poor agreement with $u_a$ when the valve velocity changes sign (deadband is reached), as shown in Fig. 4.2.

Though it was not possible to identify an adequate second-order model using the input-output data for the entire set of 19 set-point changes, it is possible to successfully identify a second-order
model if only the data corresponding to the set-point decreases between 0.6 and 0.15, for which no deadband occurs, are used to identify the model. In this case, the following model is obtained:

\[ y(\tilde{t}_j) = 1.96209y(\tilde{t}_{j-1}) - 0.96249y(\tilde{t}_{j-2}) + 0.00038u_{m}(\tilde{t}_{j-1}) + 0.00002u_{m}(\tilde{t}_{j-2}) \]  

(4.9)

When the decreasing set-points between 0.6 and 0.15 are used as inputs in Eq. 4.9, the predictions \( y \) of the valve output closely match the actual values, as shown in Fig. 4.3.

To complete Step 3 of the empirical modeling procedure, it is necessary to complement Eq. 4.9 with a model for the case that deadband is observed. Based on the valve layer input-output data in Fig. 4.2 corresponding to the deadband when \( u_m \) changes from 0.15 to 0.2, it is postulated that the response of the valve output to set-point change direction reversals can be modeled as a first-order
process with time delay. However, the values of the time constant $\tau$ and of the delay $\alpha$ in such a model are dependent on the magnitude of the set-point changes because the speed of the response of the valve layer to a set-point change in $u_m$ depends on the magnitude of the set-point change. Closed-loop simulations indicate that for a set-point change direction reversal, set-point changes less than approximately 0.02 are unable to cause the PI controller to overcome the deadband within a sampling period. To determine the dependence of the delay on the magnitude of the set-point change, in accordance with Step 4 of the model identification procedure, $u_m$ was decreased from 0.7042 to 0.15, and subsequently $u_m$ was increased by set-point changes of different magnitudes. The regression method in\textsuperscript{118} for the determination of the parameters of a first-order-plus-dead-time model was applied to the data generated for each set-point change. A plot of the resulting delays against the set-point changes with which they were associated was fit to the function $a/x$ using the MATLAB function lsqcurvefit, with $a = 0.0037$ providing the best fit. The values of $\tau$ associated with each delay were averaged to give $\tau = 0.0123$ for the first-order-plus-dead-time model. Thus, the first-order-plus-dead-time model is written in discrete-time form as:

$$y(\bar{t}_j) = \begin{cases} 
  y(\bar{t}_{j-1}), & \bar{t}_j - t_k < \alpha \\
  y(t_k) + \exp(-\Delta e/\tau)(y(\bar{t}_{j-1}) - y(t_k)) + K(1 - \exp(-\Delta e/\tau)) \times (u_m(t_k) - u_m(t_{k-1})), & \bar{t}_j - t_k \geq \alpha
\end{cases}$$

(4.10)

where

$$\alpha = \begin{cases} 
  \Delta e, & |u_m(t_k) - u_m(t_{k-1})| < 0.02 \\
  a/|u_m(t_k) - u_m(t_{k-1})|, & |u_m(t_k) - u_m(t_{k-1})| \geq 0.02
\end{cases}$$

(4.11)

In Eqs. 4.10-4.11, $k$ is the value of $k$ that brings $t_k$ closest to $\bar{t}_j$ ($t_k \leq \bar{t}_j$), and $K = 1$. Incorporating the above considerations, the following discrete-time empirical valve layer model was devised and validated to perform well for a number of valve layer input-output data points, completing Step 5 of the model identification procedure:

1. If the set-point has not changed between $t_k$ and $t_{k-1}$ and also did not change between $t_{k-1}$ and $t_{k-2}$, set $y(\bar{t}_j) = y(t_k)$ for all $\bar{t}_j \in [t_k, t_{k+1})$. 

2. If two set-point changes are changing in the same direction, or if the set-point has been constant for some time but has now changed in the same direction that it was changing prior to becoming constant, use the model of Eq. 4.9.

3. If two set-point changes are in opposite directions, or if the set-point has been constant for some time but has now changed in the opposite direction to that in which it was changing prior to becoming constant, use the model of Eqs. 4.10-4.11.

The MPC-based stiction compensation strategy incorporating the empirical model described above is as follows:

\[
\begin{align*}
\min_{u_m(t) \in S(\Delta)} & \quad \int_{t_k}^{t_{k+N_k}} \left( -y(\tau) \tilde{x}_3(\tau) \tilde{x}_4(\tau) \right) d\tau \\
\text{s.t.} & \quad \dot{x}(t) = f(x(t), y(t), 0) \\
& \quad \dot{y}(t) = f_y(y, u_m) \\
& \quad \tilde{x}(t_k) = x(t_k) \\
& \quad y(\tilde{t}_0) = u_a(t_0) \\
& \quad 0.0704 \leq u_m(t) \leq 0.7042, \forall t \in [t_k, t_{k+N_k}] \\
& \quad 0 \leq y(t) \leq 0.7042, \forall t \in [t_k, t_{k+N_k}] \\
& \quad |u_m(t_k) - u_m^*(t_{k-1}|t_{k-1})| \leq 0.1 \\
& \quad |u_m(t_j) - u_m(t_{j-1})| \leq 0.1, j = k + 1, ..., k + N - 1 \\
& \quad \int_{t_k}^{t_{k+N_k}} y(\tau) d\tau + \int_{(p-1)t_p}^{t_{k+N_k}} u^*_a(\tau) d\tau = 0.175t_p/C_e 
\end{align*}
\]

where the notation follows that in Eqs. 3.11 and 4.3. The notation \(u_m^*(t_{k-1}|t_{k-1})\) signifies the value of \(u_m\) that was determined to be optimal at the prior sampling time and was applied to the process for the sampling period between \(t_{k-1}\) and \(t_k\). Minimization of the objective function in Eq. 4.12a maximizes the yield of ethylene oxide when the amount of reactant fed to the process over the \(p-th\) operating period of length \(t_p = 1\) meets the constraint in Eq. 4.12j (the notation \(u^*_a(t)\) signifies a value of \(u_a\) that was applied to the process at a past time \(t\)). Enforcing the constraint
of Eq. 4.12j ensures that Eq. 4.7 is satisfied by the final time $t_f$ of operation. Two operating periods were simulated under this EMPC; though a longer simulation may reduce the effects from the transient on the results, the two operating periods simulated are sufficient for demonstrating that an empirical model of the valve dynamics can readily be used in place of a first-principles model in the MPC for valve behavior compensation. A shrinking prediction horizon $N_k$ was used in each operating period with an initial length of 5 at the beginning of each operating period. At each subsequent sampling time, the prediction horizon was decreased by 1. The process model of Eq. 4.12b (the ethylene oxide process model from Section 3.3.2.2 with a single input as noted above) is integrated using the Explicit Euler numerical integration method with an integration step size of $h_{emp} = 10^{-4} t_d$ for making state predictions. Eq. 4.12c signifies that the predictions $y$ of $u_a$ in the EMPC come from the empirical model developed in this section, which evolves in time every $\Delta_e = h_{emp}$. Though the empirical model developed in this section is a discrete-time model as opposed to a continuous-time model, both the discretized (with Explicit Euler) process dynamic model and the empirical valve dynamics model evolve every $10^{-4} t_d$ when state predictions are made within the EMPC, and therefore, the discrete-time nature of the empirical model poses no issues for combining it with the continuous-time process model for making state predictions. In the simulations, the value of $y$ was not updated with a state measurement of $u_a$ at each sampling time but instead evolved in an open-loop fashion (the notation in Eq. 4.12e signifies that the initial data required for simulating the valve layer based on the empirical model (i.e., $y(\tilde{t}_0)$ and $y(\tilde{t}_{-1})$) are known and used to integrate the empirical model for all times without feedback of $u_a$). The state constraint in Eq. 4.12g was enforced every integration step. The input rate of change constraints in Eqs. 4.12h-4.12i are added to reduce the likelihood that the EMPC will request (unreachable) flow rates that would cause the pressure from the pneumatic actuation to become saturated at zero. The optimization problems were solved using the open-source interior-point optimization solver Ipopt\textsuperscript{148} with a tolerance of $10^{-10}$.

Fig. 4.4 shows the trajectories of $u_a$, $u_m$, and $y$ initiated from $[x_1 \ x_2 \ x_3 \ x_4 \ x_v \ v_y \ z_f \ \xi \ \rho] = [0.997 \ 1.264 \ 0.209 \ 1.004 \ 0.051 \ m \ 2.000 \times 10^{-6} \ m/t_d \ 1.426 \times 10^{-5} \ m \ 0]$ resulting from the use
Figure 4.4: Comparison of valve layer set-point ($u_m$), valve layer output ($u_a$), and prediction of the valve layer output ($y$) under the EMPC using an empirical valve layer model ($y$ almost overlays $u_a$).

of the empirical EMPC. The empirical model was successfully able to capture the behavior of $u_a$, and the EMPC calculated set-points that the valve layer could track. Fig. 4.5 shows the pressure applied to the valve throughout this closed-loop simulation, which never saturated at zero with the help of the input rate of change constraints. Fig. 4.6 shows the closed-loop process states under the empirical EMPC.

In addition to calculating reachable set-points and preventing pressure saturation in the two operating periods simulated, the MPC-based valve behavior compensation strategy with an empirical model was also able to ensure that the integral material constraint was not significantly violated. In the first operating period, the empirical EMPC used only 0.02% less material than required by the material constraint, and in the second operating period only 0.05% less.
Figure 4.5: Pressure applied to the valve when the EMPC using an empirical valve layer model is used.
Figure 4.6: Closed-loop process states under the EMPC using an empirical valve layer model.
A comparison of a simulation of the form of Eq. 4.12 but with the first-principles valve layer model of Eqs. 3.27-3.31 and 3.33-3.34 in place of the empirical model of Eqs. 4.9-4.11 was formulated, in which the first-principles model for both the valve and process was simulated with an integration step of $10^{-5} t_d$ within the MPC, and state feedback of the process-valve states was obtained at each sampling time. The integration step size is smaller than for the simulation with the empirical EMPC because the first-principles model of Eqs. 3.27-3.31 and 3.33-3.34 cannot be integrated with a step size of $10^{-4} t_d$ using Explicit Euler due to numerical stability issues. The constraint of Eq. 4.12g was enforced on $u_d$ every 10 integration steps so that it was enforced every $10^{-4} t_d$ as for the empirical EMPC. The finite difference approximation used for the gradients of the objective function and constraints used a perturbation one order of magnitude smaller than in the empirical EMPC. The resulting simulation of two operating periods took approximately three times longer to solve than the EMPC of Eq. 4.12 with the empirical valve layer model where the integration step within the MPC was $10^{-4} t_d$. Though the difference in computation time depends on a large number of factors such as the code used and the integration step size, it is significant that the empirical model is less stiff than the first-principles model.

### 4.4 Perspectives on Valve Nonlinearity Compensation

A conclusion of the results in this chapter and Chapter 3 is that an MPC design that utilizes models of both the process and valve behavior for making state predictions provides a systematic method for driving an output to its set-point that can account for multivariable interactions in a process-valve dynamic system and constraints such as valve output and actuation magnitude (e.g., actuator pressure) saturation that can lead to undesirable closed-loop behavior. This method is not restricted to linear plant dynamics, and it does not require tuning of compensator-specific parameters that are not clearly tied to the process output responses as do some of the stiction compensation methods discussed in Chapter 3 such as flow control, the integral term modification method, and knocker-type methods. The significant benefits of an MPC including valve dynamics...
for improving the issues commonly observed due to valve behavior indicate that it may be
beneficial for industry to consider wider use of MPC due to analysis not only of whether the
chemical process itself would benefit from being controlled by an MPC (which is the typical
analysis performed), but also of whether it might provide better valve behavior compensation in
the long run (undesirable behavior like valve stiction can develop over time) that may reduce
efficiency and profit in the long-term and therefore may make MPC a more attractive option than
classical regulatory control designs. Thus, more analysis of the impact of actuator dynamics at the
initial design phase may allow for better controller designs to be chosen that can handle changes
in the actuator dynamics that often plague processes at a later phase and are much more difficult
to handle when non-model-based control strategies are attempted to be used to handle nonlinear
valve behavior.

Though the MPC-based valve nonlinearity compensation method was shown in the process
eamples in this chapter to be beneficial at compensating for the valve behavior, it was also shown
that it has limitations in handling valve nonlinearities. For example, in Section 4.3.1, it was noted
that a valve without flow control under MPC accounting for valve stiction may not be able to keep
a process output at its set-point for all times when the MPC sampling period is long compared to
the timescale of the valve dynamics such that the MPC is not able to regularly adjust the force
applied by the valve actuation throughout a sampling period. An alternative to this is to use a
flow controller for the valve or a small sampling period for the MPC to allow the force from the
valve actuation to be adjusted frequently as the valve position changes according to its dynamics
to try to drive it to the position corresponding to the valve output set-point. However, this may
cause significant variations in the valve actuation during the time that the valve position is being
adjusted, which may increase actuator wear. This indicates that an MPC-based valve behavior
compensation method must seek to balance actuator wear and set-point offset for certain control
architectures and valve nonlinearities through appropriate constraints and design of parameters
such as the sampling period. Another conclusion of this chapter and Chapter 3 is that because
the effects observed in control loops due to valve behavior are closed-loop effects, changing the
control design of a system may result in different process output responses in a control loop in which valve dynamics cannot be neglected. This is important to consider as controllers at a plant are re-tuned or as upgrades are made to the control design.

Finally, the closed-loop perspective on valve behavior developed in this chapter and Chapter 3 can impact the stiction detection and quantification literature. It gives greater insight into the benefits and limitations of the detection/quantification methods for stiction in the literature, which are reviewed in\(^\text{24}\) and include shape-based methods and model identification-based methods. Many of the shape-based methods (e.g.,\(\text{32, 82, 132, 136}\)) assume that a specific pattern exists in the data from the measured outputs of the system (process outputs or valve outputs), often in relation to the controller outputs. It has been highlighted that the process and controller dynamics will affect the patterns and thus may reduce the effectiveness of shape-based methods (e.g.,\(\text{78}\) notes that the stiction detection method in\(\text{82}\) may give different results depending on the controller tuning, and\(\text{32}\) and\(\text{89}\) also note that the pattern-based methods are not always effective because patterns depend on the controller, process, and valve dynamics). Chapter 3 gives a general mathematical framework for analyzing the difficulties noted with pattern-based methods through a process-valve dynamic model. It also gives greater insight into the conditions under which the assumption that oscillations are occurring in a process output due to stiction, made in multiple pattern-based stiction detection/quantification works, may not hold (e.g., when the controller, process, and valve dynamics produce the uncompensated case in Fig. 3.4). Multiple model identification-based stiction detection/quantification methods (see, for example,\(\text{89, 137}\)) assume that the process can be described by a linear model, which may be a limiting assumption especially as the requirement of steady-state operation is being challenged by the recent developments in EMPC. The primary goal of stiction detection methods is to identify problematic valve behavior so that maintenance can be performed on a valve, and quantification methods are intended to be used to prioritize valve maintenance based on which valves are most sticky. The empirical modeling strategy in this chapter could be considered as a valve behavior detection/quantification strategy that is not limited to stiction. The \(u_{m,i} - u_{a,i}\) relationship could be developed for every valve if \(u_{m,i} - u_{a,i}\).
The difference between $u_{m,i}$ and $u_{a,i}$ could then be tracked over time, and when it becomes significant, the valve could be flagged for maintenance. The valves for which $u_{a,i}$ deviates most significantly from $u_{m,i}$ could be given priority in the maintenance schedule. Though measurements of flow through a valve ($u_{a,i}$) are not always available in industrial applications when the control loop is not a flow control loop, this analysis indicates that new instrumentation to provide measurements of process variables such as flow (when it is not already measured) may be beneficial long-term for detecting and compensating for valve behavior by allowing empirical models to be developed for a process-valve system when it may be difficult to obtain a process-valve model without the flow measurement (Remark 4.1).

A final observation is that many contributions to the stiction literature have focused on stiction as the nonlinearity in the process-valve system (i.e., many works examine linear processes and linear controllers); the results of this chapter and Chapter 3 indicate that nonlinear processes, especially with multiple inputs all affected by nonlinear valve behavior, may be particularly interesting to consider in future works on stiction detection, quantification, and compensation, due to the multivariable interactions of the process-valve states, which may, as noted above, best be handled with multiple-input/multiple-output nonlinear control designs.

4.5 Conclusions

This chapter demonstrated that an MPC design incorporating a dynamic model (first-principles or empirical) of the full process-valve system is able to systematically address the root cause of negative effects (nonlinear, multivariable interactions between the states of a process-valve dynamic model) in control loops with valve behavior that cannot be neglected (both for sticky valves and for valves exhibiting other behavior). This analysis indicates that consideration of valve behavior at the control design phase may warrant greater use of MPC in industry. A level control example and a continuous stirred tank reactor were used to demonstrate the MPC-based valve nonlinearity compensation strategy.
Chapter 5

Valve Nonlinearity Compensation via Model Predictive Control for Nonlinear Processes: Theoretical Considerations and Actuation Magnitude Constraints for Compensating for Valve Stiction

5.1 Introduction

Chapter 4 developed an MPC framework for compensating for valve nonlinearities and demonstrated its applicability through two chemical process examples focused on stiction. The discussion of the examples in Sections 4.3.1-4.3.2 indicated that stiction may change the $u_a$-$P$ relationship for a sticky valve and could cause the values of $u_a$ requested to not be physically realizable with the given actuation energy (e.g., no non-negative values of the pressure may be capable of driving $u_a$ to its set-point value from the MPC in certain circumstances). This issue deserves further discussion, which will be a goal of this chapter. Furthermore, this chapter
proposes systematic methods for accounting for such issues. Building from the developments in Chapter 2, this chapter examines the conditions under which feasibility and closed-loop stability of a nonlinear process under the MPC for valve nonlinearity compensation are guaranteed when the MPC is augmented with constraints designed for the specific case of stiction compensation (e.g., actuator magnitude and input rate of change constraints with a process-valve dynamic model for a sticky valve). This chapter concludes with a chemical process example that motivates the need for actuation magnitude constraints, particularly in EMPC in which extreme values of the valve output flow rate may be requested by the MPC since the process is not necessarily operated at steady-state. The example demonstrates the benefits of including the actuation magnitude constraints in EMPC when a sticky valve is in the control loop. This chapter thus provides an indication of how the MPC-based valve nonlinearity compensation method of the prior chapter can be modified through changes in the constraints as desired to handle issues arising in the control loop specific to a certain valve nonlinearity, indicating the flexibility of the overall approach in Chapter 4. Because this chapter focuses on stiction compensation, the remainder of this introduction provides background on the stiction valve nonlinearity.

Valve stiction is a phenomenon caused by friction between valve components and refers to the tendency of a valve not to move upon the change of the control signal sent to the valve until the control signal exceeds a certain threshold, at which time there may be a sudden movement of the valve components causing the valve output (i.e., process manipulated input) to change quickly. The percentage of the available range of valve outputs traversed when the valve output changes quickly quantifies the phenomenon of slip-jump. When the valve is moving (in the moving phase), the valve output typically is linearly related to the valve input until the changes in the valve input change sign (i.e., the valve input begins to decrease when it was previously increasing, or vice versa), at which point the valve begins to stick again. Because stiction has been characterized in various ways by different authors, the authors of\textsuperscript{33} compile some of the stiction definitions, ending with the definition determined by the authors based on observations of plant data, which classifies stiction as a friction effect that manifests itself through a sudden change in the valve output in
response to a changing input signal. Specifically, the authors of $^{33}$ define four major regimes in the dynamic response of the control valve output to changes in the input to the valve determined by the controller: deadband, stickband, slip-jump, and the moving phase. In the absence of slip-jump, only deadband (the percentage of the available range of the input signals to the valve throughout which the valve output does not change in the absence of slip-jump) and the moving phase exist. When a valve experiences slip-jump, the valve remains stuck throughout the deadband and also throughout a percentage of the available range of inputs beyond the deadband (called the stickband) until it slips from the value at which it was stuck to a value in the moving phase.

Stiction has posed a significant issue in chemical process control throughout the last several decades. Reports from the 1990s indicated that stiction negatively affected control loop performance at the time, $^{72,91}$ and a report from Honeywell indicated that when studying 26,000 proportional-integral-derivative (PID) controllers, the performance of about one third was classified in the lowest of the classification categories (“poor” and “fair”), with valve issues, including stiction, causing about one third of these low classifications. $^{46}$ More recently, $^{29}$ cited stiction as a contributor to plantwide oscillations and included plant data from the Mitsubishi Chemical Corporation for a plant where stiction contributed to plantwide oscillations. In addition, in $^{30}$ the proposed stiction detection and quantification method is performed on industrial data for plants with sticky valves, demonstrating that the problem of valve stiction remains a challenging one. As a result, a significant level of research has been performed throughout the years in an attempt to more accurately model, detect, quantify, and combat stiction (see the review paper $^{24}$ for a general overview of stiction modeling, detection, quantification, and compensation).

The physical cause of stiction in control valves is best explained using a specific valve type for clarity of presentation, but the same basic principles will hold for other valve types as well. For example, a pneumatic spring-diaphragm sliding-stem globe valve has a valve stem that, in response to a pressure applied to a diaphragm, moves to adjust the valve output. In a valve with stiction, the valve output may not approach the value requested due to friction forces between the valve stem and the packing that can prevent the valve stem from moving to the required position.
until the pressure applied to the valve diaphragm is large enough to overcome the breakaway force for the packing-stem contact. The cause of friction between the valve stem and the packing is that the materials from which the stem and packing are made are rough at a microscopic level, with protrusions called asperities. The interactions of the asperities on the two surfaces result in friction forces.\(^\text{18}\) The friction phenomenon is often described using static, Coulomb, and viscous friction, as well as the Stribeck effect. However, there are a number of other phenomena that result from friction, including rising static friction, presliding displacement (micro-slip), frictional memory in sliding, stick-slip,\(^\text{18}\) hysteresis with nonlocal memory during presliding,\(^\text{140}\) velocity weakening, the lift-up effect,\(^\text{1}\) and asymmetric stiction.\(^\text{151}\)

Friction models have been developed throughout the years that model these friction effects to varying degrees. For example, the Classical\(^\text{72,120}\) model only accounts for the Coulomb and viscous forces and the Stribeck effect in the sliding regime, representing any presliding dynamics with a static friction force. As models were developed throughout time, such as the Dahl,\(^\text{41,119}\) LuGre,\(^\text{26}\) Leuven,\(^\text{95,140}\) Elasto-Plastic,\(^\text{48}\) and generalized Maxwell-Slip\(^\text{94}\) models, they began to incorporate some of the more subtle friction effects in both the presliding and sliding regimes. A generic model that attempted to represent the known friction dynamics by modeling various interactions between asperities was also developed.\(^\text{1}\) A number of researchers have also developed algorithm-based empirical friction models, known as data-driven models, that attempt to represent friction dynamics using decision tree structures. This class of models includes the Stenman,\(^\text{138}\) Choudhury,\(^\text{33}\) Kano,\(^\text{90}\) and He\(^\text{78}\) models.

A number of works utilizing friction models in control strategies to counter friction have examined adapting friction model parameters.\(^\text{70,71,85}\) In addition, the parameters of the friction model change with time for a valve as stiction worsens over time, which may occur for reasons such as tightening of the valve packing or degradation or depletion of materials that comprise or lubricate the valve.\(^\text{77,133}\) For example, in\(^\text{72}\) and,\(^\text{91}\) it is seen that as stiction worsens in a pneumatic sliding-stem globe valve, the range of stem positions that can be reached with a given range of pressures applied to the valve is reduced. This is significant because the pressure available to be
applied to a valve is limited, with the result that as stiction worsens, the given range of pressures cannot move the valve stem as significantly as when stiction was minimal. This shows that a negative effect of stiction is that it changes the valve dynamics and in effect constrains the range of valve outputs available for a given range of actuation magnitudes.

Other negative effects of stiction include set-point tracking issues and oscillations in control loops that result from deadband/stickband and slip-jump. For example, when a valve has deadband/stickband, the valve output does not change in response to changes in the control signal to the valve until the control signal overcomes the deadband/stickband, which prevents the valve output from tracking its set-point. Oscillations can occur in a control loop with integral action as demonstrated in Chapter 3.

A good deal of work has been performed to reduce the negative effects of stiction on engineering processes. As mentioned above with respect to adapting friction model parameters, a number of methods have been developed to reduce the tracking offset that can result from friction (many appear in the literature for high-precision mechanical applications such as machining) using control laws based on a friction model (see, for example, \(^{87,91}\)). Much of the stiction compensation literature for sticky valves in chemical plant control loops has focused on reducing oscillations. Methods for oscillation reduction include those reviewed in Section 3.4 such as the knocker and variations upon it, \(^{39,77,133,134}\) the constant reinforcement method of, \(^{86}\) the two moves method and its extensions, \(^{40,135,150}\) the optimization method of, \(^{135}\) and retuning methods. \(^{73,99,111}\)

In addition to the stiction compensation methods mentioned above, predictive control methods have also been looked at for compensating for friction. In, \(^{27}\) a predictive controller for applications requiring high precision of mechanical movement was augmented by time delay control and zero phase error tracking control to improve its tracking performance in the presence of nonlinear friction effects. In, \(^{152}\) an inverse backlash model and valve saturation are incorporated in an MPC for linear systems to overcome the deadband associated with backlash, and this controller is applied to a system with stiction in. \(^{153}\) In, \(^{45}\) the bounds on the optimization variables computed by an MPC are adjusted based on the knowledge that the MPC is in series with a unit that applies the inverse
model for deadzone, stiction, or backlash to the output from the MPC and sends this signal to a valve with nonlinear dynamics that can saturate. The prior chapter developed an MPC-based valve nonlinearity compensation framework, which will now be investigated to develop constraints that should be developed to handle issues that may arise due to stiction and to guarantee feasibility and closed-loop stability of a process operated under the control design. The results of this chapter originally appeared in.49,52

5.2 Preliminaries

5.2.1 Notation

In this chapter, $t_k = k\Delta$, $k = 0, 1, 2, \ldots$ refers to synchronous time instants separated by a sampling period $\Delta$. The Euclidean norm of a vector is denoted by $|\cdot|$. A function $\alpha: [0, a) \to [0, \infty)$ with $\alpha(0) = 0$ belongs to class $K$ if it is continuous and strictly increasing. A level set of a scalar-valued positive definite function $V(x)$ is defined to be the set $\Omega_\rho := \{x \in \mathbb{R}^n \mid V(x) \leq \rho\}$. Set subtraction is denoted using ‘/’ (i.e., $x \in A/B := \{x \in \mathbb{R}^n \mid x \in A, x \notin B\}$).

5.2.2 Class of Systems

In this chapter, we consider a process-valve model for use in MPC that incorporates the dynamics of the process as well as the dynamics of the valves. This model includes dynamic equations for the process, the valve position, the valve output, and a linear controller for the valve. We introduce these equations separately, and then present the integrated model that combines them.

5.2.2.1 Class of Nonlinear Processes

As in Chapters 3-4, we consider nonlinear processes of the form in Eq. 3.1. We assume that each input $u_{a,i}$, $i = 1, \ldots, m$, to the process is bounded within a set $U_i$ ($U_i := \{u_{a,i} : u_{a,i,min} \leq u_{a,i} \leq u_{a,i,max}\}$). We also assume that the disturbance is bounded ($w \in W := \{w : |w| \leq \theta, \theta > 0\}$).
We note that the model of Eq. 3.1 can be constructed either through first-principles or system identification techniques.

5.2.2.2 Nonlinear Valve Dynamics

The dynamics of the position $x_{v,i}$ and velocity $v_{v,i}$ of the moving parts of the $i$-th valve relative to the valve surfaces causing friction are given by Eqs. 3.16-3.17. The friction force experienced by the valve moving parts for the $i$-th valve ($F_{fric,i}$) and the dynamics of the internal friction model states $z_{f,i} \in \mathbb{R}^{\tilde{z}_i}$ are given by Eqs. 3.18-3.19, respectively. Assuming that each valve controls one process input, we define 

$$a = [a_1, \ldots, a_m]^T, \quad c = [c_1, \ldots, c_m]^T, \quad F_O = [F_{O,1}^T \ldots F_{O,m}^T]^T, \quad \text{and} \quad F_A = [F_{A,1}^T \ldots F_{A,m}^T]^T.$$ 

Here, $F_{O,i} \in \mathbb{R}^{\tilde{p}_i}$ and $F_{A,i} \in \mathbb{R}^{\tilde{s}_i}$, so $a_i \in \mathbb{R}^{\tilde{p}_i}$ and $c_i \in \mathbb{R}^{\tilde{s}_i}$ as well. The notation 

$$\hat{v}_v(a(t), F_O(t), c(t), F_A(t), x_{v}(t), v_{v}(t), z_f(t)) = [\hat{v}_{v,1}(a_1(t), F_{O,1}(t), c_1(t), F_{A,1}(t), x_{v,1}(t), v_{v,1}(t), z_{f,1}(t)) \ldots \hat{v}_{v,m}(a_m(t), F_{O,m}(t), c_m(t), F_{A,m}(t), x_{v,m}(t), v_{v,m}(t), z_{f,m}(t))]^T$$

signifies the vector containing the right-hand side of Eq. 3.17 for all valves $i = 1, \ldots, m$. In addition, we define:

$$z = \sum_{i=1}^{m} z_i \quad (5.1)$$

To clarify the valve model dynamics presented in this section, Fig. 5.1 depicts a sliding-stem globe valve with a friction force and a force from the actuator acting upon it. This valve figure does not provide a detailed schematic of the inside of the valve, but helps to clarify how some of the forces described above may act on an example valve. It should also be noted that the discussion above is not limited to this sliding-stem globe valve type.

Remark 5.1. We note that the form of Eqs. 3.16-3.17, which define the position and velocity of the valve using a force balance, implies that the moving parts of the valve under consideration move linearly, as would be the case with, for example, a sliding-stem globe valve. A variety of other valve types exist, however, and the moving parts of many of these do not move linearly, but rather rotate (this is the case with, for example, a ball or butterfly valve)\cite{21, 23, 101}. Appropriate equations
Figure 5.1: Schematic of forces on an example valve ($v_v$, $F_{frik}$, and $F_A$ denote the valve velocity, friction force, and force from the actuation, respectively).
for the dynamics and friction for a valve that does not have linear movement could be substituted for Eqs. 3.16-3.17.

**Remark 5.2.** The data-driven friction models use decision-tree structures traversed based on the evaluation of Boolean expressions, and thus are not immediately in the first-order ordinary differential equation form of Eqs. 3.16-3.19. However, such models can be used to simulate a system, and then model identification utilizing the simulation data could be investigated for developing continuous-time state-space models describing the valve dynamics.

### 5.2.2.3 Relating Valve Position and Valve Output

We relate $u_{a,i}$ to $x_{v,i}$ through the nonlinear relationship in Eq. 3.21, where $f_{flow,i}$ is a one-to-one continuous nonlinear function. As an example of possible relationships between $u_{a,i}$ and $x_{v,i}$, Fig. 5.2 presents a plot of two types of relationships (linear and equal percentage) between $u_{a,i}$ and $x_{v,i}$ that are described in the literature for sliding-stem globe valves, and depicts the case that the zero of the valve position corresponds to zero flow.$^{21,38}$

**Remark 5.3.** As noted in,$^{38}$ $u_{a,i}$ depends not only on $x_{v,i}$, but also on the fluid pressures upstream and downstream of the valve. In Eq. 3.21, we assume that the upstream and downstream pressures are fixed for a given value of $x_{v,i}$ such that we are able to write $u_{a,i}$ as a function of $x_{v,i}$ only by writing the pressure differential as a function of $x_{v,i}$ as well. However, for the case that this is not possible and the pressures are varying, it is possible to instead write Eq. 3.21 as a function of $x_{v,i}$ as well as of the upstream and downstream pressures and to still apply the method proposed in this chapter to the resulting system if the dynamics of the pressure variations are added to the process-valve model.

### 5.2.2.4 Linear Controller Dynamics

It is customary in industry to implement a regulatory layer where classical linear controllers are used to influence the valve dynamics and force the valve output to be closer to the valve
Figure 5.2: Examples of relationships between $u_{a,i}$ and $x_{v,i}$ for a valve. $x_{v,i,max}$ is the maximum stem position of the valve. In this figure, $x_{v,i,max}$ corresponds to the stem position when the valve is fully open.
output set-point computed by the model predictive controller.\textsuperscript{42} Thus, for consistency with industrial practice, we assume that a linear controller (for example, a proportional (P) controller, a proportional-integral (PI), or a proportional-integral-derivative (PID) controller) is used, as opposed to a nonlinear controller, to regulate the flow rate from the valve to its set-point. Because $x_{v,i}$ and $u_{a,i}$ are related through a one-to-one nonlinear algebraic equation, this is equivalent to assuming that the linear controller regulates the stem position of the valve to its set-point (though the dynamics of the controller in terms of $x_{v,i}$ are not necessarily linear if the dynamics in terms of $u_{a,i}$ were linear since $f_{flow,i}$ in Eq. 3.21 may be a nonlinear function). The dynamics of this controller are described (in terms of the valve layer states instead of the valve output flow rate) by:

$$\dot{\zeta}_i = f_{LC,i}(\zeta_i, x_{v,i}, v_{v,i}, u_{m,i})$$

(5.2)

where $\zeta_i \in \mathbb{R}^{r_i}$ is the vector of controller states for the linear controller of the $i^{th}$ valve output (this is the zero vector if a static controller is used), $u_{m,i}$ is the set-point for the valve output of the $i^{th}$ valve, which is set by the MPC, and $f_{LC,i}$ is a nonlinear vector function associated with the dynamics of the linear controller for the $i^{th}$ valve. In addition, we define $f_{LC}(\zeta, x_v, v_v, u_m) = [f_{LC,1}(\zeta_1, x_{v,1}, v_{v,1}, u_{m,1}) \ldots f_{LC,m}(\zeta_m, x_{v,m}, v_{v,m}, u_{m,m})]^T$ and:

$$r = \sum_{i=1}^{m} r_i$$

(5.3)

### 5.2.2.5 Combined Process-Valve Model

Given the differential and algebraic equations describing the dynamics of the process-valve system in Eqs. 3.1, 3.16-3.19, 3.21, and 5.1-5.3 to be controlled by MPC, we now combine these equations
into one process-valve dynamic model with state vector \( q = [x^T \ x_v^T \ v_v^T \ z_f^T \ \xi^T]^T \):

\[
\begin{bmatrix}
\dot{x} \\
\dot{x}_v \\
\dot{v}_v \\
\dot{z}_f \\
\dot{\xi}
\end{bmatrix} =
\begin{bmatrix}
\dot{f}(x(t), f_{flow}(x_v(t)), w(t)) \\
\dot{f}_v(t) \\
\dot{f}_v(a(t), F_O(t), c(t), F_A(t), x_v(t), v_v(t), z_f(t)) \\
\dot{f}_f(x_v(t), v_v(t), z_f(t)) \\
f_{LC}(\xi, x_v, v_v, u_m)
\end{bmatrix}
\]

(5.4)

where \( A \) and \( B \) are matrices containing the entries of every \( A_i \) and \( B_i \), respectively, in appropriate orders. The statement that \( f_q(q(t), a(t), F_O(t), c(t), F_A(t), u_m(t), w(t)) = f_q(q(t), u_m(t), w(t)) \) follows because the vectors \( a, F_O, c, \) and \( F_A \) will be functions of the states \( q \) and/or the inputs \( u_m \) when they are defined for a system.

Defining \( q_v = n + 2m + z + r \), we assume that \( f_q : \mathbb{R}^{q_v} \times \mathbb{R}^m \times \mathbb{R}^w \rightarrow \mathbb{R}^{q_v} \) is a locally Lipschitz function of its arguments with the origin of the unforced nominal system (the system of Eq. 5.4 with \( u_m(t) \equiv 0 \) and \( w(t) \equiv 0 \) at the origin (i.e., \( f_q(0, 0, 0) = 0 \)). We further assume that the inputs \( u_{m,i}, i = 1, \ldots, m \) are restricted as follows: \( u_{m,i} \in U_{m,i} := \{ u_{m,i} : u_{m,i,\text{min}} \leq u_{m,i} \leq u_{m,i,\text{max}} \} \). It is noted that a valve set-point \( u_{m,i} \) from the MPC need not be restricted to the same set \( U_i \) that the actual valve output is restricted within (for example, it may be restricted to a smaller set \( U_m,i \) if it is known that the linear controller controlling the valve output overshoots the set-point). In addition to the restriction that each \( u_{m,i} \in U_{m,i} \), we consider that there may be additional input constraints that depend on the current states, inputs, or both (as opposed to constraints that may depend on past and future values of the inputs or states). Thus, we consider that each \( u_{m,i} \in U_{T,i}(q) \), where \( U_{T,i}(q) \) represents the set of allowable values of the input \( u_{m,i} \) given all constraints involving this
input, and it is defined separately at each state-space point \( q \) since the input constraints may depend on the current state.

We further assume that a Lyapunov-based controller \( h_v(q) = [h_{v,1}(q) \ldots h_{v,m}(q)]^T \) with \( h_v(0) = 0 \) exists for the nominal system of Eq. 5.4 that can render the origin locally asymptotically stable while meeting the input constraints in the sense that a sufficiently smooth, positive definite Lyapunov function \( V(q) \) and class \( \mathcal{K} \) functions \( \alpha_1(\cdot), \alpha_2(\cdot), \alpha_3(\cdot), \) and \( \alpha_4(\cdot) \) exist that satisfy the following inequalities:

\[
\alpha_1(|q|) \leq V(q) \leq \alpha_2(|q|) \tag{5.5a}
\]

\[
\frac{\partial V(q)}{\partial q} f_q(q, h_v(q), 0) \leq -\alpha_3(|q|) \tag{5.5b}
\]

\[
\left| \frac{\partial V(q)}{\partial q} \right| \leq \alpha_4(|q|) \tag{5.5c}
\]

\[
h_{v,i}(q) \in U_{T,i}(q), \ i = 1, \ldots, m \tag{5.5d}
\]

for all \( q \in D \subseteq \mathbb{R}^q \), where \( D \) is an open neighborhood of the origin.

There may be constraints on the states of the system of Eq. 5.4 (for example, the constraint that each \( u_{a,i} \in U_i \)), which will restrict the allowable states within the set \( Q_v \). The stability region of the process-valve system of Eq. 5.4 under the controller \( h_v(q) \) is defined as the level set \( \Omega_{\rho} \subseteq Q_v \subseteq D \) of the Lyapunov function. In addition to the requirements on \( h_{v,i} \) in Eq. 5.5d, we require that each \( h_{v,i}, i = 1, \ldots, m \) be locally Lipschitz as follows:

\[
|h_{v,i}(q_1) - h_{v,i}(q_2)| \leq L_v |q_1 - q_2|, \ i = 1, \ldots, m \tag{5.6}
\]

for all \( q_1, q_2 \in \Omega_{\rho} \) where \( L_v > 0 \) can satisfy the Lipschitz condition for every \( h_{v,i} \) (i.e., \( L_v \) is greater than or equal to the minimum Lipschitz constant that can satisfy the Lipschitz condition for the control law \( h_{v,i} \) that has the largest minimum Lipschitz constant from all \( i = 1, \ldots, m \)). We note that when \( h_v(q) \) is applied to the system of Eq. 5.4 in sample-and-hold, it can render the origin practically stable for sufficiently small sampling periods (Proposition 2.3).
From Lipschitz continuity of $f_q$, from the bounds on $u_{m,i}$ and $w$, and from the fact that $V(q)$ is sufficiently smooth, there exist positive constants $\bar{M}, \bar{L}_q, \bar{L}_w, \bar{L}_q', \bar{L}_w'$ such that:

$$|f_q(q, u_{m,1}, \ldots, u_{m,m}, w)| \leq \bar{M}$$  \hspace{1cm} (5.7)

$$|f_q(q_1, u_{m,1}, \ldots, u_{m,m}, w) - f_q(q_2, u_{m,1}, \ldots, u_{m,m}, 0)| \leq \bar{L}_q|q_1 - q_2| + \bar{L}_w|w|$$  \hspace{1cm} (5.8)

$$\left|\frac{\partial V(q_1)}{\partial q} - f_q(q_1, u_{m,1}, \ldots, u_{m,m}, w) - \frac{\partial V(q_2)}{\partial q} - f_q(q_2, u_{m,1}, \ldots, u_{m,m}, 0)\right| \leq \bar{L}_q'|q_1 - q_2| + \bar{L}_w'|w|$$  \hspace{1cm} (5.9)

for all $q, q_1, q_2 \in \Omega_p, u_{m,i} \in U_{T,i}(q), i = 1, \ldots, m$, and $|w| \leq \theta$. A consequence of Eq. 5.7 and the continuity of $q$ is that the following inequality holds:

$$|q(t) - q(t_{k-1})| \leq \bar{M}\Delta$$  \hspace{1cm} (5.10)

for all $q(t), q(t_{k-1}) \in \Omega_p$ when $t \in [t_{k-1}, t_k]$, and a $\Delta$ sufficiently small.

**Remark 5.4.** In Eq. 5.4, disturbances are only considered in the process states. It is noted that disturbances could also be added to the states $x_v, v_v, \text{and } z_f$ if desired, and all results in this chapter would continue to hold if the resulting noise vector was bounded as $w$ is assumed to be.

### 5.3 MPC for Stiction Compensation

A stiction compensation strategy should address the negative effects of stiction on control loop performance, including that it can prevent a valve from effectively tracking the set-points it receives. Another negative effect of stiction can be changes in the valve dynamics as stiction worsens that affect the range of values that the valve output can take with the available actuation energy. The MPC proposed in this section can help to alleviate these negative impacts of valve stiction. We first discuss the proposed control loop architecture, and then proceed to develop the model predictive controller formulation incorporating the process and valve dynamics, actuation magnitude constraints, and input rate of change constraints. We also include Lyapunov-based
stability constraints that will be used to prove feasibility of the proposed MPC optimization problem and stability of the closed-loop system under the MPC. We discuss how the proposed formulation addresses the various issues associated with stiction and provide the proofs of feasibility and closed-loop stability for a sufficiently small sampling period.

5.3.1 MPC Architecture and Formulation for Stiction Compensation

The proposed control architecture, shown in Figure 5.3, incorporates an MPC controlling a process by providing set-points for the valve outputs (process manipulated inputs) to a linear controller that drives the valve output quickly to its set-point. It is noted that the control of the valve output set-point, rather than the stem position itself, is chosen for consistency with the control architectures incorporating MPC and a lower layer with linear controllers in industry. The proposed
MPC computes control actions by solving the following optimization problem:

\[
\min_{u_{m,1}(t), ..., u_{m,m}(t) \in S(\Delta)} \int_{t_k}^{t_k+N} L_{MPC}(\tilde{q}(\tau), u_{m,1}(\tau), ..., u_{m,m}(\tau)) \, d\tau
\]  \hspace{1cm} (5.11a)

s.t. \hspace{1cm}
\begin{align*}
\dot{\tilde{q}}(t) &= f_q(\tilde{q}(t), u_{m,1}(t), ..., u_{m,m}(t), 0) \quad \text{(5.11b)} \\
\tilde{q}(t_k) &= q(t_k) \quad \text{(5.11c)} \\
\tilde{q}(t) &\in Q_v, \quad \forall t \in [t_k, t_k+N] \quad \text{(5.11d)} \\
u_{m,i}(t) &\in U_{m,i}, \quad \forall i = 1, ..., m, \quad t \in [t_k, t_k+N] \quad \text{(5.11e)} \\
g_{act,1}(\tilde{q}(t), u_{m,1}(t), ..., u_{m,m}(t)) &= 0, \quad \forall t \in [t_k, t_k+N] \quad \text{(5.11f)} \\
g_{act,2}(\tilde{q}(t), u_{m,1}(t), ..., u_{m,m}(t)) &\leq 0, \quad \forall t \in [t_k, t_k+N] \quad \text{(5.11g)} \\
|u_{m,i}(t_k) - h_{v,i}(q(t_k))| &\leq \epsilon, \quad i = 1, ..., m \quad \text{(5.11h)} \\
|u_{m,i}(t_j) - h_{v,i}(\tilde{q}(t_j))| &\leq \epsilon, \quad i = 1, ..., m, \quad j = k + 1, ..., k + N - 1 \quad \text{(5.11i)} \\
\tilde{g}_{MPC,1}(\tilde{q}(t), u_{m,1}(t), ..., u_{m,m}(t)) &= 0, \quad \forall t \in [t_k, t_k+N] \quad \text{(5.11j)} \\
\tilde{g}_{MPC,2}(\tilde{q}(t), u_{m,1}(t), ..., u_{m,m}(t)) &\leq 0, \quad \forall t \in [t_k, t_k+N] \quad \text{(5.11k)} \\
V(\tilde{q}(t)) &\leq \rho_e, \quad \forall t \in [t_k, t_k+N] \text{ if } t_k < t' \text{ and } V(q(t_k)) \leq \rho_e \quad \text{(5.11l)} \\
\frac{\partial V(q(t_k))}{\partial q} f_q(q(t_k), u_{m,1}(t_k), ..., u_{m,m}(t_k), 0) &\leq \\
\quad \frac{\partial V(q(t_k))}{\partial q} f_q(q(t_k), h_{v,1}(q(t_k)), ..., h_{v,m}(q(t_k)), 0) \\
&\text{if } t_k \geq t' \text{ or } V(q(t_k)) > \rho_e \quad \text{(5.11m)}
\end{align*}

where the notation follows that in Eq. 4.1. The general stage cost \( L_{MPC} \) (Eq. 5.11a) is a function of the predicted state \( \tilde{q} \) from the full process-valve model (Eq. 5.11b, with initial condition in Eq. 5.11c) and the vector of valve set-points \( u_m \), which is the decision variable of the optimization problem (this is in contrast to, for example, Eq. 3.11, where the objective function depends only on \( \tilde{x} \) and \( u_m \); an example of an objective function that fits within the framework of Eq. 5.11a is Eq. 4.1a where \( \tilde{q} \) is considered to include predictions of the process state but \( \tilde{u}_{a,i} \) can be written as a function of the valve layer state \( x_{v,l} \) through Eq. 3.21 and thus the objective function includes
both process and valve model states). The solution to the optimization problem of Eq. 5.11 at time $t_k$ is denoted as $u_{m,i}^*(t|t_k), i = 1, \ldots, m, t = t_k, t_{k+1}, \ldots, t_{k+N-1}$.

In Eq. 5.11, the predicted state $\tilde{q}$ is restricted to the set $Q_v$ (Eq. 5.11d; $Q_v$ bounds the process-valve state vector as noted in Section 4.2), and each manipulated input $u_{m,i}$ is restricted to the set $U_{m,i}, i = 1, \ldots, m$ (Eq. 5.11e) (note that the predicted values of $u_{a,i}$ are restricted by Eq. 5.11d and Eq. 3.21). In addition to such constraints on the actuation of each valve, the use of the detailed stiction model within the MPC allows additional restrictions to be placed on the actuation magnitude, including the equality and inequality constraints in Eqs. 5.11f-5.11g, to prevent the MPC from calculating undesirable or non-physical set-points $u_{m,i}$ (these constraints were written with the states and inputs as arguments, though they are functions of $a(t), F_O(t), c(t),$ and $F_A(t)$, using the simplification noted in Section 5.2.2.5 that $a(t), F_O(t), c(t),$ and $F_A(t)$ will be functions of the states and inputs when they are explicitly defined for the given valve). Input rate of change constraints can also be added, as in Eqs. 5.11h-5.11i, to reduce actuator wear as described in Chapter 2. The input rate of change constraints are written with respect to the controller $h_{v,i}$ but for a given $\varepsilon_{desired}$, these constraints constrain the rates of change $|u_{m,i}(t_k) - u_{m,i}^*(t_k)| \leq \varepsilon_{desired}$ and $|u_{m,i}(t_j) - u_{m,i}(t_{j-1})| \leq \varepsilon_{desired}, j = k+1, \ldots, k+N-1$, when a sufficiently small sampling period $\Delta$ and an appropriate value of $\varepsilon$ are chosen (from Theorem 2.1, which is placed within the notation of the process-valve system through Proposition 5.3 below). Eqs. 5.11j and 5.11k represent general equality and inequality constraints, respectively, for the process-valve states and valve output flow rate set-points described by functions $\tilde{g}_{MPC,1}$ and $\tilde{g}_{MPC,2}$ that can be added to the optimization problem to achieve desired performance goals. As stated in Section 5.2.2.5, we require that the constraints in Eqs. 5.11f-5.11g and 5.11j-5.11k be constraints defined point-wise in space (they only depend on the current states and inputs, and not on past values of these variables).

In addition to the constraints designed to improve process performance in the presence of stiction, the Lyapunov-based constraints in Eqs. 5.11l-5.11m have been added to prove feasibility and closed-loop stability of the proposed MPC formulation. These constraints define two modes of operation of the MPC. When the constraint of Eq. 5.11l is active, Mode 1 of the MPC is active
and the process performance is optimized to the maximum extent possible within a subset of the
stability region, $\Omega_{\rho_e} \subset \Omega_{\rho}$, which is defined such that if the MPC is initialized at time $t_k$ from
any state within $\Omega_{\rho_e}$, the state at time $t_{k+1}$ is still within $\Omega_{\rho}$. This Mode 1 constraint is specific
to Lyapunov-based economic model predictive control, the goal of which is to maximize the
process profit to the maximum extent possible using dynamic operation in Mode 1. In Mode 2,
the contractive constraint in Eq. 5.11m drives the state to a neighborhood of the origin. Mode
1 and Mode 2 are activated by either the location of the measured state in state-space, or by the
current time ($t'$ denotes the time at which process operation switches from Mode 1 to Mode 2).
For tracking MPC, the Mode 2 constraint would be active for all times (i.e., $t' = 0$ and the MPC
formulation in Eq. 5.11 is like that proposed as Lyapunov-based model predictive control (LMPC)
in36).

**Remark 5.5.** Due to the generality of the proposed MPC formulation, it is possible for a different
stabilizing formulation, such as a terminal cost with a terminal region constraint,13,105 a terminal
state constraint,47,67 or an infinite horizon,84 to be used in place of Eqs. 5.11l-5.11m (see also63,106
and the references therein for more information on various types of constraints that can be used
in MPC and EMPC). However, due to the ease of establishing the state-space points from which
feasibility and closed-loop stability are guaranteed using Eqs. 5.11l-5.11m and the fact that these
properties can be proven for the process under the MPC with those constraints without any
assumptions on the cost function structure, we choose to establish feasibility and stability of the
proposed method in this chapter by using the stability constraints in Eqs. 5.11l-5.11m.
Remark 5.6. In a practical setting, the parameters of the stiction model may change with time as stiction worsens. Thus, it may be desirable to re-identify the parameters of the stiction model at various points in time. In addition, it may be necessary to re-tune\textsuperscript{14,98,146} the linear controller of the valve as the valve dynamics change due to stiction. Therefore, an assumption of the proposed design is that one can successfully detect and identify stiction and re-tune the controller as desired.

Remark 5.7. As commonly noted in the literature, the negative impact of valve stiction cannot be fully remedied unless valve maintenance is performed.\textsuperscript{73} However, there are circumstances in which maintenance is not performed on sticky valves until a planned process shutdown, which is often infrequent (every 6 months to 3 years).\textsuperscript{135} If MPC is used to control a process-valve system for stiction compensation purposes, it may also aid in allowing valve maintenance to be performed before a planned shutdown through an actuator preventive maintenance strategy using MPC like that developed in.\textsuperscript{96}

5.3.2 Analysis of MPC Formulation

The power of the proposed stiction compensation strategy lies in its flexibility. Because of the incorporation of the stiction dynamics in the MPC, a control engineer can adjust the cost function and the constraints to minimize the negative impacts of stiction. To clarify this point, we present a number of remarks that exemplify how the proposed MPC could be modified to counter various control loop issues due to stiction. Though the control architecture considered in this chapter is that from Fig. 5.3, we will address the case that the flow controller is not present in Remarks 5.9-5.10 below for completeness.

Remark 5.8. The linear controller for the valve can be used to speed the response of the valve to a valve output flow rate set-point change, even a valve output flow rate set-point change in the direction opposite to previous set-point changes (i.e., a set-point change that causes the valve to stick). If the controller is aggressive, it can cause the control input to the valve to quickly overcome the deadband, reducing set-point tracking issues arising from stiction (if the aggressiveness does not cause oscillations).
Remark 5.9. The MPC cost function could include a penalty on deviations of the valve output from a target value throughout time (e.g., a quadratic objective function). Because the MPC incorporates a model of the stiction dynamics and thus is aware that the valve will slip and by how much, this penalty would encourage the MPC to choose valve output flow rate set-points that bring the valve output to or close to the target (this was shown to be beneficial, for example, in the compensated case of Fig. 3.4).

Remark 5.10. If the proposed method is implemented with an economics-based objective function, the proposed method could be used to choose valve output flow rate set-points that are more economically optimal than if the MPC was unaware of the process dynamics. Even if the response is not that of the ideal case with no valve dynamics, the sequence of valve output flow rate set-points would still be the most economically optimal method for operating the system (given limitations such as the sampling period and prediction horizon length in addition to the valve dynamics) because the MPC included the effect of the valve dynamics in its determination of the optimal valve output flow rate set-points.

Remark 5.11. Some stiction compensation methods such as constant reinforcement and the knocker that add signals to the output of the controller being sent to the valve are cited as sources of valve wear and tear, which makes these methods short-term solutions. Several stiction compensation strategies have been developed to address this, including an optimization-based stiction compensation method that minimizes a cost function including a term representing the degree of movement of the valve to seek compensating signals to add to the valve controller output that will minimize the valve movement. The MPC stiction compensation method proposed in this chapter is flexible and could include similar penalties in the objective function (in addition to input rate of change constraints) if valve wear and tear is a concern. This flexibility to add penalties on valve variability to the objective function may be particularly beneficial in cases where it may not be obvious what value of $\varepsilon$ in Eq. 5.11 provides an acceptable level of variability of the valve.

Remark 5.12. A major contribution of the proposed method is that it accounts for changes in the range of valve outputs that can be achieved with the given actuation energy as stiction worsens.
MPC strategies previously developed for stiction compensation have not explicitly addressed the change in constraints that results as the valve output-actuation magnitude dynamics change, though\textsuperscript{45,152,153} address valve output saturation. The proposed method of this chapter, however, introduces actuation magnitude constraints in Eqs. 5.11f-5.11g to constrain the valve actuation magnitude and prevent the process-valve model from predicting non-physical values for such forces. A benefit of these constraints is that if they are based on hard limitations of the valve actuators, they may not need to be updated over time even if the valve model parameters are updated due to changes, for example, in the friction force characteristics. This will be further clarified in Section 5.4.

5.3.3 Feasibility and Stability

In this section, we prove that the optimization problem of Eq. 5.11 is feasible for all times and that the closed-loop system of Eq. 5.4 is stable under the MPC of Eq. 5.11 when a sufficiently small sampling period is used. We first re-state two propositions from Chapter 2 in terms of the process-valve states and the notation of this chapter (e.g., Eqs. 5.7-5.9) to define parameters and equations that will be used in the feasibility and stability proof. We then state the results of Theorem 2.1 as a proposition in terms of the notation of this chapter to motivate the introduction of a constraint that we will impose on $\Delta$ in the feasibility and stability proof. Finally, we combine the results of the propositions to prove feasibility and stability of the proposed MPC.

**Proposition 5.1.** (c.f.\textsuperscript{79,110}) Consider the systems

\begin{align}
\dot{q}_a(t) &= f_q(q_a(t), u_m,1(t), ..., u_m,m(t), w(t)) \\
\dot{q}_b(t) &= f_q(q_b(t), u_m,1(t), ..., u_m,m(t), 0)
\end{align}

with initial states $q_a(t_0) = q_b(t_0) \in \Omega_p$. There exists a $\mathcal{K}$ function $\tilde{f}_w(\cdot)$ such that

\begin{equation}
|q_a(t) - q_b(t)| \leq \tilde{f}_w(t - t_0)
\end{equation}
for all \( q_a(t), q_b(t) \in \Omega_\rho \) and all \( w(t) \in W \) with

\[
\bar{f}_W(\tau) = \frac{L_w}{L_q}(e^{L_q \tau} - 1)
\]

(5.14)

**Proposition 5.2.** (c.f. 79, 110) Consider the Lyapunov function \( V(\cdot) \) of the nominal system of Eq. 5.4 under the controller \( h_v(q) \). There exists a quadratic function \( \bar{f}_V(\cdot) \) such that

\[
V(q) \leq V(q') + \bar{f}_V(|q - q'|)
\]

(5.15)

for all \( q, q' \in \Omega_\rho \) with

\[
\bar{f}_V(s) = \alpha_4(\alpha_1^{-1}(\rho))s + \bar{M}_vs^2
\]

(5.16)

where \( \bar{M}_v \) is a positive constant.

**Proposition 5.3.** Consider the system of Eq. 5.4 in closed-loop with the MPC of Eq. 5.11. If a Lyapunov-based controller \( h_v(q) \) that meets the assumptions of Eqs. 5.5 and 5.6 exists, then the constraints of Eqs. 5.11h-5.11i ensure that for a given \( \varepsilon_{desired} \),

\[
|u_{m,i}(t_k) - u_{m,i}^*(t_{k-1}|t_{k-1})| \leq \varepsilon_{desired}
\]

(5.17)

and

\[
|u_{m,i}(t_j) - u_{m,i}(t_{j-1})| \leq \varepsilon_{desired}, \quad j = k + 1, \ldots, k + N - 1
\]

(5.18)

when \( \Delta < \Delta_1 \) and \( \varepsilon \) in Eqs. 5.11h-5.11i are chosen such that

\[
2\varepsilon + L_v\bar{M}\Delta \leq \varepsilon_{desired}
\]

(5.19)

**Proof.** The proof follows that of Theorem 2.1. Specifically, from the bound in Eq. 5.10 and the Lipschitz continuity of \( h_{v,i}(q) \) in Eq. 5.6,

\[
|h_{v,i}(q(t_k)) - h_{v,i}(q(t_{k-1}))| \leq L_v|q(t_k) - q(t_{k-1})| \leq L_v\bar{M}\Delta
\]

(5.20)
and
\[ |h_{v,i}(\tilde{q}(t_j)) - h_{v,i}(\tilde{q}(t_{j-1}))| \leq L_v|\tilde{q}(t_j) - \tilde{q}(t_{j-1})| \leq L_v\bar{M}\Delta \] (5.21)

for \( q(t_k), \tilde{q}(t_j), \tilde{q}(t_{j-1}) \in \Omega_\rho \) for \( j = k + 1, \ldots, k + N - 1 \) and a sufficiently small \( \Delta < \Delta_1 \) that maintains \( q(t) \) within \( \Omega_\rho \) at all times for the MPC of Eq. 5.11 (the conditions under which \( \Delta_1 \) exists such that \( \Delta < \Delta_1 \) maintains \( q(t) \in \Omega_\rho \) when \( q(t_0) \in \Omega_\rho \) for the system of Eq. 5.4 under the MPC of Eq. 5.11 are given in the theorem below). Combining this with Eqs. 5.11h-5.11i and following steps similar to those in Eqs. 2.27-2.28, it is shown that

\[ |u_{m,i}(t_k) - u^*_m(t_{k-1}|t_{k-1})| \leq 2\varepsilon + L_v\bar{M}\Delta \] (5.22)

and
\[ |u_{m,i}(t_j) - u_{m,i}(t_{j-1})| \leq 2\varepsilon + L_v\bar{M}\Delta \] (5.23)

for \( j = k + 1, \ldots, k + N - 1 \), and \( i = 1, \ldots, m \). Thus, the desired constraints in Eqs. 5.17 and 5.18 are satisfied when \( 2\varepsilon + L_v\bar{M}\Delta \leq \varepsilon_{desired} \).

**Theorem 5.1.** Consider the system of Eq. 5.4 in closed-loop under the MPC design of Eq. 5.11 based on a controller \( h_v(q) \) that satisfies the conditions of Eqs. 5.5-5.6 and assume that \( u^*_i(t_0|t_0) = h_i(x(t_0)), i = 1, \ldots, m \). Let \( \tilde{\varepsilon}_w > 0, \Delta > 0, \theta > 0, \rho > \rho_e \geq \tilde{\rho}_s > 0 \) satisfy

\[ \rho_e \leq \rho - \tilde{f}_V(\tilde{f}_W(\Delta)) \] (5.24)

\[ -\alpha_3(\alpha_2^{-1}(\tilde{\rho}_s)) + \bar{L}_q\bar{M}\Delta + \bar{L}_w\theta \leq -\frac{\tilde{\varepsilon}_w}{\Delta} \] (5.25)

and

\[ 2\varepsilon + L_v\bar{M}\Delta \leq \varepsilon_{desired} \] (5.26)

If \( q(t_0) \in \Omega_\rho, \tilde{\rho}_s \leq \tilde{\rho}_{\min}, \) and \( N \geq 1 \) where

\[ \tilde{\rho}_{\min} = \max\{V(\tilde{q}(t + \Delta)) : V(\tilde{q}(t)) \leq \tilde{\rho}_s\} \] (5.27)
then the state \( q(t) \) of the closed-loop system is always bounded in \( \Omega_\rho \) and is ultimately bounded in \( \Omega_{\rho_{\text{min}}} \).

Proof. Feasibility of the proposed formulation will be proven by showing that when the Lyapunov-based controller \( h_v(q) \) exists that satisfies the constraints in Eqs. 5.5-5.6, it is a feasible solution for the MPC optimization problem at all times if \( q(t) \in \Omega_\rho \) for all times. The proof of closed-loop stability of the proposed method follows that in \(^{79}\) and will not be repeated here, but it shows that the proposed MPC of Eq. 5.11 can maintain the states within the region \( \Omega_\rho \) for all times if a sampling period \( \Delta < \Delta_1 \) is used, where \( \Delta_1 \) is the largest value of \( \Delta \) that causes Eqs. 5.24-5.25 and 5.27 to be satisfied. The proof in \(^{79}\) also shows that if \( t_k \geq t' \), the state is driven into \( \Omega_{\rho_{\text{min}}} \) (defined by Eq. 5.27 where \( \tilde{q}(t) \) represents the state of Eq. 5.4 under any sample-and-hold control actions \( u_{m,i} \in U_{m,i}, i = 1, \ldots, m \), which is similar to the definition used for \( \bar{x} \) in Section 2.2.4). Closed-loop stability of a process under the proposed MPC follows from \(^{79}\) with the only bounds on \( \Delta \) being those coming from Eqs. 5.24-5.25 and 5.27. In this theorem, in order to obtain the desired rates of change in Eqs. 5.17-5.18, we also add the requirement from Proposition 5.3 that Eq. 5.26 must be satisfied as well; however, this is not required for closed-loop stability to be proven.

The feasibility of the state, input, Lyapunov-based, and input rate of change constraints will be addressed when \( u_{m,j}(t_k) = h_{v,j}(q(t_k)) \) and \( u_{m,i}(t_j) = h_{v,i}(\tilde{q}(t_j)), j = k + 1, \ldots, k + N - 1, i = 1, \ldots, m, \) and \( q(t_k), \tilde{q}(t) \in \Omega_\rho \). Due to the definition of the stability region \( \Omega_\rho \), which included the requirement that it be a region within which all state constraints are satisfied, the state constraint in Eq. 5.11d is satisfied for all states within \( \Omega_\rho \). Also, by Eq. 5.5d, \( u_{m,i}(t_k) = h_{v,i}(q(t_k)) \) and \( u_{m,j}(t_j) = h_{v,i}(\tilde{q}(t_j)), j = k + 1, \ldots, k + N - 1, i = 1, \ldots, m, \) satisfy the input constraints in Eqs. 5.11e-5.11g and 5.11j-5.11k. Furthermore, by design of the Lyapunov-based constraints and when \( \Delta < \Delta_1, u_{m,i}(t_k) = h_{v,i}(q(t_k)) \) and \( u_{m,j}(t_j) = h_{v,i}(\tilde{q}(t_j)), j = k + 1, \ldots, k + N - 1, i = 1, \ldots, m, \) satisfy the Lyapunov-based constraints in Eqs. 5.11l-5.11m. This is because Eq. 5.11m is trivially satisfied by \( u_{m,i}(t_k) = h_{v,i}(q(t_k)) \) and \( u_{m,j}(t_j) = h_{v,i}(\tilde{q}(t_j)), j = k + 1, \ldots, k + N - 1, i = 1, \ldots, m, \) and when Eqs. 5.25 and 5.27 are met, it can be shown \(^{79,112}\) that \( u_{m,i}(t_k) = h_{v,i}(q(t_k)) \) and
will cause $V(\tilde{q}(t)) \leq V(q(t_k))$ for $t \in [t_k, t_{k+1})$ such that Eq. 5.11i is therefore satisfied by those control actions. Finally, by design of the input rate of change constraints in Eqs. 5.11h-5.11i with respect to the Lyapunov-based control law, $u_{m,i}(t_k) = h_{vi}(q(t_k))$ and $u_{m,i}(t_j) = h_{vi}(\tilde{q}(t_j)), j = k + 1, ..., k + N - 1, i = 1, \ldots, m$, also satisfy those equations. Thus, feasibility of the proposed MPC at each sampling time is ensured.

5.4 Application to a Chemical Process Example

In this section, we present a case study that shows how an MPC incorporating stiction dynamics and actuation magnitude constraints may be designed for a specific chemical process example. For this study, we focus on EMPC because EMPC can dictate a dynamic operating policy, which has interesting implications for the constraints that need to be added to the EMPC for effective stiction compensation in this example, and thus helps to illustrate the considerations that may go into the design of the MPC in Eq. 5.11 to ensure that it adequately prevents the negative effects of stiction.

5.4.1 Dynamic Model Development

We first define the valve and process models that will be used in this example.

5.4.1.1 Nonlinear Process Model

We consider control of the catalytic oxidation of ethylene in a continuous stirred tank reactor (CSTR) for which the reactions in Eqs. 2.39-2.41 occur. The dimensionless material and energy balances for this process from,\textsuperscript{122} which use reaction rate equations from,\textsuperscript{12} form the following nonlinear process model of the system, which has the form of Eq. 3.35 but with a single input $u_a$ as follows:

$$\frac{dx_1}{dt} = u_a(1 - x_1 x_4)$$

(5.28a)

$$\frac{dx_2}{dt} = u_a(C_e - x_2 x_4) - A_1 \exp(\frac{\gamma_1}{x_4})(x_2 x_4)^{0.5} - A_2 \exp(\frac{\gamma_2}{x_4})(x_2 x_4)^{0.25}$$

(5.28b)
\[
\frac{dx_3}{dt} = -u_a x_3 x_4 + A_1 \exp\left(\frac{y_1}{x_4}\right)(x_2 x_4)^{0.5} - A_3 \exp\left(\frac{y_3}{x_4}\right)(x_3 x_4)^{0.5} \tag{5.28c}
\]

\[
\frac{dx_4}{dt} = \frac{1}{x_1}(u_a(1 - x_4) + B_1 \exp\left(\frac{y_1}{x_4}\right)(x_2 x_4)^{0.5} + B_2 \exp\left(\frac{y_2}{x_4}\right)(x_2 x_4)^{0.25} + B_3 \exp\left(\frac{y_3}{x_4}\right)(x_3 x_4)^{0.5} - B_4(x_4 - T_c)) \tag{5.28d}
\]

where \(x_1, x_2, x_3, \) and \(x_4\) are the dimensionless quantities from Section 2.3.1.4 (the gas density in the reactor, the reactor ethylene and ethylene oxide concentrations, and the reactor temperature). The process input (valve output) \(u_a\) is the dimensionless volumetric flow rate of the feed. The dimensionless concentration of ethylene in the feed \((C_e)\) and the dimensionless coolant temperature \(T_c\) are set to their values corresponding to an open-loop asymptotically stable steady-state of the reactor at \([x_{1s}, x_{2s}, x_{3s}, x_{4s}] = [0.998, 0.424, 0.032, 1.002]\) when \(u_{as} = 0.35, C_e = 0.5, \) and \(T_c = 1.0).\)

The other parameters in Eq. 5.28 are taken from\(^{122}\) and are noted in Table 2.1.

**5.4.1.2 Nonlinear Valve Model**

In this section, we describe the model of the valve dynamics for the valve that adjusts \(u_a\). Due to their prevalence in industry, we model a pneumatic spring-diaphragm sliding-stem globe valve using the values for the valve parameters from,\(^{72}\) with the exception that the time units of all parameters are changed to the dimensionless time unit \(t_d\) for consistency with the time units in the process model of Eq. 5.28, and are given in Table 3.1 (but with \(s\) replaced by \(t_d\)). The valve is modeled as a pressure-to-close valve with no pressure initially applied by the pneumatic actuation at the fully open valve position. The valve stem can travel a maximum of 0.1016 m from the fully open valve position (which corresponds to the flow rate \(u_a = 0.7042\)) to the fully closed position (with corresponding flow rate \(u_a = 0\)). Figures 5.4-5.5 depict the fully open and fully closed valve positions; however, these are not detailed drawings of the valve interior and are meant only for clarification of how the stem’s location is related to the valve opening. In accordance with,\(^ {33,72,91}\) we assume that the differential equations in Eqs. 3.27-3.28 are sufficient for describing the stem position and velocity for the valve adjusting \(u_a\) (i.e., as in,\(^ {33,72,91}\) we neglect additional forces known to be present in sliding-stem globe valves, such as the additional force required to
move the valve plug into the seat and the force due to the pressure drop of the fluid as it moves through the valve). The actuator applies a pressure $P$ determined from the linear controller for the valve to the valve diaphragm, and a spring opposes the movement of the diaphragm when pressure is applied. We associate the fully open position of the valve with the equilibrium spring position $x_v = 0 \text{ m}$, and we associate the fully closed valve position with the maximum stem position $x_v = x_v, \text{max} = 0.1016 \text{ m}$.

To determine the value of the friction force $F_f$ in Eq. 3.28 at each time instant, we use the LuGre$^{26}$ friction model due to its relative simplicity (it is a dynamic model with only one differential equation) and ability to qualitatively describe many of the effects of friction (e.g., presliding displacement, hysteresis in the friction force with velocity changes in the sliding regime, and a lowering of the force required for breakaway as the applied force increases more quickly$^{26}$; also see$^{72}$ for information on the ability of a valve simulated using the LuGre model and the valve parameters in this paper to qualitatively exhibit the behavior expected when subjected to valve tests developed by the Instrumentation, Systems, and Automation (ISA) Society). The LuGre model describes friction using the differential and algebraic equations in Eq. 3.29 and$^{26}$

$$\frac{dz_f}{dt} = v_v - \frac{|v_v|}{g(v_v)} z_f$$

(5.29)

where $\sigma_0$, $\sigma_1$, and $\sigma_2$ are model parameters, $z_f$ is an internal state variable of the friction model, and $g(v_v)$ is a nonlinear function of the valve stem velocity. Though the LuGre model is fundamentally a set of equations that can dynamically capture the effects of friction through the introduction of an appropriately formulated state variable $z_f$, a somewhat physical interpretation of $z_f$ arises if one imagines asperity junctions to behave like contacting bristles that bend against one another until they slip, with stiffness $\sigma_0$ and damping coefficient $\sigma_1$, and $z_f$ representing the average deflection of the bristles. The last term of the friction force is for the viscous friction, with viscous friction coefficient $\sigma_2$. The function $g(v_v)$ aids in defining the Stribeck effect and the friction-velocity
Figure 5.4: Schematic depicting a pressure-to-close pneumatic sliding-stem globe valve in the open position. In this chapter, it is considered that no pressure is being applied to the valve initially when it is in this position, and the stem position is considered to be at $x_v = 0 \, m$ from the valve’s equilibrium, fully open position.
Figure 5.5: Schematic depicting a pressure-to-close pneumatic sliding-stem globe valve in the closed position. In this chapter, the stem position for the closed valve is $x_{v, \text{max}} = 0.1016 \, m$ from the valve’s equilibrium, fully open position, and is maintained in this position by the application of pressure to the valve diaphragm.
characteristics at constant velocity, and for consistency with \(^{26,72}\) will be taken to be:

\[
g(v_v) = \frac{1}{\sigma_0} \left[ F_C + (F_S - F_C)e^{-(v_v/v_s)^2} \right]
\]

(5.30)

where \(F_C\) is the Coulomb friction coefficient, \(F_S\) is the static friction coefficient, and \(v_s\) is the Stribeck velocity. The parameters of the friction model in Eqs. 3.29 and 5.29-5.30 are defined in Table 3.1. The notation in these equations follows that in Eqs. 3.18-3.19.

**Remark 5.13.** The LuGre model is used in this example because its simplicity makes it more suitable for use in MPC than some of the more complex stiction models. Despite its relative simplicity and ability to qualitatively represent a number of friction effects, the LuGre model is neither the most accurate nor the most current friction model available (see, for example, \(^{48}\) for a criticism of its ability to model stiction when an oscillating force with magnitude less than the Coulomb friction level is applied after breakaway, and \(^{140}\) for a criticism of some of its hysteresis features in presliding, as well as \(^{1,94,95}\) for more detailed friction models). For the purposes of the example in this chapter, which demonstrates the general effects that stiction may have on a chemical process and how the incorporation of the dynamics in a model predictive controller can reduce the undesirable effects of stiction, a stiction model that shows qualitatively correct behavior for many scenarios is sufficient.

5.4.1.3 Relating Valve Position and Valve Output

We assume that the valve has a linear installed characteristic\(^{38}\) so that the valve output is linearly related to the stem position in the sense that Eq. 3.31 holds.

**Remark 5.14.** The assumption of a linear installed characteristic was made for simplicity of presentation for this example. A variety of other valve characteristics are possible (for example, an equal percentage or quick opening inherent valve characteristic, or an installed valve characteristic affected by the pressure drop across the valve), \(^{21,38,101,130}\) however, the focus of this example is the valve behavior in the presence of stiction, rather than the relationship between the
flow and the stem position, so the assumption of a linear installed valve characteristic is considered sufficient. For more information on inherent valve characteristics and how valve installation may affect these characteristics, see.  

5.4.1.4 Linear Controller Model

In this example, we use a PI controller to regulate the valve output \( u_a \) to the set-point \( u_m \) set by the EMPC. The PI controller determines the pressure that the valve pneumatic actuation element should apply according to the following equations, which have the form given in Eq. 5.2:

\[
P = P_s + 6894.76 \left( K_c \left( \frac{u_m - u_a}{u_{a,\text{max}}} \right) + \frac{K_c}{\tau_I} \zeta \right)
\]

(5.31)

\[
\frac{d\zeta}{dt} = \left( \frac{u_m - u_a}{u_{a,\text{max}}} \right)
\]

(5.32)

where \( K_c = -12 \) and \( \tau_I = 0.01 \) are the controller gain and integral time, chosen for a fast valve response to a set-point change even with the deadband of the stiction model used in this example. \( P_s \) is the steady-state value of the control signal. To ensure that \( P \) changes in the correct direction and to prevent the integral error from the previous set-point from impacting the approach to a new set-point once the set-point is changed, we set \( P_s \) to the last applied value of \( P \) and the value of \( \zeta \) (where \( \zeta \) denotes the internal state of the PI controller in this example) to 0 at a set-point change. Combining Eqs. 3.27-3.29, 3.31, and 5.28-5.32, we obtain a combined process-valve dynamic model as in Eq. 5.4, with state \( q = [x_1 \ x_2 \ x_3 \ x_4 \ x_v \ v_v \ z_f \ \zeta]^T \) and input \( u_m \), which we define as

\[
\dot{q} = f_q(x_1, x_2, x_3, x_4, x_v, v_v, z_f, \zeta, u_m).
\]

5.4.2 Motivation for Actuation Magnitude Constraints

When the process of Eqs. 3.27-3.29, 3.31, and 5.28-5.32 is controlled using EMPC, the EMPC will output a set-point \( u_m \) for the valve that controls \( u_a \) for each sampling period. The set-point \( u_m \) will be used in Eqs. 5.31-5.32 to determine the pressure that should be applied to the valve
to bring it to the requested set-point. Because the dynamics between $u_a$, $u_m$, and $P$ are critical to
the EMPC’s choice of the value of its optimization variable $u_m$, it is necessary that the dynamics
be understood and appropriately constrained to avoid non-physical situations. This concept will
be made clear in this section, which will show that the effect of stiction on the valve dynamics
requires the introduction of additional constraints to the EMPC with the form of Eqs. 5.11f-5.11g.

To demonstrate the manner in which stiction changes the dynamics, we first examine the
relationship between $u_m$ and $P$ for the open-loop valve in the presence of low stiction and in the
presence of significant stiction (the open-loop valve is considered because the parameters $K_c$ and $\tau_I$
in Eqs. 5.31-5.32 for the closed-loop valve can be adjusted for both the low stiction and significant
stiction cases to cause the closed-loop response of the valve output to a set-point change to be rapid). A valve with low stiction can be modeled using the parameters listed in Table 3.1, with the
exception that the values of $F_C$ and $F_S$ in the table are both replaced by $44.48 \text{ kg} \cdot \text{m}/\text{t}^2_d$. This low
stiction valve will be referred to as having “vendor” parameters, in keeping with the terminology
used in.\textsuperscript{72} The valve parameters listed in Table 3.1 are referred to as “nominal” valve parameters.\textsuperscript{72}

To determine a relationship between $u_m$ and $P$ that can be used to determine the pressure to
apply to the open-loop valve to bring $u_a$ to $u_m$, we start by determining the steady-state relationship
between the valve output and the applied pressure for the vendor valve. This relationship is
determined by ramping the pressure applied to the valve up and down between $0 \text{ kg} / \text{m} \cdot \text{t}^2_d$ and
$82737 \text{ kg} / \text{m} \cdot \text{t}^2_d$ in increments of $69 \text{ kg} / \text{m} \cdot \text{t}^2_d$ every $0.5 \text{ t}_d$ and recording the value of $u_a$ at the end
of every $0.5 \text{ t}_d$, using the Explicit Euler numerical integration method with an integration time step
of $10^{-6} \text{ t}_d$. The resulting plot of the steady-state value of $u_a$ versus input pressure is almost linear,
as shown in Fig. 5.6. If we assume that $u_m \approx u_a$ for the valve because stiction is low so the valve
output should track its set-point well, we obtain the following relationship between $u_m$ and $P$ for
the vendor valve using a least-squares optimization on the vendor valve data (neglecting the initial
transient) shown in Fig. 5.6:

$$u_m = -0.05864 \frac{P}{6894.76} + 0.70391 \quad (5.33)$$

We now assume that we have a series of desired set-points $u_m$ that we would like to achieve for
Figure 5.6: Comparison of steady-state relationship between $u_a$ and $P$ for the vendor and nominal valve parameters.
the open-loop valve with significant stiction (nominal valve). We investigate whether the $u_m - P$ relationship developed for the vendor valve is applicable for the nominal valve by developing the $u_a - P$ relationship when the pressure value calculated from Eq. 5.33 is applied to the nominal valve to attempt to achieve the desired value of $u_m$. Accordingly, we ramp the set-point $u_m$ up and down between 0.1042 and 0.7042 in increments of 0.01 every $0.5 \Delta t_d$ and record the value of $u_a$ at the end of every 0.5 $\Delta t_d$, again using the Explicit Euler numerical integration method with an integration time step of $10^{-6} \Delta t_d$ (the Explicit Euler numerical integration method with an integration time step of $10^{-6} \Delta t_d$ was used for all simulations of the nominal valve in Section 5.4.2). The resulting $u_a - P$ relationship can no longer be described as one linear relation, but two that depend on whether the pressure is being increased or decreased, and the deadband at a velocity change is visible in Fig. 5.6. In addition, it can be observed from the figure that because of the effect of stiction on the $u_a - P$ relationship, there are certain flow rates that can be achieved with a positive pressure for the vendor valve that would require a negative pressure for the nominal valve, which is physically not possible to achieve. This is the first hint that to compensate for stiction, additional constraints of the form of Eqs. 5.11f-5.11g will need to be added to the EMPC to prevent physically unrealizable set-points from being requested.

As shown in Fig. 5.6, the linear relationship between $u_m$ and $P$ developed in Eq. 5.33 is not sufficient to control a valve subject to stiction. Further evidence of this comes from ramping the set-point $u_m$ of the nominal open-loop valve up and down between 0.1042 and 0.7042 in increments of 0.01 every sampling period of length $\Delta t = 0.2 \Delta t_d$ and determining the pressure to apply to the valve from Eq. 5.33. The dynamic response (i.e., not steady-state; this is the reason for the step-like quality of the trajectories) of the valve output to these set-point changes is shown in Figs. 5.7-5.8. Fig. 5.7 shows the insufficiency of Eq. 5.33 to determine the pressure value that should be applied to the valve for a desired $u_m$ because it shows that for this sticky valve, $u_a$ does not effectively track $u_m$ (the $u_a - u_m$ plot in Fig. 5.7 is not linear). This is further emphasized in Fig. 5.8, which also shows the deadband when $u_m$ begins to change in the opposite direction to that in which it was changing previously. This demonstrates that a different relationship between $u_m$ and $P$ is needed.
to control the nominal valve than that provided by Eq. 5.33 to ensure good set-point tracking.

In the proposed method, the linear controller of Eqs. 5.31-5.32 is used to improve the set-point tracking performance of $u_a$. To demonstrate that this does indeed improve the set-point tracking, we ramp the set-point $u_m$ to the nominal valve in closed-loop with the linear controller in Eqs. 5.31-5.32, again ramping it up and down between 0.1042 and 0.7042 in increments of 0.01 every $\Delta = 0.2 \ t_d$. The dynamic response of the valve is shown in Figs. 5.9-5.10 which show that the $u_a - u_m$ relationship is close to linear under the linear controller, and that $u_a$ is able to closely track $u_m$ in time and is quickly able to overcome the deadband caused by stiction. However, despite its benefit in providing good set-point tracking performance, the use of Eqs. 5.31-5.32 does not ensure that the value of $P$ requested will not become negative. This is demonstrated in Figs. 5.11-5.12, which plot the dynamic response of the closed-loop valve to eight set-point changes ($u_m = 0.35$, 0.2, 0.35, 0.2, 0.3, 0.4, 0.5, and 0.6) each held for $\Delta = 0.2 \ t_d$ when initialized from the fully open position (i.e., $u_a = 0.7042$, $P_s = 0 \ kg/m \cdot t_d^2$, $x_v = 0 \ m$, $v_v = 0 \ m/t_d$, $z_f = 0 \ m$ initially). The results in Fig. 5.11 again show that the PI control law developed in Eqs. 5.31-5.32 helps the valve to effectively track its set-points even when there is deadband because the direction of the valve stem
movement changes. However, the results of Fig. 5.12 show that the good set-point tracking can only be achieved when the pressure is able to adjust as necessary, including becoming negative, which is physically impossible. From Figs. 5.11-5.12 it can be deduced that if the pressure is saturated at $0 \text{ kg/m} \cdot t^2$ when a lower pressure is requested, the valve output would not be able to reach all of the set-points in this simulation. This indicates that when the control law of Eqs. 5.31-5.32 is used, the constraints of the EMPC need to ensure that the pressure does not become negative at the set-points it requests, because the control law itself does not ensure this.

**Remark 5.15.** The constraint $\tilde{P} \geq 0 \text{ kg/m} \cdot t^2$ (where $\tilde{P}$ signifies the prediction of the pressure from the pneumatic actuation based on the process-valve model) was developed for the EMPC in this section to ensure that the set-points calculated by the EMPC are physically realizable (i.e., that they do not require the pressure to become negative for $u_a$ to meet $u_m$). Based on the plots presented in this section, other methods for handling this scenario could be considered as well. For example, based on Fig. 5.6, another method for preventing negative pressures for this example may be to decrease the range of allowable values of $u_m$ as stiction worsens such that the allowable values of $u_m$ always correspond to positive pressures. However, it may be difficult to determine
Figure 5.9: Closed-loop values of $u_a$ and $u_m$ for the nominal valve under PI control. The plot depicts that $u_a$ increases with increasing $u_m$ and decreases with decreasing $u_m$ when the value of $u_m$ is changed by 0.01 every $\Delta$. The arrow in the lower left corner of the plot shows the direction in which the increasing and decreasing steps in the plot are traversed.

Figure 5.10: Closed-loop values of $u_a$ and $u_m$ with time for the nominal valve under PI control.
Figure 5.11: Closed-loop values of $u_a$ and $u_m$ with time for the nominal valve under PI control for several set-point changes.

Figure 5.12: Closed-loop values of the pressure with time for the nominal valve under PI control for several set-point changes.
what the new bound on \( u_m \) should be without doing an off-line test to generate data like that in Fig. 5.6, and the valve stiction may continue to worsen with time, meaning that new ranges for \( u_m \) may need to be determined throughout time. In addition, because the profit from EMPC may be improved by allowing operation over a larger region of state-space, it is not desirable to choose extremely conservative bounds on \( u_m \) to avoid the calculation of set-points that would require negative pressures because that may lower profit below that which could be realized. Finally, the steady-state \( u_a - P \) data in Fig. 5.6 may not be sufficient for determining an appropriate bound on \( u_m \) because it does not show the transient behavior (e.g., under the linear controller, \( u_a \) may overshoot \( u_m \) before settling to \( u_m \)). Motivated by these considerations, for the EMPC in this example, we set the constraint of Eq. 5.11g in our proposed MPC compensation strategy to be a constraint that the actuator pressure must never become negative.

**Remark 5.16.** We note that the basic relationships between \( u_m, u_a, \) and \( P \) presented in this section are well-known; for example, one can find plots similar to those in Figs. 5.6-5.8 in.\(^{33,72,91}\) In addition, it is well-known that control of the valve position may help to improve the response of a valve in the presence of valve nonlinearities (for example,\(^{91}\) suggests a control law to bring the valve position to its set-point in the presence of stiction, and\(^{135}\) states that valve positioners are often able to improve a valve’s response if it exhibits deadband). The results in this section are novel, however, because they present the dynamic plots of the open and closed-loop valve responses as an analysis tool useful for the design of an MPC with appropriate constraints for stiction compensation and show how this analysis can be carried out using plots of this type. Furthermore, this discussion is not meant to be applicable only to this example, but to suggest the type of thinking and analysis that may need to go into the design of the proposed MPC for other processes.

**Remark 5.17.** Fig. 5.6 and Fig. 3.6 can be compared. Fig. 5.6 relates \( u_a \) and \( P \) for a low-stiction valve and a valve experiencing more significant stiction upon increasing and decreasing the pressure applied to the valve stem and holding it for some time upon each increase or decrease; however, only the final values of \( u_a \) and \( P \) at the end of each hold time are plotted, such that the
transient response of \( u_a \) to the \( P \) changes is not shown. Furthermore, the ramping of the pressure in Fig. 5.6 is performed for the valve in open-loop in the sense that no controller is computing the values of the pressure to be applied to the stem, but the pressure is being independently increased and decreased. These features of the plot in Fig. 5.6 contrast with the features of the plot in Fig. 3.6, for which a controller is assumed to be an important part of the dynamic plot (it is the label on the \( x \)-axis); therefore, coupling between the controller, process, and valve dynamics for a system for which such a plot is obtained may play a role in the response observed and there is a potential that the plots may look different for the same valve when a different controller or process is present in the loop. For example, a plot of \( u_a \) versus \( P \) for the level control problem without flow control in Fig. 3.3 would not have a significant moving phase because the controller begins to seek to move the valve stem back in the direction from which it just moved soon after the valve slips.

5.4.3 Proposed MPC Formulation

In this section, we describe the performance of an EMPC formulation meeting the form of our proposed MPC stiction compensation strategy in Eq. 5.11 with the process-valve model of Eqs. 3.27-3.29, 3.31, and 5.28-5.32 and the constraint that \( \bar{P} \geq 0 \text{ kg} \cdot \text{m}^2 \text{t}^{-2} \) at all times.

The control objective is to maximize the yield of the product ethylene oxide. The yield of ethylene oxide between the initial and final times of the plant operation \( (t_0 \text{ and } t_f) \) is defined by Eq. 4.6. However, we assume that the volumetric flow rate of the inlet stream is bounded such that between \( t_0 \) and \( t_f \), the integral in Eq. 4.7 holds. Combining Eqs. 4.6-4.7, the objective of the EMPC becomes the maximization of the time integral of the stage cost \( L_{MPC} \), where \( L_{MPC} \) is defined as follows:

\[
L_{MPC} = u_a(\tau)x_3(\tau)x_4(\tau)
\]  

The input \( u_a \) is physically bounded between the flow rates at the maximum and minimum valve openings as follows:

\[
u_{a,\text{min}} \leq u_a \leq u_{a,\text{max}}
\]
with \( u_{a,\text{min}} = 0 \) (valve fully closed) and \( u_{a,\text{max}} = 0.7042 \) (valve fully open). The value of \( u_a \) is computed using the actuator layer equations in Eqs. 3.27-3.29, 3.31, and 5.29-5.32.

We assume that the only data available to aid in choosing the allowable range of valve set-points \( u_m \) that the EMPC calculates is the vendor data in Fig. 5.6. Thus, we assume that the bounds developed for the EMPC include set-points that can only be met with negative pressures by the nominal valve, though they can be met with positive pressures by the vendor valve. The set-points \( u_m \) are thus restricted as follows:

\[
 u_{m,\text{min}} \leq u_m \leq u_{m,\text{max}} \tag{5.36}
\]

with \( u_{m,\text{min}} = 0.0704 \) and \( u_{m,\text{max}} = 0.7042 \) (the minimum value of \( u_m \) is greater than 0 because we assume that we want to avoid fully closing the valve for this process). Physically, the pressure applied to the valve diaphragm cannot drop below \( 0 \text{ kg/m}^2 \).

For this example, the optimization variable \( u_a \) does not have a large effect on the process economics. Thus, we emphasize that the choice to use EMPC for this example is primarily driven, as previously noted, by the ability of EMPC to promote time-varying operation such that it computes set-points at the bounds of what is physically possible to maximize the process profit and thus effectively illustrates the advantages of including the constraint on the actuation magnitude (pressure). Furthermore, the profitability of EMPC over steady-state operation for a variety of processes has been well-documented in the literature (see, for example,\(^79\) and\(^60\)), including for the present example when two actuators are used as in,\(^54\) and is not the focus of this chapter. However, it is noted that the process in the absence of stiction or valve dynamics has a steady-state yield of 6.63% over 468 \( t_d \) and a yield of 32.22% over 2 \( t_d \) when initiated from

\[
[x_1 f \ x_2 f \ x_3 f \ x_4 f]^T = [0.997 1.264 0.209 1.004]^T.
\]

This shows that for the two operating periods considered in this study, the effect of the transient is very strong because the average steady-state yield is much larger over the 2 \( t_d \) considered in this study than it is after a longer time period.

To achieve the above objectives while countering stiction, we develop an EMPC, termed \textit{EMPC} - \( A \), that incorporates actuator dynamics to aid in stiction compensation and maximizes the yield of ethylene oxide subject to the integral material constraint and constraints on the allowable
values of the valve output, valve set-point, and actuator output to prevent non-physical situations.

This EMPC solves the following optimization problem:

\[
\min_{u_m(t)\in S(\Delta)} \int_{t_k}^{t_k+N_k} \tilde{u}_a(\tau)\tilde{x}_3(\tau)\tilde{x}_4(\tau)\,d\tau
\]

\[\text{s.t.} \quad \dot{\tilde{q}}(t) = f_q(\tilde{q}(t), u_m(t)) \]

\[\tilde{q}(t_k) = q(t_k)\]

\[0 \leq \tilde{u}_a(t) \leq 0.7042, \forall t \in [t_k, t_k+N]\]

\[0.0704 \leq u_m(t) \leq 0.7042, \forall t \in [t_k, t_k+N]\]

\[\tilde{P}(t) \geq 0, \forall t \in [t_k, t_k+N]\]

\[\int_{t_k}^{t_k+N_k} \tilde{u}_a(\tau)d\tau + \int_{(j-1)t_p}^{t_k} u^*_a(\tau)d\tau = \frac{0.175t_p}{C_e}\]

where the cost function in Eq. 5.37a represents the total yield of ethylene oxide throughout the prediction horizon when the material constraint is met, and Eq. 5.37g is the method for implementing the integral material constraint by constraining the value of \(u_a\) to meet the material constraint in each operating period. Eq. 5.37g states that the time-average value of the sum of the predicted valve output \(\tilde{u}_a\) plus the previously applied valve outputs \(u^*_a\) must be no greater than \(0.175/C_e\) over the \(j-th\) operating period \((j = 1, 2, \ldots)\). A shrinking prediction horizon is used, such that the prediction horizon \(N_k = 5\) at the beginning of an operating period of length \(t_p = 1 t_d\) \((\Delta = 0.2 t_d)\) but is decremented by 1 at each subsequent sampling time in the operating period. The use of this shrinking horizon allows the integral material constraint of Eq. 4.7 to be implemented in Eq. 5.37g. The state constraints in Eqs. 5.37d and 5.37f were enforced every two integration steps. Because this process has an asymptotically stable steady-state and no closed-loop stability issues were encountered during the simulations, the Lyapunov-based constraints of Eqs. 5.11l-5.11m were not considered. The dynamic equation in Eq. 5.37b was integrated within the EMPC using the Explicit Euler numerical integration method with an integration step of \(h_A = 10^{-6} t_d\). Centered finite difference approximations of derivatives required for the solution of the optimization problem
were obtained by perturbing the optimization variables by $10^{-6}$.

For comparison with $EMPC - A$, we also introduce an EMPC that does not include the valve dynamics, which will be referred to as $EMPC - B$, formulated as follows:

$$\min_{u_m(t) \in S(\Delta)} - \int_{t_k}^{t_k+N_k} u_m(\tau) \ddot{x}_3(\tau) \ddot{x}_4(\tau) d\tau$$

s.t. \[ \dot{\ddot{x}}(t) = f(\ddot{x}(t), u_m(t)) \] \[ \ddot{x}(t_k) = x(t_k) \] \[ 0.0704 \leq u_m(t) \leq 0.7042, \forall t \in [t_k, t_k+N) \] \[ \int_{t_k}^{t_k+N_k} u_m(\tau) d\tau + \int_{(j-1)t_p}^{jt_p} u_m^*(\tau) d\tau = \frac{0.175 t_p}{C_e} \]

where the notation in Eq. 5.38b signifies that $u_a$ in Eqs. 5.28a-5.28d is replaced by $u_m$ in the model used to predict the process states within $EMPC - B$. Numerical integration of the dynamic equations in Eq. 5.38b was performed using the Explicit Euler method with an integration time step of $h_B = 10^{-4} t_d$. Centered finite difference approximations of derivatives required for the solution of the optimization problem were obtained by perturbing the optimization variables by $10^{-4}$.

A third EMPC, $EMPC - C$, was also developed with the form of $EMPC - B$ but with rate of change constraints added, for reasons that will be clarified below. $EMPC - C$ solves the following
optimization problem:

\[
\begin{align*}
\min_{u_m(t) \in S(\Delta)} & \quad - \int_{t_k}^{t_{k+N_k}} u_m(\tau)\ddot{x}_3(\tau)\dot{x}_4(\tau) d\tau \\
\text{s.t.} & \quad \ddot{x}(t) = f(\ddot{x}(t), u_m(t)) \\
& \quad \ddot{x}(t_k) = x(t_k) \\
& \quad 0.0704 \leq u_m(t) \leq 0.7042, \forall t \in [t_k, t_{k+N_k}) \\
& \quad \int_{t_k}^{t_{k+N_k}} u_m(\tau)d\tau + \int_{(j-1)t_p}^{t_j} u^*_m(\tau)d\tau = \frac{0.175l_p}{C_e} \\
& \quad |u_m(t_k) - u^*_m(t_{k-1})|^{t_{k-1}} \leq \gamma \\
& \quad |u_m(t_j) - u_m(t_{j-1})| \leq \gamma, \ j = k + 1, \ldots, k + N_k - 1
\end{align*}
\]

(5.39a) (5.39b) (5.39c) (5.39d) (5.39e) (5.39f) (5.39g)

where \(\gamma\) in Eqs. 5.39f-5.39g is a constant that defines the change in \(u_m\) that will be accepted between sampling periods. In the following simulations, \(\gamma = 0.1\). Eq. 5.39b was numerically integrated using the Explicit Euler numerical integration method with an integration step size of \(h_C = 10^{-4} t_d\). Centered finite difference approximations of derivatives required for the solution of the optimization problem were obtained by perturbing the optimization variables by \(10^{-4}\).

Outside of EMPC – A, EMPC – B, and EMPC – C, the actual process was simulated using Eqs. 3.27-3.29, 3.31, and 5.28-5.32 with an Explicit Euler integration step size of \(h = 10^{-6} t_d\), with the pressure saturated at \(0 \ kg/m^2\) if a lower pressure was requested (\(u_a\) would have been saturated at \(u_{a,\min}\) or \(u_{a,\max}\) if those values were exceeded, but neither of these extremes were violated in these simulations). All three EMPC’s used \(t_p = 1 t_d\), \(\Delta = 0.2 t_d\,\text{, and simulated the results for two operating periods. They were initiated from the point } q_I = [0.997 1.264 0.209 1.004 0.051 2.000 \times 10^{-6} 1.426 \times 10^{-5} 0]^T, \text{ where the process states are dimensionless and the states of the actuator layer have SI units except for a dimensionless time unit, and the initial value of the steady-state pressure is } P_s = 63713 \ kg/m^2. \text{ All optimizations were performed using the open-source nonlinear interior point optimization solver Ipopt}^{148} \text{ and were coded in the C++ programming language. The Ipopt convergence tolerance for optimization termination was set to } 10^{-10} \text{ for EMPC – A, and to}
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10^{-8}$ for \textit{EMPC} – \textit{B} and \textit{EMPC} – \textit{C}. Simulations were carried out on a 2.40 GHz Intel Core 2 Quad CPU Q6600 on a 64-bit Windows 7 Professional operating system with 4.00 GB of RAM.

Figs. 5.13-5.14 show the values of $u_a$, $u_m$, and $P$ for the valve with time when the system of Eqs. 3.27-3.29, 3.31, and 5.28-5.32 is controlled by \textit{EMPC} – \textit{A} and \textit{EMPC} – \textit{B}. These figures show that the inclusion of valve dynamics and actuation magnitude constraints in EMPC causes \textit{EMPC} – \textit{A} to calculate lower set-points than \textit{EMPC} – \textit{B}, which allows the valve output to track the EMPC-requested set-points throughout the two operating periods, even when the pressure drops, because \textit{EMPC} – \textit{A} is aware of the limitations of the pneumatic actuation and thus calculates set-points that the valve output can reach (it is noted that there are two small set-point changes in Fig. 5.13 that $u_a$ for \textit{EMPC} – \textit{A} does not track; the reason for this will be explained further below, but the overall trend that $u_a$ tracks $u_m$ well under \textit{EMPC} – \textit{A} can be deduced from Fig. 5.13). Figs. 5.13-5.14 show that when the actuator dynamics are not included in EMPC and stiction develops with time such that the pressure-flow rate relationship is altered, the valve output is not able to track the \textit{EMPC} – \textit{B} set-points because \textit{EMPC} – \textit{B} calculates set-points for which the pressure would need to drop to negative values to allow the valve to move enough to reach them (because this is physically impossible, the pressure under \textit{EMPC} – \textit{B} saturates at its minimum value of $0 \text{ kg/m} \cdot t_d^2$ for four sampling periods, though the pressure under \textit{EMPC} – \textit{A} does not because the set-points calculated by \textit{EMPC} – \textit{A} are reachable). The inability of the valve to reach the set-points calculated by \textit{EMPC} – \textit{B} causes the \textit{EMPC} – \textit{B} optimization problem to become infeasible in the last two sampling periods of each operating period and causes \textit{EMPC} – \textit{B} to be unable to meet the integral constraint (it cannot use all available material; the value of the integral constraint in Eq. 4.7 calculated for each operating period (i.e., between $(j-1)t_p$ and $jt_p$, $j = 1, 2$, instead of between $t_0$ and $t_f$) is approximately 0.133, which is 24\% less than the required value of 0.175). The yield of \textit{EMPC} – \textit{A} throughout two operating periods according to Eq. 4.6 is 32.4\%, while that of \textit{EMPC} – \textit{B} according to Eq. 4.6 is 35.1\%. This at first appears to suggest that \textit{EMPC} – \textit{B} out-performs \textit{EMPC} – \textit{A} economically; however, because \textit{EMPC} – \textit{B} did not meet a hard constraint of the process, the yield that it achieved without meeting this constraint cannot
be compared with the yield of a process that did meet the constraint. Thus, no further discussion of yields under the various EMPC’s will be pursued, and the discussion will focus on the degree to which the various formulations ensure that the process constraints are satisfied. In contrast to EMPC – B, EMPC – A is feasible in both operating periods.

Despite the advantages of using EMPC – A rather than EMPC – B to ensure that all process constraints are met, the computational burden of EMPC – A due to the enforcement of the constraints on the pressure and on $u_a$ at every other integration step $h_A = 10^{-6} \ t_d$ within the EMPC is much larger than that for EMPC – B. In an actual plant, this computation time increase could prohibit the use of EMPC – A if the process has fast dynamics such that a short sampling period is required for effective control. However, the input rate of change constraints discussed in this chapter for the design of an MPC incorporating nonlinear valve dynamics may be considered for use in EMPC – B to minimize the large jumps in $u_m$ that cause EMPC – B to be unable to meet the material constraint at the end of the operating periods but without adding much computation time. Thus, we demonstrate the use of input rate of change constraints and how they affect the trajectories of $u_m$, $u_a$, and $P$ using EMPC – C. Figs. 5.13-5.14 show these trajectories and show that
Figure 5.14: Actuator pressure applied to valve stem throughout two operating periods for $EMPC - A$ (solid trajectory), $EMPC - B$ (dashed trajectory), and $EMPC - C$ (dotted trajectory).
the addition of the input rate of change constraints to $EMPC - B$ to form $EMPC - C$ significantly improves the set-point tracking performance compared to $EMPC - B$. In contrast to $EMPC - B$, for which four of the set-points were not reachable and caused significant offset, there is only one set-point calculated by $EMPC - C$ in Fig. 5.13 for which offset is observed, and the offset is much smaller than those for $EMPC - B$. In addition, the pressure in Fig. 5.14 only saturates at its minimum value for one sampling period under $EMPC - C$, instead of the four during which it saturates under $EMPC - B$. Though $EMPC - C$ is infeasible for three sampling periods (the last two sampling periods of the first operating period and the last sampling period of the second operating period) and the integral constraint is not met at the end of either operating period, the degree to which the integral constraint is violated is significantly less than under $EMPC - B$ (the integral constraint is 0.171 at the end of the first operating period and 0.172 at the end of the second under $EMPC - C$, such that in each operating period, it is only about 2% less than the required value of 0.175). In addition, the computation time of $EMPC - C$ is, as for $EMPC - B$, much lower than that for $EMPC - A$ owing to the use of a lower-order model than $EMPC - A$. The rate of change constraints were added to $EMPC - C$ in an ad hoc fashion and are not guaranteed to reduce the negative effects of stiction on the controller performance, but the positive impact that they had on the process performance does indicate the breadth of constraints that could be considered to combat the effects of stiction with both the proposed MPC and also with MPC’s for processes that cannot fully incorporate the proposed method due to computation time constraints.

Figs. 5.15-5.16 show the closed-loop process and actuator layer states under $EMPC - A$, $EMPC - B$, and $EMPC - C$. Fig. 5.15 shows that the process state trajectories are not drastically affected by the differences between the trajectories of $u_a$ under the three EMPC’s, which contributes to the fact that the focus of this example is not on the profitability of the proposed EMPC compared to the other methods, but rather on its ability to meet the constraints of the process when the valve is affected by stiction. The plot of the controller state $\zeta$ in Fig. 5.16 shows the manner in which the integral term of the controller is affected by the different EMPC formulations. In $EMPC - B$, the integral term becomes large in the sampling periods in which
the EMPC cannot reach its set-points. This plot also shows the benefits of re-setting the value of $\zeta$ to zero at each set-point change so that, for example, the value of $\zeta$ for $EMPC - B$ at the beginning of the second operating period is not large from the integration of this state at the end of the first operating period. In addition, the plot shows that the inclusion of the actuator dynamics and constraints on the pressure in $EMPC - A$ and rate of change constraints in $EMPC - C$ prevent the integral term from becoming large because they ensure that the set-points can be met or (in the case of $EMPC - C$) reached closely enough so that the integral term does not reach large values. In addition, the increase in $\zeta$ at a direction change of the velocity to allow the pressure to overcome the deadband is visible in this plot as well.

The trajectories in Figs. 5.13-5.14 and 5.16 show the relationships between the physical states
Figure 5.16: Closed-loop actuator layer states $x_v$, $v_v$, $z$, and $\zeta$ throughout two operating periods under $EMPC - A$ (solid trajectories), $EMPC - B$ (dashed trajectories), and $EMPC - C$ (dotted trajectories).
$x_v$ and $v_v$ of the valve and the valve output and pressure applied to the valve for the process under \( EMPC - A \), \( EMPC - B \), and \( EMPC - C \). Because the value of $u_a$ is an explicit function of $x_v$, changes in $u_a$ occur when $x_v$ changes. A comparison of the trajectories of $x_v$ and $u_a$ with the values of $P$ for \( EMPC - A \) shows the deadband where the pressure is increasing but the values of $x_v$ and $u_a$ do not change much because the error (and thus $\zeta$) is not large enough to cause much stem movement for the small set-point changes toward the end of the first and second operating periods of the EMPC. The set-point changes in \( EMPC - B \) and \( EMPC - C \) are all significant enough that the deadband is overcome within a sampling period. The velocity $v_v$ for all three EMPC’s is non-zero when $x_v$ and thus $u_a$ are changing, but is zero when $u_a$ reaches $u_m$ and the friction force balances the pressure and spring forces on the valve.

The trajectories of $z_f$ in Fig. 5.16 show that when deadband is encountered, the state $z_f$ is driven through zero. This is consistent with the physical visualization of $z_f$ suggested by the authors of the LuGre model, which related it to the average deflection of theoretical bristles on two contacting surfaces, whose bending caused friction. It would be expected that bristles would be deflected from an equilibrium (zero) location corresponding to the starting position of the valve when the stem position first begins to move in a given direction. In addition, it is necessary for continuity of the friction force in Eq. 3.29 that the value of $z_f$ approach this zero value in a dynamic fashion, rather than abruptly. The passing of $z_f$ through zero at a change in the direction of set-point changes allows the friction force of Eq. 3.29 to change direction so that it continues to be in the direction opposite the applied force.

We now address the fact that \( EMPC - A \) calculated set-points that are not reachable (see Fig. 5.13) though it could predict the dynamics of the valve with respect to the set-point changes. Stiction is often noticeable when pressure is applied to a valve, but the valve stem does not move because the opposing friction force is significant. This phenomenon is exhibited during the two set-point changes for \( EMPC - A \) that the valve output does not track. Due to the small set-point reversals in $u_m$ requested by \( EMPC - A \) at the end of the first and second operating periods, the value of the pressure applied to the valve according to Eqs. 5.31-5.32 does not change quickly.
since the error between $u_m$ and $u_a$ (and thus $\zeta$) is low. However, though the valve is considered to be stuck at this time, as the pressure changes, the dynamics in Eqs. 3.27-3.29, 3.31, and 5.28-5.32 cause the stem position and velocity (in addition to $z_f$) to continue to change, though slowly. It is because of this effect that $EMPC - A$ calculates set-points that it cannot reach; it does so to manipulate the numerical results such that the valve stem and thus output would move just enough in the sampling periods in which unreachable set-points are calculated to allow all constraints to be met, including the integral constraint. While this suggests that the results are dependent on the friction model used, it also shows that including the friction model within the EMPC allows the EMPC to make smart set-point choices that are not necessarily intuitive.

To demonstrate the robustness of the proposed approach to disturbances and plant-model mismatch, the process of Eqs. 3.27-3.29, 3.31, and 5.28-5.32 was controlled by $EMPC - A$ and was simulated with different levels of bounded Gaussian white noise in the process and actuator states, and the closed-loop stability of the process under $EMPC - A$ was found to be robust with respect to the different noise levels. In addition, when the process was simulated with noise in the process states with standard deviation $\sigma_w = [0.1 300 60 0.4 0 0 0 0]^T$ and bound $\theta = [0.3 900 180 1.2 0 0 0 0]^T$ (this standard deviation and bound on the noise were chosen because they provided a meaningful perturbation to the process states when added to the right-hand side of Eqs. 5.28a-5.28d), the integral material constraint was met in both operating periods.

**Remark 5.18.** In the example of this section, the addition of input rate of change constraints to an MPC was shown to be beneficial for valve behavior compensation, and in Chapter 2, such constraints were suggested to help prevent actuator wear. It should be noted, however, that input rate of change constraints may cause issues for effective process control if stiction is present in the control loop and the constraints are not carefully designed. For example, returning to the results in Fig. 3.4 for the sticky valve without flow control of Eqs. 3.27-3.32, we see that the valve does not move due to friction if the changes in the valve output flow rate set-point $u_m$ are not significant enough to increase the pressure to a level that overcomes the static friction force. If input rate of change constraints are included in an MPC that accounts for the stiction dynamics in this case,
they may prevent $u_m$ from changing enough to cause the level to move in some sampling periods. However, for the example in this chapter, because the valve is under flow control, the pressure applied to the valve can change throughout a sampling period (i.e., it is not fixed by $u_m$ but can be adjusted even for a fixed $u_m$ by the flow controller). Therefore, when the magnitude of $u_m - u_a$ is large in Eqs. 3.24-3.25, the magnitude of $P$ may become large, resulting in the actuation magnitude saturation seen in this example. The input rate of change constraints can thus be beneficial in this case because they are not bounding $P$ directly (i.e., $P$ can still adjust as required to cause $u_a$ to reach $u_m$ if the pressure does not saturate), but they are instead reducing the flexibility that the controller has to change the valve output flow rate set-point to values that would cause the value of $P$ to saturate. This emphasizes the need to carefully design an MPC for stiction compensation with the understanding developed in Chapter 3 that the effects of stiction are closed-loop effects and therefore different MPC constraint designs may be needed for different control loop architectures, for example.

5.5 Conclusions

In this chapter, we showed that MPC can be used to compensate for the effects of stiction by including detailed valve dynamics for sticky valves in addition to constraints on the rate of change of inputs and the actuation magnitude. The flexibility of the MPC-based stiction compensation strategy, which allows it to incorporate a variety of cost functions or constraints to reduce tracking offset in control loops, was discussed. In addition, closed-loop stability and feasibility of the MPC optimization problem including Lyapunov-based stability constraints were proven for a sufficiently small sampling period. Using a chemical process example, we showed how constraints can be developed for the MPC for stiction compensation and demonstrated that this MPC can result in better valve layer set-point tracking and constraint satisfaction than an MPC that does not account for stiction.
Chapter 6

Conclusion

This dissertation developed a framework for accounting for actuator constraints and nonlinearities for control loops with various control designs, ranging from state-of-the-art control methods such as EMPC to classical control designs like PI control.

Chapter 2 discussed methods of accounting for actuator wear through input rate of change constraints in EMPC. It was demonstrated that the constraints can be developed within the context of an EMPC design with Lyapunov-based stability constraints in a manner that not only ensures that the value of each implemented input differs from the value of the last implemented value of that input by no more than a desired value $\varepsilon_{desired}$ between two sampling periods, but also guarantees feasibility of the EMPC design and closed-loop stability in the sense of boundedness of the closed-loop state within a pre-defined region of state-space for all times and uniform ultimate boundedness of the closed-loop state within a neighborhood of the origin when a contractive constraint in the EMPC formulation is activated for all times. It was also demonstrated that the EMPC design could be formulated with a terminal constraint such that even with input rate of change constraints, a nonlinear process operated under the EMPC is guaranteed to have an economic performance at least as good as that of a Lyapunov-based controller implemented in sample-and-hold on both the finite-time and infinite-time intervals. The EMPC with input rate of change constraints was demonstrated through an ethylene oxidation example, and the terminal
Chapter 3 analyzed valve nonlinearities from a fundamental mathematical perspective and also through simulation. It was shown that the interactions among the states describing the process model and the valve model are nonlinear and coupled, and as a result, the negative impacts of valve nonlinearities such as stiction on control loop performance should be analyzed in a closed-loop context. A level control example was used to illustrate this by demonstrating the set-point tracking issues occurring in the control loop containing a sticky valve when the tank level is controlled by either a PI controller or an MPC. The closed-loop insights obtained were then utilized to place some of the stiction compensation literature for systems under classical linear control designs in a closed-loop context, and to demonstrate via the level control example how a flow control compensation method and an integral term modification method improve the closed-loop response when the sticky valve is in the loop.

In Chapter 4, the closed-loop perspective on valve nonlinearity compensation was utilized to propose model predictive control methodologies with empirical and first-principles process-valve models for making state predictions as valve nonlinearity compensation methodologies. A level control example and an ethylene oxidation example demonstrated the effectiveness of making the MPC aware of the valve dynamics through the process model and constraints. Finally, Chapter 5 extended the developments of Chapter 4 to focus specifically on MPC for stiction compensation. It demonstrated that special considerations (e.g., actuation magnitude or input rate of change constraints) may be beneficial for preventing the MPC from calculating unreachable set-points for the valve output flow rates due to changes in the valve dynamics that arise due to stiction. An ethylene oxidation example motivated the use of the actuation magnitude constraints and showed that an EMPC that does not account for the valve dynamics in the process model and pneumatic actuation in the constraints may cause the input trajectories computed by the EMPC to violate hard process constraints, whereas accounting for the valve layer dynamics in the EMPC can allow the resulting input trajectories to cause the constraints to be met.

In conclusion, this dissertation has provided a framework for accounting for actuator
dynamics/constraints in classical control designs, MPC, and EMPC by adjusting the process model and constraints to improve set-point tracking and reduce actuator wear.
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