Title
Evaluation Of Radio Links And Networks

Permalink
https://escholarship.org/uc/item/7d4280mc

Authors
Linnartz, Jean-paul M. G.
Diesta, Rolando F.

Publication Date
1996
Evaluation of Radio Links and Networks

Jean-Paul M.G. Linnartz
Rolando F. Diesta

California PATH Research Report
UCB-ITS-PRR-96-16

This work was performed as part of the California PATH Program of the University of California, in cooperation with the State of California Business, Transportation, and Housing Agency, Department of Transportation; and the United States Department of Transportation, Federal Highway Administration.

The contents of this report reflect the views of the authors who are responsible for the facts and the accuracy of the data presented herein. The contents do not necessarily reflect the official views or policies of the State of California. This report does not constitute a standard, specification, or regulation.

June 1996
ISSN 1055-1425
# EVALUATION OF RADIO LINKS AND NETWORKS

## TABLE OF CONTENTS

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abstract</td>
<td>iv</td>
</tr>
<tr>
<td>Executive Summary</td>
<td>v</td>
</tr>
<tr>
<td>Chapter 1 Introduction</td>
<td>1</td>
</tr>
<tr>
<td>1.1 Introduction</td>
<td>1</td>
</tr>
<tr>
<td>1.2 Acknowledgements</td>
<td>6</td>
</tr>
<tr>
<td>1.3 References</td>
<td>6</td>
</tr>
<tr>
<td>Chapter 2 Statistical Characterization of Rician Multipath Effects in a</td>
<td>9</td>
</tr>
<tr>
<td>Vehicle to Vehicle Communication Channel</td>
<td></td>
</tr>
<tr>
<td>2.1 Introduction</td>
<td>10</td>
</tr>
<tr>
<td>2.2 Probability Density Function of Received Signal</td>
<td>10</td>
</tr>
<tr>
<td>2.3 RF Spectrum</td>
<td>16</td>
</tr>
<tr>
<td>2.4 Moments of Power Spectral Density</td>
<td>20</td>
</tr>
<tr>
<td>2.5 Level Crossing Rate and Average Fade Duration</td>
<td>23</td>
</tr>
<tr>
<td>2.6 Conclusions</td>
<td>25</td>
</tr>
<tr>
<td>2.7 References</td>
<td>26</td>
</tr>
<tr>
<td>Chapter 3 Vehicle to Vehicle RF Propagation Measurements</td>
<td>29</td>
</tr>
<tr>
<td>3.1 Introduction</td>
<td>30</td>
</tr>
<tr>
<td>3.2 RF Propagation Review</td>
<td>30</td>
</tr>
<tr>
<td>3.2.1 Base Station to Vehicle Channel Model</td>
<td>32</td>
</tr>
<tr>
<td>3.2.1.1 Large Scale Attenuation</td>
<td>32</td>
</tr>
<tr>
<td>3.2.1.2 Shadowing Effect</td>
<td>33</td>
</tr>
<tr>
<td>3.2.1.3 Channelling Effects</td>
<td>33</td>
</tr>
<tr>
<td>3.2.1.4 Multipath Fading</td>
<td>33</td>
</tr>
<tr>
<td>3.2.2 Vehicle to Vehicle Channel Model</td>
<td>35</td>
</tr>
<tr>
<td>3.2.2.1 Attenuation Models</td>
<td>35</td>
</tr>
<tr>
<td>3.2.2.2 Path Loss Near a Dielectric Surface</td>
<td>36</td>
</tr>
<tr>
<td>3.3 Measurement Setup and Results</td>
<td>37</td>
</tr>
<tr>
<td>3.3.1 Path Loss Attenuation</td>
<td>38</td>
</tr>
<tr>
<td>3.3.2 Delay Spread</td>
<td>39</td>
</tr>
<tr>
<td>Section</td>
<td>Page</td>
</tr>
<tr>
<td>------------------------------------------------------------------------</td>
<td>------</td>
</tr>
<tr>
<td>3.3.3 Rician K Factor</td>
<td>41</td>
</tr>
<tr>
<td>3.4 Conclusion</td>
<td>42</td>
</tr>
<tr>
<td>3.5 References</td>
<td>42</td>
</tr>
<tr>
<td>Chapter 4 Vehicle-to-Vehicle Communications for AVCS Platooning</td>
<td>45</td>
</tr>
<tr>
<td>4.1 Introduction</td>
<td>46</td>
</tr>
<tr>
<td>4.2 Platoon Model</td>
<td>46</td>
</tr>
<tr>
<td>4.3 Radio Channel Model</td>
<td>48</td>
</tr>
<tr>
<td>4.4 Modulation Scheme</td>
<td>50</td>
</tr>
<tr>
<td>4.5 Multiple Access Schemes</td>
<td>51</td>
</tr>
<tr>
<td>4.5.1 Packet Erasure Rates</td>
<td>51</td>
</tr>
<tr>
<td>4.6 Network Protocol</td>
<td>52</td>
</tr>
<tr>
<td>4.7 Numerical Results</td>
<td>53</td>
</tr>
<tr>
<td>4.7.1 Bit error rates</td>
<td>54</td>
</tr>
<tr>
<td>4.7.2 Packet Erasure Rates</td>
<td>56</td>
</tr>
<tr>
<td>4.7.3 Reliability and Spectrum Allocation</td>
<td>58</td>
</tr>
<tr>
<td>4.7.4 Network Protocol</td>
<td>59</td>
</tr>
<tr>
<td>4.8 Conclusions</td>
<td>60</td>
</tr>
<tr>
<td>4.9 References</td>
<td>61</td>
</tr>
<tr>
<td>Chapter 5 Base Station to Vehicle Communication</td>
<td>65</td>
</tr>
<tr>
<td>5.1 Introduction</td>
<td>66</td>
</tr>
<tr>
<td>5.2 Transmission Considerations</td>
<td>67</td>
</tr>
<tr>
<td>5.2.1 Some Channel Parameters</td>
<td>67</td>
</tr>
<tr>
<td>5.2.2 Probability of Packet Erasure</td>
<td>68</td>
</tr>
<tr>
<td>5.2.2.1 Fast Fading</td>
<td>68</td>
</tr>
<tr>
<td>5.2.2.2 Slow Fading</td>
<td>68</td>
</tr>
<tr>
<td>5.2.2.3 Numerical Results</td>
<td>69</td>
</tr>
<tr>
<td>5.3 SPECTRUM EFFICIENCY</td>
<td>72</td>
</tr>
<tr>
<td>5.3.1 Packet Erasure Rates as a Function of Distance</td>
<td>72</td>
</tr>
<tr>
<td>5.3.2 Directional Antennas</td>
<td>73</td>
</tr>
<tr>
<td>5.3.3 Choosing a Reuse Pattern</td>
<td>76</td>
</tr>
<tr>
<td>5.3.4 Maximizing Performance</td>
<td>77</td>
</tr>
<tr>
<td>5.3.5 Spatial Collision Resolution</td>
<td>82</td>
</tr>
<tr>
<td>5.4 Uplink Random Access</td>
<td>84</td>
</tr>
<tr>
<td>5.4.1 Model of Access Scheme</td>
<td>85</td>
</tr>
<tr>
<td>5.4.2 Computational Results</td>
<td>88</td>
</tr>
<tr>
<td>5.5 Conclusion</td>
<td>90</td>
</tr>
<tr>
<td>5.6 References</td>
<td>92</td>
</tr>
<tr>
<td>5.7 Appendix A</td>
<td>94</td>
</tr>
<tr>
<td>5.7.1 An Improved Model for Interfering Signals</td>
<td>94</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

1.1 Introduction

Advanced technology may mitigate some of the existing ground transportation problems, such as traffic congestion. Projects such as Road Automobile Communication Systems (RACS) in Japan [1], PROMETHEUS in Europe [2], and Partners for Advanced Transit and Highway (PATH) in the U.S. are currently engaged in the design of such systems called Intelligent Transportation Systems (ITS) in Japan and the United States and Road Transport Informatics (RTI) in Europe. These projects develop methods and techniques to improve safety and efficiency of the highway system, which in turn would lead to an increase in the productivity of commuters as well as alleviate pollution [3]. Mobile-to-mobile communication is of critical importance to such ITS projects, especially in Automated Vehicle Control Systems (AVCS) employing platoons [4].

This study was motivated by research on AVCS, in which vehicles periodically exchange telemetric data, for instance on their speed and acceleration. This allows smooth control of vehicles speeds without the effects of small acceleration errors in the control loop.
propagating backwards and being amplified in the reactions of following vehicles. Communication could be achieved through roadside base stations, but the frequency reuse can be denser and the system may be more economical if direct car-to-car links are used. Both radio and infrared are considered as an option for communication between cars within a platoon while (leaders of) platoons always communicate over longer ranges where radio may be preferred. Platoons may communicate through base stations, as their messages mostly need to be monitored and processed by a landbased system entity anyhow. Although communication occurs only over relatively short range, on the order of tens of meters, the communication links have to be extremely reliable. Earlier PATH studies showed that reliable operation of such systems requires updates to arrives at least once every 50 millisecond for communication within a platoon and somewhat more lenient requirements for communication between platoons. Communication channel fades exceeding this duration will severely affect the reliability of the radio link.

In our research, we relied heavily upon statistical models. For instance the radio propagation channel is regarded to consist of a large set of reflected waves, however with a few dominant and components and many small random components. In this respect, we address certain aspects already brought forward in the report by Polydoros and others at University of Southern California [5]. Their conclusion appeared to be that the phasor addition of reflected waves may cause destructive cancellation in certain areas, which makes the radio links less reliably if vehicles are in particular locations. While USC researchers considered a certain (discrete) number of relevant components, we modelled two main contributing components (the line-of-sight and the ground-reflected path), plus a large, possibly infinite number of weak reflections. These reflection were not treated deterministically, but are considered as random variables.

This report also documents measurements of the vehicle-to-vehicle link. While a vast amount of propagation data is available in open literature for cellular communications, the peculiarities of the car to car channel received little attention..
The performance of the radio link is evaluated for various modulation methods. In particular we compare TDMA transmission schemes with spread-spectrum methods, such as Direct Sequence and Frequency Hopping. As can be understood intuitively, the performance of the system increases with the spread-factor applied. Large spread factors however imply that more bandwidth is used. When systems are compared on an equal bandwidth base, uspread (TDMA) systems typically allow very frequent updates of vehicle data. While each transmission is relatively vulnerable to interference, the probability of receiving at least one message within the deadline requirements typically is larger than for spread spectrum systems.

Figure 1.1  The ITS communication scenario.
For AVCS communication design, it is of crucial importance to make the probability of successful transmission in successive attempts as independent as possible. This helps reducing the probability of a sustained outage of radio link. In particular, the choice of different frequencies per transmission helps substantially. Therefore, slow frequency hopping appears attractive.

The downlink (base station to vehicle) differs from conventional circuit-switched telephone systems. Our criterium is not necessarily the outage probability of losing a particular packet, because in packet networks, retransmission can repair incidental outages. In our opinion, AVCS systems are to be designed for minimum delay in the exchange of data or to maximize the rate of updates of vehicle status messages. We conclude that conventional cellular reuse patterns are suboptimum. In packet-oriented communication nets, significant performance gains can be achieved if base station carriers are switched off when no packets are available for transmission. This allows the use of access schemes that use the same radio channel in all cells. This concept is studied for modulation methods that do not use CDMA spreading. In the past, the idea to use the same channel in all cells was believed to be only possible with spread-spectrum transmission. However, we claim that efficient transmission schemes not necessarily use a spreading gain.

The uplink, from vehicle to base station, is not elaborated in full detail. Our main results on the uplink are well described by the findings in a project on the collection of data from probe vehicles for ATMIS purposes. Whenever uplink data traffic is bursty, it appears useful to assign all available bandwidth to all base stations, without any reuse pattern.

This report is organized into 5 chapters. Chapter 1 provides a general introduction to the problem. Chapter 2 formulates a propagation model for vehicle-to-vehicle communication. Chapter 3 reports propagation measurements taken at the Richmond Field Station. Vehicle-to-vehicle communication is addressed in Chapter 4. Chapter 5 covers Base station to vehicle communication.
This final report on MOU 82 is not complete without a reference to related work that is not fully described within the main profile of the MOU, but nonetheless has been carried out in close cooperation.

One such related activity was the design of a single-channel communication architecture. From results reported here, it appeared advantageous to assign the same frequency to neighbouring base stations even if these could harmfully interfere with each other. The bursty character of messages exchanged in packet-switched AVCS systems appeared to justify a different access methodology than what is currently used in cellular telephone systems. The bursty channel occupation allows other users to access the same channel in nearby cells during periods of inactivity. This calls for multiple access methods that work on the time dimension (within one cell) and in space (to coordinate transmission in different cells). Existing packet access methods mostly do not integrate these two aspects, but split it into two separate resource assignment methods. Our results here show that this tradition from cellular telephone becomes inefficient for packet switched networks, as foreseen for AVCS. Some concepts that can be used to this end are presented here, but are discussed for more general ITS applications in [6, 7].

The problem of how a large set of base stations, located along a highway, can exploit mutual coordination was a fundamental question raised in MOU 82. One approach to this problem has been suggested by Litjens and Walrand [8].

In the field of vehicle to vehicle communication, we wish to acknowledge the work by Wang and Foreman. Their experiments with off-the-shelf radio modems learned us that the AVCS environment differs essentially from a static environment, as typically encountered for wireless office systems. In particular the requirements for acquisition of synchronisation and keeping the receiver in lock differ substantially. We conclude from these experiments that solutions specific to the fast fading of the AVCS environment are needed. A system that combines DS-CDMA with burst mode transmission was built because many of its compo-
nents were available of the shelf and satisfies FCC requirements for transmission in the bands used. However, this systems needs to resynchronise at every burst transmission and can therefore not achieve high throughput. Reynold designed a slow frequency hopping system that does not have some of these disadvantages. His findings will be reported separately.

While the advantages of direct sequence CDMA cannot easily be fully exploited in a fast fading, lightly dispersive AVCS environment, Multi-Carrier Spread Spectrum Transmission may resolve these problems to some extent. Nathan Yee has contributed to the understanding and performance analysis of MC-CDMA. His finding, tailored to AVCS have been reported in a VTC 1994 paper.

1.2 Acknowledgements

The propagation measurements reported in this document have been made possible by a close cooperation with researchers involved in the INFOPAD project of the Department of E.E.C.S. at the University of California. Also we gratefully acknowledge the support of AT&T for measurement equipment used in the project.

Several graduate students contributed to this work. In particular Rolando Diesta, Tushar Tank, Chikezie Eleazu, Nathan Yee, Reynold Wang and John Davis. Moreover, we appreciate the fruitful discussions and cooperation with other PATH investigators, in particular Jean Walrand at U.C. Berkeley and Andreas Polydoros at U.S.C.
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This chapter develops a statistical model for a narrowband mobile-to-mobile channel taking into consideration Rician scattering near receiving and transmitting antennas both individually and concomitantly. From the proposed channel model we obtain the probability density function of the received signal envelope, the time correlation function and RF spectrum of the received signal, and level crossing rates and average fade durations. We discuss the impact of these parameters on communication networks supporting an Intelligent Transport System (ITSITS).
2.1 Introduction

The application of microwave data links in a land-to-mobile environment has been shown to suffer from multipath fading, shadowing, and Doppler phase shifts. These effects limit the performance of the system. It is thus desirable to have a model of the channel and its limiting effects. This chapter presents a statistical model for the effects of multipath fading in a mobile-to-mobile environment, extending the statistical model for Rayleigh fading by Clarke [1] and Jakes [4] for mobile-to-land, and by Akki and Haber [7] for mobile-to-mobile communication.

In a mobile channel, energy arrives at the receiver by scattering and diffraction over and/or around the surrounding environment. A short range mobile-to-mobile channel in a highway environment will also contain a much stronger direct line-of-sight component, possibly also with a strong ground reflected wave. These components combine vectorially at the receiver and give rise to a resultant signal that varies greatly depending on the distribution of the phases of the various components. These short-term variations in the received signal are called multipath fading. Long term variations in the signal, such as shadowing or path loss, are also present. The relative motion of the vehicles will give rise to a Doppler shift in the signal. Thus, the mobile radio signal varies rapidly over short distances (fading), with a local mean power that is constant over a small area, but varies slowly as the receiver moves. We will concentrate on the short term effects for narrowband channels. In contrast to [1], [4] and [7], we include a dominant component, resulting in Rician fading.

2.2 Probability Density Function of Received Signal

In deriving the probability density function of the received envelope, we will follow Clarke’s two dimensional scattering model [1]. Work has been done by Aulin [11] to extend this to a three dimensional model [9]. However from Aulin’s results it is quite clear that those waves which make a major contribution to the received signal travel in an approximately horizontal direction. We will thus continue with Clarke’s model which assumes that
the field incident on the mobile antenna is comprised of horizontally travelling plane waves of random phase. Also all reflections occur in a plane and both mobile are at the same height. We will augment Clarke’s model by considering a dominant, e.g. line-of-sight, component as well as reflections at both transmitter and receiver. On a highway, reflections may also occur against vehicles in between the transmitter and receiver. However, their signal strength is often much smaller, as the path contains two relatively long segments, each with substantial free space loss. This is similar to the situation in land-to-mobile channels.

![Figure 2.1](image)

**Figure 2.1** Mobile-to-Mobile propagation channel with scatters near both antennas.

At every receiving point we assume the signal to be comprised of many plane waves, as shown in Fig. 2.1. Here $N_T$ waves experience reflections at the transmitter only, $N_R$ waves experience reflections at the receiver only and $N_TN_R$ waves experience reflections at both transmitter and receiver. We denote waves by an index $i$ indicating the path and reflection near the transmitter and an index $k$ denoting the path and reflections near the receiver. The \((i,k)^{th}\) incoming wave has a phase shift $\phi_{i,k}$ a spatial angle of arrival $\alpha_{Rk}$, and a spatial angle of departure $\alpha_{Ti}$ with respect to the velocity of the receiver. We use $i = 0$ and $k = 0$ for dominant waves that are not subject to scattering. The \((i,k)^{th}\) wave has a real amplitude given by $E_{i,k}$ depending on the reflections and additional path loss that the wave undergoes. In practice the amplitudes $E_{i,k}$ may be difficult to estimate. We model this as $E_{i,k} = E_0C_{i,k}D_{i,k}$ where $C_{i,k}$ accounts for scattering near the transmitter and $D_{i,k}$ describes scattering near the transmitter. Here $E_0C_{0,0}D_{0,0}$ is the deterministic amplitude of the dominant component, which in
case it consists only of the line-of-sight wave, is found from free space loss. The parameters \( \phi_{i,k} \), \( \alpha_{T_i} \), \( \alpha_{R_k} \), \( C_{i,k} \), and \( D_{i,k} \) are all assumed to be random and statistically independent, which is reasonable for a sufficiently large separation distance between transmitter and receiver. Maffett [2] has shown that the radar cross section, which is analogous to the dimensionless parameters \( C_{i,k} \) and \( D_{i,k} \) are a function of polarization and area of incidence. Since the transmitted waves were assumed to be vertically polarized, the area of incidence is the important factor in modelling these parameters. If the separation distance between the two mobiles is sufficiently greater than the distance between mobile and scattering object, the process of scattering at the transmitter and at the receiver may be assumed to be statistically independent. This is particularly the case if the receiver and transmitter are separated sufficiently far to approximate the sum of the waves travelling directly or via one or two reflections as a plane Transversal ElectroMagnetic wave through some plane perpendicular to the transmitter-receiver line of sight. This suggests \( C_{i,k} = C_i \) and \( D_{i,k} = D_k \). In the following analysis we will consider this to be a special case. Then, \( E_{i,k} \) becomes equal to \( C_i D_k E_0 \), while \( E_{i,0} \) and \( E_{0,k} \) tend to \( C_i D_0 E_0 \) and \( C_0 D_k E_0 \), respectively.

More in general, for reflections at both transmitter and receiver, the signal consists of a double sum over both reflections. If an unmodulated carrier is transmitted, the resulting electric field can be expressed as

\[
E(t) = E_{0,0} \cos \left( (\omega_c + \omega_d) t + \phi_{0,0} \right) + \sum_{i=1}^{N_T} E_{i,0} \cos \left( (\omega_c + \omega_{T_i}) t + \phi_{i,0} \right)
\]

\[
+ \sum_{k=1}^{N_R} E_{0,k} \cos \left( (\omega_c + \omega_{R_k}) t + \phi_k \right) + \sum_{k=1}^{N_R} \sum_{i=1}^{N_T} E_{i,k} \cos \left( (\omega_c + \omega_{R_k} - \omega_{T_i}) t + \phi_{i,k} \right). \tag{1}
\]

This field consists of a dominant component, which is treated deterministically, along with components that take into account reflections at the receiver, transmitter, and both receiver and transmitter. Measurements [15] indicated that at short range, both the line-of
sight and the ground reflection are substantially stronger than the sum of weak scattered waves. Reflections off metal surfaces of the vehicle can also be strong. Hence, one may wish to model the channel using deterministic assumptions about strong paths, resulting in $E_{0,0}$ and using a statistical approach for $E_{i,0}$, $E_{0,k}$, and $E_{i,k}$. In Chapter 4, we will use the Rician channel model developed here but we will consider the dominant component $E_{0,0}$ to consist of the phasor sum of the line-of-sight and a ground reflection.

The motion of the transmitter and receiver is evident in a Doppler shift in each wave component. Our model differs from the single reflection (Rayleigh fading) model by Akki and Haber [7]. However, for certain simplifying approximations both models lead to the same result (if the Rician $K$-factor of our model is chosen appropriately). From the geometry of Fig. 2.1, these Doppler shifts are found as follows:

$$
\omega_d = \frac{2\pi}{\lambda} (V_R \cos \gamma_R - V_T \cos \gamma_T)
$$
$$
\omega_{Rk} = \frac{2\pi}{\lambda} V_R \cos (\gamma_R - \alpha_{Rk})
$$
$$
\omega_{Ti} = \frac{2\pi}{\lambda} V_T \cos (\gamma_T - \alpha_{Ti})
$$

Here $V_T$ and $V_R$ are the velocities of the transmitter and receiver respectively and $\gamma_T$ and $\gamma_R$ are the angles that the motion of transmitter and receiver make with the road axis. In a typical ITS environment vehicles are following each other, thus $\gamma_T = \gamma_R = 0$. The received field can now be expressed as

$$
E(t) = I(t) \cos \omega_c t - Q(t) \sin \omega_c t + E_{0,0} \cos [(\omega_c + \omega_d) t + \phi_0]
$$

where

$$
I(t) = \sum_{i=1}^{N_T} E_{i,0} \cos (\omega_{Ti} t + \phi_i) + \sum_{k=1}^{N_R} E_{0,k} \cos (\omega_{Rk} t + \phi_k)
$$
$$
+ \sum_{k=1}^{N_R} \sum_{i=1}^{N_T} E_{i,k} \cos [\omega_{Rk} t - \omega_{Ti} t + \phi_{i,k}]$$

(4)
and

\[ Q(t) = \sum_{i=1}^{N_T} E_{0,0} \sin (\omega_{Ti} t + \phi_i) + \sum_{k=1}^{N_R} E_{0,k} \sin (\omega_{Rk} t + \phi_k) + \sum_{k=1}^{N_R} \sum_{i=1}^{N_T} E_{i,k} \sin [\omega_{Rk} t - \omega_{Ti} t + \phi_{ik}] \]  \hspace{1cm} (5)

If \( N_T \) and \( N_R \) are sufficiently large, in theory infinite (in practice Bennet [3] has shown that greater than 8 paths will suffice), the central limit theorem implies that both \( I(t) \) and \( Q(t) \) are jointly Gaussian random variables for a particular time \( t \) and the probability density of the angle of arrivals and departures is uniform between \((-\pi, \pi]\). If we assume that the separation distance between the two mobiles is much larger than the distance between the mobile and scattering object, then Clarke [1] has shown that both \( I(t) \) and \( Q(t) \) are uncorrelated and thus independent. The mean values of \( I(t) \) and \( Q(t) \) are both zero, the variance of \( I(t) \) and \( Q(t) \), or local-mean scattered power, is given by

\[ \sigma^2 = E \left[ \sum_{i=1}^{N_T} \frac{E_{i,0}^2}{2} + \sum_{k=1}^{N_R} \frac{E_{0,k}^2}{2} + \sum_{i=1}^{N_T} \sum_{k=1}^{N_R} \frac{E_{i,k}^2}{2} \right] \]  \hspace{1cm} (6)

and they are jointly Rayleigh distributed. Following Rice [6] we find that the joint probability density function of the received amplitude, \( r(t) \), and phase, \( \theta(t) \), is

\[ f_{r, \theta}(r, \theta) = \frac{r}{2\pi\sigma^2} \exp \left( -\frac{(r^2 - 2rE_{0,0}\cos (\theta - \omega_{d} t) + E_{0,0}^2)}{2\sigma^2} \right) \]  \hspace{1cm} (7)

and thus the probability density function of the amplitude is given by

\[ f_r(r) = \frac{r}{\sigma^2} \exp \left( -\frac{r^2 + E_{0,0}^2}{2\sigma^2} \right) I_0 \left( \frac{r E_{0,0}}{\sigma^2} \right) \]  \hspace{1cm} (8)

where \( I_0(.) \) is defined as the modified zero-order Bessel function of the first kind. We further
define the Rician $K$ factor as the ratio of the power in the direct line-of-sight component to the local-mean scattered power

$$K = \frac{E_{0,0}^2}{2\sigma^2}$$  \hfill (9)

and define the local-mean power as

$$P = \frac{1}{2}E_{0,0}^2 + \sigma^2 = P_D + P_R + P_T + P_B$$  \hfill (10)

where $P_D, P_T, P_R$ and $P_B$ are the portions of the local mean power in the dominant path, the waves that are scattered only near the transmitter, those scattered only near the receiver and those scattered twice, respectively. The pdf of the signal envelope $r$ can be expressed as

$$f_r(r) = \frac{r(1+K)}{p} \exp\left(-K(1+K^2)\frac{r^2}{2p}\right) I_0\left(r\sqrt{\frac{2K(1+K)}{p}}\right)$$  \hfill (11)

For the special case of sufficiently large antenna separation, we may further define Rician $K$ factors at the receiver and transmitter as the ratio of the power in the direct line-of-sight wave and the local-mean scattered power at the receiver and transmitter respectively, with

$$K_R = \frac{D_0^2}{E\left[\sum_{i=0}^{N_R} D_i^2\right]}$$  \hfill (12)

and

$$K_T = \frac{C_0^2}{E\left[\sum_{i=0}^{N_T} C_i^2\right]}$$  \hfill (13)

The pdf of the signal envelope can be expressed in terms of these new Rician $K$ factors by making the following substitution of variables
\[ K = \frac{K_R K_T}{K_T + K_R + 1 + K_R K_T} \]  \hspace{1cm} (14)

We note that the resulting fading is Rician, which is similar to the case of a line-of-sight component with reflections occurring only at one of the antennas. Reflections at both transmitter and receiver are subject to two Doppler shifts. This results in a larger variance in both the in-phase and quadrature field components, which is tantamount to an increase in the scattered mean power.

2.3 RF Spectrum

The transmitted signal will be subject to Doppler shifts in the various paths. These Doppler shifts will tend to spread the bandwidth of the transmitted signal, which will be evident in the RF spectrum. The RF spectrum can be found by taking the Fourier transform of the temporal autocorrelation function of the electric field, the latter defined as

\[ E [ E (t) E (t + \tau) ] . \]  \hspace{1cm} (15)

Following Clarke [1], if we let

\[ a (\tau) = E [ I (t) I (t + \tau) ] = E [ Q (t) Q (t + \tau) ] \]  \hspace{1cm} (16)

and

\[ c (\tau) = E [ I (t) Q (t + \tau) ] = -E [ Q (t) I (t + \tau) ] \]  \hspace{1cm} (17)

then the autocorrelation can be expressed as

\[ E [ E (t) E (t + \tau) ] = a (\tau) \cos \omega_c \tau - c (\tau) \sin \omega_c \tau + E_0^2 \cos (\omega_c + \omega_d) \tau \]  \hspace{1cm} (18)

The parameters \( C_n \), \( D_n \), and \( \phi_n \) are statistically independent, due to the large separation distance between mobiles and the fact that small changes in path length will yield large changes in phase. Thus the following simplification can be made

\[ a (\tau) = P_R E [ \cos \omega_R \tau ] + P_T E [ \cos \omega_T \tau ] + P_B E [ \cos (\omega_T \tau - \omega_R \tau) ] \]  \hspace{1cm} (19)

\[ c (\tau) = P_R E [ \sin \omega_R \tau ] + P_T E [ \sin \omega_T \tau ] + P_B E [ \sin (\omega_T \tau - \omega_R \tau) ] \]  \hspace{1cm} (20)
A critical assumption in [1] is that, for a large number of waves arriving at the receiver and departing at the transmitter, waves are modelled to arrive (or depart) from all angles in the azimuth plane with uniform probability density. For short range vehicle-to-vehicle communication this assumption is less obvious than for macro-cellular propagation environments.

If, for ease of analysis, the probability density functions for $\alpha_T$ and $\alpha_R$ are nonetheless modelled by an independent uniform distribution between $(-\pi,\pi]$, we can now evaluate the above expectations as

$$a(\tau) = P_R J_0[2\pi f_{MR} \tau] + P_T J_0[2\pi f_{MT} \tau] + P_B J_0[2\pi f_{MT} \tau] J_0[2\pi f_{MR} \tau]$$

(21)

$$c(\tau) = 0$$

(22)

where $J_0(.)$ is the zero-order Bessel function of the first kind and $f_{MR}$ and $f_{MT}$ are the maximum Doppler shifts at the transmitter and receiver respectively given by

$$f_{MT} = V_T/\lambda$$

(23)

and

$$f_{MR} = V_R/\lambda.$$ 

(24)

The fact that $c(\tau)$ is zero is a mathematical consequence of sin(.) being an odd function. Physically this result can be related to the fact that the RF spectrum is symmetric about $f_c$. In order to calculate the power spectral density of $I(t)$ and $Q(t)$ we must first find the Fourier transform of $a(\tau)$. The Fourier transform of the first two terms can be found from Gradshteyn and Ryzhik [5,p.707] as

$$\mathcal{F} \{ P_R J_0[2\pi f_{MR} \tau] + P_T J_0[2\pi f_{MT} \tau] \} =$$

$$\frac{P_R}{2\pi \sqrt{f_{MR}^2 - f^2}} \Pi \left( \frac{f - f_c}{2f_{MR}} \right) + \frac{P_T}{2\pi \sqrt{f_{MT}^2 - f^2}} \Pi \left( \frac{f - f_c}{2f_{MT}} \right)$$

(25)

where $\Pi(f/x)$ is the rectangular pulse function centered at $f = 0$ with a width of $x$ and unity
amplitude. The transform of the third term can be found [5, p.709] as

\[
\mathcal{F} \{ P_B J_0 [2\pi f_{MR} \tau] J_0 [2\pi f_{MT} \tau] \} =
\]

\[
\frac{P_B}{2\pi^2 \sqrt{f_{MT} f_{MR}}} Q_{-1/2} \left( \frac{f_{MR}^2 + f_{MT}^2 - f^2}{2 f_{MR} f_{MT}} \right) \Pi \left( \frac{f - f_c}{2 f_{MR} + 2 f_{MT}} \right)
\]

where \(Q_{-1/2}(.)\) is the Legendre function of the second kind. By using the following identity found [5]

\[
Q_{-1/2} (x) = K \left( \sqrt{\frac{1 + x}{2}} \right),
\]

the above transformation can be written in terms of \(K(.,)\), the complete elliptical integral of the first kind, as

\[
\mathcal{F} \{ P_B J_0 [2\pi f_{MR} \tau] J_0 [2\pi f_{MT} \tau] \} =
\]

\[
\frac{P_B}{2\pi^2 \sqrt{f_{MT} f_{MR}}} K \left( \sqrt{\frac{(f_{MR} + f_{MT})^2 - f^2}{4 f_{MR} f_{MT}}} \right) \Pi \left( \frac{f - f_c}{2 f_{MR} + 2 f_{MT}} \right)
\]

Setting \(V_T = 0\) we get an expression analogous to the expression in [1, p.969] for the baseband output spectrum from a square law detector. This output spectrum appears to be the convolution of the input spectrum with itself. This argument can be applied to our result. Namely the spectral contribution to the RF spectrum of the waves that undergo reflections at both receiver and transmitter, can be viewed as the convolution of the spectral components that undergo reflections only at the receiver with the spectral components that undergo reflection only at the transmitter. Stated mathematically,

\[
\mathcal{F} \{ P_B J_0 [2\pi f_{MR} \tau] J_0 [2\pi f_{MT} \tau] \} = P_B \{ \mathcal{F} (J_0 [2\pi f_{MR} \tau]) \} \otimes \mathcal{F} (J_0 [2\pi f_{MT} \tau]) \}.
\]

The RF spectrum can now be found by noting that \(a(\tau)\) is modulated by \(\cos \omega_c \tau\), thus
shifting the spectrum of \(a(\tau)\) by the carrier frequency, and the direct line-of-sight wave will give rise to a delta function since this wave will only undergo a deterministic Doppler shift. Thus the RF spectra can be written as

\[
S_{RF}(f) = \mathcal{F}\{a(\tau) \cos \omega_c \tau + 2 P_B \{ \cos (\omega_c + \omega_d) \tau \}\}
\]

or

\[
S_{RF}(f) = \frac{P_R}{2\pi \sqrt{f_{MR}^2 - (f-f_c)^2}} \prod \left( \frac{f-f_c}{2f_{MR}} \right) + \frac{P_T}{2\pi \sqrt{f_{MT}^2 - (f-f_c)^2}} \prod \left( \frac{f-f_c}{2f_{MT}} \right) \\
+ \frac{P_B}{2\pi^2 \sqrt{f_{MT}f_{MR}}} \left( \frac{(f_{MR} + f_{MT})^2 - (f-f_c)^2}{4f_{MR}f_{MT}} \right) \prod \left( \frac{f-f_c}{2f_{MR} + 2f_{MT}} \right) + P_D2\pi \delta (f-f_c-f_{MD})
\]

where the Doppler shift of the direct line-of-sight component is

\[
f_{MD} = f_{MR} \cos \gamma_R + f_{MT} \cos \gamma_T.
\]

In Fig. 2.2, we see that the RF spectrum is centered around the carrier frequency and bandlimited to \(2(f_{MT} + f_{MR})\) which is a direct consequence of the Doppler shift incurred by the movement of transmitter and receiver.

The probability densities of \(\alpha_R\) and \(\alpha_T\) affect the shape of the spectrum inside this band. If we set \(V_T = 0\) we do not obtain Clarke’s spectrum for a mobile receiver and stationary transmitter. This is due to the fact that Clarke’s model assumes no scattering at the transmitter. However if we set the Rician factors \(K_T\) and \(K_R\) to zero, we obtain a spectrum analogous to that of Akki and Haber [7] for a Rayleigh fading channel with scattering at transmitter and receiver only.
Figure 2.2  RF Spectra of mobile-to-mobile radio channel with equal transmitter and receiver velocities. (a) Reflections solely at either receiver or transmitter. (b) Reflections at both receiver and transmitter (c) summation of (a) and (b).

2.4 Moments of Power Spectral Density

The correlation functions $a(\tau)$ and $c(\tau)$ defined earlier can be expressed as inverse Fourier transforms of the power spectral density without the line-of-sight component as

$$a (\tau) = \int_{f_c - (f_{MT} + f_{MR})}^{f_c + (f_{MT} + f_{MR})} S_i (f) \cos [2\pi (f - f_c) \tau] df \quad (33)$$

$$c (\tau) = \int_{f_c - (f_{MT} + f_{MR})}^{f_c + (f_{MT} + f_{MR})} S_i (f) \sin [2\pi (f - f_c) \tau] df \quad (34)$$
where

\[ S_i(f) = S_{RF}(f) - E_{0,0}^2 \pi \delta (f - f_c - f_{MD}) \]  \hspace{1cm} (35)

It was shown before that \( c(t) \) is zero for all \( t \). This can further be explained from the above equation since the RF spectrum is an even function while \( \sin(.) \) is odd. Evaluation of these autocorrelations at zero will give the moments of the power spectrum. Following Jakes [4]

\[
E[I^2(t)] = E[Q^2(t)] = a(0) = b_0 = P_B + P_T + P_R
\]

\[
E[I(t)Q(t)] = c(0) = 0
\]

\[
E[I(t)\dot{I}(t)] = E[Q(t)\dot{Q}(t)] = \dot{a}(0) = 0
\]

\[
E[I(t)\dot{Q}(t)] = -E[\dot{I}(t)Q(t)] = \dot{c}(0) = b_1 = 0
\]

\[
E[I^2(t)] = E[Q^2(t)] = -\ddot{a}(0) = b_2
\]

\[
= \frac{1}{2} (P_T \omega_{MT}^2 + P_R \omega_{MR}^2 + P_B (\omega_{MT} + \omega_{MR})^2) \]  \hspace{1cm} (36)

where the (over) dots represent differentiation with respect to time. Thus \( b_n = 0 \) for all odd \( n \), again due to the symmetric nature of \( S_{RF}(f) \). The moments of the power spectrum for even \( n \) can be generalized as

\[
b_n = \left( \frac{1 \cdot 3 \cdot 5 \ldots n-1}{2 \cdot 4 \cdot 6 \ldots n} \right) (P_T \omega_{MT}^n + P_R \omega_{MR}^n + P_B (\omega_{MT} + \omega_{MR})^n) \]  \hspace{1cm} (37)

Using the results of (37) we can now investigate the derivatives of the in-phase and quadrature components: specifically, to derive the joint pdf of these components and their derivatives. The in-phase and quadrature components and their derivatives are zero-mean Jointly Gaussian. The covariance matrix can be expressed as
The joint pdf \([6],[10]\) can be written as

\[
V = \begin{bmatrix}
a(0) & c(0) & \dot{a}(0) & \dot{c}(0) \\
c(0) & a(0) & -\dot{c}(0) & \dot{a}(0) \\
\dot{a}(0) & -\dot{c}(0) & -\ddot{a}(0) & \ddot{c}(0) \\
\dot{c}(0) & \dot{a}(0) & \ddot{c}(0) & -\ddot{a}(0)
\end{bmatrix} = \begin{bmatrix} b_0 & 0 & 0 & 0 \\
0 & b_0 & 0 & 0 \\
0 & 0 & b_2 & 0 \\
0 & 0 & 0 & b_2
\end{bmatrix}
\]  \hspace{1cm} (38)

so

\[
V^{-1} = \left(\frac{1}{b_0^2b_2^2}\right) \begin{bmatrix}
b_0b_2^2 & 0 & 0 & 0 \\
0 & b_0b_2^2 & 0 & 0 \\
0 & 0 & b_0^2b_2 & 0 \\
0 & 0 & 0 & b_0^2b_2
\end{bmatrix}.
\]  \hspace{1cm} (39)

The joint pdf \([6],[10]\) can be written as

\[
f_{I,Q,I,Q}(I, Q, \dot{I}, \dot{Q}) = \frac{1}{4\pi^2b_0^2b_2^2} \exp\left(-\frac{1}{2b_0b_2^2} \left[ b_2 \left( I^2 + Q^2 + b_0 \left( \dot{I}^2 + \dot{Q}^2 \right) \right) \right] \right). \hspace{1cm} (40)
\]

The in-phase and quadrature components can be expressed in terms of an amplitude \(r\) and phase \(\theta\) as follows

\[
I(t) = r \cos \theta - E_{0,0} \cos (\omega_d t + \phi)
\]

\[
Q(t) = r \sin \theta - E_{0,0} \sin (\omega_d t + \phi)
\]

\[
\hat{I}(t) = \dot{r} \cos \theta - r \dot{\theta} \sin \theta
\]

\[
\hat{Q}(t) = \dot{r} \sin \theta - r \dot{\theta} \cos \theta
\]  \hspace{1cm} (41)

The joint pdf of the amplitude, phase and derivatives can be expressed as

\[
f_{r,\theta,\hat{r},\hat{\theta}}(r, \theta, \dot{r}, \dot{\theta}) = \frac{r^2}{4\pi^2b_0^2b_2^2} \exp\left\{ -\frac{1}{2b_0b_2^2} \left[ b_2 r^2 - 2rE_{0,0} \cos (\omega_d t + \theta) + E_{0,0}^2 \right] \right\} + b_0 \left( r^2 + \dot{r}^2 \dot{\theta}^2 \right) \hspace{1cm} (42)
\]
If we uncondition this expression over the phase and both derivatives, we obtain the same expression for the pdf of the signal envelope derived earlier (with \( b_0 = \sigma^2 \)).

### 2.5 Level Crossing Rate and Average Fade Duration

The fading of the signal envelope was evident in the derivation of the probability density function of the envelope. From this pdf we can obtain an expression for the overall percentage of time that the envelope lies below a certain level and on average how long these fades last. We are also interested in finding the rate at which the envelope crosses a particular level \( R \). These expressions would thus provide parameters in selecting transmission bit rates, word lengths and coding schemes. The level crossing rate, \( L_R \), is defined as the expected number of times per second that the envelope crosses \( R \) in the positive direction. Rice [6] gives this value as

\[
L_R = \int_0^\infty \dot{r} f_{r_\dot{r}}(R, \dot{r}) \, d\dot{r}. \tag{43}
\]

Thus we must first find the joint pdf of the envelope and its derivative. This can be derived by integrating the phase and its derivative over the joint pdf derived earlier.

\[
f_{r_\dot{r}}(r, \dot{r}) = \int_{-\infty}^{2\pi} \int_0^\infty f_{r_\theta_\dot{\theta}}(r, \theta, \dot{r}, \dot{\theta}) \, d\theta d\dot{\theta} \\
= \frac{r}{b_0} I_0 \left( \frac{r E_{0,0}}{b_0} \right) \exp \left[ -\frac{(r^2 + (E_{0,0})^2)}{2b_0} \right] \times \frac{1}{\sqrt{2\pi b_2}} \exp \left( \frac{-\dot{r}^2}{2b_2^2} \right) \tag{44}
\]

From this expression we see that since both the envelope and its derivative are independent and thus uncorrelated, their joint pdf can be expressed as the product of individual pdf’s. Thus the derivative of the envelope is zero-mean Gaussian with a variance of \( b_2 \) and the pdf of the envelope is the same as before. The level crossing rate then be expressed as
We further define the fade margin as the ratio of the mean signal power to the specified level, $R$. Fig. 2.3 plots the normalized level crossing rate, $L_R/f_M$ or level crossings per wavelength, for various Rician $K$ factors.

$$L_R = \frac{R}{b_0 \sqrt{2\pi}} \frac{b_2}{b_0} \frac{R \cdot E_{0,0}}{b_0} \exp \left[ -\frac{(R^2 + E_{0,0}^2)}{2b_0} \right] .$$ \hspace{1cm} (45)

Another important statistical measure of the envelope is the average fade duration. The fade duration, $\tau$, below a specified level $R$, is defined as the period of fade below this level. The overall fraction of time for which the signal is below a specified level $R$ is given by the cumulative distribution function, $F_R(R)$, of the received signal envelope. This function is obtained by integrating over the pdf of the envelope.
The average fade duration can now be expressed as [9]

\[ E[\tau_r] = \frac{F_r(R)}{L_R} \]  \hspace{1cm} (47)

Fig. 2.4 plots the normalized average fade durations for various Rician $K$ factors.

\[
F_r(R) = \int_0^R f_r(r) \, dr \ .
\]  \hspace{1cm} (46)

**Figure 2.4** Average Fade Duration vs. Fade Margin for various $K$ factors. Equal transmitter and receiver velocities. Equal Rician $K$ factors $K_R$ and $K_T$. Maximum Doppler shift for both antennas, $f_M$.

### 2.6 Conclusions

A statistical model for a mobile-to-mobile channel has been presented that extends the work on Rayleigh fading channels, without a line-of-sight component, by Clarke [1], Jakes
The channel model examines multipath fading and Doppler shifts for a narrowband signal taking into consideration scatters at both receiving and transmitting antennas both individually and concomitantly, as well as a strong line-of-sight component between antennas. This is in contrast to the model by Akki and Haber [7] which focused on single reflections, ignoring a LOS or double reflections. The proposed model loses some of its accuracy when the transmit and receive antennas become too close. This suggests that the special case addressed here for independent scattering at the transmitter and receiver may be better acceptable for platoon-to-platoon communications, but needs further verification or it may need refinement for communication within a platoon.

Even with scattering at both transmitter and receiver, the line-of-sight component causes the fading to be Rician, with a new Rician $K$ factor that is a function of the $K$ factors at the transmitter, $K_T$, and receiver, $K_R$. As $K_T$ and $K_R$ approach zero we obtain results analogous to Akki and Haber [7] for Rayleigh fading with long range reflections. Also Doppler spreads, for vehicles travelling at roughly the same speed, are twice as large as those reported in text books like [4], thus the fading has components that are twice as fast. We interpret from our curves that fade durations longer than 50 msec diminish rapidly with fade margin. This implies that, if the fade margin is sufficiently large, the probability that the radio link is in an outage for longer than 50 msec is very small. In an AVCS system, it appears important that longer outages become unlikely [14].

### 2.7 References


This chapter presents results from vehicle to vehicle RF propagation measurements in the 900 MHz band focusing on determining delay spread, probability distribution parameters (in particular, the Rician $K$ factor) and path loss rates. The parameters and results are discussed with implications for the use of RF communication between automobiles in AVCS.
3.1 Introduction

The purpose of this chapter is to present propagation measurements of RF signals between vehicles. The results help determine the feasibility of using RF communication between vehicles in platoons. The organization of this chapter is as follows. Section 3.2 is a review of RF propagation theories. Section 3.3 outlines the measurement procedure and presents the measurement results. Section 3.4 discusses the results and presents some conclusions.

3.2 RF Propagation Review

A great deal of literature is available on RF mobile propagation [1 - 16]. Much of the work has been focused on transmission between users in automobiles to and from a shared base station [1, 7, 8]. In such scenarios, transmission distances can be quite large, often measured in terms of city blocks. Furthermore, a line of sight (LOS) path between the transmitter and the receiver is not always likely as the base station antenna is often blocked by buildings and other obstacles. The channel is quite different when considering vehicle to vehicle communication. Based on the proposed platoon structures, it can be assumed that the transmission distances will be quite small compared to the RF transmission cases cited above. In addition, a LOS signal path is virtually guaranteed since any obstacles in the roadway would not only be harmful to RF transmission, but also to driver safety.

There are several causes of signal corruption in a wireless channel. Fundamentally, three of the primary causes of corruption are signal attenuation due to distance, multipath reception and channel time variation. Signal attenuation over distance is observed when the mean received signal power is attenuated as a function of the distance from the transmitter. The most common form of this is often called free space loss and is due to the signal power being spread out over the surface area of an expanding sphere as the receiver moves farther from the transmitter.

Multipath transmission results from the fact that the transmission channel consists of
several obstacles and reflectors. Thus, the received signal arrives as a set of reflections and/or direct waves each with its own degree of attenuation and delay. Delay spread, $T_D$, is a parameter commonly used to quantify multipath effects. Informally, delay spread is the difference in time between the first and last received signals from the transmitter to the receiver. More formally we consider the RMS and Mean Excess delay spread in which the instantaneous impulse response is treated like a probability distribution function (pdf). Multipath transmission manifests itself as variation in the received signal strength over frequency. Often researchers consider the coherence bandwidth as a measure of how much the received power level varies in the frequency domain. Coherence bandwidth appears to be inversely proportional to the delay spread.

Time variation of the channel is due to the assumption that the communicating vehicles are in motion. Closely related to Doppler shifting, time variation in conjunction with multipath transmission leads to variation of the instantaneous received signal strength about the mean power level as the receiver moves over distances on the order of less than a single carrier wavelength. Given that the vehicles are in motion, time variation of the channel is realized as spatial variation and becomes uncorrelated approximately every half carrier wavelength over distance.

The variation of received signal amplitude in the time domain observes a probability distribution in one of two forms. The first form, Rayleigh fading, generally occurs when there is no direct line-of-sight path between the transmitter and the receiver. The second and more general form of multipath fading is Rician fading and occurs when a line-of-sight path is present. A Rician distribution consists of two parameters; the Rician $K$ factor and local mean signal power. The $K$ factor is defined as the ratio of the direct line-of-sight signal strength to the scattered (reflected) signal components. For Rayleigh fading, the $K$ factor is zero and thus the Rician distribution reduces mathematically to a Rayleigh distribution.
3.2.1 Base Station to Vehicle Channel Model

The correct reception of transmitted data depends on the signal power relative to the background noise in the channel, and any interfering signals. It is hence important to characterize the spatial power variation in the channel. Four propagation mechanisms influence mobile radio reception:

1. Large Scale Attenuation.
2. The Shadowing Effect.
3. Channelling Effects.
4. Multipath Fading.

3.2.1.1 Large Scale Attenuation

We model the propagation channel as a dominant direct component, with an amplitude determined by path loss, a set of early reflected waves adding coherently with the dominant wave, and intersymbol interference caused by the excessively delayed waves, adding incoherently with the dominant wave. We learn from propagation models proposed for micro-cellular communication that the path loss shows a transition from free-space loss to a ground wave propagation. Free-space loss is experienced if \( r \lambda < 4 h_r h_t \) where \( r \) represents the distance from the transmitter, \( \lambda \) is the wavelength of the carrier wave, and \( h_r \) \& \( h_t \) are respectively the heights of the receiving and transmitting antennas. Harley [20] suggested a smooth transition, with

\[
p \sim r^{-\beta_1} \left( 1 + \frac{r}{r_g} \right)^{-\beta_2}
\]

(1)

where \( r_g \) is the normalized turn over distance, and \( p \) is the local-mean power (i.e., received power averaged over a few meters). Studies done by [15] indicate that actual turn over distances on the order of 800 meters are reasonable around 2 GHz. Other models, such as a stepwise transition, have been proposed. Empirical values for \( \beta_1 \) and \( \beta_2 \) have been reported e.g. [21]. The smooth transition in (1) is assumed in this chapter with \( \beta_1 = 2 \) and \( \beta_2 = 2 \).
3.2.1.2 Shadowing Effect

The shadowing effect refers to the fluctuation of the local-mean power about the area-mean power (i.e., received power averaged over tens to hundreds of meters) due to large scale reflections. Due to the limited (micro-cellular) transmission distances involved with the Intelligent Vehicle/Highway Systems, there will generally be a line-of-sight (LOS) path between the transmitter and receiver. A factor to consider is obstruction due to traffic on the highway. Studies in [15] show that the shadowing effects in the AVCS environment do not necessarily give rise to the log-normal distribution of the local-mean power as is the case in the usual macro-cellular environments. Further, shadowing and multipath appear not to behave as independent processes [15]. Calculations in [15] to determine the received power involve determining which rays are obstructed (if any) and subsequently using a specific Multi-Ray model. In the extreme case of an obstruction of the LOS and ground waves, the power is Rayleigh distributed. In this chapter, we will make the assumption that there is always a line-of-sight path.

3.2.1.3 Channelling Effects

Specular reflections from near and far walls that are typical along highways lead to fairly quick variations of power with distance [15]. In this report, this effect is lumped with multipath fading (explained next).

3.2.1.4 Multipath Fading

The base stations in PATH ITS are assumed to be transmitting to vehicles within distances on the order of a few hundred meters. The channel is also characterized by the presence of multipath reflections due to the relatively low antenna positions. The received signals hence consist of a dominant line-of-sight component and reflections of the transmitted signals. This leads to rapid power fluctuations as the vehicle moves within the coverage area of the base station. In this chapter, only narrowband channels are considered. This
implies that the interarrival times of the reflected waves are small compared to the variations in the modulating signal. The reflected waves hence add coherently. RMS delay spreads on the order of 1 ns have been computed [15] for the AVCS environment at carrier frequencies around 1800 MHz. The coherence bandwidth is hence around 100 MHz. Given the assumption of bit rates of up to 80 kHz between vehicles and base stations, the narrowband assumption is reasonable. RMS delay spreads longer than 1 ns have been reported; e.g., 300 ns is reported for small city microcells [22]. The narrowband assumption is still valid for this value.

Rician fading occurs in a channel if the central limit theorem can be applied to the reflected waves. This in turn only occurs if the number of reflected waves is large, and none of them dominates the joint reflected power. Considering the characteristics of the channel described above, Rician fading is a good assumption.

Figure 3.1 Channel Model. Ray Paths: (a) Rayleigh fading co-channel interference, (b) excessively delayed path, (c) line-of-sight (L.O.S.) path, (d) first resolvable path.
3.2.2 Vehicle to Vehicle Channel Model

3.2.2.1 Attenuation Models

Vehicle-to-vehicle data communication will mainly consist of the continuous (routine) exchange of telemetric data such as vehicle status, speed, and acceleration. Interfering signals will be present from vehicles within the platoon and from outside the platoon (from vehicles in other lanes). Vehicles with bumper mounted directional antennas are considered.

The vehicle-to-vehicle radio link can be modelled statistically as a Rician fading channel. The dominant component in the Rician fading channel is likely to be relatively strong compared to the reflected signal (large Rician $K$-factor), and the delay spread is likely to be relatively small because reflections occur in the immediate vicinity of the transmitter and receiver antenna. The propagation channel is modelled as a dominant component consisting of a direct-line-of-sight wave and a ground reflected wave, a set of early reflected waves, and intersymbol interference caused by excessively delayed waves.

Propagation models proposed for micro-cellular communication, model path loss with a transition from free-space propagation to groundwave propagation if $d\lambda < 4h_r h_t$, where $d$ is the distance of the radio link under study, $h_r$ and $h_t$ are the heights of the receiving and transmitting antenna respectively, and $\lambda$ is the wavelength of the transmitted wave. Various models have been proposed, e.g. a step-wise transition from $\beta_1 = 2$ to $\beta_2 = 4$ (empirical values) at a certain (turnover) distance $d_g$. Harley’s [20] smooth transition, has been described earlier. However when the distance between the receiver and antenna is small and unobstructed the direct line-of-sight component and the ground reflected component will cause strong fluctuations in the received signal power due to mutual interference between these two waves. Thus the local mean power of the dominant wave does not show a smooth transition between free-space and groundwave propagation. Rather this transition is marked by strong fluctuations in the local mean power.
The road surface is neither a perfect conductor nor dielectric so the reflection coefficient depends on the dielectric constant $\varepsilon$ and the conductivity $\sigma$ of the road surface. In order to facilitate computation we assume the road surface to be smooth and thus the dielectric constant and conductivity do not vary with distance. The reflection coefficient for horizontally polarized waves is given by \cite{23}

$$\Gamma = \frac{\sin \Theta - \sqrt{\frac{\varepsilon}{\varepsilon_0} - j\frac{\sigma}{\omega \varepsilon_0}} - (\cos \Theta)^2}{\sin \Theta + \sqrt{\frac{\varepsilon}{\varepsilon_0} - j\frac{\sigma}{\omega \varepsilon_0}} - (\cos \Theta)^2},$$

where $\omega$ is the angular frequency of the signal, $\varepsilon_0$ is the dielectric constant of free space and $\Theta$ is the angle of incidence, which we assume to be equal to the angle of reflection, and

$$\chi = \frac{\sigma}{\omega \varepsilon_0} = 18 \times 10^9 \frac{\sigma}{f}.$$  \hspace{1cm} (3)

For vertical polarization the reflection coefficient is given by \cite{23}

$$\Gamma = \frac{(\varepsilon_r - j\chi) \sin \Theta - \sqrt{(\varepsilon_r - j\chi) - (\cos \Theta)^2}}{(\varepsilon_r - j\chi) \sin \Theta + \sqrt{(\varepsilon_r - j\chi) - (\cos \Theta)^2}}.$$ \hspace{1cm} (4)

Since this reflection coefficient is complex, the reflected ground wave will differ in both amplitude and phase. The phase difference of the two paths is \cite{14}

$$\Delta \phi = \frac{2\pi}{\lambda} \left\{ \sqrt{d^2 + (h_t + h_r)^2} - \sqrt{d^2 + (h_t - h_r)^2} \right\}.$$ \hspace{1cm} (5)

If the field strength at the receiving antenna due to the direct line-of-sight wave is $E_0$, then the received field due to the sum of the direct line-of-sight component and ground reflected component is

$$E = E_0 \left[ 1 + |\Gamma| \exp\left(j \angle \Gamma \Delta \phi \right) \right] = E_0 \left[ 1 + |\Gamma| \cos (\angle \Gamma - \Delta \phi) + j |\Gamma| \sin (\angle \Gamma - \Delta \phi) \right]$$ \hspace{1cm} (6)

Taking the absolute value we find that
\[ |E| = |E_0| \left(1 + |\Gamma|^2 + 2|\Gamma| \cos (\angle \Gamma - j\Delta \phi) \right)^{1/2} \]  
(7)

and since the received power \( p_r \) is proportional to the square of the received energy we have

\[ p_r = |E_0|^2 \left(1 + |\Gamma|^2 + 2|\Gamma| \cos (\angle \Gamma - j\Delta \phi) \right) \]  
(8)

and

\[ \frac{p_r}{p_t} = \left(\frac{\lambda}{4\pi d}\right)^2 G_t G_r \left(1 + |\Gamma|^2 + 2|\Gamma| \cos (\angle \Gamma - j\Delta \phi) \right). \]  
(9)

If \( d >> h_t h_r \), i.e. the angle of incidence becomes small, the reflection coefficient \( \Gamma \rightarrow -1 \).

Thus (7) becomes

\[ |E| = 2|E_0| \sin \frac{\Delta \phi}{2}. \]  
(10)

Then using the small angle approximation \( \sin \Delta \phi \approx \Delta \phi \) and further expressing \( \Delta \phi \approx (4\pi h_t h_r) / (\lambda d) \), both valid approximations for a large separation distance, (9) can be expressed as

\[ \frac{p_r}{p_t} = G_t G_r \left(\frac{4\pi h_t h_r}{d^2}\right)^2. \]  
(11)

### 3.3 Measurement Setup and Results

The experiments were primarily concerned with measurement of delay spread, Rician K factor and path loss versus distance; under various scenarios of automobile and antenna positions. The measurements were taken under stationary conditions on a roadway environment with parked cars. The antennas were supported by tripods at a height approximating an automobile’s front hood. Two automobiles were parked in tandem at particular separation distance. As this distance was varied (from 6 to 40 feet), the parameters of interest were measured. At each distance, six measurements were taken at slightly different positions (by one half of the carrier wavelength to become uncorrelated) to average out fading.

The measurement setup consisted of four components as shown in Fig. 3.2. The com-
ponents are omnidirectional discone (receive and transmit) antennas, coaxial cables, a microwave network analyzer and a portable PC. The microwave network analyzer served as a signal generator and could cover a frequency range of 50 MHz to 13.5 GHz with a maximum frequency resolution of 100 kHz. The network analyzer automatically calibrated out the coaxial cable loss. All tests had a transmit power level of +10 dBm. The network analyzer provided frequency response as well as the time domain instantaneous impulse response data corresponding to a given frequency response sweep. This data was ported to the PC for analysis via a GPIB connection.

![Measurement Setup](image)

**Figure 3.2** Measurement Setup

### 3.3.1 Path Loss Attenuation

Path loss rate was anticipated to be very close to, or perhaps slightly smaller than that of free space loss. As Fig. 3.3 shows, the measured rate was 2.36. A possible explanation for this somewhat large path loss value could be due to the inclusion of the measurement taken at the shortest distance. Indeed, with a carrier wavelength on the order of 1 foot in length (0.3333 meters to be exact), the short distance of 6 feet separating the two antennas comes somewhat close to the point at which antennas cease to act as “point sources”: the antennas are clearly no longer in the far field. If this is the case, the path loss rate no longer follows the simple inverse square law. Indeed, when the path loss was calculated without the first point of Fig. 3.3, the new rate was 1.53. This question of being in the antennas far field was a pri-
mary reason for why measurements significantly closer (than 6 feet) were not taken.

![Figure 3.3 Path Loss](image)

### 3.3.2 Delay Spread

Delay spread was measured using the technique presented in [15]. There are two interesting issues to note with the delay spread measurements in this experiment. First, the RMS delay spreads are, quite reasonably, very small. Compared to similar indoor wireless measurements that were have taken at 2.4 GHz with the same antenna separation distance, the vehicle to vehicle measurements have significantly smaller delay spreads (as much as a factor of 2). It is inferred that this difference is not due to the difference in carrier frequency but rather a difference in the two types of channel. One case being a relatively tame channel between two closely spaced automobiles, and the other being a relatively cluttered office cubicle environment. Given this difference, it seems quite reasonable that the vehicle to vehicle channel provides few obstacles that can lead to significant reflections, which is the primary cause of delay spreads.

A second interesting point is that the delay spread values increase slightly with distance but in a consistent oscillating pattern. As shown in Fig. 3.4, the RMS delay spread has an oscillating pattern and no four consecutive points can be connected by a monotonic curve. Referring to the concurrent indoor measurements done as part of this experiment as well as those of others [15, 18], it should be noted that this is uncharacteristic. Recall that
each data point in Fig. 3.4 represents six separate measurements taken within a small region to average out the effects of fading.

One explanation is the effect of a LOS path plus a ground reflection as the dominant components of the Rician channel model. One can view the channel as a phasor sum of: a) LOS, b) strong ground reflection, and c) many random scatters. The RMS delay spread tends to be inversely correlated with the amplitude of the two strong components. The oscillations in Fig. 3.4 diminish as distance increases. Beyond a certain turnover distance, the phasor sum of the two dominant phasor components no longer oscillate.

Another explanation could be that the relative received signal strength of “long” reflections in the channel oscillates as a function of antenna separation distance. The significant objects in our channel are simply two consecutive vehicles and a flat roadway. Furthermore, the test environment did not have any objects above the vehicles or to the left or right that were close enough to have a serious impact on the channel.

This observation has implications for many of the n-ray models (for integer n, typically small) that are being proposed to characterize channels. Models which describe a wireless channel as having a small, finite number of signal paths can afford an almost deterministic approach due to the reduced number of variables to consider. In effect, it may become possible to “predict” locations at which certain reflections may be cancelled out. It is this kind of prediction that would lend itself to explaining Fig. 3.4.

![Figure 3.4 RMS Delay Spread vs. Antenna Separation Distance](image)

**Figure 3.4** RMS Delay Spread vs. Antenna Separation Distance
3.3.3 Rician $K$ Factor

The Rician $K$ factor is very important in completing the knowledge about the associated probability density function of a wireless channel. Indeed, to know the distribution of a wireless channel without knowing the parameters about which the distribution occurs is useless. Knowledge of the Rician $K$ Factor can be useful in determining the bit error rate of a channel among other useful metrics.

Note that the search for a Rician $K$ factor implicitly suggests a Rician distribution has been assumed. Given the intuition that a Rician fading channel has a strong LOS component, this assumption is readily justified.

The method of moments was used to determine the Rician $K$ factor. This method sets the sample mean equal to the theoretical mean (both of the received signal amplitude). The following equation shows the theoretical mean of a Rician distributed random variable.

$$E\rho = e^{-K/2} \left\{ \frac{\pi}{\sqrt{2(K+1)}} \tilde{\rho} \left[ (1+K)I_0 \left( \frac{K}{2}\right) + Ki_1 \left( \frac{K}{2}\right) \right] \right\}$$  \hspace{1cm} (12)

Since both the local mean power, $\tilde{\rho}$, and the sample mean, $E\rho$, are empirically determined, (12) can be used to solve for $K$.

The largest measured $K$ factor was 17.6. This value occurred several times. More typical values were in the range of 5.0 to 11.0. Large $K$ factors were anticipated due to the obvious strong LOS signal that is present between the two vehicles. Contrary to anticipation, however, were occasional measured $K$ factors around 1.5 (the lowest was 1.38).

Recall that the $K$ factor represents the ratio of the received LOS component to the received scattered components. This concept of $K$ factor, first put forth in [13], is very difficult to measure in a physically meaningful manner; i.e., by isolating the direct signal from the scattered components. Since the $K$ factor can serve as a metric for differentiating Rician from Rayleigh distributions, the question becomes, “how large must $K$ be to truly have a Rician distribution?”
It is inferred that the consistency of larger measured $K$ factors (i.e., 11.1, 17.6, etc.) is evidence of a Rician distribution. However, the few low values that were measured does cause concern. It seems more likely that the channel is Rician with a dominant component consisting of at least two paths; an LOS and a reflection off of the roadway. These two components may be interacting with one another in such a way as to have a sinusoidal type of frequency response which affects the computations.

As part of future work, alternative method for measuring the $K$ factor can be employed. One, very nonexplicit method for accomplishing this task is to match various (with differing parameters) Rician distribution functions to the tabulated results from the measurements. The distribution (and corresponding $K$ factor) that most closely matches is optimum.

### 3.4 Conclusion

The results of RF wireless vehicle to vehicle measurements at close range are: path loss with an exponential drop off rate of 2.36 and RMS delay spread with a range of values between 8.9 to 20.8 ns. Of note is the RMS delay spreads that had an “oscillating” behavior that can lend itself to many of the n-ray channel characterization models. Additionally, the Rician $K$ factor results mostly range from 5.0 to 11.0 with extreme values as high as 17.6 and as low as 1.38. The channel is not strictly Rician. Unlike the traditional view of a Rician channel, it is inferred that the channel consists of two dominant components: a LOS signal and a strong reflection off of the roadway. Over distance the two dominant components sum up in a oscillatory manner.

### 3.5 References


Chapter 4

Vehicle-to-Vehicle Communications for AVCS Platooning

As seen in previous chapters, vehicle-to-vehicle radio links suffer from multipath fading and interference from other vehicles. This chapter discusses the impact of these effects on communication networks supporting, in particular, AVCS. The statistical models for this channel are used to evaluate the performance of a network involving many links. The performance of Time Division Multiple Access (TDMA), Direct Sequence Code Division Multiple Access (DS-CDMA), and Frequency Hopping with TDMA in this environment are compared. Reliability of the radio link is investigated by specifying the radio spectrum occupation for a given required reliability of the radio link.
4.1 Introduction

In order to combat the effects of multipath fading and associated doppler shift as well as interference from other links multiple access schemes such as Time Division Multiple Access (TDMA), Direct Sequence Code Division Multiple Access (DS-CDMA), and Frequency Hopping with TDMA are investigated. Shladover [4] and Hitchcock [8] have shown that message delays within a platoon environment can have dire consequences. Thus the performance of these various multiple access schemes is quantified by Packet Erasure Rates (PER) as well as Reliability (probability of a successful message reception in a fixed time interval) for a given spectral allocation. Network protocol and frequency reuse in a platoon scenario will also be discussed.

Section 4.2 discusses the platoon model in which the communication links are located and the various elements that will affect the channel and communication link are highlighted. In Section 4.3 the channel model is described. Sections 4.4 and 4.5 deal with the modulation and multiple access schemes that are implemented in this channel. Section 4.6 discusses network protocol and frequency sharing procedures. In Section 4.7 the numerical results of the issues discussed in the preceding sections are formulated. Section 4.8 summarizes these results and draws conclusions and recommendations of this study.

4.2 Platoon Model

Shladover, et al., [4] have proposed a method of efficient vehicle control by grouping vehicles in platoons. “It requires electronically linked cars to travel in instrumented lanes with facilities to allow the vehicles to join and exit platoons smoothly at highway speeds. Estimates suggest that a [single automated lane] could carry as much traffic as three or four ordinary lanes. Platoons of up to four cars at speeds of 55 m.p.h. and up have already been tested and plans to test platoons of up to 20 cars are being implemented. It is possible to obtain very accurate lane holding (within 15 cm when under a variety of anomalous conditions) while maintaining excellent ride quality. Highway lanes could be much narrower
once automated. High-precision vehicle-follower control appears possible when dynamic data obtained by ranging sensors are combined with communication between cars.” [3]

![Figure 4.1 Platoon Model](image)

We consider AVCS in a platoon environment, where a platoon consists of $N$ vehicles. As depicted in Fig. 4.1, the distance between vehicles is denoted as $d_{hv}$ and is on the order of 1 or 2 meters [4]. The vehicle length, platoon following distance, and lane width are denoted as $d_v$, $d_p$, and $d_l$ respectively, while the communication link under study is denoted as $d$.

In slotted access cellular mobile transmission schemes different cells transmit over different frequencies in order to reduce interference. Frequency bands can be reused in cells spaced far enough apart such that the interfering energy between these cells is negligible. Each platoon, including the distance between the platoons, $d_{pp}$ is considered a cell. Unlike most cellular radio schemes, the cells here are in relative motion with each other, since platoons in either lane may have a net difference in velocities. Thus we define two frequency reuse distances, $d_r$ and $d_s$. The distance $d_r$ is the reuse distance within a lane, whereas $d_s$ is the reuse distance between lanes.

Thus for TDMA, if a cluster of $C$ different frequencies is used, the frequency reuse distance within a lane is

$$d_r = C_r (d_v + (N-1) (d_v + d_h))$$

(1)

whereas the reuse distance between lanes for both TDMA and CDMA is
Thus for TDMA $C = C_r C_s$ radio channels are required, each with bandwidth $BT$. Messages are of relatively short duration, typically a few hundreds of bits. The required transmission bandwidth is determined by the cycle duration $T_c$ during which all vehicles in a platoon transmit their speed and acceleration data. Since CDMA transmission suppresses interference, successive platoons and platoons in other lanes may use the same channel.

### 4.3 Radio Channel Model

The RF propagation model in Chapter 3 is used. For large separation distances the local mean power approximately falls off according to an inverse fourth power law. From the analysis and empirical values reported for path loss in Chapter 3, the free-space loss dominates propagation between antennas of vehicles belonging to same platoon, where there may be a line-of-sight component ($d_i < N (d_v + d_h) << d_i$) and plane earth loss for interference signals propagating from one platoon to another, where the propagation distances are large. Therefore the $n^{th}$ vehicle in a platoon receives an normalized interference signal with power $p_m$ from the $m+n+1^{th}$ (for $m=1,2,3...$) vehicle given by

$$p_m = m (d_v + d_h)^{-\beta_1}$$

and interference from two co-channel platoons with normalized power $p_r$ given by

$$p_r \approx d_r^{-\beta_1} d_i^{-\beta_2}.$$

In a dispersive Rician fading channel, energy arrives at the transmitter from reflections as well as a dominant wave, which we define as the phasor sum of a direct line-of-sight wave and a strong ground reflected wave. Thus the received signal of the $i^{th}$ vehicle is in the form

$$v_i(t) = c_0 \cos (\omega_c t + \Phi_0 + \psi_i(t)) + \sum_{k=1}^{K} c_k \cos (\omega_c t + \Phi_k + \psi(t - T_k)).$$
where the constant \( c_0 \) represents the amplitude of the dominant component, as found in (7), and \( \Phi_0 \) the phase delay in the dominant component. The variables \( c_k, \Phi_k \) and \( T_k \) represent the amplitudes, phases and delay times of the \( k^{th} \) reflected wave \((k = 1, 2, ..., K)\). Digital phase modulation is incorporated in \( \psi_i(t) \). The reflections \( \{k: T_k < T_b\} \) are assumed to add coherently to the dominant component and along with the dominant component make up the first resolvable Rician path. The remaining reflections cause intersymbol interference.

We define the Rician parameter \( K_1 \) as the ratio of the power \( p_0 \) in the dominant component to the local-mean scattered power \( p_1 \) in the first resolvable path. The Rician parameter \( K_2 \) is defined as the ratio of the power \( p_0 \) in the direct line-of-sight component to the excessively delayed local-mean scattered power \( p_2 \). The local-mean power \( p \) is the sum of the power in the dominant component and the average powers in the scattered components \((p = p_0 + p_1 + p_2)\). The Rician \( K \) factor, defined as the ratio of the power in the dominant component to the total scattered power is

\[
K = \left( \frac{1}{K_1} + \frac{1}{K_2} \right)^{-1} \tag{6}
\]

Since the local mean power of the dominant component varies with distance, as shown in the previous section, the above Rician parameters, although not stated explicitly, are also functions of distance.

This channel behaves as a narrowband Rician-fading channel with Rayleigh distributed intersymbol interference. For \( m = 0, 1, \) or 2 and \( K_0 = 1, \)

\[
c_0^2 = 2p_0 = \frac{2pK}{1 + K} \tag{7}
\]

\[
p_m = \frac{pK}{K_m (1 + K)} \tag{8}
\]

In the following, \( K \) is assumed to be determined by the propagation environment and path length. The relative values of \( K_1 \) and \( K_2 \) are determined by the delay profile and the
symbol rate. The probability distribution function of the signal amplitude, expressed in terms of the local-mean power $p$ and the Rician $K$-factor becomes

$$f_p(\rho|\bar{\rho}, K) = \frac{\rho (1 + K)}{\rho KK_1} e^{-\frac{K_1}{2}} \exp\left(-\rho^2 (1 + K) \frac{1}{2 \rho KK_1}\right) I_0\left(\rho K_1 \sqrt{\frac{2 (1 + K)}{p K}}\right)$$  \hspace{1cm} (9)

and thus for the instantaneous power we have

$$f_p(\rho|\bar{\rho}, K) = \frac{(1 + K)}{2 \rho KK_1} e^{-\frac{K_1}{2}} \exp\left(-\rho^2 (1 + K) \frac{1}{\rho KK_1}\right) I_0\left(2 K_1 \sqrt{\frac{p (1 + K)}{p K}}\right) .$$  \hspace{1cm} (10)

For interfering signals, the propagation distance is significantly larger, and because of the relatively low antenna height, a line-of-sight component may not be present. In such cases, Rayleigh fading (Complex Gaussian) appears a reasonable model.

### 4.4 Modulation Scheme

The ideal bit error rate for BPSK modulation in a time-invariant AWGN channel is [14]:

$$P_b(e) = \frac{1}{2} \text{erfc} \left(\sqrt{\frac{E_b}{N_0}}\right) .$$  \hspace{1cm} (11)

where $N_0$ is the (one-sided) spectral power density of the AWGN, $E_b$ is the constant received energy per bit; $E_b = p_0 T_b$; and $\text{erfc}(.)$ denotes the complementary error function [15]. The in-phase component of Rayleigh fading co-channel interference may be approximated as Gaussian noise, giving a mean error probability of [10]

$$P_b(e|\rho, \bar{\rho}_1, \bar{\rho}_2) = \frac{1}{2} \text{erfc} \left(\sqrt{\frac{\frac{1}{2} p^2 T_b}{\rho_1 T_b + \rho_2 T_b + N_0}}\right) .$$  \hspace{1cm} (12)

An approximation often used for the probability of bit error in CDMA is

$$P_b(e|\rho, \bar{\rho}_1, \bar{\rho}_2) = \frac{1}{2} \text{erfc} \left(\sqrt{\frac{\frac{1}{2} p^2 T_b}{(C_s p T_b + p_2 T_b) + N_0}}\right) .$$  \hspace{1cm} (13)
where $N$ is the spreading gain of the CDMA scheme and $C_s$ is the frequency reuse factor between lanes. The average BER can then be found by integrating over the Rician pdf of the signal amplitude given in (9)

$$p_b = \int_0^\infty \frac{\rho(1+K)e^{-K_1}}{\rho KK_1} \exp\left(-\frac{\rho^2(1+K)}{2\rho KK_1}\right) I_0\left(\rho K_1 \sqrt{\frac{2(1+K)}{pK}}\right) \times P_b(e|\rho, p, p_2) d\rho.$$  (14)

### 4.5 Multiple Access Schemes

In this section we compare TDMA, TDMA with slow frequency hopping interferers, and Direct Sequence CDMA (DS-CDMA) with regards to Packet Erasure Rates (PER). We use spreading mainly to suppress interference. In other applications the frequency diversity of CDMA is also exploited. However the delay spread is too small. Dynamic power control cannot be easily used as multiple receivers.

#### 4.5.1 Packet Erasure Rates

A packet erasure occurs when bit errors are in excess of the correcting capabilities of the error correction coding being implemented. Slow and fast Rician fading of the wanted signal are considered with a block error detection code that can correct up to $M$ errors in a block of $L$ bits.

With fast fading, the duration of the packets is substantially longer than the time constants of the multipath fading. This is the case with continuous wave CDMA transmission with a bit rate of 5 kbps and a carrier frequency of 1 GHz and vehicle speed of 30 m/s (~70 miles/hour). The received signal experiences several fades during packet transmission. We assume that during one bit time, the channel characteristics do not change, but that the received amplitude are statistically independent from bit to bit, even though the receiver remains perfectly locked to the wanted signal. So the probability of undetected packet errors for BPSK is obtained from
where the average bit error probability $\overline{p}_b$ is defined in (14).

Slow fading occurs when packets are of sufficiently short duration, that the received amplitude and carrier phase may be assumed to be constant throughout the duration of the packet. This condition is satisfied if the motion of the mobile terminal during the transmission time of a block of bits is negligible compare to the wavelength. This is the case with TDMA transmission at a rate above 100 kbps to accomodate user bit rates of 5 kbps with an average frame of 20 cars per platoon. The probability of packet erasure in a block of $L$ bits with $M$ bit correction is found by averaging the probability of packet error over the Rician fading of the wanted signal. In our case,

$$P(e|p_o, p_r) = 1 - \sum_{m=0}^{M} \binom{L}{m} (1 - \overline{p}_b)^L - m \overline{p}_b^m$$

(15)

where

$$4.6 \text{ Network Protocol}$$

Our TDMA radio protocol is as follows: the lead vehicle transmits a message containing speed and acceleration to the second vehicle, upon reception of a report by the $n^{th}$ vehicle, the $n^{th}$ vehicle sends its report. The performance of the radio link can be quantified by the probability that a message can be successfully transmitted across a platoon from one vehicle to another. We define the completion of a message through a platoon in this manner as a cycle. If a vehicle does not recognize a message or erroneously detects a message, the cycle is interrupted. To ensure safe operation of the AVCS vehicle control system, we require a very small probability of undetected errors. On the other hand we wish a large probability
that a cycle is completed successfully. The \(n^{th}\) vehicle transmits its report after it has successively received messages with bit pattern which differed in less than \(M_2\) places from a valid codeword of the \(n-1^{th}\) vehicle. A message is assumed to be received successfully and reliably if the detected bit sequences does not differ in more than \(M_1\) places from a valid code word. It is not necessary to take \(M_1 = M_2\). In fact if \(M_1 < M_2\), the terminal may transmit its own status assuming that its turn to transmit has arrived, yet not entirely relying upon the data in the received packet because of a large number of bit errors. The performance of the network is quantified by finding the probability that the \((n-1)^{th}\) vehicle successfully transmits its report to the \(n^{th}\) vehicle, with \(M_1 < M_2\). In an AVCS environment the lead vehicle generates data that all vehicles in the platoon require[4], thus we are also interested in the probability that the lead vehicle successfully transmits its report to the \(n^{th}\) vehicle, this occurs if each hop has less than \(M_1\) bit errors.

### 4.7 Numerical Results

The length of each vehicle, \(d_v\), was assumed to be 5 meters; the lane width, \(d_l\), 3 meters; the distance between automated cars, \(d_h\), 1 meter; and the average velocity of an automated vehicle was assumed to be 70 m.p.h. The distance of the radio link under study, \(d\), was varied from 0.1 meter to 10 meters. From Chapter 3, \(K = 7dB\) \((K_1 = 5)\) is reasonable for most vehicle-to-vehicle channels, \(K_1 = 10\) is assumed as an upper bound. All vehicles transmit data with the same power. The signal to noise (AWGN Gaussian) ratio was set to 10 dB at a distance of \(d = 10\) meters.

The radio link suffers from interference from within its platoon \((P_1)\), from platoons in the same lane \((P_2)\), and co-channel interference from platoons in other lanes \((P_3\) and \(P_4)\). In all simulations we assume that the target vehicle is joining an infinitely long platoon. It should be noted that in TDMA transmission each vehicle within a platoon is given a time slot in which to transmit, thus \(P_1\) will be zero; while for CDMA type transmission all vehicles transmit at the same time, thus \(P_1\) must be taken into account. We assume \(P_2\) is negligi-
ble since transmissions from other platoons must be reflected off vehicles, road surface, and surroundings before reaching the receiver. These reflections will greatly attenuate the signal. We thus set $d_r = C_r = 0$ in (2). To obtain an upper bound on the $P_3$ and $P_4$ we assume that an infinitely long platoon would transmit as close as possible to the receiving vehicle. Lacking accurate measurements, it was assumed that these signals would attenuate by 10 dB for each lane traversed, thus $P_4$ would be 10 dB less than $P_3$.

![Diagram showing Interference in radio link]

**Figure 4.2** Assumptions about Interference in radio link

### 4.7.1 Bit error rates

We will first show bit error rates (BER) as a function of distance as described in (12)-(14) and compare them to a channel model in which a strongly reflected ground wave is not present.

Fig. 4.3 examines the effect of varying the reuse pattern $C_r$ for CDMA transmission employing horizontal polarization or vertical polarization. For $N = 32$, the bit error rates show a great change only when $C_r = 1$. For other curves (not plotted here) it appeared that for a reuse pattern is greater than one or two and $N > 32$ the bit error rates remain relatively the same, independent of spreading factor and reuse pattern. We will concentrate on CDMA
with a reuse factor $C_r = 2$ and a spreading factor $N = 32$, since this will give nearly the same performance as other schemes, but with minimal bandwidth.

**Figure 4.3** Bit error rates for CDMA: $N = 32$ with vertical and horizontal polarization. (1) $C_r = 1$ (2) $C_r = 2$.

**Figure 4.4** Bit error rates for TDMA with vertical and horizontal polarization. (1) $C_r = 1$ (2) $C_r = 2$. (3) $C_r = 6$.

The effects of varying frequency reuse patterns for TDMA is presented in Fig. 4.4. Here we see that unlike the CDMA case varying the reuse pattern has a significant impact on the bit error rates, thus TDMA is more sensitive to interference than CDMA. However as $C_r$
increases the gain in performance decreases. So by using more bandwidth (increasing \( C_r \)) we get smaller and smaller gain in performance (lower BER). We will concentrate on TDMA with a reuse pattern of \( C_r = 3 \).

### 4.7.2 Packet Erasure Rates

As explained in Section 4.5 the assumptions were a fast fading channel for CDMA and a slow fading channel for TDMA. We also assume a packet length of \( L = 76 \) bits with one bit correction \( (M_1 = 1) \) [34]. Fig. 4.5 compares TDMA and CDMA packet erasure rates with horizontal polarization. It should be noted that these system require different bandwidths. Although the bit error rates for TDMA with \( C_r = 3 \) and CDMA with \( C_r = 2, N = 32 \) were nearly identical, the packet error rates for the same situation differs significantly. In order to increase the performance of TDMA one can use Slow Frequency Hopping within each platoon a TDMA type polling scheme is implemented. However a different carrier frequency for each platoon is chosen, according to a pseudo-random hopping sequence, at the end of every packet reception. Thus from Fig. 4.3, the co-channel interference power \( P_3 \) and \( P_4 \) are reduced since there is a large probability that adjacent lanes use different carrier frequencies. For a reuse pattern \( C_r=2 \), two independent sets of hopping frequencies \((H)\) are used. A reuse factor of \( C_r=3 \) and a set of \( H=10 \) hopping frequencies outperforms CDMA and TDMA.

![Figure 4.5](image)

**Figure 4.5**  Comparison of CDMA, TDMA, and slow frequency hopping.
Figure 4.6  TDMA with slow frequency hopping for various reuse factors \( (C_r) \) and Hopping Frequencies \( (H) \). (1) \( C_r=1 \) \( H=10 \) (2) \( C_r=1 \) \( H=100 \) (3) \( C_r=2 \) \( H=10 \) (4) \( C_r=2 \) \( H=100 \) (5) \( C_r=3 \) \( H=10 \) (6) \( C_r=3 \) \( H=100 \).

Fig. 4.7 shows that vertical polarization yields better results for distances less than three meters and slightly higher packet erasure rates for distances greater than three meters.

Figure 4.7  Comparison of TDMA and CDMA packet erasure rates for horizontal and vertical polarization. (1) TDMA \( C_r=1 \) (2) TDMA \( C_r=3 \) (3) CDMA \( C_r=2 \) \( N=32 \).
4.7.3 Reliability and Spectrum Allocation

This section quantifies the different bandwidth requirements of the previous schemes by presenting numerical analysis results of Reliability vs. Spectrum Allocation. Reliability $R(T,d)$ is defined as the probability no message passes through our communication link in time $T$ when the vehicles are at a distance $d$. For AVCS, it is relevant that updates arrive at least once every 50 msec, or so. We chose $T = 50$ msec and call $T$ (as other sources also refer to this) as the deadline failure probability. In our results we have assumed a maximum $T=50$ msec at a link distance $d=10m$ [4].

Although CDMA $C_r=2$, $N=32$ gives better PER results than TDMA, it requires much more bandwidth. Thus we can implement TDMA by requiring very frequent transmissions and though many of these transmissions would be lost, we are guaranteed a successful transmission using less bandwidth than CDMA. The gain in PER by frequency hopping also came as a result of greater bandwidth requirements, although not as much as CDMA. Interestingly TDMA $C_r=3$ requires less bandwidth for a given reliability than TDMA $C_r=2$, since even though TDMA $C_r=3$ requires more frequency bands per lane, the gain in PER is large enough that fewer transmissions are required. We see that this in not true for frequency hopping.
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**Figure 4.8** Reliability vs. Spectrum allocation for CDMA, TDMA, frequency hopping. (1) $C_r=1$ (2) $C_r=2$ (3) $C_r=3$. 
4.7.4 Network Protocol

The preceding section described a network protocol for TDMA transmissions. The concept of a complete cycle through a platoon was developed and the idea propounded that the cycle sequence could be maintained without retransmission even though the received code-word differed from a valid code word by more than the distance accepted for error correction. Again employing the assumptions of the previous sections, it is shown how variations in $M_1$ (correcting distance used) and $M_2$ (error distance accepted for sync) affect the probability of cycle completion for both TDMA and frequency hopping.

Fig. 4.9 illustrates this. The probability of successful transmission between two links, requires all links to have less than $M_1$ errors. While the solid lines apply for only the link between $n-1^{th}$ and $n^{th}$ vehicle which needs to have less than $M_1$ errors, while the $n-2$ prior links need only to have less than $M_2$ errors. Thus for TDMA it is critical that a cycle be maintained. While for CDMA all vehicles transmit simultaneously, thus preservation of the cycle is not as important.

Figure 4.9 Probability of one vehicle in platoon transmitting to another vs. position in platoon. $M_1=M_2=1, L=76, d_{ij}=10\text{m}$. (1) $C=3$ (2) $C=6$ (a) $H=1$ (b) $H=10$ (c) $H=100$
4.8 Conclusions

The statistical model developed in Chapters 2 and 3 for vehicle-to-vehicle radio channel applicable to AVCS communication was used, and extended, taking into account a dominant wave composed of a direct line-of-sight wave with a strongly ground reflected wave. The performance of this radio link was gauged by bit error rates, packet erasure rates, and deadline failure probability for a given bandwidth. These parameters were evaluated for three multiple access techniques: Time Division Multiple Access, (Direct Sequence) Code Division Multiplexing Access, and Time Division Multiple Access within a platoon with Frequency Hopping outside the platoon.

Our analysis showed that deep fades and large probability of packet loss can occur for distances less than three meters, due to the cancellation of the ground reflected wave and the direct line-of-sight wave. The effects of these fades could be reduced by employing vertical polarization as opposed to horizontal polarization. However for distance greater than three meters, horizontal polarization PER and BER performance showed an improvement over vertical polarization. The performance difference between polarization techniques for distances greater than three meters could be mitigated by decreasing co-channel interference (increasing the frequency reuse pattern thus increasing bandwidth). Thus if frequency reuse between lanes is employed, vertical polarization can be implemented in order to mitigate the effects of deep fades caused by the destructive interference between the ground reflected wave and the direct line-of-sight wave. Antenna diversity can also be used to increase performance [12].

The system under study was also found to be sensitive to co-channel interference. Our analysis showed that even for CDMA transmission, performance could be largely improved if adjacent lanes use different frequencies. However, increasing the reuse factor greater than two, for CDMA, and three, for TDMA, did not afford better performance. According to our computations and within the validity of our assumptions, CDMA provides lower packet erasure probabilities than TDMA or slow frequency hopping. However for a fixed band-
width system, the reliability for a given bandwidth or delay line failure probability appears to be better with TDMA. Here we see a trade off between error probabilities and bandwidth. With CDMA increasing bandwidth results in lower error rates. However with TDMA even though the error rates may be greater than CDMA, many transmissions are possible since the bandwidth requirements of TDMA are minimal compared to CDMA. TDMA also affords the system designer to implement a protocol scheme in which correct packet reception is not necessary in order to transmit an update to the next vehicle. As our analysis showed by varying the allowable number of bit errors in a received packet the delay in a TDMA system can further be reduced.
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Chapter 5

Base Station to Vehicle Communication

This chapter addresses roadside-to-vehicle communication via radio channels. The access schemes and the radio transmission techniques have to be designed in order to minimize the adverse effects of Rician multipath reception. The limited availability of bandwidth and the need to accommodate the foreseen traffic make co-channel interference another important factor. Vehicle-to-base station communication involves initial competition for access to the base station. Once access to the station is secured a short communication session in which data is exchanged will follow. Each base stations, on the other hand, may schedule transmissions to its vehicles avoiding conflits, but in some implementations different base station may transmit independently of other co-channel stations. This chapter is concerned with the design, analysis, and computation of results for transmission across the physical channel, as well as specifying requirements to optimize spectral efficiency on the link between roadside stations and the vehicles. An optimum frequency reuse factor of 2 is proposed to maximize network throughput, and to minimize average queueing delays. We hence find that frequency reuse can be substantially more dense than is acceptable for cellular telephony networks.
5.1 Introduction

This chapter is concerned with the design, analysis, and computation of results for transmission across the physical channel, as well as specifying requirements to optimize spectral efficiency on the link between roadside stations and the vehicles. An optimum frequency reuse factor will be proposed to maximize network throughput and to minimize average queueing delays: the frequency reuse can be substantially more dense than is acceptable for cellular telephony networks. Studies on the communication requirements [17] for the link between vehicles and base stations indicate that generally, throughputs on the order of 5 to 80 kbps per cell are acceptable for the uplink, and more than sufficient for the downlink in Automated Vehicle Control Systems (AVCS). Also, frame sizes of 77 to 130 bits are typical, and delays on the order of a few seconds are acceptable for AVCS. In this chapter these parameters are used to study the performance of the roadside base station to vehicle link, with the physical limitations of the short-range highway propagation environment also being accounted for. Frequency reuse and antenna directionality are investigated in an effort to optimize spectrum efficiency and queueing performance at the base stations.

Section 5.2 describes the parameters of that were considered in this study.

![Figure 5.1](image_url)  
**Figure 5.1** Model of base station to vehicle link for frequency reuse distance of one.
5.2 Transmission Considerations

5.2.1 Some Channel Parameters

Similar to the model developed in the preceding chapter, we assume that in a dispersive Rician fading channel, the received signal at the vehicle is in the form of eq. (5) in Chapter 4. The effect of a strong ground reflection is not modelled explicitly. Our motivations here is that beyond a certain turnover distance of a few hundred meters, propagation may well be approximated by a path loss law of the form a proposed by Harley and used earlier in this report. Some fades may occur because of wave cancellation of the line-of-sight and a (ground) reflection near the base station, but these effects do not substantially affect the coverage of cells or the handover process that takes place at cell boundaries.

We model the (delayed) scattered waves in two ways: early reflections with delays much less than the symbol duration. These scatters lead to Rician fading of the wanted signal. Measurements have indicated that for channels comparable to the short range channel addressed here, the Rician $K$ factor may vary from 4 to 1000 (6 to 30 dB) [7]. From Bultitude and Bedal [8], we know that $K = 7$ dB ($K \approx 5$) is reasonable for most micro-cellular channels. In agreement with [5], computations in this report assume $K_1 = 10$ (or 10 dB), where $K_1$ represents the Rician factor for early scatters.

On the other hand, late reflections cause intersymbol interference, which we approximate as a Gaussian source of interference, of power $1/K_2$ relative to the dominant line-of-sight. If we consider the excessively delayed components to have an exponentially distributed power delay profile with mean value of about $T_{rms} \sim 800$ ns, we find $K_2$ to be on the order of $1.4 \times 10^7$. This delay spread is a somewhat high estimate for some microcellular networks in an urban environment [9], so it presumably also overestimates channel dispersion in a highway propagation environment. As delay spread is modeled to cause Intersymbol Interference, our results tend to be on the pessimistic side. We’ll show that its effect is nonetheless small.
For interfering signals, the propagation distance is significantly larger, and because of the relatively low antenna height, a line-of-sight component may not be present. In such cases, Rayleigh fading appears to be a reasonable model.

5.2.2 Probability of Packet Erasure

A packet erasure occurs when errors occur in excess of the correcting capabilities of error correction coding (assuming it is employed). Similar to Chapter 4, ‘slow’ and ‘fast’ Rayleigh fading of the wanted signal are considered using the same conditional expressions of bit errors.

5.2.2.1 Fast Fading

With fast fading, the duration of the packets is substantially longer than the time constants of the multipath fading. Further, we assume that during one bit time, the channel characteristics do not change. During reception of a packet, each signal is expected to experience several fades. If it can be assumed that the received amplitude and phase of all signals are statistically independent from bit to bit even though the receiver remains perfectly locked to the wanted signal, the probability of undetected packet errors for BPSK is as in eq. (15) in Chapter 4.

5.2.2.2 Slow Fading

For packets of sufficiently short duration, the received amplitude and carrier phase may be assumed to be constant throughout the duration of the packet. This condition is satisfied if the motion of the mobile terminal during the transmission time of a block of bits is negligible compare to the wavelength. The probability of packet erasure in a block of $L$ bits with $M$ bit error correction is as in eq. (16) in Chapter 4.

The interference power is the sum of powers from individual interfering base stations, found from the large scale path loss equation and using the appropriate distances and
antenna gain factors. In a spatially uniform network with identical base station traffic loads and discontinuous transmission, the transmitter utilization \( P(busy) \), i.e., the probability that its packet queue is nonempty, is equal to \( P(on) \), the probability that a station’s transmitter is switched on. If on the other hand a station transmits continuously even with an empty packet buffer, then \( P(on) = 1 \). Given the interferer locations or local mean received interference powers, the joint local mean interference power \( p_t \) becomes a discrete random variable because of random message traffic loads. The probability of successful reception (event \( S \)) at distance \( r \) from the test base station becomes:

\[
P(S|r) = \sum_{\{p_t\}} \int_{0}^{\infty} f_p(p|p_t) P(S|p, p_t) dp
\]

where we averaged over all possible values of \( p_t \) and we relate the local-mean power \( p \) of the wanted signal to the location \( r \). We consider the four nearest co-channel base stations as the most significant sources of interference. (See Fig. 5.1) Numerical results were obtained for the local-mean packet erasure rates with no error correction \((M = 0)\). If the interferers are always on, then we have:

\[
Q(r) = P(S|r, on) = \int_{0}^{\infty} f_p(p|\bar{p}) P(S|p, \bar{p}) dp .
\]

The interfering sample is assumed to be Gaussian distributed with mean \( \bar{p}_t \). Moreover, interference samples between successive bits are assumed to be statistically independent.

### 5.2.2.3 Numerical Results

Figures 5.2 and 5.3 show results for bit error rates as a function of the Signal-to-Interference Ratio (SIR) for different (average) Signal-to-Noise Ratios (SNR). The bit error rates are clearly rather sensitive to the value of \( K_1 \) which hence must be modelled appropriately. Figure 5.2 indicates that the first resolvable reflection and the excessively delayed component
(their relative powers indicated by $K_1$ and $K_2$ respectively) are the limiting factors in a noiseless channel. In Fig. 5.3, the average ratio $E_b/N_0$ is taken to be 17 dB where $E_b$ is the energy per bit, and $N_0$ is the one-sided spectral density of the noise. This choice of SNR was made to ensure that channel not be rendered unreasonably unreliable for AVCS purposes while at the same time not being unrealistically high. With a SNR of 17 dB, the bit error rates are of course generally higher than the noiseless case, but still acceptable in practical situations. Further, the bit error rates are less responsive to changes in SIRs above 30 dB because the system is limited by the Gaussian noise. The lowest bit error rate achievable as the Signal-to-Interference ratio diminishes in the noiseless case is over 1/10 times that when the SNR is 17 dB. The system is as such noise limited for reasonable SNRs.

In Fig. 5.4, the packet error rates for packets of 200 bits are calculated assuming slow fading and a SNR of 17 dB. This is a reasonable assumption, at 80 kbps and vehicle speeds of 65 miles/hour (11.3 m/sec), where a packet is transmitted during 6 cm of motion.
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**Figure 5.2** Local-mean bit error rates vs. signal-to-interference ratio (noiseless channel): (a) $K_1 = 10, K_2 = 1.4 \times 10^7$; (b) $K_1 = 10, K_2 = \infty$; (c) $K_1 = 16, K_2 = 1.4 \times 10^7$. 
Figure 5.3  Local-mean bit error rates vs. signal-to interference ratio (17 dB SNR) (a) $K_1 = 10, K_2 = 1.4 \times 10^7$; (b) $K_1 = 10, K_2 = \text{infinite}$; (c) $K_1 = 16, K_2 = 1.4 \times 10^7$.

Figure 5.4  Packet error rate vs. signal-to interference ratio ( $K_1 = 10, K_2 = 1.4 \times 10^7$, 17 dB)
SNR, 200 bit packets): (a) no error correction, (b) 4 bit error correction.

5.3 SPECTRUM EFFICIENCY

In this section, we address the performance of the base station-to-vehicle link in terms of the number of vehicle terminals that may be serviced per unit area, and the delay involved in servicing vehicles.

5.3.1 Packet Erasure Rates as a Function of Distance

The packet erasure rate has been assessed as a function of distance. Fig. 5.5 shows the results of the computation for cluster sizes (frequency reuse distances) of 1, 2, and 3 respectively. The distance between base stations has been normalized to 1, and the reference base station is at 0. Omnidirectional antennae are assumed, and (large scale signal attenuation) eq. (1) in Chapter 3 is used with path loss turnover distance $r_g = 0.25$ to compute the Signal-to-Interference ratio. The case of cluster size 1 shows a packet erasure probability close to unity at the halfway point between base stations. A reuse distance of 2 will yield packet erasure rates of about 0.007 at the cell edge. With a reuse distance of 3, packet erasure rates are very low: just over $10^{-3}$ at the cell edge ($r=0.5$) and about 0.1 at the position of the next base station ($r=1.0$).
Figure 5.5  Packet erasure rate versus normalized distance from transmitting station. Distance between adjacent stations = 1, omnidirectional antennas, 200 bit packets, no error correction.

5.3.2 Directional Antennas

By using directional antennae at the base stations, reception at the vehicles may be enhanced. End fire arrays or simple metal reflectors may be used to create directivity in the antenna beam. The advantages of directional antennas are due to increased backward attenuation and improved cell confinement.

Directional antennas decrease the amount of co-channel interfering energy because it attenuates propagation to sections of the highway that are behind the antenna. Other studies have also shown that there is a greater confinement of energy in the forward direction on the highway when directionality is introduced to the transmitting antenna [5]. We will investigate the advantages of antenna directionality.

Figures 5.6 shows the erasure rates for transmission of packets with directional antennas having a backward attenuation of 10 dB. The plots are for frequency reuse distances of 3. Our results (e.g. in Fig. 5.6) indicate that there is still a sizeable portion of the cell for which packet transmission is very unreliable for a frequency reuse distance of 1 as was observed in the omnidirectional case.

Ideally, in the omni-directional case, a hand-over should occur at \( r = 0.5 \). For directional antennas with a three cell reuse pattern, in order to achieve channel reliability, Fig. 5.6 reveals that the optimum hand-over should take place at about \( r = 0.8 \). The packet erasure rate at this position is then comparable to that at \( r = 0.5 \) in the omnidirectional case with three cell reuse. The directionality of the antenna as such seems only to shift the hand-over point without making a significant difference in cell average packet erasure rates. It is seems worthwhile to have directional antennae only if the backward attenuation is reasonably high (higher than 10 dB). The goal should be attenuating interference such that the packet
erasure rate approaches the limit due to the noise floor as in Fig. 5.4 (about 25 dB attenuation).

![Packet erasure rate versus normalized distance from directional transmitter with 10 dB back attenuation for reuse distance of 3.](image)

**Figure 5.6** Packet erasure rate versus normalized distance from directional transmitter with 10 dB back attenuation for reuse distance of 3.

Fig. 5.7 shows packet erasure rates for a directional antenna with 25 dB back attenuation and for a frequency reuse distance of 1. One interferer is facing the opposing direction, and its power is attenuated by 25 dB. This station still appears to cause unreliability in transmission when the cluster size is 1, even with directional antennae. In Fig. 5.8 we see packet erasure rates for a frequency reuse pattern of 2. There is a slight improvement in cell average packet erasure rates. We conclude that the advantage of directionality is small, Omnidirectional antennae will be assumed in most subsequent computations.
Another important inference can be made from results on erasure rates. They indicate that if packet retransmissions are used as an indication of a vehicle or platoon’s position relative to base stations, hand-overs will be made fairly late. In the case when a reuse factor of
2 is used, hand-overs will be made at normalized distances 0.2 and 1.2 for example, if the maximum allowable average number of retransmissions is 2. This result is for 10 dB back attenuation on the directional antenna. If the directionality is increased, the hand-over points will be further skewed relative to the base stations. The drawback is that the system will not take full advantage of the lower packet error rates resulting from antenna directionality.

### 5.3.3 Choosing a Reuse Pattern

There are three issues to consider in choosing a reuse pattern. The reliability of the channel is a very important consideration: it would be ideal not to have too many retransmissions of packets. Another important factor is the number of vehicle terminals that can be served per unit cell per unit time. Transmitting at full bandwidth obviously would be optimum if the number of serviced customers per unit time were the only issue. It has however been shown that interference causes unreliability if all stations transmit at full bandwidth. Even with a highly directional antenna, interference will cause many packet erasures when the cluster size is 1. Transmitting at the full bandwidth in every cell hence requires a more innovative approach. This issue will be dealt with later in the chapter.
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**Figure 5.9** A frequency reuse pattern of 2.
Finally, correct hand-over decisions are an issue. A hand-over should be made at the right point and to the right base station. The local-mean number of retransmissions of packets may be used as an indication of whether a hand-over is necessary.

Figs. 5.6 and other computations not reproduced here indicate that based on reliability considerations, a frequency reuse factor of 2 or 3 is much more reasonable than a reuse factor of 1. The plots however, assume that the interfering base stations are always on. This is a rather conservative assumption, but it indicates that by dividing the bandwidth into 2 as demonstrated in Fig. 5.9, we get a much more reliable channel. It also demonstrates that the additional gain from splitting the total bandwidth into 3 frequency bands is not as significant. It can be concluded based on channel reliability, that a frequency reuse pattern of 2 is the reasonable choice. This is more reliable than a reuse pattern of 1, and in both cases of frequency reuse factor of 2 and 3, the average number of packet transmissions required per message is close to 1.

5.3.4 Maximizing Performance

So far, our analyses suggests that a cluster size of 2, using omnidirectional antennas is sufficient. In this section we study the delays that occur due to retransmissions and queuing in the base station. Ultimately, the goal is to minimize the delay, while utilizing the available spectrum efficiently. By delay we mean the total of the wait until service, and the service time for a packet. The following analysis will reveal that denser reuse is favourable.

Vehicle traffic is assumed uniform throughout the cell. It would hence be reasonable to model uniform throughput per unit of area throughout the cell. This assumption however differs from assuming a constant attempted packet traffic to all areas, because areas will poor coverage need more retransmission attempts. The successful total throughput per station is denoted as $S_0$ ($0 \leq S_0 \leq 1$) and represents the number of packets per cell per slot that
are successfully transmitted. For a cluster size of $C$ (the total allocated bandwidth is shared by $C$ cells), we define the spectrum efficiency (spatial packet throughput density) as

$$SE = \frac{S_0}{C}$$

expressed in gross user bits per base station per Hz per second. The bit rate per second per Hertz is denoted as $\eta_r$. The normalized spectrum efficiency is found from $\eta_r = 1 \text{ bit/sec/Hz}$.

We will assume that the fading is independent from one transmission to the next, but that the large scale attenuation remains constant during the retransmission delay time. Since the probability of successful packet reception at a given distance $P(S|r)$ decreases with increasing propagation distance $r$, the expected number of transmission attempts $M(r)$ increases with increasing $r$.

The delay $D(r)$ is mainly determined by the queueing of packets in the base station: packets with nearby destinations may have to wait because of the transmission time for packets to remote destinations. The delay is less sensitive to $r$ than $M(r)$. The following analysis will therefore address the cell-average delays.

The number of packets waiting in the base station is modelled as a Discrete Time M/G/1/$\infty$ queue. The mean service time $E[\lambda]$ is

$$E[\lambda] = E,E[\lambda|r] = \frac{1}{R} \int_R^\infty \frac{1}{P(S|r)} dr$$

expressed in slots, where the slot time depends on $C$, and $R$ is the cell size. Once again we have assumed that the distribution of vehicles within the cell is uniform. The cell throughput is found from

$$S_0 = \frac{P(S)}{E[\lambda]} = P(busy) \left( \frac{1}{R} \int_R^\infty \frac{1}{P(S|r)} dr \right)^{-1}$$
where \( P(busy) \) is the probability that the reference station is transmitting vehicle terminal data. It is equal to the probability that the interfering station is transmitting. Also, since we have assumed uniform throughput rather than uniform attempted traffic, then \( P(S) \neq \frac{1}{R}\int_{R}^{\infty} P(S|r) \, dr \).

Similarly, the second moment of the service time is

\[
E[\lambda^2] = \frac{1}{R} \int_{R}^{\infty} \frac{2 - P(S|r)}{[P(S|r)]^2} \, dr
\]

(6)

The number of packets waiting in a station is modeled as a M/G/1/\( \infty \) queue. Assuming immediate retransmissions but nonetheless with independent success probabilities \( P(S|r) \), the average delay (using the Pollacek-Khintchine formula) is

\[
E[D] = \left( \frac{LC}{\eta_rB_N} \right) \left[ \frac{S_0 \cdot E[\lambda^2]}{2(1 - P(busy))} + E[\lambda] \right]
\]

(7)

The results in Figure 5.10 (normalized to \( \eta_rB_N/L = 1 \)) were computed by letting \( P(busy) \) vary from 0 to 1 and getting throughput and delay from the above expression. For any required throughput, delays are less for \( C = 2 \) than for \( C = 3 \). At low throughput, \( C=1 \) has the least delay, and the delay is inversely proportional to the bandwidth per base station: interference is so low that very few packets need to be retransmitted and delays are close to one packet transmission time. For higher throughput, hence more interference, the delay for \( C = 2 \) remains less than for \( C = 3 \) despite the fact that more collisions occur; the delay for \( C = 1 \) is worse due to many (immediate) retransmissions. A frequency reuse pattern of 2 minimizes delay at high throughput. At low throughput, \( C = 1 \) has less delay. As we will report in the next sections, it may be possible to further enhance the spectrum efficiency by using \( C = 1 \) with an efficient ‘collision resolution’ algorithm to mitigate the effect.
of conflicting base station transmissions. This particularly improves the loss of throughput at high offered traffic loads.
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**Figure 5.10** Spectrum efficiency and delay for different cluster sizes. \( r_g = 0.25, K_1 = 10, K_2 = 1.4 \times 10^7, \text{SNR} = 9 \text{dB at cell boundary, 200 bits/packet, no error correction}. \)

The “number of spectrum resources” that a packet consumes on average for successful transmission is \( C/Q(r) \) (Fig. 5.11). Near the base station, very few transmissions are needed. Farther away, more are required especially for \( C = 1 \). The results show that, as \( r \) varies, the minimum value for \( C/Q(r) \) changes between parameter values of \( C \). This leads us to propose a dynamic cluster size which depends on the location of target vehicles within a cell; i.e., if a vehicle is known to be close to the base station, then it receives downlink packets using \( C = 1 \). Vehicles which are farther away will receive downlink packets at \( C = 2 \) or even \( C = 3 \) to minimize the “number of spectrum resources” used. If this dynamic cluster size method is used, then the expected service time becomes

\[
E[\lambda] = \frac{L}{\eta_rRB_N} \int_R \min_c \frac{C}{Q(r)} \, dr \tag{8}
\]
Figure 5.11  “Number of spectrum resources” versus position in cell. (continuously transmitting base stations) No noise: a) $C=1$, b) $C=2$, c) $C=3$; with noise: d) $C=1$, e) $C=2$, f) $C=3$.

The spectrum efficiencies for fixed ($C=1,2,3$) and dynamic cluster sizes were calculated and the results are shown in Table 1. The spectrum efficiency for $C = 1$ is close to zero due to excessive retransmissions to vehicles at the cell boundary. For other values of $C$, the spectrum efficiency approaches the theoretical maximum ($1/C$). For the fixed system, $C = 2$ gives the best spectrum efficiency, but the dynamic scheme gives even better results. Smaller SNR will diminish $SE$.

Extending, if we use perfectly directed antennas (radiating in one direction only so the cell area is $0 < r < 1$ with the base station at the edge $r = 0$), then the spectrum efficiency is increased and we observe that $C = 1$ is optimum. (See Fig. 5.10)

<table>
<thead>
<tr>
<th>Cluster Size</th>
<th>SNR = infinity</th>
<th>SNR = 9 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C=1$</td>
<td>0.020517</td>
<td>0.007107</td>
</tr>
<tr>
<td>$C=2$</td>
<td>0.499960</td>
<td>0.490237</td>
</tr>
<tr>
<td>$C=3$</td>
<td>0.333332</td>
<td>0.329033</td>
</tr>
<tr>
<td>Dynamic</td>
<td>0.784922</td>
<td>0.742079</td>
</tr>
</tbody>
</table>

Table 5.1  Spectrum Efficiency (continuously transmitting base stations); SNR specified
at cell boundary \( r = 0.5 \)

5.3.5 Spatial Collision Resolution

The calculations performed above have assumed that queues contents at adjacent base stations are independent. This is however also not necessarily true. Firstly, if a message intended for a certain vehicle is not transmitted while it is in the cell, it will have to be added to the queue of the adjacent base station. Secondly, packet transmissions at both base stations cause mutual interference which directly affects the lengths of both queues. Nonetheless, independent service times for packets queued at the same base station have been assumed. Therefore, the previous results may be inaccurate under certain conditions. However, transmissions of base stations may be coordinated to avoid the problem of continued mutual interference.

Performance analyses of ‘spatial resolution schemes’ to resolve collisions in adjacent cells are being performed [22], [23]. In one such scheme all base stations share the same transmit channel which has frames of four time slots. The sections of the highway cover by each base station are assigned a sequence number \{1 or 2\} according to map-coloring scheme which assures adjacent areas always have a different number. During normal operation, each station may transmit during anytime slot. With some probability a collision occurs, and the interfering power is to strong to allow successful receiver capture. In this case the station will retransmit in its assigned slot while all adjacent stations are silenced. This coordination is performed by sending instructions through the fixed backbone infrastructure connecting all base stations. With this algorithm implemented to resolve the interference problem, it will be possible for all stations to transmit at the full bandwidth with hence high spectral efficiencies and minimal delays.
To further exploit the benefits of dense frequency reuse, Walrand and Litjens [26] proposed a packet-switched scheme transmitting packets from roadside base stations to vehicles. Arrival processes in the cells are assumed to be homogeneous Poisson processes but with non-identical arrival rates. The proposed scheduling algorithms assign permissions to transmit to the base stations in a conflict-free manner: when a station is activated, its neighbors are silenced, in order to solve the problem of collisions through interference. Both static and dynamic strategies are proposed in [26]. In the former, a fixed broadcast schedule is constructed, describing the time slots in a cycle during which each base station is activated. In the latter, permissions are distributed in each time slot, based on the status (idleness or non-idleness) of all the base stations. A second distinction that is made, is between centralized control, where the network management makes all decisions, and distributed control, where the base stations decide themselves whether or not to transmit, based on the limited information that is exchanged between neighbors.

**Figure 5.12** Time Slot Usage with Spatial Collision Resolution
The proposed algorithm for static strategies with centralized control separates the problem into two parts: (1) the selection of the assignment patterns that are used in the cycle and their frequencies of appearance, and (2) the placement of these patterns in a cycle, aiming to spread the activations as uniformly as possible for each individual base station.

5.4 Uplink Random Access

As the message traffic offered to the uplink is highly bursty, a random access scheme is needed. It was reported in PATH document [27] that it is optimum to use the same inbound frequency in all cells. Next we present some new results on a radio network with two base station receiving packets transmitted by a large population of mobile vehicle terminals. If both stations share the same channel, transmissions in one cell interfere with transmissions in the other cell. Here we discuss a robust retransmission scheme that avoid instability and mitigates the effect of interference between cells. To consider the performance of this two-cell system, we model a one-cell system with time-varying channel properties. If only one station is busy (or if both are silent) the base station is supposed to be in “good state”. If both stations are busy the channels are supposed to be in “bad state”, due to the mutual interference. Markovian transitions from one state to the other is assumed. For conflict resolution, the stack-algorithm is used [28, 29], which will be explained later on.

Whenever only one base station is busy (or when both stations are silent), this base station is assumed to have a perfect channel (to be in “good state”). When both stations are busy, they interfere, so the channel is imperfect (“bad state”). We approximate these states as Markov transition from one state to the other. The performance of such two-cell system with a common channel (and without any CDMA spreading factor) is compared with the performance of two-cell system with different channels. To avoid the interference in the latter system, 2 different channels would be needed, each with half the bandwidth. That is, the
transmission time increases by a factor two. Moreover the arrival rate of packets per time slot increases by a factor of two. Under large traffic loads, this leads to a significant delay.

### 5.4.1 Model of Access Scheme

The uplink random access channel is considered to be time slotted and synchronized at time slot level. The slots start at \( t = 1, 2, 3, \ldots \). A slot that starts at \( t = n \) is called slot \( n \). A packet is transmitted during one slot, and transmission of each packet starts at the beginning of a slot. A new packet is transmitted for the first time in the first slot following packet’s arrival (free access). The incoming flow of packets in a cell is a Poisson flow with flow rate \( \lambda \) packets per slot. Each vehicle terminal has a buffer to keep one packet that has to be transmitted. Any packet that captures the receiver leaves the system. Each packet transmitted in a slot without capturing the receiver is either retained in the vehicle terminal’s buffer (with probability \( 1/2 \)) or is retransmitted in the next slot (with probability \( 1/2 \)). The main idea here is to split the terminals into different smaller groups. The probability of having a message collision in subgroups rapidly vanishes after a number of splits. To ensure that each terminal keeps track of the group in which it may transmit, we introduce a stack counter \( l_n \) which is associated with the vehicle terminal’s buffer and which changes from slot to slot according to the stack-algorithm rules, following the feedback information. Generally, the stack counter increases when a conflict is reported in a slot and decreases when a slot is idle. The idea is that after a collision, all backlogged groups of packets have to wait before the current group has resolved its collision. As the current group splits, a new level is inserted, and all existing groups increase their stack counter.

We address two versions of algorithm [3].

**Algorithm A**

The algorithm uses ternary “idle slot/success/conflict” feedback.
1a. A packet transmitted in slot $n$ for the first time (i.e. the packet generated in slot $n-1$) has $l_n = 0$.

2a. If $l_n = 0$ for a packet, the packet is transmitted in slot $n$. If $l_n > 0$, the packet is not transmitted in slot $n$.

3a. If $l_n = 0$ for a packet and a conflict is reported in slot $n$, $l_{n+1} = 1$ with probability $1/2$ and $l_{n+1} = 0$ with probability $1/2$.

4a. If $l_n > 0$ for a packet and a conflict is reported in slot $n$, $l_{n+1} = l_n + 1$.

5a. If $l_n > 0$ for a packet and slot $n$ is reported idle, $l_{n+1} = l_n - 1$.

6a. If $l_n > 0$ for a packet and a capture is reported in slot $n$, $l_{n+1} = l_n$.

Rules 1 - 3 address the behaviour of newly arriving packets and those that are being (re-) transmitted, while rules 4-6 address backlogged packets.

**Algorithm B**

The algorithm uses binary "conflict/no conflict" feedback.

1b-5b are the same as 1a-5a, respectively.

6b. If $l_n > 0$ for a packet and a capture is reported in slot $n$, $l_{n+1} = l_n - 1$.

Thus algorithm B is more aggressive in retransmitting previously collided packets.

The one-cell system can be in two states. If during slot $n$ the system is in state $i$, $i=1,2$, then it will stay in the same state during slot $n+1$ with probability $q_i$, and will be in different state with probability $(1 - q_i)$. The mean duration of being in state $i$ is equal to $L_i = 1/(1-q_i)$, $i = 1, 2$. The probability for a system to be in state $i$ is $Q_i = L_i/(L_1 + L_2)$, $i = 1, 2$.

Let the system be in state $i$ during a slot $n$. We model the effect of interference as follows. If the slot $n$ is idle, a capture is reported in this slot with probability $z_{i01}^i$, and a conflict is reported with probability $z_{i0c}^i$. The slot is reported idle with probability $(1 - z_{i01}^i - z_{i0c}^i)$. If in the slot $n$ there would be a capture (one packet from that cell was transmitted), a conflict is reported in this slot with probability $z_{i1}^i$, and a capture is reported with probability $(1 - z_{i1}^i)$. 


If in the slot $n$ there is a conflict, a conflict is reported with probability 1. Thus, in our discussion, we cover interference between cells as errors in the feedback, which would have the same effect.

We assume that the state “1” has a perfect feedback channel, $z^1_{01} = z^1_{0c} = z^1_1 = 0$, and assume that the state “2” has an imperfect feedback channel. For ease of notations, the index “2” is omitted, and the notations are: $z^2_{01} = z_{01} > 0$, $z^2_{0c} = z_{0c} > 0$, $z^2_1 = z_1 > 0$.

The delay of a packet is defined as the length of a time interval between the start of the packet’s first transmission and the start of it’s successful transmission. Note, that the time a packet spends in the system includes the random waiting time till the beginning of the first transmission, the delay, and one slot of successful transmission. The mean time $T$ a packet spends in the system is equal to the mean delay $D$ plus a slot duration times $3/2$.

If the income flow rate $\lambda < \lambda_{cr}$, all packets are transmitted with finite delay with probability 1, and the mean delay finite. The value of $\lambda_{cr}$ is called the throughput of the system, $\lambda_{cr}$ depends on the channel probabilities. For given channel probabilities the mean delay $D$ can be expressed in terms of the solutions of the linear algebraic equations.

The results of computation for one-cell two-state system are compared with the simulation results for two-cell system. In this system both stations use the same stack-algorithm. The performance of two-station system is defined by the following rules.

Let in cell $i$, $i=1,2$, slot $n$ be idle. If in cell $j$ with $j$ not equal to $i$, the slot $n$ is idle too, then in cell $i$ this slot is reported idle. If in cell $j$ there is a capture, then in cell $i$ this slot is reported idle with probability $1 - z_{01}$ and a capture is reported with probability $z_{01}$. If in cell $j$ there is a conflict, then in cell $i$ this slot is reported idle with probability $1 - z_{0c}$ and a conflict is reported with probability $z_c$.

Let in cell $i$, $i=1,2$, slot $n$ be a capture. If in cell $j$, with $j$ different from $i$, slot $n$ is idle, then in cell $i$ this slot is reported to be a capture. If in cell $j$ slot $n$ is not idle, then in cell $i$ a
capture is reported with probability 1- \( z_1 \) and a conflict is always correctly reported with probability \( z_1 \). A conflict in cell \( i \) is always reported to be a conflict in this cell.

**5.4.2 Computational Results**

To consider the performance of a one-station system we need to introduce the notion of a busy session. Roughly speaking a busy session is a time interval during which there are some packets in the channel, or in the stack of some vehicle terminal, or both in the channel and in the stack. We want to model a two-cell system with the equal income flow rate \( \lambda \) in both cells. Therefore we consider a one-cell two-state system in which the mean length of busy session \( L_b \) is equal to the mean length \( L_2 \) of the state “2” (i.e. the system being in the “bad state”). The mean length \( L_1 \) of the state “1” (i.e. the system being in the “good state”) is assumed to be equal to the mean length of the slots without new packets, \( L_1 = \frac{1}{1-e^{-\lambda}} \). Therefore \( q_1 = e^{-\lambda} \). For given channel properties the value of \( L_b \) can be expressed in terms of the solutions of the linear equations (similar to the computations the value of the delay \( D \)); \( q_2 \) is found by iterations, to satisfy the equality \( L_2 = L_b \).

The results of simulations follow the results of computations (for one-cell system) with 10% accuracy.

For the simulation system and for one-cell system \( C \) is equal to 1. The results for one-channel (\( C = 1 \)) two-state system with income flow rate \( \lambda \) (i.e. for two-cell system using the same channel) are compared with the results for two-cell system with different channels (\( C = 2 \)). As each channel only has half the bandwidth, time slots need to be twice as large. Effectively, for a given arrival rate per second, this corresponds to a flow rate of twice \( \lambda \) new packets per slot. However, using different channels has the advantage that interference or “feedback errors” do not occur.
The results are illustrated by the tables. In Table 1 we present the mean time $T$ a packet spends in the system and the throughput $\lambda_{cr}$ for stack-algorithm A. In the Table 2 we present the same data for stack-algorithm B.

In the Tables

a: $C=1, z_{0c} = z_{01} = z_1 = 0$; this system does not suffer any harmful interference between cells.

b: $C=1, z_{0c} = 1/16, z_{01} = z_1 = 1/4$,

c: $C=1, z_{0c} = 1/9, z_{01} = z_1 = 1/3$,

d: $C=1, z_{0c} = 1/4, z_{01} = z_1 = 1/2$,

e: $C=2, z_{0c} = z_{01} = z_1 = 0$. This system uses different inbound channels in the two cells, so mutual interference is absent

f: $C=1, z_{0c} = z_{01} = z_1 = 0$. This system uses only one channel and a single receiving base station covers the two cells.

As in system f no interference from other cells is present, collision resolution can be very efficient. The length of a slot is unity (because of the one cell reuse pattern, the full bandwidth is available in each cell), but the arrival rate per slot is twice the arrival rate in one cell (per slot). So the arrival rates (per slot) in system e and f are equal. However, the delays in similar f are half the delays seen in system e. This result is remarkable. It suggests that conventional frequency reuse (system e) is even worse than covering all traffic by a single base station!

<table>
<thead>
<tr>
<th>System</th>
<th>$\lambda = 0.05$</th>
<th>$\lambda = 0.1$</th>
<th>$\lambda = 0.15$</th>
<th>$\lambda = 0.2$</th>
<th>$\lambda_{cr}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>a:</td>
<td>0.22</td>
<td>0.60</td>
<td>1.22</td>
<td>2.54</td>
<td>0.33</td>
</tr>
<tr>
<td>b:</td>
<td>1.81</td>
<td>2.39</td>
<td>3.84</td>
<td>10.5</td>
<td>0.23</td>
</tr>
<tr>
<td>c:</td>
<td>1.87</td>
<td>2.69</td>
<td>7.22</td>
<td>inf</td>
<td>0.16</td>
</tr>
<tr>
<td>d:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>e:</td>
<td>4.16</td>
<td>8.08</td>
<td>55.0:</td>
<td>inf</td>
<td>0.16</td>
</tr>
<tr>
<td>f:</td>
<td>2.08</td>
<td>4.04</td>
<td>27.5</td>
<td>inf</td>
<td>0.16</td>
</tr>
</tbody>
</table>
5.5 Conclusion

An appropriate model for the ITS environment which included a narrowband Rician fading signal with Rayleigh fading interference was proposed. The channel was shown to be slowly fading with the major source of error being co-channel interference. A Rician $K$ parameter of 10 was chosen to model all multipath effects on the highways with a view to computing packet erasure rates. The effect of shadowing was not included in the model. We postulated that during the transmission of a packet and its retransmission, the local mean received power may be considered constant.

It was concluded that error correction coding would not be as efficient as error detection and subsequent retransmission. Also, directional antennas have been investigated to determine the extent to which they increase the efficiency of the network. It was concluded that there is a small improvement over omnidirectional antennae, but on the condition that they provide backward attenuation of up to 25 dB. The change in cell average packet erasure rates on the channel is found not to be too significant compared to the omnidirectional case, and so omnidirectional antennas are assumed.

<table>
<thead>
<tr>
<th>System</th>
<th>$\lambda = 0.05$</th>
<th>$\lambda = 0.1$</th>
<th>$\lambda = 0.15$</th>
<th>$\lambda = 0.2$</th>
<th>$\lambda = 0.25$</th>
<th>$\lambda_{cr}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>a:</td>
<td>0.18</td>
<td>0.47</td>
<td>0.95</td>
<td>1.83</td>
<td>3.79</td>
<td>0.36</td>
</tr>
<tr>
<td>b:</td>
<td>1.71</td>
<td>2.06</td>
<td>2.67</td>
<td>3.96</td>
<td>6.77</td>
<td>0.29</td>
</tr>
<tr>
<td>c:</td>
<td>1.72</td>
<td>2.09</td>
<td>2.78</td>
<td>4.44</td>
<td>12.29</td>
<td>0.27</td>
</tr>
<tr>
<td>d:</td>
<td>1.75</td>
<td>2.19</td>
<td>3.10</td>
<td>7.96</td>
<td>inf</td>
<td>0.2</td>
</tr>
<tr>
<td>e:</td>
<td>3.94</td>
<td>6.66</td>
<td>22.69</td>
<td>inf</td>
<td>inf</td>
<td>0.18</td>
</tr>
<tr>
<td>f:</td>
<td>2.97</td>
<td>3.33</td>
<td>11.35</td>
<td>inf</td>
<td>inf</td>
<td>0.18</td>
</tr>
</tbody>
</table>

Note, that for algorithm B the delay and the throughput do not depend on $z_{01}$. In the examples the delay is less for the system with $C = 1$, even for relatively large $z_{01}$.
With spatial collision resolution as being investigated in [22], [23], there will be no need for reuse factors of greater than 1. Spectral efficiency and queueing delays would then be optimized. In the absence of such a scheme, it is reasonable to conclude that cluster sizes of 2 are sufficient with the use of directional antennae. This conclusion is based on spectrum efficiency and queueing delay considerations.

For instance, with a frequency reuse pattern of 2 and a bit rate of 80 kbps, an average of 200 successful packet transmissions per second can be achieved, each packet containing about 200 bits. This throughput is more than enough to deal with the cell entry rate estimate of 6 vehicles/second assumed in [19]. The corresponding delay of a few milliseconds per packet suggests that the only limitation on the cell size is the efficiency of the hand-over protocol.

Packet erasure rates have been calculated by averaging over a Rician power distribution. A Rician channel model with a two-ray dominant component has been proposed for the ITS environment. Queues at base stations are modelled as M/G/1, and it is found that, if base stations do not mutually coordinate transmissions, a cluster size C=2 maximizes throughput while minimizing the queueing delay.

Other computations indicate that it is worthwhile to have directional antennas only if the backward attenuation is reasonably high (25 dB), otherwise interference at the cell edge (the vicinity of the interfering station is too high). Hand-overs, based on average numbers of retransmissions, will tend to occur after the vehicle is well into the next cell, and not at the point when the packet erasure rates from both transmitters are equal. The advantage of increased reliability is hence not fully utilized.

Regarding the uplink, our results show that two-cell system with stack-algorithm used for conflict resolution and the same channel used in both cell can be approximated by one-cell system with two states of the feedback channel and with Markov chain transition from one state to the other.
Our results suggest that in future lightly loaded wireless networks with bursty traffic, it may be advantageous to allow near by cells to use the same channels. The free access algorithms appear robust against high levels of interference from co-channel cells. This is in contrast to conventional cellular frequency reuse used for mobile telephones.

5.6 References


5.7 Appendix A

5.7.1 An Improved Model for Interfering Signals

Section 4.4 described the mean error probability for BPSK modulation with Rayleigh faded co-channel interference. This assumed that interfering signals are perfectly synchronized with the wanted signal. This assumption may be unrealistic. Also, there are likely to be random frequency shifts due to oscillator drifts and random Doppler shifts. In this section we will analyze their effect.

An interfering signal experiences a reversal at \( t = (k + \alpha_i) T_b \), where \( k \) is an integer, and \( \alpha_i \) (\( 0 < \alpha_i < 1 \)) is the synchronization bit offset, normalized to the bit time.

\[
\begin{align*}
  k &\leftarrow \text{bit value for } kT_b < t < (k + \alpha_i) T_b, \text{ and } 0 \text{ for } (k + \alpha_i) T_b < t < (k + 1) T_b, \\
  k &\rightarrow 0 \text{ for } kT_b < t < (k + \alpha_i) T_b, \text{ and reversed value for } (k + \alpha_i) T_b < t < (k + 1) T_b.
\end{align*}
\]

Our received signal is hence

\[
r(t) = a_0 \rho_0 \cos(\omega_c t) + \sum_{i=1}^{N} \rho_i \{k \leftarrow \alpha_i + k \rightarrow (1 - \alpha_i) \} \cos(2\pi (f_c - f_i) t + \phi_i) + n(t) \quad (9)
\]

where \( n(t) \) denotes Gaussian noise, and the user bits \( a_0 \) are +1 or -1. The values of the interfering bits before and after reversal during a bit time denoted \( k \leftarrow \) and \( k \rightarrow \) are +1 or -1. The instantaneous frequency offset \( f_i \) is due to random Doppler shifts and transmit oscillator drifts.

At the receiver the decision variable \( v \) is obtained from the correlation operation
We then get,

\[ v = 2 \int_0^{T_b} r(t) \cos(\omega_i t) \, dt . \]  

(10)

\[ v = a_0 \rho_0 T_b + \sum_{i=1}^{N} \xi_i \{ k \leftarrow \alpha_i + k \rightarrow (1 - \alpha_i) \} \int_0^{T_b} \cos(\omega_i t) \, dt + \sum_{i=1}^{N} \zeta_i \{ k \leftarrow \alpha_i + k \rightarrow (1 - \alpha_i) \} \int_0^{T_b} \sin(\omega_i t) \, dt + N_i \]  

(11)

where, because of fading, the in-phase component, \( \xi_i = \rho_i \cos(\phi_i) \), and the quadrature component, \( \zeta_i = \rho_i \sin(\phi_i) \), are Gaussian random variables. Their variances are found as \( E(\xi_i^2) = E(\zeta_i^2) = \bar{p}_i \). Also, \( E(n_i^2) = N_0/T_b \).

The conditional variance of the i-th interfering signal is hence

\[ 2\bar{p}_i (1 - 2\alpha_i) Sinc(\omega_i T_b) \]  

(12)

and we therefore have the conditional probability of error:

\[ P(error|\omega_i, \alpha_i, \bar{p}_i, \rho_0) = \frac{1}{2} \text{erfc} \left( \sqrt{\frac{1}{2\rho_0^2 T_b Sinc(\omega_i T_b)}} - \frac{N_0}{2 \sum_{i=1}^{N} \bar{p}_i (1 - 2\alpha_i)^2 Sinc(\omega_i T_b) + N_0} \right) \]  

(13)

We have assumed that oscillator drifts are minimal, and hence we can model \( \omega_i \) as random FM. Due to the reduced angle of elevation and the typically large distance between the receiver and the co-channel interference transmitters, there is a very high chance that the LOS and ground reflected waves are obstructed by other vehicles on the road, it is likely that the interference is Rayleigh fading. The distribution of \( \omega_i \) as such can be taken to be
as discussed in [15]. $f_d$ is the maximum Doppler shift. If the base stations are operated independently, the density of $\alpha_i$ is most likely uniform on $0 < \alpha_i < 1$, in which case

$$f_\theta(\dot{\theta}) = \frac{1}{2\sqrt{2}} \left( 1 + 2 \left[ \frac{\dot{\theta}}{2\pi f_d} \right]^2 \right)^{-3/2} \tag{14}$$

A more accurate analysis, however, would have to take into account the fact that the instantaneous power of the interfering signal and $\dot{\theta}$ may be correlated [15].

If no bit synchronization offset between contending signals is assumed ($\alpha_i \equiv 0$ for $i = 1, 2, 3, ..., n$), then conservative results are obtained because it will overestimate the effect of interference. Moreover, in the case of random $\alpha_i$, the worst-case interfering BPSK bit sequence $k \leftarrow k \rightarrow$; i.e., no phase reversal is expected to occur during 50% of the bits in the test packet. This event gives the same probability as the case $\alpha_i = 0$. Computations in this chapter assume $\alpha_i = 0$ and $\omega_i = 0$. 

$$P(error|\mathbf{p}_i, \rho_0) = \int_{0}^{0.5} \int_{0}^{1} \text{erfc} \left( \sqrt{\frac{1}{2\rho_0 T_b}} \right) \left( \sum_{i=1}^{N} \mathbf{p}_i (1 - 2\alpha_i)^2 \text{Sinc} (\omega_i T_b) + N_0 \right) 2f_\theta(\dot{\theta}) d\alpha_i d\dot{\theta} \tag{15}$$