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by

Amy Noel Stacy Hellman

Doctor of Philosophy in Bioengineering

University of California, San Diego, 2008

Professor Shu Chien, Chair
Professor Vasan Venugopal, Co-Chair

Highly focused pulsed laser radiation (pulsed laser microbeams) provide the ability to deposit energy with high spatial precision and controllable cellular damage. As a result, pulsed laser microbeams have been explored as a fast, non-contact means for cellular manipulations such as cellular microsurgery, transient cell membrane permeabilization, and targeted cell lysis.

In this dissertation we examine the mechanisms of highly focused laser microbeams of nanosecond and picosecond duration to achieve cell lysis, cell necrosis, and molecular delivery. We have developed a time-resolved imaging system to
visualize these processes with nanosecond temporal resolution and use image analysis to measure the physical perturbation applied to the cells as a function of laser microbeam pulse energy and pulse duration. Fluorescence assays are used to assess the biological response (necrosis, molecular delivery, and biochemical pathway activity) to the laser microbeam irradiation, and a biophysical model is developed to establish connections between specific physical characteristics and the resulting cellular effect.

Our studies reveal that pulsed laser microbeam processes are mediated by optical breakdown resulting in plasma formation, shock wave emission, and cavitation bubble formation, expansion, and collapse. Cavitation bubble expansion was found to be the primary mechanism responsible for cellular modification. Hydrodynamic analysis based on the measured time evolution of the cavitation bubble growth, combined with assessment of the cellular response, revealed that the maximum wall shear stress associated with the cavitation bubble expansion governs the location and spatial extent of cell lysis, cell necrosis, and molecular delivery. In addition, we demonstrate how the variation of laser microbeam pulse duration can allow modulation of the spatial extent of cellular modification in order to tailor the cellular perturbations and optimize specific applications.

These detailed studies provide a basis for the informed selection of specific laser parameters (i.e. pulse duration and energy) to achieve a desired cellular outcome, with controllable degrees of collateral damage. We demonstrate three different applications in which the laser parameters are well matched for particular applications in cellular analytics, activation of biochemical pathways, and microfluidics.
Chapter 1

INTRODUCTION

In this chapter I provide an overview of the history of laser microbeams and their progression as research tools in biological applications. I will present various uses of pulsed laser microbeams in biotechnology, followed by the rationale supporting our study of the mechanisms governing interactions of pulsed laser microbeams with cells. Finally, I will delineate the overall goals of the research and present an outline of this dissertation.

1.1 Historical Development of Laser Microbeams

In cell biology, pulsed laser radiation focused at high numerical apertures (i.e., pulsed laser microbeams) has been used to create damage on cellular and sub-cellular levels for over 40 years [12, 54]. Pulsed laser microbeams provide the ability to deposit energy with high spatial precision and controllable cellular damage, and thus offer a fast, non-contact means for cellular manipulation. The ongoing development of available laser, optics, microscopy, and image processing technologies holds great promise for the increasing utilization of laser microbeams in cell biology and biotechnology in the 21st century.
As recounted in recent reviews of laser nanosurgery [6, 133], the first studies examining the use of photons to inactivate cells or cell organelles were conducted by Tschachotin in 1912 using an incoherent UV light source. In these experiments, a quartz microscope objective was used to focus the 280 nm emission of a magnesium spark to a 5-μm diameter spot size on a cell. The use of incoherent UV light sources for cell manipulations was accelerated by the development of UV transmitting quartz objectives, providing the ability to focus the UV light to a sub-micrometer beam diameter by the 1950s. Despite these improvements, conventional light sources provided low intensities, and required long exposure times to achieve the desired effect.

The invention of the ruby laser in 1960 provided a high-intensity, collimated, monochromatic light source, enabling reduction of the exposure time to the microsecond range [13]. The first experiments on mitochondrial inactivation utilized ruby laser pulses of ~ 500 μs duration focused to a 5-μm diameter spot [2, 113]. Shortly thereafter, Berns and co-workers applied the newly developed continuous wave (CW) argon laser to study many aspects of cell biology including cell repair, development, and organelle function [7-9]. The improved quality and shorter wavelength of the argon laser beam allowed much smaller laser microbeam diameters than the initial ruby lasers and provided more precise cellular manipulation, often with the use of exogenous dyes such as acridine orange [133].

Advances in laser technology offered improved capabilities for cellular microbeam studies and provided the basis to explore the effects of key laser parameters, including wavelength and pulse duration, on the resulting cellular effect [6]. Further reductions in pulse duration became available with the invention of Q-switched
nanosecond lasers in 1962 because of the ability to drive nonlinear (multiphoton) processes [11, 12, 19]. This is particularly significant because nonlinear optical processes provide more localized energy deposition at selected locations, allowing more precise cellular microsurgery without the use of exogenous photochemical sensitizing agents [133]. Principal among these processes are multiphoton absorption and optical breakdown leading to laser-induced plasma formation (ionization). Laser parameters such as wavelength, pulse duration, pulse energy, and focusing angle play a fundamental role in the interactions of pulsed laser microbeam irradiation with cells.

Yet it has only been in the last five years that significant attention has been given to the relationship between the selected laser parameters and the resulting cellular effects [92-94, 126, 128, 133, 136]. To better establish this relationship, we must first (a) measure and characterize the physical perturbations offered by the delivery of pulsed laser microbeams to cells; (b) model the physical process to establish relationships between specific characteristics of the physical perturbations and the resulting biological response; and (c) explore specific applications that best utilize the physical perturbations offered by specific laser parameters. This study is essential for the continued development of laser microbeams as analytical tools in biotechnology and is the central motivation of this dissertation.

1.2 Applications of Laser Microbeams in Biology and Biotechnology

Laser microbeams were first utilized as tools in cell biology to reveal fundamental biological processes, demonstrated by their use to produce gene inactivation [10], plasma membrane disruption [72], centrosome ablation [55],
microtubule damage [53], and to study forces in mitotic spindle separation [38] and morphogenesis [47]. However, over the last decade, laser microbeams have been utilized increasingly for applications in biotechnology and cellular analytics.

One example is the use of pulsed laser microbeams for targeted cell lysis to selectively obtain a cell population for cell line expansion and purification. Lin and co-workers have demonstrated the use of 20 ns laser pulses at $\lambda = 532$ or 565 nm for selective killing of cells loaded with micro-particles and nano-particles within a mixed cell population [65, 90]. A commercial apparatus utilizing pulsed laser microbeams for targeted cell killing has also been described, offering automated in situ cell identification and laser-based elimination to provide high yield and high purity of the desired cells within a mixed cell population [84]. Similarly, the Allbritton group has developed micropallet arrays utilizing pulsed laser microbeams to provide rapid, nondisruptive isolation of single adherent cells from a heterogeneous population [98, 99, 138].

Another application receiving interest is the use of pulsed laser microbeams to load membrane-impermeant molecules into cells [25, 61, 95, 109, 117, 123]. Efficient delivery of molecules into living cells is essential in many fields including basic research, applied drug discovery, and gene therapy [25]. The most commonly used methods for loading membrane impermeant molecules into cells include microinjection [22, 40], electroporation [34, 141], liposomal delivery [33], and protein transduction domains [5]. Each of these methods has found utility within specific applications, but most exhibit varying degrees of toxicity, limiting their use to robust cell types [25]. The processes of laser-induced optoinjection and optoporation offer the ability to load
cells with a variety of biomolecules on short time scales (milliseconds to seconds) through optically produced cell membrane permeabilization. Despite recent reports utilizing lasers to deliver molecules into cells, very little is known about the optoporation process, and the technique has not been widely adopted. The mechanisms governing this process will be investigated in this dissertation.

Pulsed laser microbeams have also found utilization in the fields of proteomic and genomic analysis. Procurement of specific samples of histologic material has become important with the increasing refinement of analytic techniques, while separation and transport of living cells is of interest for stem cell research, organ culture, and tissue engineering [30, 130]. Rapid, non-contact and contamination-free separation can be achieved by laser microdissection (LMD) of the sample of interest, followed by laser pressure ‘catapulting’ (LPC) of the dissected material for further analysis. These techniques utilize 3 nanosecond UV laser pulses (\(\lambda = 337\) nm), and have been successfully applied in many fields to study intracellular structures and gene expression in the native \textit{in vivo} environment of intact tissue [27, 30, 130]. This method can potentially provide results that will pave the way toward high-throughput profiling of tissue-specific gene expression using Gene Chips arrays, elucidating molecular pathways to study repair of genetic or metabolic diseases [30].

In the area of single cell bioanalytics, the Allbritton group has developed the laser micropipet system (LMS) for measurement of enzyme activity within single cells [73, 104, 106]. In this technique, a Q-switched (Q-sw) Nd:YAG laser at \(\lambda = 532\) nm is used to both lyse a single cell and mix the cellular contents with the surrounding medium. The cell contents are subsequently taken up by a glass capillary positioned
above the cell, wherein they are electrophoretically separated and subsequently analyzed using laser-induced fluorescence. This technique shows great promise for analyzing the activity of biomolecules involved in signalling pathways with nanomolar sensitivity [105]. A particular advantage is the fast time-scale of the lysis process that rapidly stops all biochemical reactions by disrupting the cell and mixing its contents. The non-contact means of laser-based cell lysis is also attractive for integration with microfluidic chip based devices [42]. Laser microbeams are ideal for coupling with microfluidic devices, offering great portability and flexibility in the location of laser microbeam irradiation and subsequent cellular perturbation. The mechanisms underlying pulsed laser microbeam-induced cell lysis, as well as applications for integrating laser microbeams and microfluidic devices will be addressed in this dissertation.

1.3 Goals of the Dissertation

Despite the innovative utilization of laser microbeams in cell biology and biotechnology, only recently have studies been able to provide insight regarding the mechanisms that mediate the interactions of highly focused pulsed laser beams with cells [92-94, 126, 128, 133, 136]. Laser-cell interaction mechanisms can be complex involving photothermal, photochemical, and photomechanical processes [133, 136]. The relative contributions of these processes in a given laser-cell interaction is governed by many factors including irradiation wavelength, pulse duration, pulse energy and microbeam diameter. A deeper understanding of the relationship between the selected
laser parameters and the resulting cellular manipulation is necessary for their continued
development as research tools as well as implementation for practical application.

The objectives of this dissertation are four-fold. First, we aim to characterize
the mechanisms governing laser microbeam-induced cellular injury, namely cell lysis
and molecular delivery, as a function of the selected laser parameters. We will image
and measure the physical perturbation applied to the cells, which is mediated by the
nonlinear optical processes and subsequent mechanical/thermal dissipation, as a
function of pulse energy and pulse duration. Second, we will assess the cellular
response to these perturbations to understand the biological effects of the pulsed laser
microbeam irradiation. Third, we will develop appropriate biophysical models in an
attempt to establish a connection between specific physical characteristics and the
resulting cellular effect. Finally, we will demonstrate the use of laser microbeams for
applications in cellular analytics and microfluidic devices.

The overall scheme of this thesis is depicted in Figure 1.1. In Chapter 2, I
provide a review of the physics of non-linear optical processes that mediate many laser
microbeam-cell interactions and describe the impact of laser pulse duration, wavelength,
energy, and focusing angle. In Chapter 3, I present our results on the physical
mechanisms of laser microbeam cell lysis using 6 nanosecond (ns) pulses using time-
resolved imaging. I also introduce a hydrodynamic model that connects the physics of
the process to the observed cellular damage. In Chapter 4, I use fluorescence
microscopy techniques to relate the physical effects measured in Chapter 3 to the
biological response of cells exposed to 6 ns pulses by evaluating the extent of cell lysis,
necrosis, and molecular delivery as a function of pulse energy. In Chapter 5, I
investigate the effect of pulse duration (picosecond to nanosecond) on cell lysis and molecular delivery using time-resolved imaging and fluorescence assays. These detailed studies provide a basis for the informed selection of specific laser parameters (i.e. pulse duration and energy) to achieve a desired cellular outcome, with controllable degrees of collateral damage. In Chapters 6 and 7, I provide demonstrations of three different applications in which the laser parameters are well matched to the resulting desired cellular perturbations. In Chapter 6 I will demonstrate the utilization of laser microbeams as a non-contact means to stimulate a biochemical mechanotransduction stress response in cells for potential applications in molecular imaging, disease diagnostics, and therapeutics. In Chapter 7, we explore the integration of laser microbeams with microfluidics, and demonstrate the ability to achieve targeted cell lysis within a microfluidic device. Also in Chapter 7, we utilize picosecond pulses to provide precise localized damage of neuronal axons for the study of central nervous system neuronal injury and regeneration in a microfluidic device. Lastly, I discuss the ability of laser microbeams to provide localized mixing of two fluid streams within the confines of a microfluidic device that might provide a means to subject cells to a transient or repeated exposure of a chemical agonist.
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Figure 1.1: Schematic providing outline and objectives of dissertation.
Chapter 2

PHYSICS OF OPTICAL BREAKDOWN

2.1 Introduction

Early in the application of laser microbeams in cell biology, Berns and co-workers noted that non-linear optical processes such as multiphoton absorption may be operative mechanisms for cell damage [11, 12, 19]. Recent work from our group [93, 126] has demonstrated that laser pulse energies and irradiances necessary to achieve the non-linear process of optical breakdown in water using nanosecond laser pulses at \( \lambda = 532 \) or 1064 nm focused at high numerical aperture are similar to those used in nanosecond pulsed laser microbeam cell lysis and optoinjection [61], and implicate plasma formation as the initiating event for these processes.

In this chapter, we provide an overview of the physical processes involved in the formation of laser-induced plasmas and the role of the resulting thermal and mechanical effects. The dependence of optical breakdown on pulse duration and wavelength will be discussed.

2.2 Nonlinear Absorption: Multiphoton and Avalanche Ionization

In this section, we examine the nonlinear process of optical breakdown in liquids. We are interested in nonlinear absorption processes because at visible and near-
infrared (IR) wavelengths, there is minimal absorption by cellular media [92]. Linear absorption alone is unlikely to provide a sufficient energy density within the focal volume for cellular modification and nonlinear processes must be operative to have the additional advantage of providing a high degree of spatial precision for energy deposition.

Nonlinear absorption means that the absorption coefficient of a medium depends on the intensity of the incident light, and can play an important role in the interactions of high-power laser beams with matter [127]. Figure 2.1 illustrates the process by which plasma formation through laser-induced breakdown occurs in dielectric, non-absorbing media. Essentially, it consists of the formation of quasi-free electrons by an interplay of photoionization and avalanche ionization [133]. For nanosecond laser pulses, the generation of one or a few free electrons results in ionization, leading to plasma formation once a free electron density of $\sim 10^{18} \text{e}^-/\text{cm}^3$ is achieved [78]. Because a plasma is an ionized gas, plasma formation always results in bubble formation and in most cases, is accompanied by visible luminescence.

In the absence of linear absorption, both avalanche ionization and multiphoton absorption processes can contribute significantly to plasma formation. Regardless of the dominant mechanism, the initiation of plasma formation when using laser microbeams requires the generation of a free electron which invariably occurs through multiphoton absorption. Water can be modeled as an amorphous semi-conductor with a band gap energy of $\Delta E = 6.5 \text{ eV}$. Promotion of an electron to the conduction band therefore requires simultaneous absorption of 3 photons at 532 nm (each photon having an energy of 2.34 eV). Once the seed electron is formed, it can absorb photons via a
non-resonant process called ‘inverse Bremsstrahlung absorption’ (IBA). Absorption of photons increases the kinetic energy of the free electron. Once the kinetic energy of the electron has exceeded the band gap energy, it can produce another free electron via impact ionization. After impact ionization, there are two free electrons with low kinetic energies which can then absorb multiple photons through IBA. This process results in a rapid increase in the number of free electrons, thus the term ‘avalanche’ ionization. However, the development of an electron ‘avalanche’ takes time as it requires many ‘cycles’ of several IBA events followed by impact ionization. As a result, avalanche ionization contributes to laser induced plasma formation only for pulse durations \( t_p \geq 10 \text{ ps} \). It is important to note that the rate of free electron generation using multiphoton ionization scales as \( \eta_{\text{MPI}} \sim I^k \), with \( k \) being the number of photons that must be absorbed simultaneously, while the rate for avalanche ionization scales as \( \eta_{\text{AI}} \sim I \). As a result, the contribution of multiphoton ionization becomes more substantial as the pulse duration decreases. Moreover, while multiphoton ionization occurs coincident with the absorption event, avalanche ionization takes more time and is unable to contribute to the population of free electrons as the pulse duration decreases. This concept will be discussed in more detail in the following section.
**Figure 2.1:** Interplay of multiphoton and avalanche ionization in the process of plasma formation. Adapted from Vogel et al., *Applied Physics B*, 2005 [133].

### 2.3 Impact of Pulse Duration on Optical Breakdown

Table 2.1 lists the irradiance and radiant exposure values required for optical breakdown in water at various pulse durations, as well as the mechanisms dominating the breakdown process. As the pulse duration shortens beyond the order of tens of picoseconds, there is less time to generate additional free electrons through avalanche ionization. Therefore as the laser pulse duration decreases, plasma formation relies increasingly on the generation of free electrons from multiphoton ionization. Even though higher irradiances are reached at shorter pulse durations, the radiant exposure required for optical breakdown still decreases. This provides the opportunity to deposit smaller amounts of energy in the focal volume at shorter pulse durations and enable cellular manipulations of increasing precision.
Table 2.1: Experimental optical breakdown mechanisms for water, breakdown mechanism (AI = avalanche ionization, MPI = Multiphoton ionization), wavelength, focusing angle, breakdown criterion, radiant exposure, and threshold irradiance [133].

<table>
<thead>
<tr>
<th>Pulse Duration</th>
<th>Breakdown Mechanism</th>
<th>Wavelength [nm]</th>
<th>Focusing Angle</th>
<th>Spot Size [μm]</th>
<th>Breakdown criterion</th>
<th>Radiant Exposure [J/cm²]</th>
<th>Irradiance x 10¹¹ [W/cm²]</th>
</tr>
</thead>
<tbody>
<tr>
<td>6 ns</td>
<td>AI</td>
<td>532</td>
<td>22°</td>
<td>5.3</td>
<td>L</td>
<td>174</td>
<td>0.29</td>
</tr>
<tr>
<td>30 ps</td>
<td>AI/MPI</td>
<td>532</td>
<td>22°</td>
<td>3.4</td>
<td>L</td>
<td>11.3</td>
<td>3.75</td>
</tr>
<tr>
<td>100 fs</td>
<td>MPI</td>
<td>580</td>
<td>16°</td>
<td>4.4</td>
<td>B</td>
<td>1.1</td>
<td>111.0</td>
</tr>
</tbody>
</table>

For nanosecond pulses, plasma formation has been observed to occur in aqueous media when the irradiance in the focal spot is in the range of 10⁸-10¹⁰ W/mm². The high temperature and pressure associated with the plasma leads to its rapid expansion, thereby compressing the surrounding medium and leading to the emission of a shock wave. The plasma expansion results in cooling, resulting in electron-ion recombination and the formation of a cavitation bubble that expands and collapses on a microsecond timescale [127, 129]. The cavitation bubble size is strongly dependent on laser pulse energy. Because plasma formation is driven by a critical irradiance intensity (power/area) as opposed to a critical radiant exposure (energy/unit area), plasmas can be formed using much smaller laser pulse energies when picosecond laser pulses are used. It has been shown that the pulse energy to produce plasma formation can be reduced 50-fold if the laser pulse duration is reduced from 5 ns to ~50 picoseconds [1, 134, 136]. Therefore, picosecond pulses may provide cell lysis that is much more spatially precise, thus enabling more subtle perturbations such as cell microsurgery and optoinjection. Because the requirement for pulse energy is dramatically reduced, rapid advances in laser development makes it likely that pulse energies available from affordable,
compact, commercially available lasers may be sufficient to produce cell lysis in the near future [52, 147, 148].

2.4 Impact of Wavelength on Optical Breakdown

As discussed in Section 2.2, the initiation of plasma formation requires the generation of a free electron through multiphoton absorption. The band gap energy for water is 6.5 eV, corresponding to a photon with wavelength $\lambda = 190$ nm. Nd:YAG lasers in our laboratory are capable of emitting pulses at three wavelengths: the 1064 nm fundamental wavelength, the second harmonic at 532 nm, and the third harmonic at 355 nm. The photon energies at wavelengths of 1064 nm, 532 nm, and 355 nm are 1.17 eV, 2.34 eV, and 3.51 eV, respectively. Therefore, multiphoton absorption requires the energy from simultaneous absorption of six, three, and two photons, respectively, to overcome the band gap energy of 6.5 eV. As a result, laser pulses at shorter wavelengths can initiate optical breakdown at smaller pulse energies.

We have chosen to use 532 nm wavelength for our studies for several reasons. First, the laser technology at 532 nm is robust, mature, and relatively inexpensive. Second, this visible wavelength makes alignment relatively easy, compared to wavelengths in the IR and UV. Furthermore, microscope optics are optimized for visible wavelength and visible wavelength optics are both economical and readily available. Lastly, at 532 nm there are no endogenous absorbers to provide deposition of laser energy, minimizing the potential of damage outside of the focal volume.
Chapter 3

PULSED LASER MICROBEAM-INDUCED CELL LYSIS

USING 6 NS PULSES

3.1 Abstract

In this chapter, we study the physical interaction of 6 ns pulses with cell monolayers as a function of pulse energy and cell surface density\(^1\). Lysis was accomplished through the delivery of 6 ns, \(\lambda = 532\) nm laser pulses via a 40x, 0.8 NA microscope objective to a location 10 \(\mu\)m above confluent monolayers of PtK\(_2\) cells. The process dynamics were examined at cell surface densities of 600 and 1000 cells/mm\(^2\) and pulse energies corresponding to 0.7x, 1x, 2x, and 3x the threshold for plasma formation. The cell lysis process was imaged at times of 0.5 ns – 50 \(\mu\)s following laser pulse delivery and revealed the processes of plasma formation, pressure wave propagation, and cavitation bubble dynamics. Cavitation bubble expansion was the primary agent of cell lysis with the zone of lysed cells fully established within

600 ns of laser pulse delivery. The spatial extent of cell lysis increased with pulse energy but decreased with cell surface density. Hydrodynamic analysis indicated that cells subject to transient shear stresses in excess of a critical value were lysed while cells exposed to lower shear stresses remained adherent and viable. This critical shear stress is independent of laser pulse energy and varied from 60 - 85 kPa for cell monolayers cultured at a density of 600 cells/mm² to 180 - 220 kPa for a surface density of 1000 cells/mm². The implications for single cell lysis and microsurgery are discussed.

3.2 Introduction

In this chapter, we will examine the physical mechanisms of laser microbeam-induced cell lysis as a function of pulse energy using 6 ns pulses. As discussed in Chapter 2, laser-induced plasma formation is the process that mediates many laser-microbeam-cell interactions. Examination of the dynamics of laser induced plasma formation can be difficult because the spatial and temporal scales involved span several orders of magnitude. To overcome these challenges, the Venugopalan group at the University of California, Irvine has developed a time-resolved imaging system with ~1 µm spatial resolution and 0.5 ns temporal resolution to study laser microbeam-induced cell lysis in adherent cells [93]. This system provides a detailed visualization of the cellular injury process, including plasma formation, shock wave propagation, and cavitation bubble formation, expansion, and collapse. Previous studies in our laboratory revealed cavitation bubble expansion as the principal contributor to cell lysis and the maximum cavitation bubble size to be much larger than the zone of cell lysis [93]. This is an important and unexpected result since it had long been thought that cavitation
bubble collapse was the principal mechanism for mechanical damage produced by laser-induced plasma formation [135]. This initial study provided the first exposition of the sequence of events produced by pulsed laser microbeam cell lysis and identified cavitation bubble expansion as the primary agent of the damage process. However, these observations were not supported with substantial modeling or analysis to establish relationships between the laser parameters and cavitation bubble characteristics to the spatial extent of cellular damage.

In this chapter, we will support these observations through the visualization and measurement of both the dynamics of the cell lysis process and the spatial extent of resulting cellular injury at four pulse energies corresponding to 0.7x, 1x, 2x, and 3x the threshold for plasma formation. These dynamics have been measured when focusing the laser pulses at high numerical apertures at a 10 µm distance of above fully confluent PtK₂ cell cultures with cell surface densities of 600 and 1000 cells/mm². Furthermore, we present a hydrodynamic model to predict the dynamic shear stresses experienced by adherent cells due to the displacement of fluid produced by the cavitation bubble expansion. The model provides estimates of the time-resolved shear stresses experienced by adherent cells as a function of both radial position and time following delivery the laser pulse.

### 3.3 Materials and Methods

#### 3.3.1 Cell Irradiation

An inverted microscope (Zeiss Axiovert S100, Jena, Germany) was used as the experimental platform. A Q-switched, frequency-doubled Nd:YAG laser (INDI 20,
Spectra Physics, Mountain View, CA) emitting 6 ns duration pulses at $\lambda = 532$ nm was used for cell irradiation. As shown in Figure 3.1 the laser output was split into two beam lines using a $\lambda/2$ plate and polarization sensitive beam splitter. The beam line formed by the reflection off the beam splitter was used for image illumination as described in Section 3.3.2 below. The beam that passed through the beam splitter was expanded and re-collimated using a 5x beam expander, followed by an iris to select the central portion of the laser beam. The beam emerging from the iris was introduced into the microscope epifluorescence port and reflected upward into the rear entrance aperture of the objective by a dichroic mirror placed in the microscope filter cube. The laser pulse energy was adjusted by rotating a linear polarizer inserted into the beam path. The laser pulse energy entering the rear entrance aperture of the objective was measured by removing the objective from the microscope turret and allowing the unobstructed beam to illuminate an energy detector (J3-05, Molecule Inc., Santa Clara, CA) set on the microscope stage. Pulse-to-pulse energy variation was found to be $\pm 3\%$. A brightfield objective (40x, 0.8 NA, Zeiss Achromplan) was used for cell irradiation and visualization. Unless stated otherwise, the focal plane of the pulsed laser microbeam was positioned at a separation distance of $s = 10$ $\mu$m above the cell monolayer.
Figure 3.1: Schematic of laser-microscope setup for cell lysis and time-resolved imaging.

3.3.2 Time-Resolved Imaging System

As depicted in Figure 3.1, illumination for the time-resolved images was provided by delivering a short light pulse at the desired time delay following the arrival of the Nd:YAG laser pulse at the sample. At time delays shorter than 1.2 µs, illumination was provided by the fluorescence emission of a dye cell that was pumped by the beam line formed by the portion of the Nd:YAG laser beam that is reflected by the polarization sensitive beam splitter. The dye fluorescence (LDS 698, Exciton Inc., Dayton, OH) was
coupled into a 600-µm-diameter multimode optical fiber (UMT 600, 0.39 NA, Thor Labs, Newton, NJ) with the fiber output being directed into the microscope condenser. Optical fibers of different length were used to provide the desired time delay between delivery of the pulsed laser microbeam to the target and the image illumination. The fluorescence emission from the dye cell provided illumination at $\lambda = 698 \pm 20$ nm with full width at half maximum (FWHM) duration of 15 ns. The broad spectral width of the fluorescence emission provided images free from speckle artifact. At longer time delays, illumination was provided by an ultrashort duration flash lamp (Nanolite KL-L, High-Speed Photo Systeme, Wedel, Germany) that was electronically triggered from the camera. The flash lamp emission provided a broad spectral output ($\lambda = 400 - 700$ nm) with a FWHM duration of 40 ns.

Images were acquired using a gated intensified CCD camera (PI-MAX, Roper Scientific, Trenton, NJ) that was triggered by a TTL pulse from the laser Q-switch. The camera operation and image acquisition was performed using WinView32 imaging software (Princeton Instruments, Trenton, NJ). The camera gate duration was set to 0.5 ns when using the fluorescent dye cell for illumination and to 200 ns when using flash lamp illumination due to electronic jitter in the flash lamp triggering. Thus for time delays shorter than 1.2 $\mu$s the exposure duration was governed by the 0.5 ns camera gate width, while at longer time delays the exposure duration was governed by the 40 ns duration of the flash lamp. A long pass filter (LP 570, Edmund Optics, Barrington, NJ) was used to prevent scattered laser radiation from reaching the camera. This system allowed us to irradiate and image the sample at time delays of 0.5 ns to 50 $\mu$s required to capture the full dynamics of the process.
3.3.3 PtK2 Cell Culture

Potorous rad kidney epithelial (PtK2) cells were grown in polystyrene culture dishes with glass bottoms (P35G-1.5-7-C, MatTek Corp., Ashland, MA) in minimum essential medium (MEM, Gibco, Carlsbad, CA) supplemented with 10% fetal calf serum, L-glutamine, essential amino acids, sodium pyruvate, penicillin and streptomycin. The culture medium was prepared free of phenol red to ensure its transparency to $\lambda = 532$ nm radiation. Culture dishes with cells at 100% confluency were used in each experiment. These cells did not exhibit contact inhibition and thus the surface density of cells (cells/mm$^2$) was measured and controlled. The results below are provided for cell monolayers cultured at surface densities of 600 and 1000 cells/mm$^2$. Cell surface densities were determined by counting the number of cells in a square 0.5 mm x 0.5 mm region centered at the site of cell lysis. For a given cell surface density, the site-to-site variation was kept below 10%.

3.4 Results

3.4.1 Plasma Threshold Measurement

Prior to conducting the cell lysis experiments, we determined the threshold for plasma formation in our experimental system. This was achieved by delivering a Nd:YAG laser pulse via the 40x, 0.8 NA brightfield objective into a Petri dish filled with culture medium. Plasma formation in the culture medium was observed visually in a dark room and its incidence for 50 pulses at discrete pulse energies was recorded. The probability of plasma formation $p$ as a function of pulse energy $E_p$ for each pulse duration was fit to a Gaussian error function in the form:
\[ p(E_p) = 0.5[1 + \text{erf}\left(S(E_p + E_{th})\right)] \]  

(3.1)

where \( S \) is the ‘sharpness’ of the error function and \( E_{th} \) is the threshold for plasma formation defined as the pulse energy that results in a 50% probability of plasma formation. This equation describes accurately the stochastic nature of the plasma formation process [132]. The result of one such experiment along with the model fit are shown in Figure 3.2. Using the setup described earlier in this chapter resulted in a plasma threshold value of 8.0 ± 0.3 µJ.

Figure 3.2: Probability of plasma incidence as a function of laser pulse energy with Gaussian error function fit.

Earlier experiments by Venugopalan and co-workers that delivered 6 ns pulses from a Q sw Nd:YAG laser via a 0.9 NA objective into an open cuvette filled with
distilled water yielded a breakdown threshold of 1.9 µJ [126]. These experiments were performed using an externally-seeded laser whose output beam possessed a $M^2$ beam propagation factor of ~1.4 (personal communication, Alfred Vogel, Institute of Biomedical Optics, University of Luebeck, Germany). This resulted in a threshold irradiance ($I_{th}$) of $7.8 \times 10^{10}$ W/cm$^2$, when assuming a diffraction limited spot size for a 0.9 NA objective at $\lambda = 532$ nm. While our system employs a microscope objective with slightly lower numerical aperture and the coverslip on which the cells are plated introduces some optical aberrations [93], we believe the higher thresholds measured on the microscope setup described here are primarily due to the poor spatial beam quality of the Q-sw Nd:YAG laser. Q-sw Nd:YAG lasers with a Gaussian coupled resonator typically produce output beams that are multi-mode in nature ($M^2 > 2$) and prevents us from achieving diffraction-limited spot sizes in the focal plane [21]. As a result higher pulse energies are required to achieve the irradiances necessary for optical breakdown.

In our system, we have a measured plasma threshold of 8 µJ. An assumed threshold irradiance of $I_{th} = 7.8 \times 10^{10}$ W/cm$^2$ [126] implies that the laser beam radius in the focal plane is $0.738$ µm for $\lambda = 532$ nm. This exceeds by nearly a factor of two the diffraction limited spot size of $0.405$ µm for a 0.8 NA objective. To further confirm that our threshold values were not due to a system error we performed these measurements using an identical objective on a second laser-microscope system that utilized a Q-sw Continuum Surelite Nd:YAG laser [56, 61] and obtained similar values for the plasma threshold.
3.4.2 Time-Resolved Imaging

Figure 3.3 is a series of time-resolved images of the cell lysis process in a culture with surface density of 1000 cells/mm$^2$ produced at a pulse energy of 24 µJ corresponding to 3x the plasma threshold. Our image series follows the well-known evolution of an optical breakdown process starting with plasma formation, followed by shock wave propagation and finally cavitation bubble formation, expansion, and collapse [129]. The plasma initiation, growth, and decay were complete within 25 – 30 ns after the arrival of the laser pulse. Close examination of Figure 3.3 (a) reveals the formation of a shock wave resulting from the rapid plasma expansion. The shock wave propagation was followed until it passed outside the field of view [Figure 3.3 (a) - (e)]. Although the pressure amplitudes are considerable, approaching 480 MPa close to the irradiation site [93], the passage of the shock wave did not produce any visible disruption of the cell monolayer.
Figure 3.3: Time-resolved image series of the cell lysis process with cell surface density of 1000 cells/mm$^2$ at a pulse energy corresponding to 3x the threshold for plasma formation. Plasma formation, shock wave propagation, cavitation bubble dynamics, and development of the injury process are all clearly seen. Image times are as marked. Panel 1 is a phase contrast image and shows the cell sample post irradiation. Scale bar = 50 µm.

The plasma expansion resulted in cooling and ion-recombination leading to the formation of a cavitation bubble within 40 ns following the laser pulse. The outer portions of the bubble appear dark due to the oblique angle of incidence of the illumination on the bubble surface that prevented transillumination. Figure 3.3 (c)-(i) reveal that cavitation bubble expansion is the primary mechanism of cell lysis and several interesting features of this process can be seen in these images. At early times (35 – 200 ns) during the expansion of the cavitation bubble, cell injury is clearly visible within the central region of the bubble [Figure 3.3 (d)-(e)]. During this early expansion
phase, cells that lie outside the bubble are lysed immediately upon arrival of the bubble wall. However, at some time point, (approximately 200 ns at 3x plasma threshold for a surface density of 1000 cells/mm²), arrival of the bubble wall does not result in additional cell lysis. Rather, further bubble expansion encompasses the cells without lysing them [Figure 3.3 (h)]. Another interesting feature is the transient deformation of the cells produced by the bubble expansion, evident in regions both inside and outside the bubble [Figure 3.3 (g)-(i)]. Remarkably, these cells appear to withstand this severe deformation without gross disruption. After reaching its maximum size, the bubble collapses quite rapidly, within 1 - 2 µs as seen in Figure 3.3 (j). Figure 3.3 (k) shows the break up of the bubble upon collapse. Close examination reveals that the cells surrounding the site of bubble collapse are deformed in a direction away from the center of the bubble. This may indicate the presence of radial fluid flow away from the center of the bubble collapse. The bubble collapse did not extend the zone of cell lysis but did clear any cellular debris present within the lysis zone. As a result, the lysis process results in a well-defined area around the irradiation site that is cleared of both cells and cellular debris [Figure 3.3 (l)] that we define as the zone of cellular injury.

To examine if the distance between the focal volume of the pulsed laser microbeam and the cell monolayer would affect the dynamics of the cell lysis process, we performed time-resolved imaging with a separation distance \( s = 400 \mu\text{m} \), as opposed to \( s = 10 \mu\text{m} \), between the focal plane of the laser microbeam and the cell monolayer. Figure 3.4 shows the results of one such experiment at a pulse energy of 24 µJ corresponding to 3x threshold. Figure 3.4 (a), taken 14.4 µs following the laser pulse delivery shows clearly that while bubble expansion produces significant cell
deformation it does not produce cell lysis. However in Figure 3.4 (b) and (c), taken at delay times of 29.4 µs and 32.4 µs, respectively, we see that cavitation bubble collapse, jet formation, and subsequent radial outflow of fluid results in the lysis of cells in the central region. Moreover, in Figure 3.4 (c) cell lysis can be observed in regions outside the collapsing bubble due presumably to mechanical effects produced by the hydrodynamics associated with bubble collapse and jet formation.

![Figure 3.4](image)

**Figure 3.4:** Cell lysis produced by cavitation bubble formation at distances equal to 400 µm above a cell monolayer with a surface density of 1000 cells/mm^2. (a) Image of an expanding cavitation bubble at 14.4 µs showing deformed, but intact, cells below the bubble. Images of bubble collapse at (b) 29.4 µs and (c) 32.4 µs, respectively, show cell lysis due to jet formation and radial outflow. The central region below the bubble has been cleared of cells. In panel c, cell lysis can also be observed outside the bubble. Scale bar = 50 µm.

### 3.4.3 Cavitation Bubble Dynamics

The temporal evolution of the cavitation bubble size was measured from a sequence of time-resolved images and shown in Figure 3.5 for pulse energies corresponding to 0.7x, 1x, 2x, and 3x the threshold for plasma formation. A minimum of three images were used to calculate the average and standard deviation for each data
point shown. It is important to note that the cavitation bubble dynamics are not influenced by the cell surface density.

![Graph showing bubble radius vs. time for different pulse energies](image)

**Figure 3.5:** Cavitation bubble dynamics for pulse energies corresponding to 0.7x, 1x, 2x, and 3x the threshold for plasma formation. Each data point represents the average of three images.

The values for maximum bubble radius $R_{\text{max}}$ and bubble oscillation time $T_{\text{osc}}$ are of particular interest and are presented in Table 3.1. This case of inertially-controlled bubble growth was considered by Lord Rayleigh who derived the following expression relating the maximum cavitation bubble radius to the collapse time $T_{\text{col}}$ as [18]:

$$R_{\text{max}} = \frac{T_{\text{col}}}{0.915} \left[ \frac{(p_e - p_r)}{\rho} \right]^{1/2}$$

(3.2)
where \( \rho \) is the density of the liquid (1000 kg/m\(^3\)), \( p_\infty \) is the static pressure of the surrounding liquid, and \( p_v \) is the vapor pressure of the liquid (2330 Pa at 20°C). Our experimentally obtained values for \( R_{\text{max}} \) and \( T_{\text{col}} \) (\( T_{\text{col}} = T_{\text{osc}}/2 \)) are consistent with the Rayleigh equation listed above. The energy of a hemispherical bubble \( E_B \) is given by:

\[
E_B = \frac{2}{3} \pi \rho (p_\infty - p_v) R_{\text{max}}^3
\]

(3.3)

Substitution of Eq. 3.2 into Eq. 3.3 allows the bubble energy to be expressed in terms of the cavitation bubble parameters as:

\[
E_B = \frac{2}{3} \pi \rho \left( \frac{0.915}{T_{\text{col}}} \right)^2 R_{\text{max}}^5
\]

(3.4)

The bubble energy calculated using Eq. 3.4, as well as the percentage of the laser pulse energy transduced into bubble energy \([(E_B/E_p) \times 100]\), are also presented in Table 3.1.

\[
\begin{array}{cccccccc}
E_p & R_{\text{max}} & T_{\text{osc}} & E_B & E_B/E_p & R_{\text{lys}}^{1000} & R_{\text{lys}}^{600} \\
0.7 \text{x Threshold} & 5.6 & 95 & 17 & 0.18 & 3.2 & 19 \pm 3 & 29 \pm 2 \\
1 \text{x Threshold} & 8 & 118 & 21 & 0.34 & 4.3 & 23 \pm 4 & 40 \pm 4 \\
2 \text{x Threshold} & 16 & 140 & 25 & 0.57 & 3.6 & 30 \pm 4 & 45 \pm 5 \\
3 \text{x Threshold} & 24 & 200 & 37 & 1.66 & 6.9 & 36 \pm 2 & 63 \pm 6 \\
\end{array}
\]

Table 3.1: Laser pulse energy \((E_p)\), maximum cavitation bubble radius \((R_{\text{max}})\), oscillation time \((T_{\text{osc}})\), mechanical bubble energy \((E_B)\), mechanical transduction efficiency \((E_B/E_p)\), and radius of cell lysis \((R_{\text{lys}})\) for cultures with a cell surface density of 1000 cells/mm\(^2\) and 600 cells/mm\(^2\) when using energies corresponding to 0.7x, 1x, 2x, and 3x the threshold for plasma formation.
The radial position of the bubble wall during the initial cavitation bubble expansion was fit to the function $R_B(t) = [a + (b/\ln t)]^2$ with $R_B(t)$ being the bubble radius as a function of time and $a$ and $b$ being the fit parameters. This analytic expression was found to fit all the data series with regression coefficients > 0.99 (Table Curve, Systat Software, Richmond, CA). An example of the raw data and curve fit for pulse energies of 5.6 and 24 µJ (0.7x and 3x threshold) is shown in Figure 3.6 (a) over the time interval of 0 - 10 µs.
Figure 3.6: (a) Bubble expansion for 0.7x and 3x threshold pulse energy with curve fit. (b) Bubble velocities for pulse energies corresponding to 0.7x, 1x, 2x, and 3x the threshold for plasma formation as derived from curve fits.
The cavitation bubble expansion velocity, as determined by differentiation of the analytic curve fits, are shown for all pulse energies in Figure 3.6 (b). It is seen that the maximum bubble expansion velocities increased with the laser pulse energy. While the bubble expansion velocities are initially high, ranging between 320 – 510 m/s, they rapidly decrease to 18 - 32 m/s at 1 µs. The zone of cellular injury shown in Figure 3.3 (l) is defined by the region around the irradiation site that was denuded of cells. We determined the average size of the injury zone by measuring the radius of the cellular injury zones produced at 8-10 irradiation sites. In some instances the zone of cell lysis was elliptical and the radius of a circle of equivalent area was used instead. These results revealed that although the cavitation bubble dynamics are not affected by the cell surface density in the cell culture, the size of the resulting zone of cell lysis is. The radial size of cellular injury as a function of pulse energy is shown in Table 3.1 for cell surface densities of 600 and 1000 cells/mm². For both cell surface densities, the zone of cellular injury was much smaller than the maximum cavitation bubble size. Specifically, cell cultures with a surface density of 600 cells/mm² had lysis zones that were consistently larger than cultures of 1000 cells/mm² with average radii of 29, 40, 45, and 63 µm for 0.7x, 1x, 2x, and 3x threshold, respectively. The corresponding maximum cavitation bubble radii at these pulse energies were 80, 120, 140, and 200 µm.
3.4.4 Hydrodynamic Modeling: Velocity and Shear Stress Distributions Produced by Bubble Expansion

The time-resolved images provide compelling evidence for the hypothesis that when the pulsed laser microbeam is focused immediately above the cell monolayer ($s = 10 \mu m$), the primary agent for cell lysis and deformation is the dynamic shear stress produced by the fluid displacement associated with cavitation bubble expansion. To analyze these hydrodynamics we consider the model problem depicted in Figure 3.7. We assume that the cell monolayer acts as a boundary and that the cells are subject to shear stress due to movement of fluid parallel to this boundary.

![Figure 3.7: Schematic of model problem for hydrodynamic analysis.](image)

We consider the fluid motion at locations outside the expanding bubble and define a geometry in which the origin is located at the site of the laser focus immediately above the cell monolayer with $z$ and $r$ being the vertical and radial axes, respectively. The transient external fluid velocity $V_\infty$ produced by the cavitation bubble
expansion is determined by applying conservation of mass for an incompressible fluid in spherical coordinates as:

\[ V_\infty(r, t) = V_B(t) \left[ \frac{R_B(t)}{r} \right]^2 \]  \hspace{1cm} (3.5)

where \( R_B(t) \) and \( V_B(t) \) are the time varying position and velocity of the hemispherical bubble wall, respectively. Thus by using experimental data for both \( R_B(t) \) and \( V_B(t) \), samples of which were shown in Figure 3.6 (b), we can obtain \( V_\infty(r, t) \) at any desired radial location prior to the arrival of the bubble wall.

Of course, Eq. 3.5 is valid only at locations sufficiently removed from the boundary presented by the cell monolayer (and underlying glass coverslip) because the standard ‘no-slip’ boundary applies at the boundary \((z = 0)\). This results in the formation of a thin fluid layer proximal to the cell monolayer in which the fluid velocity varies as a function of both \( z \) and \( t \). To examine the velocity distribution within this boundary layer, we first consider the results of Stokes' first problem for 1-D planar impulsive flow with a constant external velocity \( V_\infty \) \[100\]. This translates to a boundary layer problem with the initial condition \( V_\infty(z, t \leq 0) = 0 \) and boundary conditions \( V(z = 0, t) = 0 \) and \( V(z \to \infty, t) = V_\infty \). The solution to this problem is given by \[100\]:

\[ V(z, t) = V_\infty \text{erf} \left( \frac{z}{2\sqrt{vt}} \right) \],  \hspace{1cm} (3.6)

where \( \text{erf}(x) \) is the error function defined earlier in connection with Eq. (3.1) and \( \nu \) is the kinematic viscosity of the culture medium (0.896 x \(10^{-6} \) m\(^2\)/s).

In contrast to Stokes' first problem where \( V_\infty \) is constant in both space and time, in our problem \( V_\infty \) varies with both radial position and time, that is, \( V_\infty = V_\infty(r, t) \).
Moreover, we have boundary layer flow in a spherical rather than a 1-D planar geometry. This latter issue regarding boundary layer curvature can be ignored so long as we consider radial positions much larger than the boundary layer thickness i.e. $r \gg \delta$. The case of a external velocity that varies with both space and time changes the boundary condition at $z \to \infty$ to $V(r, z \to \infty, t) = V_{\infty}(r, t)$. For this case, the velocity distribution in the boundary layer can be determined by temporally convolving the result of Stokes' first problem given by Eq. (3.6) with the temporal variation of $V_{\infty}(r, t)$ given by the experimental data via Eq. (3.5). This approach to constructing the solution to a problem possessing a boundary condition that varies with both space and time from the response of the system to a step function is known as Duhamel's integral [29]. This situation has been considered previously by several investigators including Lokhandwalla and Sturtevant who provide the result [69]:

$$V(r, z, t) = \int_0^\infty \frac{\partial V_{\infty}(r, t')}{\partial t'} \text{erf} \left( \frac{z}{2\sqrt{\nu(t-t')}} \right) dt'. \quad (3.7)$$

From Eq. (3.7), the wall shear stress experienced by the cells $\tau_w(r, z = 0, t)$ can be obtained at any radial position $r$ for the time interval $0 \leq t \leq t^*$, where $t^*$ is the time of arrival of the bubble wall at position $r$ using:

$$\tau_w(r, t) = \rho V \left. \frac{\partial V}{\partial t} \right|_{z=0} = \rho \sqrt{\frac{\nu}{\pi}} \int_0^\infty \frac{\partial V_{\infty}(r, t')}{\partial t'} \frac{dt'}{\sqrt{t-t'}} \quad (3.8)$$

where $\rho$ is the density of the culture medium (1000 kg/m$^3$). Equations (3.7) and (3.8) provide a complete description of the velocity field and wall shear stress at any location prior to the arrival of the bubble wall. It is important to realize that the predictions
given by these equations result simply from the application of the conservation of mass and momentum to the experimental data and contain no adjustable parameters.

Given the availability of these modeling results, we are interested in examining possible correlations between the characteristics of the fluid field and the resulting zone of cell lysis. The natural place to look are the velocity profiles and wall shear stresses experienced at the radial positions corresponding to the edge of the injury zone \( r = R_{\text{lys}} \) at the time of arrival of the cavitation bubble wall \( t^* \). Figure 3.8 presents velocity profiles within the boundary layer at the time of arrival of the bubble wall at the radial location corresponding to the edge of the zone of cellular injury for pulse energies corresponding to 0.7x, 1x, 2x, and 3x threshold within a cell culture with surface density of 1000 cells/mm\(^2\) i.e., \( V(r = R_{\text{lys}}, z, t = t^*) \). The distance at which the fluid velocity is equal to 99\% of the external fluid velocity is known as the boundary layer thickness and for the cases shown in Figure 3.8, ranges from 1.04 - 1.25 µm. A summary of hydrodynamic data and model results data are summarized in Table 3.2 for cell densities of 1000 and 600 cells/mm\(^2\). Due to only small differences in bubble velocities for 0.7x and 1x threshold (see Figure 3.6 b) the boundary layer velocity profile for both is also fairly similar with the external fluid velocity being slightly less for 1x threshold at \( r = R_{\text{lys}} \). This is due to the larger value of \( R_{\text{lys}} = 23 \) µm at 1x threshold vs. 19 µm for 0.7x threshold.
Figure 3.8: Velocity profile as a function of distance above the cell monolayer at $r = R_{ly} \text{ of } 19, 23, 30, \text{ and } 36 \, \mu\text{m}$ for pulse energies corresponding to 0.7x, 1x, 2x, and 3x the threshold for plasma formation, respectively.
Table 3.2: Summary of hydrodynamic data and analysis providing the radius of cell lysis ($R_{\text{lys}}$), bubble arrival time at $R_{\text{lys}}$ ($t^*$), the external fluid velocity ($V_\infty$) and boundary layer thickness ($\delta$) at $r = R_{\text{lys}}$ and $t = t^*$, and the peak wall shear stress $\tau_{w, \text{peak}}$ for pulse energies corresponding to 0.7 x, 1x, 2x, and 3x the threshold for plasma formation.

<table>
<thead>
<tr>
<th>Cell density [#/mm$^2$]</th>
<th>$E_p$ [µJ]</th>
<th>Zone of cell lysis $R_{\text{lys}}$ [µm]</th>
<th>Bubble arrival time $t^*$ [ns]</th>
<th>External fluid velocity $V_\infty(R_{\text{lys}}, t^*)$ [m/s]</th>
<th>Boundary layer thickness $\delta(R_{\text{lys}}, t^*)$ [µm]</th>
<th>Peak wall shear stress $\tau_{w, \text{peak}}$ [kPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>5.6</td>
<td>19 ± 3</td>
<td>115</td>
<td>73</td>
<td>1.04</td>
<td>189 ± 61</td>
</tr>
<tr>
<td>8</td>
<td>23 ± 4</td>
<td>139</td>
<td>71</td>
<td>1.16</td>
<td>180 ± 64</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>30 ± 4</td>
<td>159</td>
<td>79</td>
<td>1.25</td>
<td>198 ± 54</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>36 ± 2</td>
<td>164</td>
<td>104</td>
<td>1.23</td>
<td>219 ± 24</td>
<td></td>
</tr>
<tr>
<td>600</td>
<td>5.6</td>
<td>29 ± 2</td>
<td>303</td>
<td>40</td>
<td>1.74</td>
<td>81 ± 13</td>
</tr>
<tr>
<td>8</td>
<td>40 ± 4</td>
<td>513</td>
<td>31</td>
<td>2.30</td>
<td>60 ± 14</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>45 ± 5</td>
<td>418</td>
<td>44</td>
<td>2.08</td>
<td>84 ± 23</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>63 ± 6</td>
<td>568</td>
<td>47</td>
<td>2.38</td>
<td>72 ± 16</td>
<td></td>
</tr>
</tbody>
</table>

In Figure 3.9 we provide the temporal profile of the wall shear stress $\tau_w(t)$ at different radial positions for a pulse energies corresponding to 1x and 2x the threshold for plasma formation. The temporal shape of the shear stress is similar regardless of location; that is, the peak shear stress is reached after a relatively rapid rise followed by a more gradual decline. The time intervals over which the shear stress is provided increases with radial position and simply reflects the longer time necessary for the bubble front to arrive at that location, after which time the model provides no prediction. As expected, the peak shear stress decreases with increasing radial position.
Figure 3.9: Temporal shear stress profile as a function of radial position at 1x and 2x threshold. The shear stress is calculated until the time of arrival of the bubble rim at that radial position.

In Figure 3.10 (a) and (b) we plot the wall shear stress as a function of time at the radial location demarcating the zone of cell lysis $\tau_w(r = R_\text{lys}, t)$ for pulse energies corresponding to 0.7x, 1x, 2x, and 3x threshold for cell surface density of 1000 and 600 cells/mm$^2$, respectively. For a given cell density, the similarity of the temporal profiles of the wall shear stress at $R_\text{lys}$ is truly remarkable especially given the more than 4-fold variation in laser pulse energy. Moreover, the peak wall shear stress necessary to cause lysis does not appear to vary systematically with the laser pulse energy.
Specifically, the peak wall shear stress at the rim of the zone of cell lysis ($r = R_{lys}$) lies in a narrow range of 180 - 220 kPa for a cell density of 1000 cells/mm$^2$ [Figure 3.10 (a)], and 60 - 84 kPa for a cell density of 600 cells/mm$^2$ [Figure 3.10 (b)]. Thus the minimum peak shear stress necessary to cause lysis for the cell density of 1000 cells/mm$^2$ is approximately 3x higher compared to 600 cells/mm$^2$. 
Figure 3.10: (a) Temporal profiles of the wall shear stress at $r = R_{lys}$ of 19, 23, 30, and 36 $\mu$m corresponding to irradiation at pulse energies of 0.7x, 1x, 2x, and 3x the threshold for plasma formation, respectively, for a cell surface density of 1000 cells/mm$^2$. (b) Temporal profiles of the wall shear stress at $r = R_{lys}$ of 29, 40, 45, and 63 $\mu$m corresponding to irradiation at 0.7x, 1x, 2x, and 3x the threshold for plasma formation, respectively, for a cell surface density of 600 cells/mm$^2$. 
The above hydrodynamic analysis of our experimental results strongly supports the hypothesis that for a specific cell surface density the spatial extent of cellular injury is determined by the maximum shear stress produced by the cavitation bubble expansion. To aid in examining this hypothesis for both cell surface densities examined, we provide in Figure 3.11 the spatial distribution of the peak shear stress generated by the cavitation bubble expansion at pulse energies corresponding to 0.7x, 1x, 2x, and 3x threshold. Note that the shear stress predictions are based on the experimental measurements of the cavitation bubble dynamics $R_B(t)$ that are known to greater precision than the measured experimental variation in $R_{lys}$. As a result, the uncertainty in the peak shear stress experienced by the cells is dictated by the observed variation in the radial size of the zone of cell lysis $R_{lys}$ rather than the uncertainties inherent in the measurement of the bubble dynamics $R_B(t)$. Given the steep variation in the peak shear stress with radial location, a small uncertainty in the measurement of $R_{lys}$ leads to a rather large uncertainty in the peak shear stress. This is shown in Table 3.2 where the zones of cellular injury for each cell surface density is listed along with the peak wall shear stress as a function of pulse energy. We also present the corresponding external fluid velocity $V_\infty(r = R_{lys}, t = t^*)$ and boundary layer thickness $\delta$ at the edge of the zone of cell injury at the time of bubble arrival.
3.5 Discussion

3.5.1 Role of Plasma Formation and Shock Wave Propagation on Cell Injury

Time-resolved imaging provides a precise means to visualize and quantify the effects of optical breakdown on adherent cells. Our microscope setup provides an image resolution of ~1 μm while the ICCD camera provides a maximum temporal resolution of 0.5 ns. This combination of high spatial and temporal resolutions enables accurate, high-speed imaging of the cell lysis process. The plasma is visible at the earliest time point of 0.5 ns and its evolution could be followed until the plasma luminescence ceased (35 – 40 ns). While the high temperature plasma and its explosive
expansion can cause cell vaporization, we could not visualize this process due to the plasma luminescence. The plasma expansion results in the radiation of a shock wave with pressure amplitudes approaching 480 MPa [93]. However, no cellular injury resulting from the shock wave propagation through the cell layer is observed and highlights the ability of these cells to withstand shock. This finding is consistent with other studies that found no evidence of cellular injury by laser-induced pressure waves alone [108, 135].

3.5.2 Role of Cavitation Bubble Expansion and Shear Stress on Cell Injury

Time-resolved imaging provides evidence that the fluid flow resulting from cavitation bubble expansion is the primary agent of cellular injury. Cell lysis is initiated at the site of plasma formation and propagates outwards with the bubble expansion. We can infer that cavitation bubble expansion produces cell membrane disruption and cell lysis rather than merely cell detachment due to the fact that cellular debris was consistently observed proximal to the irradiation site and intact cells were never observed to be floating in the culture medium following laser pulse delivery. Previous work by the Allbritton group has also shown that laser-induced plasma formation with pulse energies similar to those used here cause cell membrane disruption [73, 104].

The production of laser-induced breakdown at a separation distance $s = 10 \, \mu m$ above the cell monolayer led to cavitation bubble formation whose proximity to the monolayer enhanced the damage potential of the resulting hydrodynamic flow. Cell lysis occurred rapidly and the zone of cell lysis was fully developed within 200 ns for 1000 cells/mm$^2$ and within 600 ns for 600 cells/mm$^2$ at 3x threshold pulse energy.
Thereafter bubble expansion did not result in cell lysis. The bubble velocity as determined from the time-resolved images revealed velocities in the range of 320 – 510 m/s at early times that rapidly decreased to 31 – 104 m/s at the edge of the injury zone as shown in Figure 3.6 (b) and Table 3.2. Adherent cells at the border of the zone of cell lysis remained intact but underwent significant transient deformation from the large shear stresses associated with the cavitation bubble dynamics. Thus, depending on the location of the cell, the shear stresses could either cause lysis or, for larger radial locations, transient deformation of the cell body.

These results are consistent with those of Wolfrum and co-workers who examined the effect of pressure wave excited contrast agent bubbles on rat kidney fibroblast cell [142]. Using time-resolved imaging, the authors observed that under the action of pressure waves, contrast agent bubbles in the vicinity of cells expanded from a diameter of 2 µm to 62 µm within 3 µs. While the bubbles did not cause cell lysis during expansion they were observed to produce transient deformation of the cells. Cell lysis or rupture was only observed upon bubble collapse. The characteristic bubble expansion velocities (< 10 m/s; determined from Figure 2 of Wolfrum) and bubble diameters (< 60 µm) were significantly smaller than those produced in our study. These factors limited the damage potential of the bubble expansion in the Wolfrum study.

Our hydrodynamic model provides a means to determine the spatio-temporal evolution of both the fluid velocity and wall shear stress. This enables a correlation between the observed cellular effects and the fluid flow characteristics. We assume that the bubble-cell interactions were mediated by a thin fluid layer between the expanding
bubble and the cell monolayer at all times [14, 28]. This assumption is borne out by the fact that even cells that were encompassed by the bubble [Figure 3.3 (h)] underwent significant deformation, a result only possible due to the presence of a thin fluid layer between the bubble and cells. It was also seen that regardless of the laser pulse energy, PtK2 cells cultured at a surface density of 1000 cells/mm², remained adherent even when subject to transient wall shear stresses approaching 180 – 220 kPa while those cultured at a surface density of 600 cells/mm² only withstood transient wall shear stresses approaching 60 – 84 kPa. The fact that this range of wall shear stress does not vary systematically with laser pulse energy but with cell surface density suggests the presence of a critical wall shear stress for cell lysis on the nanosecond time-scale. Moreover, the finding that the critical shear stress increases with increasing cell surface density suggests that the higher cell surface density may promote changes in cell-cell or cell-substratum interactions that provide for greater mechanical resilience [15, 23, 97].

In addition, we observed that adherent cells had the ability to withstand large shear stresses without visible damage. Even though the peak wall shear stress experienced by cells at \( r = 100 \) µm were much lower than those on the border of the lysis zone, they were still in the 7 - 28 kPa range (Figure 3.11). Visual examination of the cells surrounding the lysis zone 24 hours post irradiation revealed their continued viability and proliferation. Recent work modeling fluid flow during hemolysis of red blood cells in suspension when exposed to shock wave lithotripsy revealed that cells can withstand high spatial velocity gradients if exposures were limited to nanosecond time scales [69]. Our imaging results and hydrodynamic analysis show that interactions between laser-generated cavitation bubbles and adherent cells are governed by similar
considerations with cells capable of sustaining large shear stresses over short time exposures. It is possible that these high shear stresses cause other physiological changes within cells including transient membrane permeabilization [44], spikes in Ca\(^{2+}\) signaling [48, 107], detachment of focal adhesion sites, disruption of cytoskeleton, activation of biochemical pathways etc. Investigation of such changes using fluorescence assays is currently underway and will be discussed in Chapters 4, 5, and 6.

### 3.5.3 Role of Bubble Collapse on Cell Injury

We found no significant contribution of the bubble collapse to cellular injury when focusing the pulsed laser microbeam at a separation distance of \(s = 10 \, \mu\text{m}\) above the cell monolayer. This is an interesting observation since cavitation bubble collapse is a well-known damage mechanism ranging from the pitting of ship propellers and vacuum pumps to the breakup of kidney stones in shock wave lithotripsy [18, 96]. In an extensive study examining the mechanisms of intraocular surgery using Nd:YAG laser pulses, Vogel and co-workers studied several different irradiation geometries, all using relatively low numerical apertures, to determine the specific contributions of plasma formation and cavitation bubble dynamics to the injury process [135]. For cases where the laser was focused above an ex-vivo sample of corneal tissue (an irradiation geometry similar to our experiments), it was shown that for a constant laser pulse energy the extent of damage was dependent upon the parameter \(\gamma\), defined as the ratio between the separation distance \(s\) and the maximum cavitation bubble radius \(R_{\text{max}}\). In these cases, images taken after the laser-tissue interaction revealed the corneal surface to be
punctured with a region surrounding the puncture site denuded of corneal endothelial cells. This latter feature is similar to the zone of cell lysis observed in our study.

Vogel and co-workers implicated the impact of a liquid jet during cavitation bubble collapse as the cause for puncture of the corneal endothelium and stroma while the region of denuded cells was attributed to the radial outflow of the jet following impact [135]. This is in contrast with our results obtained at a separation distance $s = 10 \, \mu m$ that clearly demonstrate cell lysis to occur during the cavitation bubble expansion and not during the bubble collapse. In the Vogel study, the smallest value of $\gamma (= s/R_{max})$ tested was 0.15. Due to the large pulse energies and low focusing angles used, this small $\gamma$ value was accomplished with a 100 $\mu m$ separation distance between the focal plane of the laser beam and the tissue boundary. This significant distance from the surface of the cells reduces both the fluid velocity and the shear stress to which the cells are exposed upon the cavitation bubble expansion. Moreover this greater distance allows for coherent and focused jet formation upon bubble collapse.

By contrast, in our experiments the site of plasma formation was 10 $\mu m$ above the cell monolayer. This not only results in smaller values of $\gamma = 0.06 - 0.13$ but also exposes the cells to the maximal effects of the shear stresses produced by the rapid bubble expansion resulting in cell lysis. Once the cells were lysed, nothing viable remained in the central region that would be susceptible to the jet impact and radial outflow produced upon bubble collapse. Moreover, the small $\gamma$ value results in the production of a hemispherical bubble and results in a bubble collapse and break up that likely reduces the effects of liquid jet impact [131].
Of related importance are studies of shock wave lithotripsy that have shown bubble collapse to be the mechanism of cell injury. A time-resolved study by Ohl and Wolfrum on the effects of shock-wave excited cavitation bubbles on adherent cells demonstrated that bubble collapse caused cell detachment and membrane permeabilization [81]. Bubble sizes and collapse times in the Ohl study are comparable to those produced by irradiation at 3x threshold in our study. However, since bubble generation in the Ohl study is shock wave induced, the time and location of bubble formation could not be controlled. This may have led to the production of fewer bubbles in the immediate proximity of the cells thereby reducing their exposure to the hydrodynamic effects during bubble expansion and increasing cell survival.

Taken together, the results of these earlier studies and our findings provide strong evidence that the site of bubble generation is a critical factor determining whether cell injury occurs during the expansion or collapse phase of the cavitation bubble dynamics. Our studies of optical breakdown produced at larger separation distances from the boundary confirm this. Plasma formation at a pulse energy 3x plasma threshold using a separation distance of $s = 400 \, \mu m$ resulted in $\gamma = 1.6$. In this case the fluid flow generated during bubble expansion produced cell deformation but not cell lysis [Figure 3.4 (a)]. Instead, the asymmetric bubble collapse produced a coherent jet directed towards the cells that concentrated energy away from the bubble. Cell lysis resulted from the jet impact and subsequent radial outflow of the fluid jet [Figure 3.4 (b) and (c)]. These experiments resulted in zones of cell injury significantly larger than those produced by the bubble expansion when smaller $\gamma$ values were used. This increased damage zone is most similar to the conditions used in studies of
intraocular laser surgery and shock wave lithotripsy induced injury, described by both Vogel and Ohl [81, 135].

3.5.4 Effect of Pulse Energy on Cell Injury

The delivery of sub-threshold pulse energies also allowed the investigation of the potential use of low energy pulses for single cell lysis. Our results show that both bubble size and bubble energy are reduced significantly when using sub-threshold pulse energies. As shown in Table 3.1, a 30% reduction in pulse energy from 1x to 0.7x threshold results in a 20% reduction in bubble size and a 50% reduction in bubble energy. For the cultures with a surface density of 1000 cells/mm² this resulted in the lysis of only 2 - 3 cells. It should be noted that our use of a multimode laser beam resulted in higher plasma threshold energies than in cases where laser beams of better spatial quality were used [126]. Reductions in plasma threshold energy can also be accomplished using a multimode beam in conjunction with a spatial filter [47], microscope objectives with higher numerical aperture, or shorter laser pulse durations. The use of laser parameters that result in lower plasma threshold energies will provide for further increases in precision by accomplishing further reductions in both the plasma and bubble energies.

These results are also suggestive of the injury mechanism during cell microsurgery wherein intra-cellular organelles are irradiated with sub-threshold ns laser pulses focused through a 1.3 NA objective [53, 55, 56]. In these cases, the laser is operated at a 10 - 20 Hz repetition rate and the cell is typically exposed to tens to thousands of pulses. This procedure produces intracellular injury, even in the absence
of an endogenous absorption, without compromising cell survival. We believe that laser-induced breakdown provides a viable mechanism for injury in these cases. At sub-threshold pulse energies, plasma formation may only be induced by a small fraction of the delivered laser pulses. Also, when formed, the plasma energy density would be extremely low and result in a minimal transduction of incident laser pulse energy into bubble energy. Thus the bubble size would be small and the injury may be confined to the volume of the plasma itself thus providing for higher rates of cell survival.

3.6 Conclusion

Cell lysis produced by Q-sw pulsed laser microbeam irradiation at $\lambda = 532$ nm in cell monolayers cultured at densities of 600 and 1000 cells/mm$^2$ was investigated using time-resolved imaging and hydrodynamic analysis with pulse energies of 5.6 - 24 $\mu$J. The well known sequence of plasma formation, shock wave propagation, and cavitation bubble formation, expansion and collapse was observed with high temporal and spatial resolution. Cavitation bubble expansion rather than bubble collapse was seen to be the primary agent of cell lysis when the pulsed laser microbeam was focused at a separation distance of $s = 10$ $\mu$m above the cell monolayer. The lysis process is extremely rapid, reaching completion within 200 and 600 ns at the highest pulse energy tested for cell monolayers with surface densities of 1000 and 600 cells/mm$^2$, respectively. Maximum bubble sizes were significantly larger than the cell injury zones indicating that as the bubble expansion slowed, the associated wall shear stresses were not sufficient to cause lysis. Images also revealed the ability of cells to remain adherent after being subject to strong transient deformation. We also confirmed that production
of cavitation bubbles at separation distances of \( s = 400 \, \mu\text{m} \) above the cell monolayer results in larger zones of cell injury that are produced upon cavitation bubble collapse and not expansion. Thus, with the proper selection of the laser microbeam pulse energy and focal volume location, it is possible to precisely control both the extent and temporal evolution of cellular injury.

Hydrodynamic analysis based on the measured time evolution of the cavitation bubble growth revealed that the time-resolved wall shear stress at a particular radial position increased rapidly to a maximum value followed by a more gentle decay. This analysis revealed that cell monolayers cultured at surface densities of 1000 cells/mm\(^2\) can withstand transient shear stresses of 180 - 220 kPa without damage or detachment while peak shear stresses are in the range of 7 - 28 kPa at 100 \( \mu\text{m} \) from the site of irradiation. Cell lysis zones in monolayers cultured at a surface density of 600 cells/mm\(^2\) were substantially larger and these cells were found capable of withstanding peak shear stresses of only 60 – 84 kPa. This finding suggests that reductions in the cell surface density may result in changes in cell-cell or cell-substratum interactions that make them more susceptible to lysis by the laser-generated shear stresses.
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4.1 Abstract

Cell lysis and molecular delivery in confluent monolayers of PtK\textsubscript{2} cells are achieved by the delivery of 6 ns, $\lambda = 532$ nm laser pulses via a 40x, 0.8 NA microscope objective\textsuperscript{2}. With increasing distance from the point of laser focus we find regions of (a) immediate cell lysis, (b) necrotic cells that detach during the fluorescence assays, (c) permeabilized cells sufficient to facilitate the uptake of small (3 kDa) FITC-conjugated Dextran molecules in viable cells, and (d) unaffected, viable cells. The spatial extent of cell lysis, cell detachment, and molecular delivery increased with laser pulse energy. Hydrodynamic analysis from time-resolved imaging studies reveal that the maximum wall shear stress associated with the laser microbeam-induced cavitation

bubble expansion governs the location and spatial extent of each of these regions independent of laser pulse energy. Specifically, cells exposed to maximum wall shear stresses $\tau_{w,max} > 190 \pm 20$ kPa are immediately lysed while cells exposed to $\tau_{w,max} > 18 \pm 2$ kPa are necrotic and subsequently detach. Cells exposed to $\tau_{w,max}$ in the range of 8-18 kPa are viable and successfully optoporated with 3 kDa Dextran molecules. Cells exposed to $\tau_{w,max} < 8 \pm 1$ kPa remain viable without molecular delivery. These findings provide the first direct correlation between laser microbeam-induced shear stresses and subsequent cellular outcome.

4.2 Introduction

In the previous chapter, we provided a detailed characterization of the physical interaction of 6 ns laser microbeam pulses with cells. However, it is important to relate these physical effects to the cellular biological response. In this chapter, we determine the biological effects resulting from laser induced cellular injury and connect these effects with the physics of the laser microbeam irradiation process. An understanding of this interrelationship between the physical processes of pulsed laser microbeam irradiation and the biological response may enable the optimization of the laser parameters used in these procedures and motivate the development of new applications that utilize laser microbeams.

Here we provide a detailed examination of the biophysical effects resulting from pulsed laser microbeam irradiation of a confluent cell monolayer. This irradiation results in laser-induced plasma formation, shock wave propagation and cavitation
bubble formation, expansion and collapse. These phenomena collectively produce the observed cellular effect. Of particular interest is a hydrodynamic analysis of the cavitation bubble expansion that reveals the effects of fluid shear stress on cell lysis, viability, and transient membrane permeabilization (molecular delivery). In the previous chapter, time-resolved imaging verified that the cavitation bubble expansion is the primary agent of cell lysis when using nanosecond laser microbeams focused at a location 10 μm above the cell monolayer [93, 94]. Cell lysis is initiated at the site of plasma formation and propagates outwards with the bubble expansion [94]. A hydrodynamic model revealed that for cell monolayers cultured at surface densities of 1000 cells/mm², cell lysis occurred only at locations where transient shear stresses $\tau_{w,\text{max}} > 190 \pm 20$ kPa, independent of the laser pulse energy. Cells exposed to lower transient shear stresses remained intact and appeared viable even though they were subject to severe transient deformation during the cavitation bubble dynamics.

Here we investigate the biological response to the delivery of a single pulsed laser microbeam by assessing the cell viability and membrane permeabilization surrounding the site of irradiation as a function of laser microbeam pulse energy. We examine the biophysical implication of these results using quantitative data obtained from time-resolved imaging of the laser microbeam irradiation process and hydrodynamic analysis introduced in Chapter 3.
4.3 Materials and Methods

4.3.1 Cell Irradiation

An inverted microscope (Axiovert S100, Zeiss, Jena, Germany) was used as the experiment platform. A Q-switched, frequency-doubled Nd:YAG laser (INDI 20, Spectra Physics, Mountain View, CA) emitting 6 ns pulses at $\lambda = 532$ nm was used for cell irradiation. As shown in Figure 4.1 the laser output was directed through a $\lambda/2$ plate and polarization-sensitive beam splitter, followed by a linear polarizer to adjust the laser pulse energy. The central portion of the laser beam was selected using an iris, directed into the rear microscope port, and reflected upward into the rear entrance aperture of the objective by a dichroic mirror placed in the microscope filter cube. The laser pulse energy entering the rear entrance aperture of the objective was measured by removing the objective from the microscope turret and allowing the unobstructed beam to illuminate an energy detector (Model No. J5-09, Coherent, Santa Clara, CA) set on the microscope stage. Pulse-to-pulse energy variation was found to be $\pm 3\%$. A bright-field objective [16] was used for cell irradiation. The focal plane of the pulsed laser microbeam was positioned at a separation distance of 10 $\mu$m above the cell monolayer.
4.3.2 Fluorescence Imaging

A Quantix CCD camera (Photometrics, Roper Scientific, Trenton, NJ) was used for the fluorescence and phase contrast imaging, with 20x, 0.45 NA Phase 2 (Zeiss A Plan, Jena, Germany) and 10x, 0.3 NA Phase 1 (Zeiss Plan-NEOFLUAR, Jena, Germany) objectives. Camera operation and image acquisition was performed using V++ imaging software (Photometrics, Roper Scientific, Trenton, NJ). Image intensity levels were adjusted and images were compiled using Adobe Photoshop 7.0 (Adobe, San Jose, CA).

4.3.3 PtK2 Cell culture

Potorous rat kidney epithelial (PtK2) cells were grown in polystyrene culture dishes with glass bottoms (P35G-0-14-C, MatTek, Ashland, MA) in advanced
minimum essential medium (Advanced MEM, Invitrogen, Carlsbad, CA) supplemented in 1% fetal calf serum, L-glutamine, amphotericin, and gentamicin sulfate. The culture medium was prepared free of phenol red to ensure its transparency to λ = 532 nm radiation. Cells were cultured in a humidified incubator with a constant temperature of 37°C and a CO₂ level of 5%. Culture dishes with cells at 100% confluency were used in each experiment. These cells did not exhibit contact inhibition and the surface density (cells/mm²) was measured and controlled. The results provided are for cell monolayers cultured at a surface density of 1000 cells/mm². The cell surface density was determined by counting the number of cells in a square 0.5 mm x 0.5 mm region centered at the site of cell lysis. The site-to-site variation in cell surface density was kept below 10%.

### 4.3.4 Cell Viability Assay

Cell viability was assessed using Calcein AM (Invitrogen, Carlsbad, CA), a membrane permeant dye that readily passes through the cell membrane of viable cells and is hydrolyzed by esterases to form Calcein which remains inside the cell. Dead cells were identified by Propidium Iodide (Invitrogen, Carlsbad, CA), a DNA intercalating agent that stains the nuclei of dead cells. Cell culture dishes were incubated 30 minutes after laser irradiation and loaded with 2 μM Calcein AM and 5 μg/mL Propidium Iodide by incubation for 20 min. To remove the remaining dyes, cells were washed carefully with medium three times before imaging.
3.1.1 Molecular delivery Assay

Prior to laser irradiation, cells were placed in a 500 μM solution of Fluorescein isothiocyanate (FITC) conjugated dextran (Sigma, MW = 3 kDa). Cells were lysed and incubated for 30 minutes at 37°C, and a 5 μg/mL solution of Propidium Iodide (PI) was added. Cells were incubated for 20 minutes and washed with buffer three times before imaging.

4.4 Results

4.4.1 Plasma Threshold, Cell Viability, and Molecular Delivery

As stated in the previous chapter, the threshold energy for plasma formation in our experimental system is 8 μJ [94]. This was verified by delivering an Nd:YAG laser pulse via the 40x, 0.8 NA bright-field objective into a Petri dish filled with culture medium. Plasma formation in the culture medium was observed visually in a dark room and its incidence for 50 pulses at discrete pulse energies was recorded. The threshold for plasma formation is defined as the pulse energy that results in a 50% probability of plasma formation.
Cell cultures were irradiated with a single laser pulse at energies of 8, 16, 24, and 40 μJ, corresponding to 1x, 2x, 3x, and 5x the threshold energy for plasma formation. A minimum of 10 sites for each pulse energy were examined using fluorescence assays. The extent of cellular damage was confirmed by performing a standard live-dead fluorescence assay using Calecin AM and Propidium Iodide on the cell cultures after irradiation. Immediately after lysis, the irradiation sites were visualized using phase contrast imaging. In addition, we imaged the irradiation sites under both phase contrast and epifluorescence after the cell assays were carried out. In performing the cell assays, we observed that many cells surrounding the lysis zone that remained adherent immediately after laser microbeam irradiation detached and were flushed away during the wash process (Figure 4.2).

![Figure 4.2: Phase contrast images of cells following irradiation by a 16 μJ pulse. Images were taken (a) immediately after lysis and (b) after the viability assay incubation and wash process. Scale bar = 100 μm.](image)
Figure 4.3 provides phase contrast and fluorescence images of cells after viability staining for sites irradiated at pulse energies corresponding to 1x, 2x, 3x, and 5x the threshold energy for plasma formation, respectively. The majority of cells that remain attached after the fluorescence assay survive the laser irradiation, as seen by the presence of very few dead cells around laser irradiation site. Outside this region, the cells remain adherent and viable. The area cleared of cells increases with pulse energy. These cells were followed 24 hours post-irradiation to confirm their continued viability, proliferation, and migration to fill in the void areas created by the cell lysis event.

**Figure 4.3:** Cell viability assay after irradiation at energies corresponding to 1x (a,e), 2x (b,f), 3x (c, g) and 5x (d, h) the threshold energy for plasma formation: (a-d) phase contrast images showing the irradiation site and zone of cellular damage, (e-h) fluorescent images with Calcein AM (green) showing viable cells and propidium iodide (red) staining the nuclei of dead cells around the periphery of the irradiation site. Scale bar = 100 μm.
After confirmation that the vast majority of the adherent cells surrounding the irradiation site remain viable, we sought to assess the potential of using pulsed laser microbeam irradiation for molecular delivery. PtK₂ cell cultures were placed in a solution of FITC-conjugated Dextran (MW = 3 kDa) and exposed to a single 6 ns pulse from the Nd:YAG laser delivered via the 40x, 0.8 NA bright-field objective. The cells were washed with buffer and dead cells were identified by incubation with Propidium Iodide. Figure 4.4 shows phase contrast and fluorescent images demonstrating molecular uptake of Dextran after irradiation at all four laser microbeam energies examined. Three zones of cells were identified following molecular delivery. The first region is characterized by necrotic cells that detached during the viability assay. This resulted in only a few remaining adherent cells that showed staining with Propidium Iodide. The second region is occupied by viable cells surrounding the irradiation site in which molecular delivery was achieved as confirmed by uptake of the 3 kDa FITC-conjugated Dextran. In the third region, few cells were visibly loaded with the 3 kDa FITC-conjugated Dextran; and all of these cells remained viable (as demonstrated in the viability assay shown in Figure 4.3). Again, the zones of cellular damage and optoporation increase with pulse energy.
Figure 4.4: Membrane permeabilization after irradiation at energies corresponding to 1x (a,e), 2x (b,f), 3x (c,g) and 5x (d,h) the threshold energy for plasma formation: (a-d) phase contrast image showing the irradiation site and damage zone, (e-d) fluorescent image showing cells loaded with FITC-dextran (green) and propidium iodide (red) staining the nuclei of dead cells around the periphery of the irradiation site. Scale bar = 100 μm.

4.4.2 Characterization of the Zones of Cellular Modification

Collectively, the assays that evaluated the cellular response to laser-generated cavitation bubbles revealed four distinct zones of cellular modification. Previously, we identified the radius of cell lysis, $R_{\text{lys}}$, the radius of the region around the irradiation site that was denuded of cells immediately after laser irradiation [94]. Upon completion of the viability and membrane permeability assays, we found many cells beyond this region to be necrotic and, as mentioned previously and shown in Figure 4.2, detach during the wash process associated with the cell assays. Moreover, a few cells that remained adherent were also necrotic. Therefore, we have defined a second radial location, $r = R_{\text{necr}}$, that denotes the maximum radius at which cell necrosis is seen and beyond which cells remain adherent and viable. Beyond this region, we have identified
a radial location, $R_{\text{perm}}$, that characterizes the spatial extent of permeabilized cells i.e., cells that display uptake of the 3 kDa FITC-Dextran following laser irradiation as viewed through standard fluorescence microscopy. Beyond $R_{\text{perm}}$ the cells are viable, show no uptake of the 3 kDa FITC-conjugated Dextran and appear to be unaffected by the laser microbeam irradiation. A schematic illustrating these regions is shown in Figure 4.5.

![Diagram of cellular injury zones](image)

**Figure 4.5:** Zones of cellular injury. Shown is a phase contrast image (a) and a schematic drawing (b) illustrating the three measured zones of cellular injury. Some of the cells outside of the lysis zone, $R_{\text{lys}}$, have lost viability and wash away during the assay wash process, creating another damage zone, $R_{\text{viab}}$, beyond which cells remain viable. Beyond this region, we have cells that remained viable and showed molecular uptake of dextran, $R_{\text{perm}}$, beyond which the cells to not appear to be affected by the laser irradiation.

The average and standard deviation of the locations of each of these zones were determined by measuring the radius of cellular injury produced at 8-10 irradiation sites. In some instances the zone of cell lysis was slightly elliptical and the radius of a circle of equivalent area was used instead. The radial dimension defining the zones of cellular
injury as a function of pulse energy is shown in Table 4.1. As previously reported in Chapter 3, we found the radius of cell lysis, $R_{\text{lys}}$, to be 23, 30, 36, and 56 μm for pulse energies corresponding to 1x, 2x, 3x, and 5x, threshold, respectively [94]. The viability assays revealed values of $R_{\text{necr}}$ to be 66, 105, 134 and 165 μm for pulse energies corresponding to 1x, 2x, 3x, and 5x, threshold, respectively. The maximum radial locations occupied by permeabilized cells, $R_{\text{perm}}$, were measured as 101, 162, 202, and 252 μm for pulse energies corresponding to 1x, 2x, 3x, and 5x threshold, respectively.

In Table 4.1 we also provide an estimate for the number of dead and optoporated cells by taking the product of the area of cell permeabilization and the cell surface density of 1000 cells/mm². Collectively, the results demonstrate that increases in pulse energy produce substantial increases in both the zones of cellular damage and the number of permeabilized cells.

**Table 4.1**: Laser pulse energy ($E_p$), and radius of cell lysis ($R_{\text{lys}}$), radius of viable cells ($R_{\text{necr}}$), radius of permeabilized cells ($R_{\text{perm}}$), and the number of dead and permeabilized cells when using cell cultures with a cell surface density of 1000 cells/mm² and pulse energies corresponding to 1x, 2x, 3x, and 5x the threshold for plasma formation.

<table>
<thead>
<tr>
<th>$E_p$ [μJ]</th>
<th>$R_{\text{lys}}$ [μm]</th>
<th>$R_{\text{necr}}$ [μm]</th>
<th>$R_{\text{perm}}$ [μm]</th>
<th># Necrotic Cells</th>
<th># Permeabilized Cells</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 x Threshold</td>
<td>8</td>
<td>23 ± 4</td>
<td>66 ± 6</td>
<td>101 ± 8</td>
<td>14 ± 2</td>
</tr>
<tr>
<td>2 x Threshold</td>
<td>16</td>
<td>30 ± 4</td>
<td>105 ± 9</td>
<td>162 ± 7</td>
<td>35 ± 6</td>
</tr>
<tr>
<td>3 x Threshold</td>
<td>24</td>
<td>36 ± 2</td>
<td>134 ± 8</td>
<td>202 ± 8</td>
<td>56 ± 6</td>
</tr>
<tr>
<td>5 x Threshold</td>
<td>40</td>
<td>56 ± 6</td>
<td>165 ± 7</td>
<td>252 ± 8</td>
<td>86 ± 7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>114 ± 13</td>
<td></td>
</tr>
</tbody>
</table>
4.5 Analysis and Discussion

Our rich data set provides the opportunity to examine the experimental observations with respect to those of other investigators and to explore the possible connection between the zones of cell lysis, necrosis, and cell membrane permeabilization with the underlying physical mechanisms. From a mechanistic standpoint, we examine the potential contributions of cavitation bubble-induced shear stress and shock wave pressure to cell lysis and cell membrane permeabilization. This is achieved through a quantitative assessment of time-resolved images and hydrodynamic modeling of cavitation bubble expansion generated by the delivery of pulsed laser microbeam irradiation to confluent PtK₂ cell cultures at the same pulse energies examined in the cellular assays. Finally, we will discuss our laser-based molecular delivery results relative to those of other studies, as well as studies in acoustic cavitation literature that examine sonoporation as a means for molecular delivery.

4.5.1 Role of Cavitation Bubble Generated Shear Stress on Cell Lysis and Membrane Permeabilization

As discussed previously, our time-resolved imaging study of the pulsed laser microbeam cell lysis process provided evidence that primary agent for cell lysis and deformation is the dynamic shear stress produced by the cavitation bubble expansion [93, 94]. In Section 3.4.4, we introduced a hydrodynamic model to determine the spatio-temporal evolution of both the fluid velocity and wall shear stress provided by the cavitation bubble dynamics. This model revealed a direct relationship between the
maximum wall shear stress $\tau_{w,max}$ and the extent of cell lysis $R_{lys}$. A schematic of this model is shown again in Figure 4.6. In this model we assume that the cell monolayer acts as a boundary and that the cells are subject to shear stress due to movement of fluid parallel to this boundary. We consider the fluid motion at locations outside the expanding bubble and define a geometry in which the origin is located at the site of the laser focus immediately above the cell monolayer with $z$ and $r$ being the vertical and radial axes, respectively.

**Figure 4.6:** Schematic of model problem for hydrodynamic analysis. Figure not to scale.

Time-resolved imaging provided a means to quantify the spatial and temporal evolution of both the radial position $R_B(t)$ and velocity $V_B(t)$ of the bubble wall. Conservation of mass in this system provides the following relationship between the external fluid velocity $V_\infty(r,t)$ and the bubble dynamics as:

$$V_\infty(r,t) = V_B(t) \left[ \frac{R_B(t)}{r} \right]^2 .$$

(4.1)
Conservation of momentum was then applied to obtain the following expression for the wall shear stress $\tau_w(r,t)$ generated by the cavitation bubble expansion [94]:

$$\tau(r,t) = \rho \sqrt{\frac{\nu}{\pi}} \int_0^{t'} \frac{\partial V_\infty(r,t')}{\partial x} \frac{dt'}{\sqrt{t-t'}}$$

(4.2)

where $\rho$ and $\nu$ are the density and kinematic viscosity of the fluid medium [94]. Equation (4.2) is valid at any radial position $r$ and time $0 < t \leq t'$ where $t'$ is the time of arrival of the bubble wall at position $r$.

The profiles of the temporal evolution of the wall shear stress are characterized generally by a rapid ($\leq 30$ ns) increase to a maximum value followed by a more gradual decay [94]. Of particular interest is the maximum shear stress at radial positions corresponding to the regions of cell lysis, cell necrosis, and cell membrane permeabilization. In Table 4.2 we provide the maximum wall shear stress predicted by our hydrodynamic analysis at each of these interfaces as described in Section 4.4, i.e. at $r = R_{\text{lys}}$, $r = R_{\text{necr}}$, and $r = R_{\text{perm}}$. This table encompasses pulse energies in the range 8 – 40 $\mu$J, corresponding to energies of 1 – 5x the threshold for plasma formation. Remarkably, even with wide range of pulse energies examined, the range of shear stresses calculated at each zone of cellular injury is quite narrow; typically $\leq 10\%$. The location representing the maximum extent of immediate cell lysis ($r = R_{\text{lys}}$) is exposed to maximum wall shear stresses of $\tau_{w,\text{max}} > 190 \pm 20$ kPa, whereas the location representing the maximum extent of necrotic cells ($r = R_{\text{necr}}$) is exposed to shear stresses of $\tau_{w,\text{max}} > 18 \pm 2$ kPa. Finally, the analysis indicates that the molecular delivery to these cells with a 3 kDa FITC-conjugated Dextran through transient membrane permeabilization ($r = R_{\text{perm}}$) requires a maximum transient shear stress of
\( \tau_{w, \text{max}} > 18 \pm 2 \text{ kPa}. \) Cells exposed to \( \tau_{w, \text{max}} < 8 \pm 1 \text{ kPa} \) remain viable and appear unaffected by the pulsed laser microbeam irradiation.

**Table 4.2:** Summary of hydrodynamic data and analysis providing the peak wall shear stress \( \tau_{w, \text{max}} \) computed at each zone of cellular injury for pulse energies corresponding to 1x, 2x, 3x, and 5x the threshold for plasma formation.

<table>
<thead>
<tr>
<th>( E_p ) [( \mu J )]</th>
<th>( @ r = R_{\text{lys}} )</th>
<th>( @ r = R_{\text{necr}} )</th>
<th>( @ r = R_{\text{perm}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1x Threshold</td>
<td>8</td>
<td>180 ± 60</td>
<td>22 ± 4</td>
</tr>
<tr>
<td>2x Threshold</td>
<td>16</td>
<td>200 ± 50</td>
<td>16 ± 3</td>
</tr>
<tr>
<td>3x Threshold</td>
<td>24</td>
<td>220 ± 20</td>
<td>16 ± 2</td>
</tr>
<tr>
<td>5x Threshold</td>
<td>40</td>
<td>170 ± 40</td>
<td>19 ± 2</td>
</tr>
<tr>
<td><strong>Mean ± SD</strong></td>
<td><strong>190 ± 20</strong></td>
<td><strong>18 ± 2</strong></td>
<td><strong>8.0 ± 1.0</strong></td>
</tr>
</tbody>
</table>

Figure 4.7 illustrates the interrelationship between the spatial region occupied by the lysed, necrotic, optoporated, and unaffected cells and the maximum transient shear stress for all four pulse energies tested. The curves represent the predictions of the hydrodynamic model for the maximum wall shear stress as a function of radial position for each laser microbeam pulse energy. The shaded regions are defined by the range of shear stresses necessary for the laser microbeam to produce the appropriate cellular effect. The intersection of an individual curve with each shaded region defines the range of maximum wall shear stress and radial positions in which the various cellular effects are achieved for the given pulse energy. The mean and standard deviation of the experimental results for \( R_{\text{lys}}, R_{\text{necr}}, \) and \( R_{\text{perm}} \) and the corresponding \( \tau_{w, \text{max}} \) predicted by the hydrodynamic model at these locations are also shown. The location of the experimental data points is remarkably consistent with the boundaries of the shaded regions.
Figure 4.7: Composite diagram showing hydrodynamic model predictions of the maximum wall shear stress $\tau_{w,\text{max}}$ as a function of radial position at pulse energies 1x, 2x, 3x, and 5x the threshold for plasma formation. Colored regions indicate the resulting cellular effect. Experimental data points including error bars validate the hypothesis that the specific ranges of maximum shear stress effectively delimit the separation between regions. These shear stress regions and corresponding cellular effect are illustrated pictorially below the main plot.
The collective congruence between experimental results and hydrodynamic modeling identifies a well-defined range of maximum transient wall shear stress of 8 – 18 kPa required to achieve molecular delivery while maintaining cell viability of 3 kDa FITC-conjugated Dextran for PtK₂ cells cultured at a density of 1000 cells/mm². Transient wall shear stresses below 8 kPa do not achieve optoporation, while transient wall shear stresses above 18 kPa result in loss of cell viability through cell necrosis and detachment and, for \( \tau_{w,\text{max}} > 190 \) kPa, through immediate cell lysis. It is important to emphasize that previous experiments have shown that the maximum shear stresses necessary to produce cell lysis decreases with a reduction in the cell surface density [94]. Thus it is expected that cell surface densities < 1000 cells/mm² will result in a lower range of shear stresses to produce optoporation. Moreover, we expect that the specific values of the maximum transient wall shear stress necessary to achieve the observed cellular effects will change with cell type.

4.5.2 Potential Role of Shock/Stress Waves to Achieve Molecular Delivery

Thus far, we have not considered the potential contribution of the shock wave produced by plasma formation to the observed cellular effects. Our study detailed in Chapter 3 provided no evidence for the role of shock waves in the production of the observed cellular effects. Rather, this study implicated the cavitation bubble dynamics as the primary instigator of cellular damage and cell membrane permeabilization. Nevertheless, there have been extensive studies investigating the contribution of laser-generated stress/shock waves to cellular injury as well as molecular delivery [32, 58-60, 62, 63]. The study most relevant to our investigation is that of Kodama and co-workers
who investigated the efficacy of laser-generated and shock tube generated pressure waves to produce molecular delivery of Calcein (MW = 622 Da) and FITC-conjugated Dextran (MW = 71.4 kDa) into the cytoplasm of HL-60 human promyelocytic leukemia cells. They found that the efficacy of molecular delivery was not correlated with the maximum shock wave pressure but rather with the shock wave impulse as estimated by the product of the maximum pressure and the shock duration. They found that to achieve molecular delivery to roughly 45% of the cells requires an impulse of 50 Pa·s for Calcein and 150 Pa·s for the 71.4 kDa FITC-conjugated Dextran.

We have previously measured velocity of the shock waves produced by pulsed laser microbeam irradiation as a function of both pulse energy and radial position to determine the shock wave pressure [93]. This analysis reveals that the cells are successfully optoporated and receive maximum shock pressures not exceeding 50 MPa [93] with a characteristic duration of 40 ns [126]. This results in a maximum impulse of 2 Pa·s; 25 x below the impulse required to achieve molecular delivery as reported by Kodama and co-workers. We thus conclude that the shock wave associated with the cell microbeam irradiation are unlikely to provide a contribution to the observed molecular delivery of 3 kDa FITC-conjugated Dextran in our system. Nevertheless, there may be similarities in the underlying mechanism by which shock waves and transient fluid shear stress cause structural changes in the cell membrane to facilitate molecular delivery. Such structural changes in the phospholipid bilayer have been recently investigated via molecular dynamics simulations by Koshiyama and co-workers for the case of shock wave-generated molecular delivery [60]. Clearly the use of such computational methods to examine the impact of transient fluid shear stress on
the structure of the phospholipid bilayer would represent an important next step to elucidate the molecular mechanisms of this process.

4.5.3 Implications for Molecular Delivery and Acoustic Cavitation Studies

The characteristics of our molecular delivery results are similar to those reported by Soughayer and co-workers who investigated the molecular delivery of rat basophilic leukemia (RBL) cells using a single 5 ns, $\lambda = 532$ nm laser pulse with 10 $\mu$J pulse energy delivered via a 100x, 1.3 NA microscope objective [109]. The RBL cells were placed in a 170 $\mu$M solution of 3 kDa Texas Red-conjugated Dextran. Soughayer and co-workers identified three distinct zones of cellular response following the pulsed laser microbeam irradiation: (a) a region of dead and/or detached cells at distances of up to 30 $\mu$m from the laser irradiation site, (b) a region of optoporated, viable cells 31-60 $\mu$m from the irradiation site, and (c) seemingly unaffected, viable cells that showed little uptake of the Texas Red-conjugated Dextran at distances 60 $\mu$m from the irradiation site. Differences between the spatial extent of the three zones of cellular effects between the two studies are likely due to the different cell types, cell surface density, and microscope objective. Our results for 8 $\mu$J pulse energy (1x threshold) provides a similar 30 $\mu$m range for immediately lysed cells and a similar 30 $\mu$m wide region of permeabilized cells.

Also of interest is a comparison of our results with the use of cavitation bubbles created by acoustic means for applications in cell lysis, cell detachment, and molecular delivery [60, 61, 81, 93, 94, 143]. Recently, much attention has been given to the use of ultrasonic techniques to achieve molecular delivery to cells and tissues for therapeutic
applications such as transdermal drug delivery, gene therapy, and delivery of chemotherapeutic drugs to tumors [77]. The use of low-amplitude ultrasound to achieve transient cell membrane permeabilization for molecular delivery is known as reparable sonoporation [139]. It has been found that sonoporation is enhanced significantly when cavitation bubbles are present during the acoustic exposure, suggesting that a fluid dynamic interaction between cavitation bubbles and cells is responsible for membrane poration [4, 80, 139]. The physical mechanism of sonoporation is not well understood and thus the dependence of membrane permeabilization on the cavitation parameters is not yet known [75, 115]. A better understanding of the physical mechanisms responsible for the poration of the cell membrane is crucial for the optimization of this technique. As a result many groups are examining ultrasound-generated cavitation bubble dynamics and the resulting fluid velocities to determine the shear stresses and exposure times required to achieve sonoporation, cell detachment, and cell lysis [51, 80, 81, 143, 144].

Wu and co-workers have examined acoustic cavitation by subjecting an erythrocyte suspension to an oscillating probe called a Mason horn set to a frequency of 20 kHz, a technique referred to as microstreaming [143, 144]. They developed a mathematical model to estimate the shear stress experienced by Jurkat leukocytes subject to microstreaming and concluded that the shear stress produced by the Mason horn was the primary mechanism for the cells demonstrating reparable sonoporation. This study determined that a threshold shear stress of $12 \pm 4$ Pa is required for reparable sonoporation for exposures of up to 7 minutes [143, 144]. Similar studies using microstreaming have also determined shear stress to be the mechanism of hemolysis of
erythrocytes, with a critical shear stress for hemoglobin release was found to be in the range of 300 - 450 Pa [140, 144]. Threshold shear stresses have not been determined for all cell types, but it has been shown that lysis of red blood cells by local shear has a strong dependence on cell volume [74, 76]. Extrapolation of these data to endothelial cells predicts lysis to occur at stresses of ~ 800 Pa [125]. Studies by Ohl and Wolfrum found a 100-160 Pa shear stress required for detachment of cultured HeLa cells using a lithotripter [81], and reparable sonoporation was observed at shear stresses below the 100 Pa required for cell detachment. In all of these studies, the reported shear stress values for molecular delivery and cell lysis are on the order of 100 Pa for exposure times on the order of minutes. By contrast, the shear stress values required for cell lysis and molecular delivery using pulsed laser microbeams are in the 10-100 kPa regime; stress magnitudes that are larger by two to three orders of magnitude! However, the duration of these stress transients are on the order of nanoseconds to microseconds. This strongly suggests that there exists a time-stress dependent mechanism for stress-mediated permeabilization and damage to the cell membrane.

The use of sonoporation for molecular delivery to cells and tissues holds promise for many therapeutic applications in medicine. However, typical sonoporation experiments result in the production of multiple cavitation bubbles whose exact size and location are not controlled. The use of pulsed laser microbeams offers the advantage of creating individual cavitation bubbles of specific size and location. This enables the generation of controlled and reproducible regions of cellular damage and/or molecular delivery. Moreover, with the potential development of laser microbeam platforms that offer multiple wavelengths ($\lambda = 355, 532, 1064$ nm) and a range of pulse durations (ns –
fs) that can provide for optical breakdown over a range of pulse energies [133, 136], one can easily conceive of a single platform that can provide for precise zones of cellular damage and molecular delivery over a broad range.

4.6 Conclusion

We have examined the cellular response of adherent PtK₂ cell monolayers to nanosecond pulsed laser microbeam irradiation. Cell viability and membrane permeability assays combined with microscopic examination have identified and quantified regions of (a) immediate cell lysis, (b) cell necrosis, and (c) molecular delivery in response to 6 ns pulsed laser microbeam irradiation at \( \lambda = 532 \) nm in cell monolayers cultured at a density of 1000 cells/mm². Hydrodynamic analysis of the cavitation bubble dynamics produced by the laser microbeam irradiation revealed that over a 5-fold variation in laser microbeam energy, the spatial extent of each of these regions is linked to the maximum transient shear stress produced by the fluid displaced by the cavitation bubble expansion. Specifically, cells immediately adjacent to the site of irradiation that experienced maximum transient wall shear stresses \( \tau_{w,\text{max}} > 190 \pm 20 \) kPa were immediately lysed. Cells situated further away that were exposed to \( \tau_{w,\text{max}} 19 \pm 2 \) kPa remained intact but were necrotic. Cells positioned more distant that received maximum shear stresses in the range \( 8 \pm 1 \leq \tau_{w,\text{max}} \leq 19 \pm 2 \) kPa remained viable and were successfully optoporated with 3 kDa FITC-conjugated Dextran molecules. At all pulse energy, cells were transiently permeabilized up to 2 to 3 layers around the lysis zone, indicating that this range of shear stresses produce a transient, but repairable, disruption in the plasma cell membrane. Finally cells most
distant from the irradiation site that received $\tau_{w,\text{max}} < 8 \pm 1$ kPa remained intact, viable and free of molecular delivery.

Of interest is the fact that the ranges of maximum shear stresses necessary to produce cell lysis, necrosis and molecular delivery using laser microbeams are of the order of $10 – 100$ kPa; roughly 3 orders of magnitude larger than those typically utilized for cell lysis and molecular delivery by the ultrasonic community. The important difference is that the exposure to these stresses are typically of the order of $0.1 – 10$ μs when using pulsed laser microbeam irradiation and $1 – 100$ seconds when using ultrasonic sources. This strongly suggests a stress-time dependent mechanism for mechanical damage of the cell membrane that warrants further examination.

In this chapter, we have identified a well-defined range of maximum wall shear stress (~ 8 – 18 kPa) required to achieve molecular delivery through optoporation. Through investigation of the damage zones and resulting shear stress caused by cavitation bubble expansion, this technique can be used to optimize optoporation of diverse molecules into varying cell types. In contrast to sonoporation, the use of pulsed laser microbeams offer the advantage of producing cavitation bubbles with reproducible size and specific location that, in turn, can produce well-defined, reproducible zones of cell lysis, optoporation, and cell viability. In Chapter 5, we will examine if a variation of laser microbeam pulse duration may allow modulation of the spatial extent of cellular modification in order to tailor the cellular perturbations and optimize specific applications for cell lysis, cell detachment, and/or molecular delivery.
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Chapter 5

**Effect of Pulse Duration on the Use of Laser Microbeams for Cell Lysis and Molecular Delivery**

5.1 Abstract

Time-resolved imaging and fluorescence microscopy were used to examine the effects of the variation of laser microbeam pulse duration on cavitation bubble dynamics and the subsequent cellular injury. This was accomplished by delivering 532 nm laser pulses with picosecond and nanosecond pulse durations via a 40x, 0.8 NA microscope objective to a confluent monolayer of PtK₂ cells. The process is initiated by laser-induced plasma formation, and it has been shown that cell necrosis and molecular delivery are achieved by the fluid shear stress produced during the cavitation bubble expansion. Here, we study the process dynamics of laser-induced cell injury and transient membrane permeabilization using laser pulse durations ranging from 180 ps to 1100 ps and pulse energies of 0.5 to 10 µJ corresponding to 1x, 2x, 3x, and 5x the threshold for plasma formation. This process is imaged at times of 0.5 ns to 50 µs following delivery of the pulse laser microbeam to visualize the cavitation bubble dynamics. Fluorescence assays are used to assess the subsequent cell viability and molecular delivery. The spatial extent of cell lysis, cell necrosis, and molecular delivery.
delivery increased with laser pulse duration and pulse energy. Hydrodynamic analysis from time-resolved imaging revealed that the maximum wall shear stress associated with the pulsed laser microbeam-induced cavitation bubble expansion governs the location and spatial extent of these regions.

5.2 Introduction

Thus far, we have characterized the physical perturbations offered by the delivery of 6 ns laser microbeam pulses to adherent cells, and have assessed the biological response of the cells to characterize the spatial extant of cell lysis and molecular delivery. This chapter examines the ability to selectively modulate the spatial degree of cellular perturbations using pulsed laser microbeams of varying pulse durations.

We have previously characterized the physical interaction and subsequent biological response of cells irradiated with 6 ns, $\lambda = 532$ nm pulsed laser microbeam irradiation as a function of pulse energy [44, 93, 94]. In Chapter 3, time-resolved imaging was used to verify that the cavitation bubble expansion is the primary agent of cell lysis when using 6 ns laser microbeams focused at a location 10 $\mu$m above the cell monolayer, and that fluid shear associated with cavitation bubble expansion is the physical process that governs the spatial extent of cellular injury. In Chapter 4, we provided an assessment of the cellular biological response using fluorescence assays to identify quantified regions of (a) immediate cell lysis, (b) cell necrosis, and (c) molecular delivery via optoporation in response to 6 ns laser microbeam irradiation in cell monolayers cultured at a density of 1000 cells/mm$^2$. Hydrodynamic analysis of
the cavitation bubble dynamics produced by the 6 ns laser microbeam irradiation revealed that over a 5-fold variation in laser microbeam energy, the spatial extent of each of these regions is linked directly to the maximum transient shear stress produced by the fluid displaced by the cavitation bubble expansion. It is clear that fluid shear created by the cavitation bubble dynamics is strongly dependent on laser pulse energy, and enables control of the spatial extent of cell lysis, necrosis, and molecular delivery. In this chapter, we will examine how the variation of pulse duration may allow modulation of the relative sizes of these areas of cellular modification in order to tailor the cellular perturbations and optimize specific applications for cell lysis, cell detachment, and/or molecular delivery.

The impact of pulse duration on optical breakdown was discussed previously in Section 2.3. For nanosecond pulses, cascade ionization is the dominant contributor to plasma formation. As pulse duration is decreased from the nanosecond to picosecond time scale, there is less time to generate additional free electrons through cascade ionization, and multiphoton absorption begins to play a larger role the optical breakdown process [127]. Because the mechanisms that are responsible for the generation of free electrons are governed more by a critical irradiance (power/area) as opposed to a critical radiant exposure (energy/unit area), plasmas can be formed using much smaller laser pulse energies when shorter pulse durations are used. Therefore, picosecond laser microbeams may provide more spatially localized effects as compared to the use of nanosecond laser microbeams. Moreover, they may provide more subtle perturbations such as microsurgery and optoinjection.
Our discussion in Chapter 4 ended with a schematic diagram depicting hydrodynamic model predictions of the maximum wall shear stress as a function of radial position at varying pulse energies (Figure 4.7). These experimental results validated our hypothesis that the specific ranges of maximum shear stress effectively delimit the separation between regions of damage. In this chapter, we study the effect of changing pulse duration on cell lysis and molecular delivery. We will investigate if the variation of pulse duration can modify not only the spatial extent of cellular injury, but also the relative sizes of these zones of cellular damage. For example, one particular area of interest in this study is to determine if there exists a pulse duration/energy selection that minimizes cell necrosis, while maximizing cellular injury. Here we aim to establish relationships between the laser microbeam parameters and the subsequent biological response.

5.3 Materials and Methods

5.3.1 Cell Irradiation

An inverted microscope (Axiovert S100, Zeiss, Jena, Germany) was used as the experiment platform. A frequency-doubled Nd:YAG laser (SL332, Ekspla, Lithuania) provides pulses with durations between 180 - 1100 ps at $\lambda = 532$ nm was used for cell irradiation. As shown in Figure 5.1, the linearly polarized laser output was directed through a $\lambda/2$ plate followed by a polarization-sensitive beam splitter, dividing the beam into two components of low and high energy. The low energy beam line was directed through a linear polarizer to allow adjustment of the laser pulse energy, followed by a spatial filter and iris to select the central portion of the beam. The beam was then
directed into the epifluorescence port of the microscope, and reflected upward into the rear entrance aperture of the objective by a dichroic mirror (532rdc, Chroma Technology Corp., Rockingham, VT) placed in the microscope filter cube. The laser pulse energy entering the rear entrance aperture of the objective was measured by removing the objective from the microscope turret and allowing the unobstructed beam to illuminate an energy detector (Model No. J5-09, Coherent, Santa Clara, CA) set on the microscope stage. Pulse-to-pulse energy variation was found to be ± 5 %. A bright-field objective (Zeiss Achroplan 40x, 0.8 NA) was used for cell irradiation. The focal plane of the pulsed laser microbeam was positioned at a separation distance of 10 μm above the cell monolayer.

**Figure 5.1**: Schematic of laser-microscope setup for time-resolved imaging of cell irradiation using varying picosecond pulse durations.
5.3.2 Time-Resolved Bright-Field Imaging of Laser-Induced Cavitation Bubble Dynamics

Illumination for the time-resolved images was provided by delivering a short light pulse at the desired time delay after the arrival of the Nd:YAG laser pulse at the sample. As depicted in Figure 5.1, the high energy beam line was focused into a glass cuvette containing a fluorescent dye (Model No. LDS 698, Exciton, Dayton, OH) that was excited by the $\lambda_{ex} = 532$ nm laser pulse and emits light at $\lambda_{em} = 698$ nm. The emitted light was coupled into a 600-μm-core diameter multimode optical fiber (Model No. UMT 600, 0.39 NA, Thor Labs, Newton, NJ), and the fiber output was directed into the microscope condenser to illuminate the sample for time-resolved imaging. Optical fibers of different length were used to provide the desired time delay between delivery of the arrival time of the fluorescent emission relative to the arrival of the low energy beam line at the sample. The fluorescence emission from the dye cell provided illumination at $\lambda = 698 \pm 20$ nm with a full width at half-maximum duration of 15 ns. The maximum delay time for the fiber optic delay line was 2000 ns. At longer time delays, illumination was provided by an ultrashort duration flash lamp (Nanolite KL-L, High-Speed Photo System, Wedel, Germany) that was electronically triggered from the camera. The flash lamp emission provided a broad spectral output ($\lambda = 400$-700 nm) with a full width at half-maximum duration of 40 ns.

Images were acquired using a gated intensified CCD camera (PI-MAX 512, Roper Scientific, Trenton, NJ) that was triggered by a TTL pulse from the laser Q-switch. The camera operation and image acquisition was performed using WinView32 imaging software (Princeton Instruments, Trenton, NJ). The camera gate duration was
set to 0.5 ns when using the fluorescent dye cell for illumination and to 500 ns when using the flash lamp illumination due to the electronic jitter in the flash lamp triggering. Thus, for time delays shorter than 3.6 μs, the exposure duration was governed by the 0.5 ns camera gate width, while at longer time delays the exposure duration was governed by the 40 ns duration of the flash lamp. A longpass filter (Model No. LP 570, Edmund Optics, Barrington, NJ) was used to prevent scattered laser radiation from reaching the camera. This system allowed us to irradiate and image the sample at time delays of 0.5 ns to 50 μs required to capture the full dynamics of the process.

5.3.3 Fluorescence Imaging

A Quantix CCD camera (Photometrics, Roper Scientific, Trenton, NJ) was used for the fluorescence and phase contrast imaging, with 20x, 0.45 NA Phase 2 (Zeiss A Plan, Jena, Germany) and 10x, 0.3 NA Phase 1 (Zeiss Plan-NEOFLUAR, Jena, Germany) objectives. Camera operation and image acquisition was performed using V++ imaging software (Photometrics, Roper Scientific, Trenton, NJ). Image intensity levels were adjusted and images were compiled using Adobe Photoshop 7.0 (Adobe, San Jose, CA). The irradiation sites were imaged in both phase contrast and epifluorescence after the cell assays were completed. A minimum of 10 sites for each pulse duration and energy were examined using fluorescence assays.
5.3.4 PtK2 Cell Culture

Potorous rat kidney epithelial (PtK2) cells were grown in polystyrene culture dishes with glass bottoms (P35G-0-14-C, MatTek, Ashland, MA) in advanced minimum essential medium (Advanced MEM, Invitrogen, Carlsbad, CA) supplemented in 1% fetal calf serum, L-glutamine, amphotericin, and gentamicin sulfate. The culture medium was prepared free of phenol red to ensure its transparency to $\lambda = 532$ nm radiation. Cells were cultured in a humidified incubator with a constant temperature of 37°C and a 5% CO2 level. Culture dishes with cells at 100% confluence were used in each experiment. These cells did not exhibit contact inhibition and the surface density (cells/mm2) was measured and controlled. The results provided are for cell monolayers cultured at a surface density of 1000 cells/mm2. The cell surface density was determined by counting the number of cells in a square 0.5 mm x 0.5 mm region centered at the site of cell lysis. The site-to-site variation in cell surface density was kept below 10%.

5.3.5 Cell Viability Assay

Cell viability was assessed using Calcein AM (Invitrogen, Carlsbad, CA), a membrane permeant dye that readily passes through the cell membrane of viable cells and is hydrolyzed by esterases to form Calcein which remains inside the cell. Dead cells were identified by Propidium Iodide (Invitrogen, Carlsbad, CA), a DNA intercalating agent that stains the nuclei of dead cells. Cell culture dishes were incubated 30 minutes after laser irradiation and loaded with 2 $\mu$M Calcein AM and
5.3.6 Molecular Delivery Assay

Prior to laser irradiation, cells were placed in a 500 µM solution of Fluorescein isothiocyanate (FITC) conjugated dextran (Sigma, MW = 3 kDa). Cells were lysed and incubated for 30 minutes at 37°C, and a 5 µg/mL solution of Propidium Iodide (PI) was added. Cells were incubated for 20 minutes and washed with buffer three times before imaging.

5.4 Results

5.4.1 Plasma Threshold Energy for Varying Pulse Durations

Prior to the cell irradiation experiments, we determined the threshold for plasma formation at specific pulse durations. This was achieved by delivering an Nd:YAG laser pulse via the 40x, 0.8 NA bright-field objective into a Petri dish filled with culture medium. The luminescence produced by plasma formation in the culture medium was observed visually in a dark room and its incidence for 50 pulses at discrete pulse energies was recorded. The probability of plasma formation \( p \) as a function of pulse energy \( E_p \) for each pulse duration was fit to a Gaussian error function in the form 

\[
p(E_p) = 0.5[1 + \text{erf}\left[S(E_p + E_{th})\right]]
\]

where \( S \) is the ‘sharpness’ of the error function and \( E_{th} \) is the threshold pulse energy at which the probability of plasma formation is 50%. Figure 5.2 shows the result of the experiment when using pulse durations of 180 ps, 280 ps, 360 ps, 540 ps, and 1100 ps along with the model fits. Reduction in pulse duration from
6 ns to 0.18 ns (33x) achieves an 18-fold reduction in plasma threshold energy. For each pulse duration and corresponding threshold pulse energy, we also calculated the resulting threshold irradiance ($I_{th}$) while assuming the laser beam radius in the focal plane is the diffraction-limited spot size of 0.405 µm for a 0.8 NA objective. Table 5.1 provides the values of $S$, $E_{th}$ and $I_{th}$ for each pulse duration tested. Plasma threshold energy increased with increasing pulse duration as expected, while shorter pulse durations increased the sharpness of the plasma threshold.

![Figure 5.2](image)

**Figure 5.2:** Probability of plasma formation as a function of laser pulse energy with Gaussian error function fit for pulse durations of 180 ps, 280 ps, 360 ps, 540 ps, and 1100 ps.
Table 5.1: Sharpness ‘$S$’ of the error function and plasma threshold energy values, $E_{\text{th}}$, for varying pulse durations.

<table>
<thead>
<tr>
<th>Pulse duration [ps]</th>
<th>$S$ [1/µJ]</th>
<th>$E_{\text{th}}$ [µJ]</th>
<th>$I_{\text{th}}$ [W/mm$^2$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1100</td>
<td>2.1 ± 0.1</td>
<td>2.13 ± 0.01</td>
<td>3.76 x 10$^9$</td>
</tr>
<tr>
<td>540</td>
<td>2.9 ± 0.2</td>
<td>1.21 ± 0.01</td>
<td>4.35 x 10$^9$</td>
</tr>
<tr>
<td>360</td>
<td>5.0 ± 0.3</td>
<td>0.97 ± 0.01</td>
<td>5.21 x 10$^9$</td>
</tr>
<tr>
<td>280</td>
<td>6.7 ± 0.6</td>
<td>0.86 ± 0.01</td>
<td>5.94 x 10$^9$</td>
</tr>
<tr>
<td>180</td>
<td>8.1 ± 0.3</td>
<td>0.45 ± 0.01</td>
<td>4.85 x 10$^9$</td>
</tr>
</tbody>
</table>

5.4.2 Time-Resolved Imaging of Laser-Induced Cavitation Bubble Dynamics

Time-resolved imaging was used to visualize the dynamics of the shock wave propagation and cavitation bubble formation, expansion, and collapse at various time points for pulse durations of 180 ps, 360 ps, 540 ps, and 1100 ps at energies corresponding to 1x, 2x, 3x, and 5x the threshold energy for plasma formation. Figure 5.3 provides representative time-resolved image series depicting these dynamics at various time points at energies corresponding to 2x the threshold for plasma formation for two different pulse durations. Figure 5.3 (a)-(f) shows cavitation bubble dynamics resulting from 180 ps pulses at a pulse energy of 1 µJ and Figure 5.3 (g)-(h) shows the dynamics resulting from 1100 ps pulses at an energy of 4.2 µJ. Close examination of Figure 5.3 (a) and (g) reveal the formation of a shock wave resulting from the rapid plasma expansion that quickly passes out of the field of view. Pressure amplitude estimates approach 500 MPa close to the irradiation site [93]. The pressure wave passage did not cause any visible disruption within the cell monolayer.
Figure 5.3: Time-resolved image series of the cell lysis process for two pulse durations at energies corresponding to 2x the threshold for plasma formation. (a)-(f) 180 ps pulse at 1 µJ and (g)-(l) 1100 ps at 4.2 µJ.

The plasma expansion resulted in cooling and ion-recombination, thereby leading to the formation of a cavitation bubble within 12 ns following the laser pulse for all pulse durations used. Figure 5.3 (b)-(d) and (h)-(j) reveal that cavitation bubble expansion is the primary mechanism of cell lysis, consistent with our reports for cell lysis using 6 ns pulses [94]. Cell injury is visible within the central region of the bubble and progresses as the bubble continues to expand, thereby increasing the zone of cellular injury. For both pulse durations shown, we can observe the formation of a distinct zone of cellular injury/lysis within 500 ns. Beyond this time point, further bubble expansion does not result in additional visible cellular injury. Instead, further bubble expansion incorporates the cells without lysing them [Figure 5.3 (d) and (j)]. An interesting feature is the transient cellular deformation produced by the bubble expansion, evident both outside and inside the bubble [Figure 5.3 (d) and (j)]. Remarkably, these cells appear to withstand this severe deformation without detachment or visible disruption. After reaching its maximum size, the subsequent bubble collapse phase is rapid, collapsing within 1-3µs for all pulse durations and
energies examined. Note that the use of shorter pulse durations and smaller pulse
energies, the cavitation bubble reaches its maximum size and collapses more rapidly.
The bubble collapse did not produce further cellular injury but does clear the cellular
debris in the cell lysis zone.

We measured the temporal evolution of the cavitation bubble size from a
sequence of time-resolved images for pulse durations of 180 ps, 360 ps, 540 ps, and
1100 ps for pulse energies corresponding to 1x, 2x, 3x, and 5x the threshold for plasma
formation for each, shown in Figures 5.4, 5.5, 5.6, and 5.7, respectively. A minimum of
three images were used to calculate the average and standard deviation for each data
point shown.
Figure 5.4: Cavitation bubble dynamics for 180 ps laser microbeam pulses at energies corresponding to 1x, 2x, 3x, and 5x the energy for plasma formation. Each data point represents the average of three time-resolved images.
Figure 5.5: Cavitation bubble dynamics for 360 ps laser microbeam pulses at energies corresponding to 1x, 2x, 3x, and 5x the energy for plasma formation. Each data point represents the average of three time-resolved images.
Figure 5.6: Cavitation bubble dynamics for 540 ps laser microbeam pulses at energies corresponding to 1x, 2x, 3x, and 5x the energy for plasma formation. Each data point represents the average of three time-resolved images.
Figure 5.7: Cavitation bubble dynamics for 1100 ps laser microbeam pulses at energies corresponding to 1x, 2x, 3x, and 5x the energy for plasma formation. Each data point represents the average of three time-resolved images.

Table 5.2 lists the values for the maximum bubble radius $R_{\text{max}}$ and oscillation time $T_{\text{osc}}$ for each pulse duration and energy observed. The bubble energy calculated using Eq. 3.4 (detailed description in Chapter 3) as well as the percentage of the laser pulse energy transduced into bubble energy $[(E_B/E_p) \times 100]$, are also shown in Table 5.2.
Table 5.2: Laser pulse energy ($E_p$), maximum cavitation bubble radius ($R_{max}$), oscillation time ($T_{osc}$), mechanical bubble energy ($E_B$), mechanical transduction efficiency ($E_B/E_p$) when using energies corresponding to 1x, 2x, 3x, and 5x the threshold for plasma formation.

<table>
<thead>
<tr>
<th>Pulse Duration</th>
<th>$E_p$ [µJ]</th>
<th>$T_{osc}$ [µs]</th>
<th>$R_{max}$ [µm]</th>
<th>$E_B$ [µJ]</th>
<th>$E_B/E_p$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>180 ps 1x Threshold</td>
<td>0.45</td>
<td>8</td>
<td>44 ± 2</td>
<td>43</td>
<td>0.02</td>
</tr>
<tr>
<td>2x Threshold</td>
<td>0.90</td>
<td>13</td>
<td>71 ± 2</td>
<td>71</td>
<td>0.07</td>
</tr>
<tr>
<td>3x Threshold</td>
<td>1.35</td>
<td>16</td>
<td>87 ± 2</td>
<td>87</td>
<td>0.14</td>
</tr>
<tr>
<td>5x Threshold</td>
<td>2.25</td>
<td>20</td>
<td>109 ± 2</td>
<td>110</td>
<td>0.27</td>
</tr>
<tr>
<td>360 ps 1x Threshold</td>
<td>0.96</td>
<td>12</td>
<td>69 ± 2</td>
<td>65</td>
<td>0.07</td>
</tr>
<tr>
<td>2x Threshold</td>
<td>1.92</td>
<td>17</td>
<td>92 ± 4</td>
<td>92</td>
<td>0.16</td>
</tr>
<tr>
<td>3x Threshold</td>
<td>2.88</td>
<td>20</td>
<td>111 ± 4</td>
<td>110</td>
<td>0.28</td>
</tr>
<tr>
<td>5x Threshold</td>
<td>4.80</td>
<td>25</td>
<td>139 ± 4</td>
<td>140</td>
<td>0.56</td>
</tr>
<tr>
<td>540 ps 1x Threshold</td>
<td>1.2</td>
<td>13</td>
<td>79 ± 5</td>
<td>71</td>
<td>0.10</td>
</tr>
<tr>
<td>2x Threshold</td>
<td>2.4</td>
<td>19</td>
<td>107 ± 2</td>
<td>100</td>
<td>0.25</td>
</tr>
<tr>
<td>3x Threshold</td>
<td>3.6</td>
<td>23</td>
<td>129 ± 4</td>
<td>130</td>
<td>0.44</td>
</tr>
<tr>
<td>5x Threshold</td>
<td>6.0</td>
<td>28</td>
<td>160 ± 1</td>
<td>150</td>
<td>0.85</td>
</tr>
<tr>
<td>1100 ps 1x Threshold</td>
<td>2.1</td>
<td>17</td>
<td>93 ± 3</td>
<td>92</td>
<td>0.17</td>
</tr>
<tr>
<td>2x Threshold</td>
<td>4.2</td>
<td>23</td>
<td>129 ± 3</td>
<td>130</td>
<td>0.44</td>
</tr>
<tr>
<td>3x Threshold</td>
<td>6.3</td>
<td>27</td>
<td>151 ± 3</td>
<td>150</td>
<td>0.71</td>
</tr>
<tr>
<td>5x Threshold</td>
<td>10.5</td>
<td>35</td>
<td>184 ± 2</td>
<td>190</td>
<td>1.29</td>
</tr>
</tbody>
</table>

5.4.3 Fluorescence Assays and Characterization of the Zones of Cellular Injury

To examine the cellular response to the physical effects of the cavitation bubble dynamics the biological response of the adherent cells, we determined the range and extent of cellular injury and molecular delivery following laser microbeam irradiation using viability and molecular delivery assays. Our particular interest is to achieve precise control over the spatial extent of cellular injury and molecular delivery by varying laser parameters such as laser pulse duration and energy. Therefore we are interested primarily in two zones of cellular injury: (1) the radius of necrotic cells, $R_{necr}$, which denotes the maximum radius at which cell necrosis is seen and beyond which
cells remain intact and viable, and (2) the maximum radius of permeabilized cells, $R_{\text{perm}}$, which characterizes the spatial extent of cells where uptake of 3 kDa FITC-conjugated dextran detected through standard fluorescence microscopy.

Cell cultures were irradiated with single laser pulses with pulse durations of 180 ps, 540 ps, and 1100 ps at pulse energies of 1x, 2x, 3x, and 5x the threshold energy for plasma formation. Viability assays confirmed that the vast majority of the adherent cells surrounding the irradiation site remained viable for all pulse durations and energies tested. Figure 5.8 provides example phase contrast and epifluorescence images of cells after viability staining using pulse durations at 180 ps and 1100 ps at pulse energies corresponding to 2x the threshold energy for plasma formation. Very few dead cells were observed around the laser irradiation site. Outside the region of cell lysis and detachment, the cells remain adherent and viable. These cells were followed 24 hours post-irradiation to confirm their continued viability and proliferation.
Figure 5.8: Cell viability after irradiation using pulse durations of 180 ps (a, b), and 1100 ps (c, d) at pulse energies corresponding to 2x the threshold energy for plasma formation, i.e. 0.9 μJ for 180 ps (a, c) and 4.2 μJ for 1100 ps (b, d): (a, b) phase contrast image showing the irradiation site and zone of cellular damage ($R_{\text{nec}}$), (c-d) fluorescent images with Calcein AM (green) showing viable cells and Propidium Iodide (red) staining the nuclei of dead cells around the periphery of the irradiation site. Scale bar = 50 μm.

After confirmation that the vast majority of the adherent cells surrounding the irradiation site remain viable, we sought to assess the ability of the laser microbeam irradiation to deliver molecules into the remaining viable cells. Cell cultures were placed in a solution of 3 kDa FITC-conjugated dextran and exposed to a single laser pulse. Figure 5.9 shows phase contrast and fluorescence images demonstrating molecular uptake of dextran after pulsed laser microbeam irradiation using 180 ps, 540 ps, and 1100 ps pulse durations, at $E_p = 2E_{\text{th}}$. 
Figure 5.9: Molecular delivery after irradiation using pulse durations of 180 ps (a, d), 540 ps (b, e), and 1100 ps (c, f) at pulse energies corresponding to 2x the threshold energy for plasma formation, i.e. 0.9 μJ for 180 ps (a, d), 2.4 μJ for 540 ps (b, e), and 4.2 μJ for 1100 ps (c, f): (a – c) phase contrast image showing the irradiation site and damage zone, (d – f) fluorescent image showing cells loaded with FITC-dextran (green).

To determine the spatial extent of cell viability and molecular delivery, we measured the average and standard deviation of the locations of $R_{necr}$ and $R_{perm}$ by recording the radius of cellular injury produced at 8-10 irradiation sites. In some instances the zone of cell injury/permeabilization was slightly elliptical. In these cases the radius of a circle of equivalent area was used. The radial dimensions defining the zones of cellular necrosis and permeabilization as a function of pulse duration and pulse energy are shown in Table 5.3. Again we found that for a given pulse duration, the zones of cellular injury increase with pulse energy. Moreover, the reduction in threshold energy with pulse duration provides the ability to better target the delivery.
An interesting observation of this study is that for all pulse durations and energy combinations tested, the measured maximum bubble radius, \( R_{\text{max}} \), is contained within the standard deviation of the measured radius of cell membrane permeabilization, \( R_{\text{perm}} \).

**Table 5.3:** Laser pulse energy \( (E_p) \), radius of cell death \( (R_{\text{necr}}) \), radius of permeabilized cells \( (R_{\text{perm}}) \), and the maximum cavitation bubble radius \( (R_{\text{max}}) \) when irradiating cell cultures with a cell surface density of 1000 cells/mm\(^2\) at pulse energies corresponding to 1x, 2x, 3x, and 5x the threshold for plasma formation at varying pulse durations.

<table>
<thead>
<tr>
<th>Pulse Duration ( t_p )</th>
<th>( E_p ) [( \mu \text{J} )]</th>
<th>( R_{\text{necr}} ) [( \mu \text{m} )]</th>
<th>( R_{\text{perm}} ) [( \mu \text{m} )]</th>
<th>( R_{\text{max}} ) [( \mu \text{m} )]</th>
</tr>
</thead>
<tbody>
<tr>
<td>180 ps</td>
<td>1x Threshold</td>
<td>0.45</td>
<td>35 ± 5</td>
<td>50 ± 6</td>
</tr>
<tr>
<td></td>
<td>2x Threshold</td>
<td>0.90</td>
<td>46 ± 4</td>
<td>64 ± 9</td>
</tr>
<tr>
<td></td>
<td>3x Threshold</td>
<td>1.35</td>
<td>51 ± 5</td>
<td>82 ± 8</td>
</tr>
<tr>
<td></td>
<td>5x Threshold</td>
<td>2.25</td>
<td>69 ± 7</td>
<td>103 ± 9</td>
</tr>
<tr>
<td>540 ps</td>
<td>1x Threshold</td>
<td>0.96</td>
<td>43 ± 4</td>
<td>72 ± 11</td>
</tr>
<tr>
<td></td>
<td>2x Threshold</td>
<td>1.92</td>
<td>57 ± 5</td>
<td>109 ± 12</td>
</tr>
<tr>
<td></td>
<td>3x Threshold</td>
<td>2.88</td>
<td>66 ± 5</td>
<td>135 ± 8</td>
</tr>
<tr>
<td></td>
<td>5x Threshold</td>
<td>4.80</td>
<td>87 ± 7</td>
<td>159 ± 13</td>
</tr>
<tr>
<td>1100 ps</td>
<td>1x Threshold</td>
<td>1.2</td>
<td>51 ± 5</td>
<td>86 ± 11</td>
</tr>
<tr>
<td></td>
<td>2x Threshold</td>
<td>2.4</td>
<td>80 ± 6</td>
<td>137 ± 14</td>
</tr>
<tr>
<td></td>
<td>3x Threshold</td>
<td>3.6</td>
<td>89 ± 6</td>
<td>143 ± 12</td>
</tr>
<tr>
<td></td>
<td>5x Threshold</td>
<td>6.0</td>
<td>115 ± 8</td>
<td>176 ± 9</td>
</tr>
</tbody>
</table>

### 5.5 Analysis and Discussion

Our objectives in this study are three-fold. First, we aim to establish the relationship between the physical effects of the energy deposition of laser microbeam pulses of varying pulse duration and energy. Second, we seek to determine the relationship between the selected laser microbeam parameters and the subsequent cellular biological response. Third, we will examine how variation in laser microbeam parameters can be used to ‘modulate’ the relative sizes of the regions of cell lysis and molecular delivery.
5.5.1 Hydrodynamic Model for Cavitation Bubble Expansion

We previously reported that for 6 ns laser microbeam pulses focused immediately above the cell monolayer (10 µm), the primary agent for cell lysis, deformation, and injury is the dynamic shear stress produced by the fluid displacement associated with the cavitation bubble expansion [93, 94]. Hydrodynamic analysis from time-resolved imaging studies revealed that the maximum wall shear stress governs the location and spatial extent of cellular necrosis as well as the extent of molecular delivery, independent of laser pulse energy. In addition, we investigated cavitation bubble-induced optoporation and identified a well-defined range of maximum wall shear stress required to achieve molecular delivery to adherent cells [44]. Here we present a summary of this model and apply it to investigate if the cavitation bubble-induced flow is the primary agent for cell necrosis and molecular delivery.

We have utilized a hydrodynamic model (detailed description in Section 3.4.4 and 4.5.1) to determine the spatio-temporal evolution of both the fluid velocity and the wall shear stress produced by the cavitation bubble dynamics resulting from picosecond laser microbeam pulses. Our time-resolved imaging results provided a means to quantify the spatial and temporal evolution of both the radial position \( R_B(t) \) and velocity \( V_B(t) \) of the bubble wall. The radial position of the bubble wall during the cavitation bubble expansion was fit to the function \( R_B(t) = \left[ a + (b/\ln t) \right]^2 \) with \( R_B(t) \) representing the bubble radius as a function of time and \( a \) and \( b \) being the fit parameters. This analytic expression was found to fit all the data series with regression coefficients greater than 0.99 (Table Curve, Systat Software, Richmond, CA). The raw data and curve fit is shown in Figure 5.10, Figure 5.11, and Figure 5.12 for 180 ps, 540 ps, and
1100 ps, respectively. Velocity of the cavitation bubble expansion was determined by differentiation of the analytic curve fit for each pulse duration and energy, also shown. It is seen that the maximum bubble expansion increased with laser pulse duration and energy. Conservation of mass in this system provides the following relationship between the external fluid velocity $V_\infty(r,t)$ and the bubble dynamics as:

$$V_\infty(r,t) = V_g(t) \left( \frac{R_b(t)}{r} \right)^2$$  \hspace{1cm} (5.1)

Conservation of momentum was then applied to obtain the following expression for the wall shear stress $\tau_w(r,t)$ generated by the cavitation bubble expansion [94]:

$$\tau_w(r,t) = \rho \sqrt{\frac{V}{\pi}} \int_0^{t'} \frac{\partial V_\infty(r,t')}{\partial t'} \frac{dt'}{\sqrt{t' - t}}, \hspace{1cm} (5.2)$$

where $\rho$ and $\nu$ are the density and kinematic viscosity of the fluid medium [94]. Equation (5.2) is valid at any radial position $r$ and time $0 < t \leq t'$ where $t'$ is the time of arrival of the bubble wall at position $r$. 
Figure 5.10: Time evolution of the cavitation bubble wall position $R_B(t)$ and velocity $V_B(t)$ determined from time-resolved images of the laser microbeam irradiation using 180 ps pulses at pulse energies corresponding to 1x, 2x, 3x, and 5x the threshold energy for plasma formation.
Figure 5.11: Time evolution of the cavitation bubble wall position $R_B(t)$ and velocity $V_B(t)$ determined from time-resolved images of the laser microbeam irradiation using 540 ps pulses at pulse energies corresponding to 1x, 2x, 3x, and 5x the threshold energy for plasma formation.
Figure 5.12: Time evolution of the cavitation bubble wall position $R_B(t)$ and velocity $V_B(t)$ determined from time-resolved images of the laser microbeam irradiation using 1100 ps pulses at pulse energies corresponding to 1x, 2x, 3x, and 5x the threshold energy for plasma formation.
5.5.2 Impact of Cavitation Bubble-Induced Shear Stress on Cellular Injury and Molecular Delivery

The profiles of the temporal evolution of the wall shear stress are characterized generally by a rapid (≤ 30 ns) increase to a maximum value followed by a more gradual decay [94]. Of particular interest is the maximum shear stress at radial positions corresponding to the regions of cell necrosis and cell membrane permeabilization. Table 5.4 provides the maximum wall shear stress predicted by our hydrodynamic analysis at the interface of these two regions, i.e., at \( r = R_{\text{necr}} \) and \( r = R_{\text{perm}} \). This table encompasses pulse durations of 180 ps, 540 ps, and 1100 ps at energies corresponding to 1x, 2x, 3x, and 5x the threshold energy for plasma formation, resulting in energy ranges of 0.45 µJ – 10.5 µJ. Remarkably, even with wide range of pulse energies examined for each pulse duration, the range of shear stresses calculated at each zone of cellular injury is quite narrow within a given pulse duration. The location representing the maximum extent of necrotic cells (\( r = R_{\text{necr}} \)) is exposed to shear stresses of \( \tau_{w,\text{max}} > 26 \pm 2 \) kPa for 180 ps pulses, \( \tau_{w,\text{max}} > 33 \pm 4 \) kPa for 540 ps pulses, and \( \tau_{w,\text{max}} > 34 \pm 6 \) kPa for 1100 ps pulses. The analysis also indicates that the molecular delivery to these cells with a 3 kDa FITC-conjugated Dextran through transient membrane permeabilization (\( r = R_{\text{perm}} \)) requires a maximum shear stress of \( \tau_{w,\text{max}} > 12 \pm 1 \) kPa for 180 ps pulses, \( \tau_{w,\text{max}} > 9 \pm 1 \) kPa for 540 ps pulses, and \( \tau_{w,\text{max}} > 13 \pm 2 \) kPa for 1100 ps pulses. Cells exposed to shear stresses lower than those reported for \( r = R_{\text{perm}} \) remain viable and appear unaffected by the pulsed laser microbeam irradiation.
Table 5.4: Summary of hydrodynamic data and analysis providing the maximum wall shear stress $\tau_{w,max}$ computed at $R_{necr}$ and $R_{perm}$ for 180 ps, 540 ps, and 1100 ps at energies corresponding to 1x, 2x, 3x, and 5x the threshold for plasma formation. The mean and standard deviation $\tau_{w,max}$ for each pulse duration are also shown.

<table>
<thead>
<tr>
<th>Pulse Duration, $t_p$</th>
<th>$E_p$ [µJ]</th>
<th>$\tau_{w,max}$ at $r = R_{necr}$</th>
<th>$\tau_{w,max}$ at $r = R_{perm}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>180 ps</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1x Threshold</td>
<td>0.45</td>
<td>23 ± 7</td>
<td>11 ± 3</td>
</tr>
<tr>
<td>2x Threshold</td>
<td>0.90</td>
<td>26 ± 5</td>
<td>14 ± 4</td>
</tr>
<tr>
<td>3x Threshold</td>
<td>1.35</td>
<td>28 ± 6</td>
<td>11 ± 2</td>
</tr>
<tr>
<td>5x Threshold</td>
<td>2.25</td>
<td>27 ± 6</td>
<td>12 ± 2</td>
</tr>
<tr>
<td>Mean ± SD</td>
<td></td>
<td>26 ± 2</td>
<td>12 ± 1</td>
</tr>
<tr>
<td>540 ps</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1x Threshold</td>
<td>1.2</td>
<td>31 ± 6</td>
<td>11 ± 2</td>
</tr>
<tr>
<td>2x Threshold</td>
<td>2.4</td>
<td>33 ± 6</td>
<td>9 ± 2</td>
</tr>
<tr>
<td>3x Threshold</td>
<td>3.6</td>
<td>38 ± 6</td>
<td>9 ± 1</td>
</tr>
<tr>
<td>5x Threshold</td>
<td>6.0</td>
<td>28 ± 5</td>
<td>8 ± 1</td>
</tr>
<tr>
<td>Mean ± SD</td>
<td></td>
<td>33 ± 4</td>
<td>9 ± 1</td>
</tr>
<tr>
<td>1100 ps</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1x Threshold</td>
<td>2.1</td>
<td>44 ± 9</td>
<td>16 ± 4</td>
</tr>
<tr>
<td>2x Threshold</td>
<td>4.2</td>
<td>29 ± 4</td>
<td>10 ± 2</td>
</tr>
<tr>
<td>3x Threshold</td>
<td>6.3</td>
<td>30 ± 4</td>
<td>12 ± 3</td>
</tr>
<tr>
<td>5x Threshold</td>
<td>10.5</td>
<td>31 ± 4</td>
<td>13 ± 1</td>
</tr>
<tr>
<td>Mean ± SD</td>
<td></td>
<td>34 ± 6</td>
<td>13 ± 2</td>
</tr>
</tbody>
</table>

Figure 5.13 illustrates the interrelationship between the spatial region occupied by the necrotic, optoporated, and unaffected viable cells and the maximum transient shear stress for 180 ps, 540 ps and 1100 ps laser pulse durations at varying pulse energy. The curves represent the predictions of the hydrodynamic model for the maximum wall shear stress as a function of radial position for each laser microbeam pulse energy. The shaded regions are defined by the range of shear stresses necessary for the laser microbeam to produce the appropriate cellular effect. The intersection of an individual curve with each shaded region defines the range of maximum wall shear stress and radial positions in which the various cellular effects are achieved for the given pulse energy. The location of the experimental data points is remarkably consistent with the boundaries of the shaded regions.
Figure 5.13: Hydrodynamic model predictions of the maximum wall shear stress $\tau_{w,max}$ for pulse durations of 180 ps, 540 ps, and 1100 ps at energies corresponding to 1x, 2x, 3x, and 5x the threshold for plasma formation. Colored regions indicate the resulting cellular effect: necrotic, molecular delivery (MD) and viable.
5.5.3 Modulation of Extent of Cellular Injury and Molecular Delivery By Varying Pulse Duration

The use of shorter pulse durations provides the ability to produce plasmas at smaller pulse energies and create cellular modifications with greater spatial precision and specificity, as demonstrated in Table 5.3. In addition, it is well known that a change in pulse duration also affects how the energy of the plasma is dissipated amongst the various pathways, e.g. plasma luminescence, vaporization, shock wave energy, bubble energy, etc. For this reason, we wish to explore if variation of pulse laser microbeam duration can be used to modulate the relative amount of cell necrosis or molecular delivery.

In Table 5.5, we list the pulse energy, bubble energy, and ratio of bubble energy to pulse energy for 180 ps, 540 ps, and 1100 ps. We also provide an estimate for the number of necrotic and optoporated cells by taking the product of the area of cell injury or permeabilization and the cell surface density of 1000 cells/mm². Collectively, the results demonstrate that increases in pulse energy at each pulse duration produces substantial increases in both the zones of cellular damage and the number of permeabilized cells. To determine if there is exists an ‘optimal’ optoporation pulse duration which achieves maximum molecular delivery and minimal cell necrosis, we examined the ratio of permeabilized cells to necrotic cells for each of the laser parameters examined, as shown in the last column of Table 5.5. We found 540 ps to be the most favorable pulse duration to achieve this, providing the maximum ratio of permeabilized to necrotic cells for all pulse energies tested. At this pulse duration, the ratio of the calculated number of permeabilized cells to necrotic cells was as high as
3.11 for a pulse energy of 3x threshold (Table 5.5). Figure 5.14 illustrates the mechanical transduction efficiency (i.e. the percentage of laser pulse energy converted to bubble energy) across all pulse durations examined for pulse energies of 1x, 2x, 3x, and 5x the threshold energy for plasma formation. At all pulse energies tested, 540 ps provides the highest mechanical transduction efficiency. The higher bubble energy at this pulse duration may be a contributing factor to the higher spatial extent of permeabilized cells.

Table 5.5: Laser pulse energy ($E_p$), mechanical bubble energy ($E_B$), mechanical transduction efficiency ($E_B/E_p$), number of necrotic cells, number of permeabilized cells, and the ratio of permeabilized cells to necrotic cells for pulse durations of 180 ps, 540 ps, and 1100 ps at energies corresponding to 1x, 2x, 3x, and 5x the threshold for plasma formation.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>180 ps</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1x Threshold</td>
<td>0.45</td>
<td>0.02</td>
<td>3.92</td>
<td>4 ± 1</td>
<td>4 ± 2</td>
<td>0.98</td>
</tr>
<tr>
<td>2x Threshold</td>
<td>0.90</td>
<td>0.07</td>
<td>8.24</td>
<td>7 ± 1</td>
<td>6 ± 4</td>
<td>0.96</td>
</tr>
<tr>
<td>3x Threshold</td>
<td>1.35</td>
<td>0.14</td>
<td>10.11</td>
<td>8 ± 2</td>
<td>13 ± 4</td>
<td>1.53</td>
</tr>
<tr>
<td>5x Threshold</td>
<td>2.25</td>
<td>0.27</td>
<td>11.93</td>
<td>15 ± 3</td>
<td>18 ± 7</td>
<td>1.24</td>
</tr>
<tr>
<td>540 ps</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1x Threshold</td>
<td>0.96</td>
<td>0.07</td>
<td>7.09</td>
<td>6 ± 1</td>
<td>10 ± 5</td>
<td>1.81</td>
</tr>
<tr>
<td>2x Threshold</td>
<td>1.92</td>
<td>0.16</td>
<td>8.40</td>
<td>10 ± 2</td>
<td>27 ± 8</td>
<td>2.68</td>
</tr>
<tr>
<td>3x Threshold</td>
<td>2.88</td>
<td>0.28</td>
<td>9.84</td>
<td>14 ± 2</td>
<td>43 ± 7</td>
<td>3.11</td>
</tr>
<tr>
<td>5x Threshold</td>
<td>4.80</td>
<td>0.56</td>
<td>11.59</td>
<td>24 ± 4</td>
<td>55 ± 13</td>
<td>2.32</td>
</tr>
<tr>
<td>1100 ps</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1x Threshold</td>
<td>1.2</td>
<td>0.10</td>
<td>8.51</td>
<td>8 ± 2</td>
<td>15 ± 6</td>
<td>1.82</td>
</tr>
<tr>
<td>2x Threshold</td>
<td>2.4</td>
<td>0.25</td>
<td>10.58</td>
<td>20 ± 3</td>
<td>39 ± 12</td>
<td>1.96</td>
</tr>
<tr>
<td>3x Threshold</td>
<td>3.6</td>
<td>0.44</td>
<td>12.36</td>
<td>25 ± 4</td>
<td>40 ± 11</td>
<td>1.59</td>
</tr>
<tr>
<td>5x Threshold</td>
<td>6.0</td>
<td>0.85</td>
<td>14.15</td>
<td>42 ± 6</td>
<td>56 ± 12</td>
<td>1.35</td>
</tr>
</tbody>
</table>
Figure 5.14: Mechanical transduction efficiency of pulse energy transferred to cavitation bubble energy ($E_B/E_p$) for 180 ps, 360 ps, 540 ps, and 1100 ps at energies corresponding to 1x, 2x, 3x, and 5x the threshold for plasma formation. A pulse duration of 540 ps achieves the highest mechanical transduction efficiency.
5.6 Conclusion

We have examined the effects of pulse duration and energy on the cellular response to laser microbeam pulses produced by pulsed laser microbeam irradiation at $\lambda = 532$ nm in PtK$_2$ cell monolayers cultured at a density of 1000 cells/mm$^2$. Time resolved imaging was used to characterize the physical dynamics laser-microbeam interactions with cells for pulse durations ranging from 180 ps to 1100 ps and energies from 0.45 $\mu$J to 10.5 $\mu$J. Fluorescence viability and membrane permeability assays were used to assess the cellular response and spatial extent of resulting cell necrosis and membrane permeability. The reduction in pulse duration provides the ability to generate a plasma at smaller energies, thereby greatly improving the spatial precision and specificity of the pulsed laser microbeam effects. Moreover, the variation of pulse duration allows for modulation of the relative of cellular damage versus molecular delivery. This may be useful for some applications where molecular delivery is favored over cell lysis. As was found when using 6 ns pulses, the peak wall shear stresses produced by cavitation bubble expansion was seen to be the primary agent for cell necrosis and molecular delivery via transient permeabilization of the cell membrane in viable cells when using picosecond pulses. We have defined a narrow range of shear stress required for molecular delivery into this cell type at this surface density.
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Chapter 6

LASER MICROBEAMS AS TOOLS TO STUDY BIOCHEMICAL PATHWAYS IN-VITRO

6.1 Introduction

Thus far in this dissertation, we have evaluated the cellular response to laser microbeam irradiation with viability and molecular delivery assays using standard fluorescence microscopy techniques. We have characterized the physical interaction of cavitation bubble expansion with the cell monolayer and have deemed the cells beyond the observed permeabilized region as ‘unaffected’. However, conventional microscopy techniques are insufficient to determine if the cells are in fact truly unaffected. It is of interest to determine if the cellular biochemical activity is modified in response to the stress from laser microbeam irradiation. It has been shown that laser microbeam irradiation can induce a stress response in cells, such as spikes in calcium signaling [48, 107]. In this chapter, we will determine if the fluid shear resulting from cavitation bubble expansion is capable of stimulating biochemical pathways.

The study of cellular response to mechanical stimuli has advanced greatly with the availability of molecular probes to facilitate measurements of cell signaling [16]. The type of stress stimuli, as well as its level of intensity, can induce responses within
both the targeted cell and neighboring cells. This diverse set of responses can range from electrophysiological modulation of membrane proteins, cellular reorganization, signal transduction cascades, and activation of transcription factors. Often, a response to stress stimuli can have important roles in the pathogenesis of a disease. Thus, there is a strong interest in the field of cellular manipulation to discover stress response elements. However, many questions remain as to how cells sense mechanical stimuli and transmit them into intracellular biochemical signals. Current techniques to induce a stress response to live cells, such as laser tweezers [16] and flow chambers [3, 70], are very bulky and slow, with a limited ability for high throughput cell screening.

Laser microbeam-induced cavitation provides a fast, non-contact means to create transient localized shear stresses to nearby cells. In previous chapters we have characterized laser-generated cavitation bubble dynamics in fluid media, providing spatially and temporally resolved shear stress distributions resulting from cavitation bubble expansion. Hydrodynamic analysis of the cavitation bubble dynamics revealed that cells surrounding the site of laser irradiation are subject to high (relative to physiological values) transient shear stresses on the nanosecond to microsecond time scales. The use of laser-generated cavitation bubbles to induce a stress response in cells is a promising technique for evaluating activity of mechanical transduction pathways for high throughput cell screening/sorting with applications in disease diagnostics and therapeutics.

In this section we validate the method of using laser-generated cavitation bubbles to induce a stress response in a cell sample by demonstrating the ability to successfully activate a cellular biochemical pathway in response to mechanical stress.
The Src kinase has been shown to be a key player in the transduction of mechanical stimuli from the extracellular environment into the cell via cell adhesion and focal adhesion complexes [35]. Here we use a Förster resonance energy transfer (FRET)-based biosensor capable of detecting Src kinase activation.

### 6.2 Description of FRET and the Src Kinase Biosensor

In the fields of molecular biology and fluorescence microscopy, FRET is a useful tool to quantify molecular dynamics such as protein-protein interactions and protein conformational changes in live cells with high spatial and temporal resolution [103, 122]. FRET occurs between two fluorophores if they are in close proximity and if the emission spectrum of the donor fluorophore sufficiently overlaps the excitation spectrum of the acceptor fluorophore [16]. Any change in the distance and/or relative orientation between the two fluorophores can affect the efficiency of FRET and the resulting ratio of fluorescence emission by the acceptor and donor.

A FRET-based biosensor capable of detecting Src kinase activation has been used in this proof-of-principle experiment. This genetically encoded biosensor is a Src substrate peptide with cyan and yellow fluorescent proteins (CFP and YFP) attached in close proximity to yield a high FRET signal. Upon Src phosphorylation, the CFP and YFP are separated, thus decreasing the FRET signal (Figure 6.1). This Src biosensor has been shown to specifically report Src activation in vitro [121, 137].
Figure 6.1: (a) Schematic representation of the Src reporter. The cartoon illustrates the FRET effect of the Src reporter upon the actions of Src kinase or phosphatase. (b) Emission spectra of the Src reporter before (black) and after (red) phosphorylation by Src. (Adapted from Wang YX, et. al., Nature, 434 (7036) 1040-1045, 2005) [137].

6.3 Materials and Methods

6.3.1 Cell Irradiation

Figure 6.2 shows the current setup for achieving cellular manipulations using a pulsed laser. The cell sample is placed on the stage of an inverted Zeiss Axiovert S100 microscope. An Nd:YAG laser pulse ($\lambda = 532$ nm, $E_p = 1 - 10.5 \mu$J) is focused at a location $10 \mu$m above the cell monolayer. A bright-field objective (40x, 0.8 NA,
Achroplan, Zeiss) was used for cell irradiation. The cavitation bubble generated by the laser pulse expands and collapses, exposing the cells to a transient shear stress surrounding the site of laser irradiation.

**Figure 6.2:** Setup for cellular manipulations using laser-generated cavitation.

### 6.3.2 Cell Culture

Bovine aortic endothelial cells (BAEC) were cultured using standard cell culture techniques and grown to 80% confluence in polystyrene culture dishes with glass bottoms in Advanced DMEM with Glutamax (Invitrogen) and transfected with the Src reporter using Fugene 6 (Roche).
6.3.3 Fluorescence Imaging of FRET

Cells were imaged in bright-field and trans-fluorescence both before and after (within 2 minutes) of the laser pulse delivery to the cell sample. For trans-fluorescence imaging, the fluorescence lamp was mounted on the microscope condenser with a CFP excitation filter in front, and both CFP and YFP emission filters (Chroma Technology Corp.) were placed in the microscope filter cube. A Quantix CCD camera (Photometrics, Roper Scientific, Trenton, NJ) was used for the trans-fluorescence and bright-field imaging, using a 40x, 0.8 NA (Zeiss Achroplan, Jena, Germany) objective. Camera operation and image acquisition was performed using V++ imaging software (Photometrics, Roper Scientific, Trenton, NJ).

6.3.4 Image Analysis

Image processing was conducted in Matlab and the CFP/YFP intensity ratio was computed to determine the FRET signal. Matlab code developed by Dr. Elliot Botvinick at the University of California, San Diego was used, and has been described in detail in literature [16]. The following procedures were applied: extraction of the CFP and YFP subimages from the raw image, pixel registration between the two subimages, extraction of the cell from the background, subtraction of the background signal, and calculation of the ratio image.

6.4 Results

We found a decrease in the FRET signal (i.e. an increase in the CFP/YFP ratio), indicating the activation of Src, in cells following the laser pulse at distances up to
1 mm away from the site of laser irradiation when using a pulse duration of 1100 ps and a pulse energy of 10.5 µJ. Examples are shown in Figure 6.3 and Figure 6.4. A definite increase in intensity of the ratio of CFP to YFP emission can be seen after the laser pulse was fired, indicating activation of the Src kinase and a biochemical response to the cavitation bubble-induced shear stress.

**Figure 6.3:** Images showing the ratio of CFP/YFP emission of cells positioned 740 microns away from the site of laser irradiation before and after a 10.5 µJ, 1100 ps pulse.

**Figure 6.4:** Images showing the ratio of CFP/YFP emission of cells positioned 200 microns away from the site of laser irradiation before and after a 10.5 µJ, 1100 ps pulse.
This technique holds great promise as a non-contact, non-chemical means for
inducing a stress response in cells to evaluate the activity of biochemical pathways for
high throughput cell screening/sorting for applications in molecular imaging, disease
diagnostics, and therapeutics.
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Chapter 7

APPLICATIONS FOR PULSED LASER MICROBEAMS IN MICROFLUIDIC DEVICES

7.1 Introduction

Microfluidic devices have emerged as effective platforms for the manipulation and analysis of small sample volumes and the integration of multiple processes for lab-on-a-chip (LOC) experiments. The integration of pulsed laser microbeams with microfluidic devices is particularly advantageous for LOC applications to achieve the manipulation of cells and fluids within a microfluidic environment [43, 91]. One particular advantage is that pulsed laser microbeam irradiation does not require the incorporation of any specialized on-chip instrumentation. This greatly reduces the design complexity and cost of the individual microdevice, thereby making it economical to dispose of the LOC device after single-use. Rather, one must invest in a laser platform and a microscope objective to deliver the laser radiation into the microdevice. Second, the laser microbeam can be directed to any optically-accessible location within the microdevice. This provides tremendous flexibility with respect to the timing and location of cell/fluid manipulation; enabling potentially the parallelization of cellular analysis at multiple device locations.
In this chapter, we demonstrate three examples of the use of laser microbeams for manipulation within microfluidic devices. Based on our understanding of laser microbeam processes we have tailored the microbeam parameters (i.e. pulse duration and energy) to achieve the desired effect. First, we demonstrate the use of nanosecond and picosecond laser pulses to achieve targeted lysis of non-adherent cells for cellular analytics. Second, we utilize picosecond pulses to provide precise localized damage of neuronal axons for the study of central nervous system neuronal injury and regeneration. Lastly, we discuss the ability of laser microbeams to provide localized mixing of two fluid streams within the confines of a microfluidic device that may provide a means to subject cells to a transient or repeated exposure of a chemical agonist.

7.2 Targeted Single Cell Lysis in Microfluidic Channels

Our laboratory, in conjunction with the Allbritton group, has been working towards the use of laser microbeams to facilitate single cell analysis via electrophoresis on a LOC device [91]. Studies utilizing 6 ns pulses to achieve cell lysis within a microfluidic channel posed substantial challenges due to the cavitation bubble size. Time-resolved imaging studies have shown that in a confluent cell culture, the optical lysis event from a 6 nanosecond laser pulse is accompanied by the formation of a cavitation bubble whose maximum size is roughly 300 µm in diameter [93, 94]. Cavitation bubbles of this size may pose problems in a microfluidic channel because fluid equivalent to the volume of the bubble must be displaced. Even though these bubbles expand and collapse within microseconds, they may damage or otherwise elicit a biochemical response in neighboring cells resident on the device. Furthermore, the
expanding cavitation bubble deforms the polymeric walls of the microfluidic channel. Figure 7.1 provides an image taken using our time-resolved imaging system of cavitation bubble formation within a 50µm channel at 275 ns after delivery of a single laser pulse. One cell was lysed while its neighbor remained intact, and the intracellular contents can be seen jetting out. The deformation of the polymeric walls caused by the cavitation bubble expansion is also seen. This demonstrates the ability of a laser microbeam system to create damage with high spatial specificity as well as the impact of secondary effects caused by cavitation bubble dynamics in confined volumes.

**Figure 7.1:** Laser microbeam induced cell lysis within a 50 µm wide microfluidic channel 275 ns after the delivery of one 6 ns, 20 µJ laser pulse. The targeted cell was lysed with its neighbor remaining intact. Cavitation bubble expansion also caused deformation of the silicone microfluidic channel walls.

These results, combined with our study of the impact of pulse duration on laser microbeam irradiation (Chapter 5), motivated us to move to shorter pulse durations to provide more localized cell lysis. Another study in our laboratory utilized 540 ps pulses and fluorescent time-resolved imaging to visualize the cell contents during the cell lysis process [91]. Figure 7.2 provides a series of time-resolved fluorescence images that
depict the interaction of a single BAF-3 cell (loaded with CellTracker™ dye) with the
laser-induced cavitation bubble. At 16 ns we see that the light emission from the
plasma produced by the pulsed laser microbeam irradiation excites the fluorescence of
the cell and makes the cell very bright. At 31 ns the outline of the bubble is clearly
visible because during its expansion it compresses the cell against the top and side walls
of the microchannel and the fluorescent contents have already started to be released
from the cell. At 95 ns and 239 ns time delays, the cell appears to have been lysed
completely and the fluorescent cytosol has been dispersed around the entire periphery of
the bubble as well as almost the entire length of the microfluidic channel within the
field of view.
The initial release and dispersion of the cell contents occurs on the sub-microsecond time scale. This characteristic of pulsed laser microbeam cell lysis makes it a strong candidate for analytical applications where the biochemical dynamics of the analyte of interest is very rapid. Another positive characteristic of the pulsed laser microbeam cell lysis process is that while the initial dispersion and dilution of the cell contents is significant, the fluid flow associated with the cavitation bubble collapse relocalizes the cell contents with minimal dilution. This re-localization of the cell contents is consistent with the present understanding of cavitation bubble dynamics in

**Figure 7.2:** Fluorescent cell lysis dynamics inside the microfluidic chip. Fluorescent images of the laser-microbeam cell lysis process inside the microfluidic channel on time scales spanning 9 orders of magnitude. Adapted from Quinto-Su et. al. *Lab on a Chip* 2008 [91]. Scale bar = 50 µm.
microfluidic channels. The end effect is that the cellular biochemical reactions are effectively terminated on the millisecond time scale. These characteristics are particularly advantageous for subsequent analysis or manipulation of the cellular constituents. Given the relative ease with which optical methods can be integrated with microfluidic devices, we expect that the use of pulsed laser microbeam cell lysis may provide a power method for a broad variety of lab-on-chip applications.

7.3 Localized Neuronal Injury to Study CNS Regeneration

Here we demonstrate another application for targeted cellular manipulation in microfluidic devices to study central nervous system (CNS) injury and regeneration. Spinal cord injury is a challenging field of study, in part because simple and reproducible in vitro models do not currently exist. Instead, researchers must perform time-consuming and technically demanding studies in vivo that preclude the rapid, high-throughput screening of compounds of interest. More recently, microfluidic approaches are being increasingly used in a variety of neuroscience applications [87, 88]. The Jeon Lab at the University of California, Irvine has developed a novel microfabricated, multi-compartment neuronal culture chamber for neuroscience research using microfabrication and soft lithography techniques [118, 119]. This chamber allows active control and fluidic isolation of neuronal microenvironments, and may result in new avenues of research for neurodegenerative diseases. Additionally, this chamber can be coupled with substrate patterning to direct the sites of neuronal attachment, orientation, and length of neurite outgrowth. Compared to conventional assays, the microfluidic device is easy to use, yields reproducible results (>90%), is compatible with long-term
culture of CNS neurons, and allows reproducible severing of neurons, otherwise known as axotomy.

**Figure 7.3:** The microfluidic-based culture platform directs axonal growth of CNS neurons and fluidically isolates axons. (a) Schematic of the culture platform showing the somal and axonal compartments connected by microgrooves (10 μm wide, 3 μm high). (b) Rat CNS neurons stained with Cell Tracker Green in the microfluidic device. Adapted from Taylor, et. al. *Nature Methods*, (2)8, 2005 [118].

Axotomy is currently achieved in these devices by applying gentle suction with a laboratory vacuum for 10-15 seconds on the axonal chamber [87]. Due to high fluidic resistance of the microgrooves, only the fluid in axonal chamber is removed. This procedure results in reproducible, unambiguous severing of all the processes in the axonal chamber. Meanwhile, cell bodies and neuritic processes attached in the somal chamber are not affected as they are fluidically isolated from axonal chamber.

Although these devices provide a reproducible way to study neural injury and regeneration in vitro, the current axotomy technique removes all axons on the axonal side of the chamber, making it impossible to compare a severed axon to an intact neighbor within the same device. This situation provides an ideal opportunity to apply
pulsed laser microbeam irradiation as a non-contact means for targeted axotomy of neurons within the device. In Figure 7.4 we provide a proof of principle demonstration where focused a 180 ps, 0.8 μJ laser microbeam pulse on a single axon coming out of the microgrooves in a device. The laser irradiation was used to sever a single axon, while the neighboring axons less than 50 μm away remained intact. Subsequent time-lapse photography allowed monitoring of the axonal regrowth over a 24 hour period.

![Figure 7.4: Laser microbeam-induced axotomy of rat CNS neurons in a microfluidic device. The microgrooves can be seen in the left of each frame with the axons coming out. (a) Bright-field image with ‘x’ marking the location of laser microbeam pulse delivery. (b) Bright field image immediately after 180 ps, 0.8 μJ irradiation. (c) Phase contrast image showing axonal regrowth 24 hours post-irradiation. Scale bar = 50 μm.](image)

While the above device is extremely useful in studying CNS regeneration in vitro, it does not recapitulate the organized structure of the spinal cord and thus poorly simulates CNS injury. To better mimic axon bundles as they exist in vivo, the Jeon group has also developed a microfluidic-based strip assay that utilizes cultures of dissociated neurons to model the organized structure of the spinal cord, such as spatial separation of the axonal extensions from the cell bodies [124]. They have combined micropatterning and microfluidics to selectively place high purity CNS neurons on a favorable substrate but allow only axons to interact with permissive (i.e. polylysine) and
inhibitory substrates (i.e. aggregan) presented in alternating strips. The resulting microfluidic device provides alternating strips of neuron bundles 25 μm in width.

Pulsed laser microbeams offer a great advantage for performing precise axotomy in these devices. Figure 7.5 provides the result of one such experiment in which a 180 ps, 0.5 μJ laser microbeam pulse was used to irradiate a 25 μm-wide bundle of axons within a microfluidic device. The laser microbeam irradiation resulted in the creation of a lesion less than 25 μm in diameter in the targeted bundle, while the neighboring bundle 25 μm away remained unaffected. Time lapse photography allows monitoring of the axonal retraction and regrowth.
**Figure 7.5:** Laser axotomy of 25 μm-wide axon bundles within a microfluidic device. A single, 180 ps, 0.5 μJ pulse was focused onto the glass coverslip in the center of the lower bundle, creating a damage zone of less than 25 μm. Size of the damaged area can be monitored over time and axonal regeneration begins within 1 hour after irradiation. After 6 hours, the axons have regenerated across the area of damage. Scale bar = 25 μm.

We employed time-resolved imaging to clearly visualize the cavitation bubble interaction with the axon bundles and determine the mechanism responsible for damage. Figure 7.6 is a time-resolved image series of the shock wave and cavitation bubble dynamics resulting from a 180 ps, 0.5 μJ laser microbeam pulse. In Figure 7.6 (a) and
(b), the shock wave can be seen and quickly passes out of the field of view and does not appear to create any axonal damage. Upon close inspection of Figure 7.6 (d), (e) and (f), it appears that the severing of axons occurs within the first 1 μs. In Figure 7.6 (d), axons can still be seen under the bubble. In Figure 7.6 (e) it appears that there is damage occurring to the axons and in Figure 7.6 (f), no axons can be seen in the center of the bubble, indicating that the axons have been severed. The axon bundles can be seen near the edge of the bubble. This is consistent with our studies of laser microbeam-induced cell lysis that cellular injury occurs during cavitation bubble expansion when the laser microbeam focal volume is focused 10 μm above the cell surface.

Figure 7.6: Time-resolved image series of laser axotomy of 25-μm-wide bundles following irradiation with a 180 ps, 0.5 μJ laser microbeam pulse.

Through careful selection of the laser parameters, we can modulate the spatial degree of damage within these devices, depending on the specific application. A
similar technique termed ‘femtosecond laser nanoaxotomy’ is also being used to study nerve regeneration in vivo, as other researchers have used 780 nm femtosecond pulses to study nerve regeneration of touch neurons in C.elegans [17, 145]. Laser microbeam-based techniques offer a precise surgical tool with variable degrees of spatial specificity to observe and study nerve regeneration both in vitro and in vivo.

7.4 Laser-Induced Mixing in Microfluidic Channels

Here we introduce a novel strategy for mixing solutions and initiating chemical reactions in microfluidic systems. We utilize nanosecond laser pulses generate cavitation bubbles within 100 µm and 200 µm wide microfluidic channels containing the parallel laminar flow of two fluids. The bubble expansion and subsequent collapse within the channel disrupts the laminar flow of the parallel fluid streams and produces a localized region of mixed fluid. This approach to generate the mixing of adjacent fluids may prove advantageous in many microfluidic applications as it neither requires tailored channel geometries nor the fabrication of specialized on-chip instrumentation.

The challenge of rapidly mixing two fluids within a laminar flow has received considerable attention within the microfluidics community [36, 41, 49, 50, 64, 86, 101]. Microfluidic devices possess characteristic channel widths in the range $W \sim 50$-500 µm.

---

with volumetric flow rates of $Q \approx 50-500 \, \mu\text{L/hr}$ resulting in Reynolds numbers of $Re \ll 10$. The resulting laminar flow admits only diffusion as a mechanism to mix two adjacent fluid streams. The reliance on diffusion alone for the mixing of reactants results in extremely long mixing times and lengths. Specifically, molecular diffusion across a distance of 100 $\mu$m requires times of 10-1000 seconds when considering molecules with diffusivities in the range of $10^{-3} - 10^{-5} \, \text{mm/s}$ [83]. This translates into mixing lengths of 0.1-10 m. Such mixing times and lengths are clearly impractical for rapid mixing of small volumes. Thus microfluidic devices that aim to provide rapid kinetic biochemical analysis cannot rely on diffusion alone to mix reagents. Several articles have considered in detail these issues pertaining to flow and transport at the microscale [46, 83, 85, 111].

The limitations posed by diffusion-based transport have spurred researchers to develop various strategies to rapidly mix small volumes in microfluidic devices. Generally these strategies either employ changes in channel geometry (static mixers) or introduce external energy sources (active mixers) to enhance fluid contact and/or destabilize the laminar flow [20]. In static mixers, the simplest design modifications are to increase channel length and tortuosity to increase fluid contact time and enhance diffusion. The use of hydrodynamic focusing to achieve reductions in both the flow cross-section and molecular diffusion time has also been described [57, 102, 110]. Such hydrodynamic focusing strategies have provided mixing times as rapid as 8 $\mu$s [45]. In other areas, researchers have designed static mixers that utilize chaotic advection, a process in which fluid interfaces undergo stretching and folding to achieve higher mixing efficiencies. Mixers that employ chaotic advection can involve complex designs...
with three-dimensional microchannels or relief features on the microchannel floor to achieve mixing of two fluid streams [67, 114, 120]. In active mixers, an energy source is used to destabilize the laminar flow. A simple case of this approach utilizes the temporal pulsing of the flow rate of two fluid streams and has been shown to create well-mixed regions within 250 ms in a 200 µm x 120 µm channel at a flow rate of 1.55 µL/s [37]. Designs employing ultrasound [68, 146], electro-osmotic flow [79], dielectrophoresis [31] and magnetic microstirrers [71, 116] have all been examined to mix two fluids within microchannels. Thus a multitude of approaches have been proposed to handle the microfluidic mixing problem. The choice of mixer type is best decided by the specific application and other considerations such as complexity of design and fabrication.

In this report we present a new method to provide rapid, localized mixing of fluids in microfluidic channels on demand. The concept utilizes the delivery of a highly-focused nanosecond laser pulse resulting in plasma formation and subsequent cavitation bubble generation. The three dimensional character of the fluid flow associated with the cavitation dynamics causes two adjacent fluid streams to mix on microsecond to millisecond time scales. This laser-based method of fluid mixing has several important characteristics that differentiate it from those using more conventional active mixing methods such as ultrasound. First, laser-generated cavitation produces a volume of mixed fluid only in the region surrounding the laser focal volume; thereby enabling the production of a locally mixed fluid volume within the microfluidic channel. Second, the focal volume of the laser beam can be moved easily and thus the site of mixing is not fixed at a particular location in the device. Third, the laser delivery can be
easily switched on and off to provide fluid mixing only at specific times in a microfluidic process. Last, since the laser is decoupled from the microfluidic device, this approach provides microfluidic mixing capabilities without requiring any modification to the microfluidic device design or fabrication. Pulsed laser microbeams also offer additional capabilities in a microfluidic context and can provide a multi-functional tool for capabilities such as selective cell lysis [61], fluorescence excitation, and un-caging of photo-excitable compounds [89]. Finally, one can envision new applications wherein the use of an on-demand, localized mixing capability could prove useful, for example, to mix small volumes of two reactants to synthesize small quantities of product.

In this study a highly-focused Q-switched Nd:YAG laser emitting 6 ns duration pulses at $\lambda = 532$ nm was used to produce mixing within the parallel flow of two adjacent fluids within a microfluidic channel. The dynamics and extent of mixing were assessed in three studies. First, time-resolved photography was used to visualize the spatio-temporal dynamics of the cavitation-induced mixing at the site of laser pulse delivery on nanosecond to millisecond time scales. Second, a fluorescence detection system was used to examine the spatial extent of the mixed bolus of fluid approximately 7 mm downstream from the site of pulsed laser delivery. Third, fluorescence video microscopy was used to visualize the efficacy of this mixing approach to initiate a biochemical reaction. This was done by establishing the parallel flow of two adjacent fluid streams containing non-fluorescent substrate and catalyst molecules that, when mixed, yield a fluorescent product.
7.4.1 Materials and Methods

7.4.1.1 Microfluidic Device Fabrication

The microfluidic device was fabricated from poly(dimethyl siloxane) (PDMS) using casting techniques. A SU-8 photo-resist layer was spin coated onto a silicon wafer and the desired pattern was etched using standard photolithography techniques. The channel design (shown in the lower left hand corner of Figure 7.7) consisted of two inlets and an outlet in the form of a Y, with channel widths of either 100 or 200 µm and a channel depth of 50 µm. Two-part silicone resin (Sylgard 184, Dow Corning Corp.) was mixed in a 10:1 ratio (PartA:PartB, v/v) and poured over the silicon master, degassed and cured at 70°C for 1 hour. The cured polymer was peeled from the silicon wafer and sealed against a glass coverslip after punching inlet and outlet vias for fluid access.

Figure 7.7: Setup for laser-induced mixing and time-resolved imaging.
7.4.1.2 Time-Resolved Bright-Field Imaging of Laser-Induced Mixing

Figure 7.7 is a schematic of the experimental system used in the time-resolved imaging experiments. Fluid was metered into the microfluidic channels using two 100 µL syringes (Gastight No. 81026, Hamilton Co.) connected to the device using Teflon tubing and driven by a syringe pump (Pump 11, Harvard Apparatus). Two fluid streams consisting of water and 8 mg/mL Naphthol Green Dye (Sigma), were supplied from separate syringes each at a flow rate of 50 µL/hr into individual channels of 100 or 200 µm width. The flow rate of 100 µL/hr resulted in mean flow velocities of 2.8 and 5.6 mm/s in channels of 200 µm and 100 µm width, respectively.

The microfluidic device was placed on the sample stage of an inverted microscope (Zeiss Axiovert A110) and the λ= 532 nm output from a frequency-doubled Q-switched Nd:YAG laser (INDI I-10, Spectra Physics) with a pulse duration of 6 ns was introduced through the fluorescence port into the rear aperture of a microscope objective (Zeiss Acroplan 40x, 0.8 NA or 20x, 0.5 NA). The focal volume of the objective was positioned within the microfluidic channel at the interface between the two parallel fluid streams. Laser pulse energies in the range of 20-25 µJ were employed in all the experiments reported. The laser pulse generated a plasma on the nanosecond time scale resulting in the formation of a cavitation bubble that, upon collapse, produced mixing of the adjacent fluid streams. Mixing dynamics were visualized using a custom-built time-resolved imaging setup that has been described previously [93, 94] and employs the emission from a fluorescent dye cell or an ultra-short duration flashlamp to provide image illumination to the microscope condenser at the desired delay time. A gated intensified CCD camera (PI-MAX, Roper Scientific) was mounted
on the microscope for image capture. The camera gate duration was set to 0.5 ns when using the fluorescent dye cell for illumination and 200 ns when using the flashlamp illumination due to electronic jitter in the flashlamp triggering. Thus, when using the flashlamp illumination i.e., for time delays longer than 3.6 µs, the exposure duration was governed by the 40-ns duration of the flash lamp. WinView software (Roper Scientific) was used to control relevant image acquisition parameters such as gate delay and gate duration as well as coordinating the delivery of the pulsed laser radiation and the image illumination. Differential transmission of the illumination pulse through the water and dye streams generated contrast and allowed these dynamics to be imaged [67]. Adjustments to image brightness and contrast were performed subsequently using Adobe Photoshop (Adobe Systems, Cupertino, CA) as necessary. Each time point was imaged a minimum of three times and representative images are shown in the results.

7.4.1.3 Fluorescence System for Downstream Detection of Mixed Fluid

To examine the dynamics downstream from the site of laser delivery, we utilized the same microfluidic configuration described above but replaced the Naphthol Green dye solution with a solution of 10 µM fluorescein and employed a fluorescence detection system, as shown in Figure 7.8. The two fluids were pumped individually at flow rates of 50 µL/hr through a 200 µm wide channel and brought together at a `Y' junction. To monitor the presence of fluorescent molecules within the channel the output of a continuous-wave Argon ion laser at \( \lambda = 488 \) nm (2214-10SL, JDS Uniphase) was coupled through a single-mode fiber optic and reflected by a dichroic mirror into the back aperture of a microscope objective (Nikon, 50x, 0.55 NA) that was screwed
into a custom-made filter block. The objective directed the Argon-ion laser beam to the desired location within the microfluidic channel. Any fluorescent emission collected by the microscope objective was directed to a photomultiplier tube (PMT, R928, Hamamatsu Photonics) that was also attached to the filter block. A long-pass filter (LP 500, Edmund Scientific) was used to prevent any Argon ion laser light from reaching the PMT and a 50 µm diameter pinhole was placed in front of the PMT to provide confocal detection. This assembly was mounted on a 3-axis translation stage that was fixed to the microscope stage above the microfluidic device. The translation stage allowed positioning of the detection system at a defined distance downstream from the microscope objective that delivered the pulsed Nd:YAG laser radiation to produce mixing. Moreover, the translation stage provided precise positioning of the focal volume of the Argon ion laser beam at the desired lateral and depth locations within the channel. The fluorescence excitation volume provided by the Argon ion laser was positioned laterally on the 'water side' of the channel 20 µm from the channel wall and 80 µm from the water fluorescein interface. This configuration ensured that fluorescence would not be detected when no mixing was accomplished and that appearance of a PMT signal indicated the presence of fluorescein throughout nearly the entire width of the microfluidic channel. The Nd:YAG laser was fired at a repetition rate of 0.4 Hz while the PMT monitored the fluorescence emission at 60 Hz. Custom software routines written in Testpoint (Keithley MetraByte) provided automated control over the delivery of Nd:YAG laser pulses and PMT signal collection.
**Figure 7.8:** Setup for fluorescent system for downstream confocal detection of mixed fluid. The separation distance $d$ between the site of mixing and the site of fluorescent detection is approximately 7 mm.

### 7.4.1.4 Fluorescence Detection of Amplex Red/Horseradish Peroxidase (HRP) Reaction

To demonstrate that the mixing provided by this technique can be utilized to initiate an enzyme-catalyzed biochemical reaction, we imaged the generation of fluorescent resorufin resulting from mixing two non-fluorescent reactant streams, one containing Amplex Red and the other containing horseradish peroxidase (HRP) and hydrogen peroxide ($\text{H}_2\text{O}_2$). The two fluids were pumped individually through 100 µm wide channels and brought together at a ‘Y’ junction. Amplex UltraRed reagent, HRP, and 1M Tris-HCL buffer were acquired from Invitrogen Corporation (Carlsbad, CA). 30% $\text{H}_2\text{O}_2$ and dimethyl sulfoxide (DMSO) were acquired from Sigma Chemical Co (St. Louis, MO). All chemicals were reagent-grade quality or better. A 10 mM stock solution of Amplex Red was prepared in DMSO and a 300 units/mL stock solution of
HRP was made using 0.1 M Tris-HCL buffer solution. Immediately prior to use, the stock solutions were diluted in 0.1 M Tris-HCL buffer solution to make one solution containing 250 µM Amplex Red and one solution containing 160 µM H2O2 and 1.6 units/mL HRP. Each solution was metered using a 10 µL syringe (Gastight No. 1701, Hamilton, Co.) connected to the device using Teflon tubing and driven by a syringe pump (Pump 11, Harvard Apparatus) at a flow rate setting of 5 µL/hr into a 100 µm channel resulting in a mean flow velocity of 560 µm/s in the main channel.

Bright field and fluorescence images of the enzyme reaction were acquired using the Zeiss Axiovert microscope described above equipped with a 100-W mercury lamp and band-pass filters (\(\lambda_{ex} = 540\) nm, \(\lambda_{em} = 630\) nm, Chroma Technology Corp.). The laser was fired to generate mixing, and the production of resorufin was imaged using a digital video camera (Panasonic GP-KR222) and saved using a video cassette recorder (JVC HR-S7800U). Still images at desired time points were captured from the taped recording using Power Director Pro 25ME software (CyberLink USA, Fremont, CA).
7.4.2 Microfluidic Mixing Results and Analysis

7.4.2.1 Time-Resolved Bright-Field Imaging of Laser-Induced Mixing

Delivery of nanosecond Nd:YAG laser pulses focused within the microfluidic channel induced plasma formation in the fluid whose expansion resulted in shock wave propagation and cavitation bubble formation. The plasma formation and shock wave dynamics have been well-studied [93, 126, 129, 132] and here we focus on the cavitation dynamics as it serves as the agent for the observed fluid mixing. Figure 7.9 provides images from our time-resolved photography apparatus depicting the shock wave propagation, cavitation bubble formation, expansion, and collapse at various time points following the delivery of a single 20 µJ laser pulse within the 200 µm channel. The time point is given in each frame and the flow is from viewer's left to right. Figure 7.9 (a) reveals a shock wave resulting from the rapid plasma expansion and cavitation bubble formation. The high pressure within the bubble causes its initial rapid expansion that begins to slow measurably on a timescale of ≤ 100 [129]. The bubble assumes an ellipsoidal shape as its expansion is constrained by the channel walls [Figure 7.9 (c)]. The ellipsoidal bubble reaches a maximum 'length' of 240 µm (measured along its longest axis) at a time of 4.4 µs. The maximum volume of the cavitation bubble is estimated as 1.04 nL that corresponds to the volume of an ellipsoid with dimensions of 240, 165, and 50 µm along its three axes.
Figure 7.9: Time-resolved image series of cavitation bubble expansion and collapse and subsequent mixing effects produced by a single nanosecond laser pulse in a 200-µm-wide channel.

After reaching its maximum size the bubble collapses rapidly with the reduction in the bubble size occurring faster in the direction parallel with the channel walls. The rapid fluid inflow associated with the bubble collapse results in bubble splitting along the longitudinal axis of the microchannel [Figure 7.9 (d)-(e)] and produces counter-propagating jets towards the channel walls [Figure 7.9 (f)-(h)] that results in a second bubble splitting event and the formation of four very small bubbles that are convected downstream. The appearance of the second bubble splitting event suggests that these jets occupy the full height of the microfluidic channel. These complex bubble dynamics disrupts the smooth interface separating the two fluids mixes the adjacent fluid streams.
Upon bubble collapse, mixing is most evident in the upper part of the channel due to a higher concentration Naphthol Green [Figure 7.9 (h)-(i)]. However, since the bubble collapse is symmetric relative to the interface that initially separates the two fluid streams, one can deduce that the mixing region is also symmetric. At 300 µs, we observe the generation of symmetrical whorls that are formed as a result of the impact of the fluid jet on the channel walls. The spatio-temporal dynamics of the mixing process are remarkably reproducible, demonstrating that laser-generated cavitation bubbles produce consistent well-defined fluid patterns upon collapse within a microfluidic channel. In this case, the mixing zone has a lateral extent of roughly 250 µm that persists for approximately 50 ms after which restoration of the interface between the two adjacent fluids begins and the region of mixed fluid flows downstream and out of the field of view. Since we image the dynamics in one plane the total volume in which this fluid jetting and mixing occurs is unknown. However, by approximating the mixed region as an ellipsoid with dimensions equal to 250 µm x 200 µm x 50 µm we can estimate the mixed volume of fluid to be 1.3 nL.

Figure 7.10 shows the mixing dynamics within a 100 µm wide channel using a laser pulse energy of 25µJ. The ellipsoidal bubble shape is even more elongated due to the smaller channel cross-section and reaches a maximum length of 230 µm [Figure 7.10 (d)]. The stronger confinement offered by the smaller channel reduces the maximum bubble volume even more than that seen in Figure 7.9 even though a higher pulse energy was used to cause plasma formation. Using measured dimensions of 230 µm x 110 µm x 50 µm we calculate a maximum ellipsoidal bubble volume of only
0.6 nL. Another interesting feature is the transient deformation of the channel walls caused by the rapid bubble expansion as seen in Figure 7.10 (c).

![Figure 7.10: Time-resolved image series for cavitation bubble dynamics and mixing within a 100-µm-wide microfluidic channel.](image)

The features of the bubble collapse are slightly different than those seen in Figure 7.9. The narrower channel enhances the speed of the bubble collapse along the longitudinal axis of the channel that again results in complete bubble splitting upon collapse [Figure 7.10 (e) and (f)]. Again, we see counter-propagating jets towards the bubble walls that occupy the full height of the microfluidic channel and results in the second bubble splitting event. The jets produced in the 100 µm wide channel seem to
produce more lateral mixing upon bubble collapse [Figure 7.10 (h)-(k)] than in the 200 µm wide channel. In this case, the mixed region extends laterally for a distance of 200 µm and persists until the interface is restored at 50 ms. Again we see that while the bubble collapse is complete within 50 µs, the mixing dynamics persist for more than 15 ms. Approximating mixed fluid region by an ellipsoid with dimensions 200 µm x 100 µm x 50 µm provides an estimate of 0.52 nL for the mixed fluid volume.

7.4.2.2 Downstream Fluorescence Detection of Mixed Bolus of Fluid

The PMT-based fluorescence detection system was employed to examine the characteristics of the mixed bolus of fluid roughly 7 mm downstream from the region where the Nd:YAG laser pulse was delivered. The focal volume of the Argon-ion laser output used to excite fluorescence was placed at a lateral position in the microfluidic channel where only water was present so long as the parallel laminar flow of the water and fluorescein solution remained undisturbed. Figure 7.11 shows the result of one experimental run using this system. The first pair of traces shown in Figure 7.11 provide signals for the firing of the Nd:YAG laser used to produce the mixing and the measured signal from the PMT when water was supplied to both inlets of the microfluidic device. This shows that the presence of only water in the channel results in no significant PMT signal even when mixing is produced upstream by the firing of the Nd:YAG laser. The second pair of traces show results when one of the water streams is replaced by a 10 µM fluorescein solution. The firing of each Nd:YAG laser pulse results in a spike in the PMT signal indicating the presence of the fluorescein solution on the side of the microfluidic channel where only water is usually present. This result is indicative of the
production of a mixed bolus of fluid that occupies nearly the entire width of the channel and is convected down the channel along with the main flow. Some pulse-to-pulse variation in the peak intensity of the fluorescence signal measured by the PMT is observed. This variation is likely due to the small fluid volume interrogated by the confocal fluorescence detection system and the 60 Hz sampling rate of the PMT signal which may be insufficient to adequately resolve the temporal fluctuations in fluorescent intensity on the microscale.

**Figure 7.11:** Fluorescent detection of mixing effects produced by Nd:YAG laser pulses using the setup shown in Figure 7.8.
Figure 7.12: Expanded view of one fluorescent signal peak from Figure 7.11 with the corresponding Nd:YAG firing signal.

Figure 7.12 provides an expanded plot of one fluorescence signal peak from Figure 7.11 that follows the firing signal produced by the Nd:YAG laser. The delay of 120 ms between the Nd:YAG firing signal and the increase in the fluorescence signal is not meaningful as it takes several seconds for the bolus of mixed fluid to travel the several millimeters between the site of mixing to the site of fluorescence detection. Thus the fluorescence intensity peak that is detected due to fluid mixing is not produced by the Nd:YAG laser pulse whose firing signal is shown, but by a preceding laser pulse. The width of the fluorescent peak (measured full-width at half maximum) is 70 ms. This indicates that the bulk of the detected fluorescein is concentrated in a bolus of mixed fluid approximately 200 µm in length for the total volumetric flow rate of 100 µL/hr in the 200 µm x 50 µm microfluidic channel. This dimension is roughly consistent with the dimensions of the the mixed bolus of fluid visualized in our time-
resolved imaging experiments. Close examination of the PMT signal immediately surrounding the main peak reveals a 'ringing' pattern. This may indicate that a small region is present between the main bolus of mixed fluid and unmixed fluid where there are larger scale fluid structures of fluorescein and water. In this experiment a Nd:YAG laser pulse repetition rate of 0.4 Hz was chosen in order to create a small region of mixed fluid followed by an unmixed region. The duration of the fluorescence peak suggests that continuous mixing within the channel can be achieved by increasing the pulse repetition rate of the Nd:YAG laser to 6-10 Hz.

7.4.2.3 Fluorescence Imaging of Amplex Red/HRP Reaction

To demonstrate that the laser-induced mixing observed in the time-resolved imaging studies is sufficient to initiate a biochemical reaction within a continuous-flow microfluidic system, we used this technique to initiate the horseradish peroxidase (HRP)-catalyzed reaction between H₂O₂ and Amplex Red. In the presence of HRP, Amplex Red reacts with H₂O₂ in a 1:1 stoichiometry, producing highly fluorescent resorufin [149]. Figure 7.13 (a) is a bright field image at the intersection merging the two non-fluorescent streams: H₂O₂ and HRP in the top stream and amplex red in the bottom stream. Figure 7.13 (b) provides a 'background' fluorescence image prior to delivery of the laser pulse. Figure 7.13 (c) provides the fluorescence image at the time of laser pulse delivery \(t = 0\) showing the fluorescence produced by the plasma emission. Figure 7.13 (d) and (e) are fluorescence images taken \(t = 0.33\) and 0.5 sec following the laser pulse delivery, respectively. One can easily identify a 'bolus' of fluorescence that corresponds to the formation of the reaction product that occupies the
entire width of the channel and is convected downstream by the main flow. Figure 7.13 (f) is the fluorescence image at $t = 2$ seconds following the laser pulse delivery and bears a strong similarity to Figure 7.13 (b) since the bolus of the fluorescent reaction product has been convected downstream and out of the field of view. This timescale for the flow of the reaction product out of the field of view and the re-establishment of parallel laminar flow is consistent with the mean flow velocity of 560 $\mu$m/s.

**Figure 7.13:** Image series demonstrating the production of fluorescent resorufin using the proposed mixing technique to initiate the HRP-catalyzed reaction between Amplex Red and hydrogen peroxide.
To provide a more quantitative assessment of the spatial distribution of the fluorescent reaction product within the channel we provide the spatial distribution of the fluorescent intensities in Figure 7.14. Figure 7.14 (a) is an integrated measure of the fluorescent intensity as a function of *vertical* position within the channel between the two vertical solid lines shown in Figure 7.13 (b), (d), and (e). The fluorescent intensities shown are those determined from Figure 7.13 (d) and (e) normalized against the 'background' intensity of Figure 7.13 (b). These traces clearly show that the fluorescent product of the reaction occupies the full width of the channel. Figure 7.14 (b) is an integrated measure of the fluorescent intensity as a function of *horizontal* position along the length of the channel between the two horizontal dashed lines shown in Figure 7.13 (b) and (d)-(f). This figure illustrates the minimal fluorescence intensity before and 2 seconds following the laser delivery as well as the propagation of the reaction product downstream on the sub-second time scale.
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**Figure 7.14:** Quantitative analysis of the fluorescent images in Figure 7.13 demonstrating that the fluorescent product resorufin is produced throughout the entire width of the microfluidic channel and is convected downstream with the main hydrodynamic flow.
7.4.3 Mixing Discussion

These time-resolved imaging and fluorescence methods have enabled the examination of both the hydrodynamic events that lead to the formation of a small volume of mixed fluid and its downstream convection in the microfluidic channel on nanosecond to second time scales. The initiating event for the mixing process is the formation of a laser-induced plasma within the aqueous medium. Plasma formation is a nonlinear process and does not rely on linear optical absorption by the aqueous medium. Thus the proposed method is applicable at any optically accessible location within a microfluidic device. The process of laser-induced plasma formation in water is a well-studied phenomenon whose lifetime, for nanosecond pulse widths, is governed by the duration of the laser pulse [132]. The rapid plasma expansion results in cavitation bubble formation, expansion, and collapse; processes that are all clearly visualized within the microfluidic channel. The confinement offered by the microfluidic channel results in maximum bubble volumes that are smaller than those observed for expansion in a free medium. The confinement also results in bubble splitting and jet formation upon bubble collapse that accomplishes the fluid mixing. While cavitation bubble dynamics in the proximity of single rigid or elastic boundaries [131, 132] as well as bubble-bubble interactions within microfluidic channels [24] have been studied, we believe this is the first examination of the dynamics of a single cavitation bubble within a channel whose dimensions are similar in size to the bubble itself. The hydrodynamic resistance offered by the microfluidic channel walls results in the more rapid collapse of the bubble surfaces that are not adjacent to the channel walls. This leads to asymmetric bubble collapse, specifically invagination or ‘pinching’ of the bubble wall in the
midplane of the channel, followed by jet formation and a second bubble splitting event. While the impact of cavitation-induced jets have been known to cause pitting damage in metal films and tissue puncture in ophthalmic surgery [135], we do not observe mechanical damage due to the low laser pulse energies used and the mechanical resilience of PDMS. Instead, upon hitting the channel walls, the jet flows outward, leading either to whorl formation in the case of the 200 µm channel, or more complex patterns seen in the case of the 100 µm channel. The bubble collapse dynamics also caused stretching and folding of fluid elements, characteristics necessary for good micro-mixing. We also observed that the mixing region extended to regions upstream of the flow leading to ‘active mixing’, defined as a process in which the fluid interfaces interact with the flow and modify it [82]. Clearly, the imaging system employed here could find general use for the examination and analysis of other fast biophysical effects in microfluidic devices [39].

Although mixers based on the use of ultrasound to generate cavitation bubbles have been described [66, 68, 146] there are several important differences between our method and those that employ ultrasound. In ultrasonic mixers, an acoustic wave is launched into the medium by a piezoelectric transducer that is integrated onto the device. Mixing occurs due to micro-flows and eddies set up by cavitation micro-streaming. In our method the localized flow instability and mixing is produced by a single bubble, as opposed to the formation of multiple bubbles as is the case for cavitation micro-streaming. The site of bubble formation (and hence mixing) can be accurately controlled by focusing the laser microbeam with a high numerical objective at the desired location. The bubble collapse was found to produce flow patterns that
were reproducible on both microsecond and millisecond time scales. Since flow patterns produced during ultrasound mixing in microchannels have not been studied it is not known whether similar processes are operative in these methods.

The production of cavitation bubble-induced mixing through laser-induced plasma formation may be cause for concern due to potential for direct damage by the plasma. While the plasma itself can reach high temperatures \[112\], the plasma is typically very small (~10 µm diameter), has a short lifetime (~ 20 ns), and cools rapidly upon expansion. Nonetheless, it is likely that an amount of fluid equivalent to the plasma volume is thermally inactivated. Experimental studies show that for the laser parameters used in this study, the plasma volume is well-described by an ellipsoid ~13 µm in length and ~8 µm in diameter resulting in a plasma volume of ~ 0.7 pL \[26, 126\]. This suggests that there is over a 1000:1 ratio between the volume of mixed fluid (~1 nL) to the volume of reactants destroyed by plasma formation. Moreover, even if the entire energy of the 20 µJ laser pulse is confined to the mixed fluid volume on the order of 1 nL, the resulting temperature rise is no more than 5 degrees Kelvin. Our successful demonstration of the HRP-catalyzed reaction of Amplex Red and H₂O₂ resulting in resorufin demonstrates that any generated heat did not result in significant inactivation of the reactants, catalyst, or product. One potential limitation of this technique is that the plasma does indeed vaporize a small volume of fluid thereby leading to the generation of vapor bubbles that persist after the cavitation bubble collapse. Although we did not encounter problems when operating the Nd:YAG laser at a pulse repetition rate of 0.4 Hz, higher pulse repetition rates may lead to the generation of large numbers of vapor bubbles that could block the channel. This can be remedied
by the use of shorter wavelengths (e.g. $\lambda = 355$ nm) or shorter laser pulse durations (ps or fs) [134, 136]. Reductions in wavelength and/or pulse duration enable the formation of a laser-induced plasma at lower pulse energies ($\leq 1 \mu$J/pulse) with less energy available for vaporization. However, this may also lead to a smaller amount of bubble energy, leading to less violent bubble collapse and the production of smaller volumes of mixed fluid. Another approach could be surface modification of the channel walls to make them more hydrophilic and less prone to bubble sticking. Clearly the promising results of this study need to be followed up with a detailed examination of the dependence of the fluid mixing process on laser pulse duration, pulse energy, wavelength, and pulse repetition rate.

7.5 Conclusion

In this chapter, we have demonstrated the ability to achieve precise cellular manipulations within the confines of a microfluidic channel, such as targeted lysis of a single cell for subsequent biochemical analysis, and localized cutting of axons for the study of central nervous system injury and regrowth. Further studies regarding these applications are currently underway in our laboratory.

We have also demonstrated a novel technique for mixing two streams within a microfluidic channel using laser generated cavitation bubbles. Time resolved imaging allowed visualization of the complex fluid patterns produced upon bubble collapse. While the cavitation bubble formation expansion and collapse was complete on a time scale of ~ 25 µs, the restoration of laminar flow did not occur until 50 ms following the laser pulse delivery. The cavitation bubble dynamics disrupted the parallel laminar
flow and led to the formation of a local volume of mixed fluid. We estimated this mixed volume to be in the range of 0.5 - 1.5 nL. Fluorescence detection downstream of the mixing site confirmed that the delivery of each Nd:YAG laser pulse resulted in the formation of a mixed bolus of fluid that occupied the entire channel and was convected downstream with the main flow. We also used fluorescence video microscopy to demonstrate that laser induced mixing can be used to initiate an enzyme catalyzed reaction within a microfluidic system. This method of mixing using laser generated cavitation bubbles may be particularly attractive for microfluidic applications since no modifications need be made to the microfluidic channel geometry and there is complete flexibility in the location of the mixing site. Moreover, the time-resolved imaging system detailed in this report could be used for the visualization of other fast phenomena in microfluidics.
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