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Abstract

Transmission nuclear resonance fluorescence measurements were made on targets consisting of Pb and depleted U with total areal densities near 86 g/cm$^2$. The $^{238}$U content in the targets varied from 0 to 8.5% (atom fraction). The experiment demonstrates the capability of using transmission measurements as a non-destructive technique to identify and quantify the presence of an isotope in samples with thicknesses comparable to the average thickness of a nuclear fuel assembly. The experimental data also appear to demonstrate the process of notch refilling with a predictable intensity. Comparison of measured spectra to previous backscatter $^{238}$U measurements indicates general agreement in observed excited states. Evidence of two new $^{238}$U excited states and possibly a third state have also been observed.
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1. Introduction

Nuclear resonance fluorescence (NRF) has been a known phenomenon for many years. The original interest was primarily devoted to nuclear structure studies[1], however the process has also been used for non-destructive isotopic measurements of $^{13}$C for diamond formation studies[2], and more recently, has been identified as a potential technology for cargo screening[3, 4, 5, 6] and nuclear safeguards[6, 7, 8].

NRF signatures are most commonly measured by either a backscatter or a transmission measurement[9, 10]. In both measurement techniques, a source photon beam is used to induce nuclear excitations in a target. The rate at which NRF occurs in the target is proportional to the amount of the corresponding isotope contained therein. Hence, measurement of the amount of an isotope present in a target is accomplished by determining the rate at which the isotope undergoes NRF. In the backscatter method, this rate is determined by measuring the fluorescence $\gamma$-rays using radiation detectors positioned at backwards locations, relative to the beam incident upon the target. In a transmission measurement, the rate at which NRF occurs in the target is determined by the attenuation of resonant-energy photons, which causes a reduced NRF rate in a sheet of the same isotope located further along the beam trajectory. This sheet is herein referred to as the transmission detection sheet.

In this paper, we describe transmission NRF measurements of $^{238}$U in thick targets using bremsstrahlung. The target dimensions were selected to have an areal density and attenuation properties similar to a nuclear fuel assembly so that the applicability of the transmission method as a non-destructive measurement technique to quantify minor actinide content in nuclear fuel could be tested. In this experiment, Pb was used as a surrogate for the UO$_2$ matrix in spent fuel and the $^{238}$U in depleted uranium (DU), was used as a surrogate for $^{239}$Pu or any other minor actinide that would be measured in spent fuel. The DU sheets were 99.799% $^{238}$U by mass, and the remaining portion of the DU was mostly $^{235}$U. The amount of $^{238}$U used in the experiment represents significantly higher concentrations than those of minor actinides in spent fuel. These amounts were selected to demonstrate the transmission attenuation effect in a timely manner using readily available radiation detectors and photon sources. A similar measurement has been made using thinner targets and a quasi-monoenergetic photon source[4]. This measurement reported a null result for the observation of the notch refill phenomenon, whereas the data presented here indicate notch refill has occurred. The process of notch refill will be discussed in Section 3.

The transmission measurement also provided information regarding $^{238}$U states that undergo NRF. $\gamma$-rays due to $^{238}$U NRF that had previously been reported by Heil et al.[11] were again observed. Six additional $\gamma$-rays have also been observed. These data are presented in Section 7.

2. Nuclear Resonance Fluorescence Signatures

States that undergo NRF are described by the total width, $\Gamma$, which is the sum of partial widths for different de-excitation modes, $\Gamma = \sum_i \Gamma_i$. De-excitation to the ground state by emission of a $\gamma$-ray is described with a width, $\Gamma_0$, and likewise, de-excitation to the first-excited state, by $\Gamma_1$. The cross section for a photon of energy, $E$, to excite a nucleus to a resonance with
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The centroid energy, $E_C$, is given by the Breit-Wigner distribution.

$$\sigma_{NRF}(E) = \pi g \frac{(\hbar c)^2}{E^2} \frac{\Gamma_0}{(E - E_0)^2 + (\Gamma/2)^2}$$  \hspace{1cm} (1)

Where, $g$ is a statistical factor equal to the ratio of the number of spin states available for the excitation relative to the number of initial spin states. For NRF events initiating from nuclear ground states,

$$g = \frac{2J + 1}{2(J_0 + 1)}$$  \hspace{1cm} (2)

where $J$ and $J_0$ are the total angular momentum quantum numbers of the excited and ground states, respectively, and the additional factor of two in the denominator is due to the helicity of the exciting photon.

Integration of Equation 1 over all energies $E \geq 0$ does not converge on account of the singularity at $E = 0$. However, $E = 0$ photons are non-physical, and for a small lower energy integration limit, $\epsilon$, the integral converges.

$$\int_{\epsilon}^{\infty} \sigma_{NRF}(E) dE \approx \int_{\epsilon}^{\infty} \pi g \frac{(\hbar c)^2}{E^2} \frac{\Gamma_0}{(E - E_0)^2 + (\Gamma/2)^2} dE = 7684[b \cdot MeV^{-1}] \frac{\Gamma_0}{E_C^2} g$$  \hspace{1cm} (3)

This implies that the total strength of a resonance is determined by $\Gamma_0$ and its centroid energy. However, the probability for a NRF event that results in de-excitation to the ground state by a single $\gamma$-ray emission is given by $\Gamma_0/\Gamma$. Therefore backscatter measurements are sensitive to quantities such as $\Gamma_0/\Gamma$ or $\Gamma_0 \Gamma_1/\Gamma$, but cannot directly measure $\Gamma_0$ or $\Gamma$, unless all de-excitation modes are observed. Conversely, transmission measurements are most sensitive to the integrated cross section, which dictates the rate of resonant-energy photon absorption.

Atoms are generally in thermal motion causing photons to experience a cross section distribution that is Doppler-broadened.

$$\sigma_D(E) = \frac{1}{\sqrt{2\pi \Delta}} \int_{0}^{\infty} dE' \sigma_{NRF}(E') \exp \left[ -\frac{(E' - E)^2}{2\Delta^2} \right]$$  \hspace{1cm} (4)

Where we define the Doppler width, $\Delta$, for an atom with mass, $M$, at an effective temperature, $T$, as

$$\Delta = E_c \sqrt{\frac{k_B T}{M c^2}}$$  \hspace{1cm} (5)

For emission of a 2.176 MeV $\gamma$-ray from a $^{238}$U nucleus at an effective temperature $T = 312$ K, the Doppler-width, $\Delta = 0.754$ eV. This width is significantly larger than the natural width, $\Gamma$, of all resonances considered herein and therefore effectively describes the width of the resonance. However, $\Delta$ is also much smaller than the energy resolution of germanium detectors for detection of photons of these energies.

Heil et al. observed NRF in $^{238}$U by measuring discrete $\gamma$-rays in the backscattered photon spectrum of a bremsstrahlung beam incident upon a $^{238}$U target[11]. These observed states are listed in Table 1. However, it had been assumed that the total width of each resonance was given by $\Gamma = 1.05 \Gamma_0 + \Gamma_1$, which was not assumed by the nuclear data evaluators[12]. The influence of this assumption is examined in the discussion surrounding Table 4.

<table>
<thead>
<tr>
<th>$E_{level}$ (MeV)</th>
<th>$\Gamma_0 / \Gamma$ (meV)</th>
<th>$\Gamma_1 / \Gamma_0$ (eV)</th>
<th>$\sigma(E)$ (eV b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.176</td>
<td>23.7 ± 1.4</td>
<td>0.52 ± 0.02</td>
<td>87.7</td>
</tr>
<tr>
<td>2.209</td>
<td>22.6 ± 1.4</td>
<td>0.55 ± 0.03</td>
<td>82.7</td>
</tr>
<tr>
<td>2.245</td>
<td>13.4 ± 0.9</td>
<td>0.47 ± 0.03</td>
<td>45.0</td>
</tr>
<tr>
<td>2.295</td>
<td>5.3 ± 0.5</td>
<td>0.59 ± 0.10</td>
<td>14.4</td>
</tr>
<tr>
<td>2.410</td>
<td>11.0 ± 0.7</td>
<td>0.54 ± 0.05</td>
<td>33.6</td>
</tr>
<tr>
<td>2.468</td>
<td>13.4 ± 1.0</td>
<td>0.50 ± 0.05</td>
<td>38.0</td>
</tr>
</tbody>
</table>

3. Notch Refill

The term notch refill is used to describe the process by which photons incident upon the assay geometry down-scatter to the energy of a resonance and subsequently interact in the transmission detection sheet. The process results in less observed resonant attenuation than would be predicted by consideration of simple exponential attenuation, and therefore neglect of the notch refill phenomenon results in NRF transmission measurements that systematically under-predict the areal density of the measured isotope in the target.

Photon interaction processes that can induce notch refill include incoherent scatter and bremsstrahlung emission from photoelectrons. The rate at which notch refill occurs is dependent upon the compositions of the assay target and transmission detection sheet, their respective positioning, the energy and strength of a resonance, and the photon spectrum used for the measurement.

Generally, notch refill cannot be directly measured because the energy resolution required for such a measurement is approximately 1 eV for a resonance at 2 MeV. However, the processes that result in notch refill are readily computed using Monte Carlo radiation transport computer codes such as MCNPX[13]. Comparing MCNPX calculations with models that exclude notch refill gives an estimate of the notch refill intensity. As discussed in Section 6, the intensity of the notch refill corrections appears to be consistent with the measured data.

This method for determining notch refill would induce no systematic error if the down-scattered spectrum of photons calculated by MCNPX accurately represented reality. The photon transport routines used in the MCNPX code are fairly straightforward and widely used, it is therefore the quality of the photon scatter data and the statistical uncertainty in the simulations.
that limit the accuracy of the notch refill correction. The photoatomic data used in MCNPX are derived from the evaluated photon data library (EPDL97) which states that photon cross sections should be accurate with less than 1% uncertainty [14]. The statistical uncertainties of the simulations on which the notch refill estimation is made are likewise near 1%. However, the notch refill correction is applied to the difference between the attenuation of resonant-energy photons calculated by MCNPX and those predicted analytically. This results in non-negligible uncertainties in the intensity of the notch refill effect. Because of this, predicted rates of resonant attenuation are presented with and without notch refill in Table 4, and the effects of the uncertainty of the notch refill are discussed in Section 8.

Transmission experiments have previously neglected notch refilling because target areal densities were generally significantly smaller than in this experiment [4, 9, 10]. Thinner target thicknesses are better for measurement of resonant state parameters, but the target thicknesses selected for this experiment were intended to be representative of nuclear fuel assemblies. These thicker targets cause notch refill to be no longer negligible, and the positioning of DU and Pb in the targets was further selected to maximize the notch refill effect by placement of the Pb, which induced scatter but no NRF, downstream of the resonantly absorbing DU.

4. Experimental Setup

The experiment was conducted at the High Voltage Research Laboratory at Massachusetts Institute of Technology. Electrons accelerated to 2.60 ± 0.03 MeV by a Van de Graaff accelerator are transported through a beamline, bent 90 degrees, and enter the bottom of the experimental geometry shown in Figure 1. They then impinge upon a converter target consisting of a 102 µm-thick Au layer on a 1 cm-thick water-cooled Cu backing. The electron current incident upon the converter was approximately 65 µA throughout the experiment. The bremsstrahlung emitted from the converter target is shaped by a 20 cm-thick Pb collimator. The diameter of the collimator opening was 1 cm on the bremsstrahlung converter side, and increased to 2.5 cm, resulting in a 3.6° opening from the beam center, and a maximum angular acceptance of 5°.

In Figure 1, there are five important features: the bremsstrahlung converter and collimator, the assay target, the transmission detection sheet, the high-purity Ge detectors and the Pb shielding. The assay target, a combination of DU and Pb, was located directly downstream of the collimator opening. The areal densities of DU and Pb used in the assay targets are summarized in Table 2. All targets were composed of metal sheets that were significantly larger than the diameter of the bremsstrahlung beam at the collimator outlet. This ensures the entirety of the beam penetrates the thickness of the target materials and reduces the sensitivity of the measurements to the positioning of the targets, relative to the beam. The DU was placed up-stream of the Pb in the beam, setting up the most probable geometry for notch refill.

The transmission detection sheet was placed 142 cm beyond the collimator opening and was not moved throughout the experiment.

<table>
<thead>
<tr>
<th>run</th>
<th>ρ_{DU} (g/cm²)</th>
<th>ρ_{Pb} (g/cm²)</th>
<th>total ρ_{X} (g/cm²)</th>
<th>^{238}U atom%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>86.26</td>
<td>86.26</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>8.47</td>
<td>79.85</td>
<td>87.86</td>
<td>8.48</td>
</tr>
<tr>
<td>3</td>
<td>1.69</td>
<td>85.20</td>
<td>86.80</td>
<td>1.69</td>
</tr>
<tr>
<td>4</td>
<td>3.34</td>
<td>83.37</td>
<td>86.54</td>
<td>3.37</td>
</tr>
</tbody>
</table>

Figure 1: Schematic view of experimental setup. DU thicknesses have been exaggerated for visibility.

Figure 2: Measured spectra due to 2.6 MeV endpoint energy bremsstrahlung beam incident upon the run 1 target with and without the DU transmission detection sheet present downstream in the beam.
periment. It consisted of five 20.32 cm x 20.32 cm DU sheets that were nominally 0.8 mm-thick. Each sheet was contained in two plastic bags. The total mass of the five plates plus the containment bags was measured to be 3341.7 ± 3.3 g, of which 3226.7 ± 28 g are attributed to the DU. Behind the DU plates, 82.3 ± 0.5 g of Mn and 185.1 ± 0.8 g of 99.52% enriched 11B were also positioned in the beam to serve as auxiliary flux monitors. Maintaining a fixed transmission detection sheet position between runs was critical to allow different measurements to be compared without incurring systematic errors due to changes in the transmission detection sheet position.

Two pairs of approximately 100% relative efficiency high-purity germanium detectors were positioned 27 cm from the intersection of the beam center and the transmission detection sheet, at an angle of 118° relative to the centroid beam direction. Actual detector acceptances were distributed around the centroid angle with an approximate 10° width. The detectors were contained in steel housings that were stacked in pairs, resulting in one detector being centered 4.5 cm above the beam center and the other centered 7 cm below the beam center.

Pb brick walls with minimum thicknesses of 80 cm were constructed to shield the radiation detectors from the bremsstrahlung converter and assay target. The detectors were also shielded with 5 cm of Pb in the down-stream direction, 10 cm of Pb below and behind the detectors, 17 cm of Pb above the detectors, and with a 1.27 cm-thick Pb filter facing the transmission detection sheet. The filter reduces the intensity of low-energy photons emitted from the transmission detection sheet due to Compton scatter and other processes.

To determine the contribution to measured spectra due to scatter of the bremsstrahlung beam in the assay target, a short measurement of the beam-on spectrum was conducted before the transmission detection sheet was positioned downstream of the assay target. A comparison of the gross detected spectra, before and after placement of the transmission detection sheet, are shown in Figure 2. Although the background run was significantly shorter, the two spectra were normalized by the integrated electron current that was measured with an ammeter to be deposited into the otherwise electrically isolated bremsstrahlung converter. The total count rate with the trans-

mission detection sheet was positioned downstream of the assay target. A comparison of the gross detected spectra, before and after placement of the transmission detection sheet, are shown in Figure 2. Although the background run was significantly shorter, the two spectra were normalized by the integrated electron current that was measured with an ammeter to be deposited into the otherwise electrically isolated bremsstrahlung converter. The total count rate with the transmission detection sheet present increased by a factor of 100, due to the bremsstrahlung converter and assay target. The detectors were also shielded with 5 cm of Pb in the down-stream direction, 10 cm of Pb below and behind the detectors, 17 cm of Pb above the detectors, and with a 1.27 cm-thick Pb filter facing the transmission detection sheet. The filter reduces the intensity of low-energy photons emitted from the transmission detection sheet due to Compton scatter and other processes.

To determine the contribution to measured spectra due to scatter of the bremsstrahlung beam in the assay target, a short measurement of the beam-on spectrum was conducted before the transmission detection sheet was positioned downstream of the assay target. A comparison of the gross detected spectra, before and after placement of the transmission detection sheet, are shown in Figure 2. Although the background run was significantly shorter, the two spectra were normalized by the integrated electron current that was measured with an ammeter to be deposited into the otherwise electrically isolated bremsstrahlung converter. The total count rate with the transmission detection sheet present increased by a factor of 100, and the rate at which 511 keV photons were detected increased by a factor of 500.

Each target was irradiated for approximately 7 hour measurements. The electron beam current was nominally 65 μA for each irradiation. The detectors were operated with Ortec DSPEC ProTM digital γ-ray spectrometers. The integrated pulse amplitudes were read and stored using MAESTRO-32 and a personal computer. In this configuration, the ADC rates were approximately 10⁶ counts per second and the measured dead times were between 10 and 15% of livetime.

5. Data Analysis

Spectra were collected during four day-long irradiation shifts and background spectra, with no electron beam incident upon the bremsstrahlung converter, were collected overnight. The

<table>
<thead>
<tr>
<th>$E_{\text{line}}$ (keV)</th>
<th>Isotope</th>
</tr>
</thead>
<tbody>
<tr>
<td>766.36</td>
<td>$^{234}$Pa</td>
</tr>
<tr>
<td>1001.03</td>
<td>$^{234}$Pa</td>
</tr>
<tr>
<td>1193.77</td>
<td>$^{234}$Pa</td>
</tr>
<tr>
<td>1460.83</td>
<td>$^{40}$K</td>
</tr>
<tr>
<td>1737.73</td>
<td>$^{234}$Pa</td>
</tr>
<tr>
<td>1911.17</td>
<td>$^{234}$Pa</td>
</tr>
<tr>
<td>2204.21</td>
<td>$^{214}$Bi</td>
</tr>
<tr>
<td>2614.49</td>
<td>$^{208}$Tl</td>
</tr>
</tbody>
</table>

Table 3: γ-ray lines identified in overnight background spectra used to calibrate energy spectra[15].

Figure 3: Spectra from all four detectors collected during run 1. The lower spectra are from the four different detectors before summing. Summing of these spectra produce the upper spectrum, which includes labeling to indicate the source of identified peaks. ‘kg’ indicates the peak is present in the radioactive background spectrum, ‘$^{238}$U’ indicates the peak is due to a known $^{238}$U NRF resonance, and ‘$^{235}$U’ indicates the peak is suspected to be due to $^{235}$U NRF.

radioactivity of the DU and ambient $^{40}$K provided lines for energy-calibrating the detectors. The γ-ray energies used for energy calibration are shown in Table 3. After calibrating the four detectors, their spectra were re-binned to a common energy grid and summed to provide a single spectrum for each target. An example of spectral summing is provided in Figure 3. After summing, peaks that were present in spectra taken during irradiations but not in background spectra were attributed to NRF.

To correct for varying beam intensity and the differing photon attenuation lengths of the targets, the rates at which 511-keV γ-rays were measured in the detectors were compared between runs. To consider the accuracy of this normalization and its potential contribution as a source of systematic errors, a series of calculations were performed using MCNPX. The calculations simulated a bremsstrahlung spectrum transported through the four different targets. The photon spectra that reached the transmission detection sheet after emission from each of the assay targets is defined as $\Phi_i(E)$, where the superscript indicates the target used in the run whose number is indicated in Table 2. Each of these computed spectra were also convolved with the cross section for pair production in U[16] to provide a quantity proportional to the rate at which pair pro-
duction occurred in the transmission detection sheet,

$$R_{PP}^i = \int \Phi_i(E) \sigma_{PP}(E) dE$$  \hspace{1cm} (6)

The values of $R_{PP}^1$ and $R_{PP}^2$ differ by about 10%, whereas $R_{PP}^3$ and $R_{PP}^4$ differed from $R_{PP}$ by about 3%. Computed photon spectra, $\Phi_i(E)$, were then normalized by dividing each spectrum by $R_{PP}^i$, and compared. The quantity,

$$\Phi_i(E) = \frac{\Phi_i(E) / R_{PP}^i}{\Phi_i(E) / R_{PP}^1}$$  \hspace{1cm} (7)

is shown in Figure 4 for the three targets containing DU. If the simulations indicated that normalization by measured pair production rates were perfect, the functions, $\Phi_i(E)$ would be unity at all energies. The calculations indicate that below approximately 1.8 MeV, normalizing spectra incident upon the transmission detection sheet by the intensity of pair production would result in large errors. However, the normalization needs only to be accurate in the range of the NRF resonances: 2.1-2.5 MeV. In this range the calculations indicate that by using the measured 511-keV peak to normalize the intensity of photons reaching the transmission detection sheet after penetrating through differing targets, should incur less than a 1.5% systematic error. The error bars in Figure 4 indicate the uncertainty of the MCNPX calculation, and do not include the systematic error due to the linear, rather than logarithmic, interpolation of atomic scattering functions that is performed in MCNPX[17]. The saw-tooth shape of the inset in Figure 4 can be attributed to these interpolation errors, and therefore the actual systematic error due to this normalization technique may be closer to 0.5%.

This normalization technique also automatically accounts for differing non-resonant attenuation of photons in the assay targets due to varying compositions, and systematic uncertainties that may arise due to errors in electron beam integration because neither of these quantities is directly used in the analysis. Instead, the intensity of the measured 511 keV photopack provides a measured quantity that is linearly proportional to the intensity of 2-2.5 MeV photons that reach the transmission detection foil with the uncertainty discussed above. Given that statistical uncertainties described in Table 4 are between 6.7% and 28%, the addition of a systematic error of less than 1.5% will have little effect on the overall conclusions.

$^{238}$U NRF peaks identified in runs 2-4 were fit, integrated, and compared to corresponding peak intensities from run 1. The comparison of peak intensities is expressed as

$$A_{E_{pk}}^i = \frac{A_{E_{pk}}^i}{A_{E_{pk}}^1}$$  \hspace{1cm} (8)

where $A_{E_{pk}}^i$ is the relative intensity of the peak at $E = E_{pk}$ for run $i$, relative to run 1. $A_{E_{pk}}^1$ corresponds to the fit area of that peak. Each resonance yielded two observable peaks, due to de-excitation of the NRF level directly to the ground level, and also due to de-excitation via the first-excited state. The two

values of $A_{E_{pk}}^i$ for each level were combined via a weighted averaging, resulting in a single value of $A_{E_{pk}}^i$ for each NRF level, measured in each of runs 2-4. These values are shown with statistical uncertainties in the last columns of Table 4.

6. Areal Density Measurement

The areal density of an isotope in an irradiated target is related to the attenuation of resonant energy photons, as observed by a reduction in the relative rate that radiation detectors measure NRF $\gamma$-rays emitted from the transmission detection sheet. For each $^{238}$U resonance, a function was derived (see the Appendix) that relates the rate at which NRF $\gamma$-rays are emitted from the transmission detection sheet to the areal density of $^{238}$U in the assay target assuming that the effects of atomic absorption are similar between the different targets. This function, for a target containing the measured isotope at an atomic areal density, $N_\chi$, is given by

$$A_{model}(N_\chi) = C_{notch} \frac{\int \lambda(t_{TD}, E) \exp[-\sigma_D(E)N_\chi] \sigma_D(E) dE}{\int \lambda(t_{TD}, E) \sigma_D(E) dE}$$  \hspace{1cm} (9)

where $\lambda(t_{TD}, E)$ is the effective thickness a photon of energy, $E$, traverses in a transmission detection sheet having a thickness, $t_{TD}$, and atom density, $N_{TD}$, given by

$$\lambda(t_{TD}, E) = \frac{1 - \exp[-(\alpha + N_{TD}\sigma_D(E))t_{TD}]}{\alpha + N_{TD}\sigma_D(E)}$$  \hspace{1cm} (10)

and $\alpha = \mu_\chi[1 + 1 / \cos(\theta)]$ and $\theta \approx 62^\circ$ for the experimental geometry. The quantity, $C_{notch}$, accounts for notch refil. To obtain values of $C_{notch}$ simulations of the experimental geometry were conducted using MCNPX and the new NRF data library[18] to obtain $A_{model}$. These values were compared to analytical evaluations of $A_{model} / C_{notch}$, giving $C_{notch}$. Values of $C_{notch}$ are shown
Table 4: Predicted and measured values of $\delta E_{\text{level}}$, the excess attenuation of resonant-energy photons compared to run 1. The levels at 2080 and 2287-keV have not been previously reported and therefore no prediction of $\delta E_{\text{level}}$ was made. Predicted values of $\delta E_{\text{level}}$ are obtained from evaluation of Equation 9 using the values of $\Gamma$ and $\Gamma_0$ reported in Heil et al. and assuming that $C_{\text{notch}} = 1$. Column C uses values of $\Gamma$ and $\Gamma_0$ from ENSDF and $C_{\text{notch}} = 1$. Columns B and D use the same resonance parameters as A and C, respectively, but use the best-estimate of $C_{\text{notch}}$ such as those shown in Figure 5.

<table>
<thead>
<tr>
<th>$E_{\text{level}}$ (keV)</th>
<th>predicted attenuation</th>
<th>measured attenuation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>run 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2175.6</td>
<td>0.54</td>
<td>0.57</td>
</tr>
<tr>
<td>2208.2</td>
<td>0.55</td>
<td>0.58</td>
</tr>
<tr>
<td>2246.7</td>
<td>0.71</td>
<td>0.73</td>
</tr>
<tr>
<td>2293.8</td>
<td>0.87</td>
<td>0.87</td>
</tr>
<tr>
<td>2409.7</td>
<td>0.78</td>
<td>0.80</td>
</tr>
<tr>
<td>2467.4</td>
<td>0.76</td>
<td>0.78</td>
</tr>
<tr>
<td>2080.0</td>
<td>0.87</td>
<td></td>
</tr>
<tr>
<td>2287.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>run 3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2175.6</td>
<td>0.88</td>
<td>0.89</td>
</tr>
<tr>
<td>2208.2</td>
<td>0.88</td>
<td>0.89</td>
</tr>
<tr>
<td>2246.7</td>
<td>0.93</td>
<td>0.94</td>
</tr>
<tr>
<td>2293.8</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>2409.7</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>2467.4</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>2080.0</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>2287.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>run 4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2175.6</td>
<td>0.77</td>
<td>0.79</td>
</tr>
<tr>
<td>2208.2</td>
<td>0.78</td>
<td>0.80</td>
</tr>
<tr>
<td>2246.7</td>
<td>0.87</td>
<td>0.88</td>
</tr>
<tr>
<td>2293.8</td>
<td>0.94</td>
<td>0.95</td>
</tr>
<tr>
<td>2409.7</td>
<td>0.91</td>
<td>0.91</td>
</tr>
<tr>
<td>2467.4</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>2080.0</td>
<td>0.90</td>
<td></td>
</tr>
<tr>
<td>2287.4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$\chi^2$ 6.84 4.79 5.72 4.34
in Figure 5 for the 2176, 2209 and 2245-keV \( ^{238}\text{U} \) resonances. The notch refill process is most intense for stronger and lower-energy resonances, and is more important for thicker targets. As seen in Figure 5, the effect of notch refill is estimated not to exceed 5% for this experiment.

Columns A-D in Table 4 present calculated values of \( \hat{h}_{\text{model}}(\rho) \) for four different treatments of Equation 9. Values in columns A and B assume that the resonance parameters as reported by Heil are correct, whereas the values in columns C and D were obtained using the resonance parameters described in ENSDF. Columns A and C assume that \( C_{\text{notch}} = 1 \), and columns B and D use the estimates of \( C_{\text{notch}} \) such as those shown in Figure 5. The \( \chi^2 \) values shown in the last row of Table 4 are determined by comparing the 18 measured \( \hat{h}_{\text{level}}(\rho) \) values to the predicted values shown in columns A-D. Only the statistical uncertainties of each measurement were used to calculate the reported \( \chi^2 \) values\(^2\). Use of the notch-refill correction and the ENSDF evaluation of the resonance parameters (column D) provided the best agreement between data and prediction and therefore this treatment is used to determine \( ^{238}\text{U} \) areal densities in the targets as measured by transmission NRF. The predicted attenuation values shown in column B, using the Heil interpretation of the resonance data with the notch refill correction, demonstrate better agreement to the data than either predicted attenuation that omitted the notch refill correction.

Using the values, \( C_{\text{notch}}(\rho) \) shown in Figure 5 and the resonance parameters from ENDSF, Equation 9 is evaluated and values of \( \hat{h}_{\text{model}}(\rho) \) corresponding to values in column D of Table 4 are shown in Figure 6. The dotted lines indicate errors due to the uncertainty of \( I_0 \) from the previous measurement of the \( ^{238}\text{U} \) resonances.

Each measured value of \( \hat{h}_{\text{level}}(\rho) \) shown in Table 4, \( \hat{h}_{\text{model}}(\rho) \) was inverted to obtain an areal density of \( ^{238}\text{U} \) that would produce the corresponding attenuation. These values were combined for the six known resonances by calculating the weighted average of each estimated areal density. The weighted averages are shown in Table 5 with experimental statistical errors and systematic errors due to uncertainties in the strengths of the \( ^{238}\text{U} \) resonances. The agreement between areal density values that were obtained from the measured attenuation of resonant energy photons and from direct measurement of the targets indicates that this method can be used to non-destructively measure actinide concentrations at 1% levels in a matrix whose areal density is comparable to that of a spent fuel assembly.

### 7. Resonance Parameters

This experiment not only demonstrates a transmission NRF measurement of \( ^{238}\text{U} \) and relates this to the \( ^{238}\text{U} \) areal density in thick targets, but is also an independent measurement of many \( ^{238}\text{U} \) resonance parameters. Comparing the measured intensities of \( \gamma \)-rays due to de-excitation to the ground state and first-excited states, the data provide \( \Gamma_1 W_1(\theta)/\Gamma_0 W_0(\theta) \) for each resonance, shown in Table 6. These values were collected for each of the four runs, and remained constant within statistical uncertainties between runs, as expected.

Instead of using the Heil data to predict the resonant attenuation of photons incident upon the targets, the known areal densities of the targets and the attenuation of resonant-energy photons can be used to estimate \( \Gamma_0 \) for each resonance. These

---

\(^2\)Inclusion of the statistical uncertainties reported by Heil into the \( \chi^2 \) calculation does not significantly alter the results.

---

**Table 5:** Values of the measured areal density of \( ^{238}\text{U} \) obtained by analysis of NRF peaks, and by direct measurement of the mass and area of the \( ^{238}\text{U} \) plates used in the assay target. The first errors listed for the NRF measurement are \( 1\sigma \) errors due to counting statistics in this experiment. The second stated errors are due to the uncertainties in values of \( I_0 \) extracted from Heil.

<table>
<thead>
<tr>
<th>Run</th>
<th>NRF-measured ( \rho x )</th>
<th>direct ( \rho x )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>( 8.14 \pm 0.98 )</td>
<td>( 8.47 \pm 0.08 )</td>
</tr>
<tr>
<td>3</td>
<td>( 1.37 \pm 0.68 )</td>
<td>( 1.69 \pm 0.02 )</td>
</tr>
<tr>
<td>4</td>
<td>( 3.12 \pm 0.73 )</td>
<td>( 3.34 \pm 0.03 )</td>
</tr>
</tbody>
</table>

---

**Figure 5:** Estimated intensities of notch refilling for three \( ^{238}\text{U} \) resonances indicated by their centroid energy.

**Figure 6:** Predicted values of \( \hat{h}_{\text{model}}(\rho) \) for three strongest \( ^{238}\text{U} \) resonances measured. Dotted lines indicate \( \pm 1\sigma \) errors due to uncertainty in the strengths of the resonances from the Heil et. al. measurement.
values, the corresponding values extracted from Heil, and the recommended values, obtained by a weighted average of the two, are shown in Table 6. The inverse of the variance of each $\Gamma_0$ was used as the weight for averaging. The transmission measurement indicates that the values of $\Gamma_0$ for the two largest resonances may be lower than reported by Heil, whereas for the 2245-keV resonance, $\Gamma_0$ may be slightly larger or possibly $\Gamma > \Gamma_0 + \Gamma_1$ for this state. Limited counting statistics prohibit stronger statements regarding the possibilities of systematic disagreements between these data and those obtained by Heil et al.

Six additional $\gamma$-rays were identified in the beam-on spectrum that were neither present in the radioactive background, nor previously published\(^3\). Their energies were 1996.6 ± 0.3, 2035.0 ± 0.2, 2080.0 ± 0.2, 2146.0 ± 0.3, 2241.1 ± 1.0, and 2287.4 ± 0.6 keV. Besides the 2241 and 2287 keV lines, each line was well-isolated and at least 5 standard deviations above the randomly varying background. The 2287 peak was also significantly stronger than background but was not well-resolved in energy from the known 2294 keV NRF $\gamma$-ray\(^4\). The 2241 keV peak was a minor contributor to a multiplet dominated by the known 2245 keV $^{238}$U NRF $\gamma$-ray. The 2241 keV peak was identified by its influence on the multiplet shape, however its energy and intensity were significantly less well-determined than the other peaks.

The pairs of $\gamma$-rays at 2035.0 and 2080.0 keV, and at 2287.4 and 2241.1 keV could indicate the pattern of de-excitation of one excited nuclear state via $\gamma$-ray emission populating the ground state or the first excited state. Using the transmission measurement to estimate $\Gamma_0$ for the 2080 and 2287-keV resonances resulted in very large uncertainties (shown in Table 6). Values of $\Gamma_0$ may also be estimated by comparing the $\gamma$-ray intensities to those observed for a larger state, such as the 2176-keV resonance. Correcting for the differences in bremsstrahlung intensity, resonant and non-resonant attenuation of photons in the assay targets, and full $\gamma$-ray detection efficiencies of the HPGe detectors, the strengths of the 2080 and 2287-keV resonances are 0.38 ± 0.03, and 0.12 ± 0.06, respectively, relative to the 2176-keV resonance. If both states are spin-1, their ground-state widths would be the values shown in the fifth column of Table 6, whereas if the spin of the excited state were $\pm 1/2 (J=2)$, the values of $\Gamma_0$ would be reduced by 3/5.

Two additional $\gamma$-ray lines were detected at 1996.6 ±1 and 2146.0 ±0.3 keV. Their intensities are 0.18 ±0.05 and 0.15 ±0.05, respectively, relative to the 2176-keV line. The energies of these $\gamma$-rays differ by 149.4 ±0.7 keV, which could indicate that they are both due to de-excitation of an additional 2146-keV NRF state. If this were true, the 1996.6-keV $\gamma$-rays would be due to de-excitation via photon emission to the second-excited, 148.4-keV $^{238}$U level with spin-4\(^+\). An additional $\gamma$-ray would be expected at 2101.1 keV, corresponding to de-excitation of the resonance to the first-excited state. The presence of this $\gamma$-ray in the spectra could not be confirmed due to a relatively strong background line at 2103-keV attributed to the $^{208}$Tl single-escape peak.

8. Discussion

Performing a transmission measurement to relate the areal density of $^{238}$U in the target to the excess attenuation of resonant photons warrants explicit consideration of the sources of errors that enter into the measurement. The foremost source of error is that due to counting statistics. The largest NRF $\gamma$-ray lines resulted in approximately 2500 full-energy events measured by the germanium detectors during a measurement, indicating the smallest statistical error allowed by the data is 2%. However, since the measurements are relative, the statistical errors must be propagated through Equation 8, resulting in the statistical errors presented in the last column of Table 4.

Making relative measurements in a geometry in which the transmission detection sheet has a fixed position reduces the potential for systematic uncertainties. The assay targets, positioned upstream, are sufficiently large that they subdue the entire profile of the bremsstrahlung beam leaving the collimator, thereby rendering their positioning insensitive to total results. However, the sheets comprising the DU in the assay targets could have been positioned such that they were not perfectly normal to the beam trajectory which would effectively increase the $^{238}$U areal density through which the bremsstrahlung photons would penetrate. Although difficult to quantify, care was taken to visually inspect the alignment of the DU sheets, and due to the area size of the DU plates (20 cm on a side), small deviations in alignment are easy to observe. A placement of the plates 5° from beam normal would result in the DU plate’s corners being 1.8 cm from square, which is easily observable. Conversely, a 5° rotation of a DU sheet only increases the areal density through which photons penetrate by 0.38%, which is small compared to other errors. We therefore conclude that target positioning is not an important contributor to the error in the measurement.

Relating the measured reduction in NRF count rates to areal density incurs additional systemic errors due to the uncertainty with which the $^{238}$U NRF parameters are known. The reported uncertainties in the resonance parameters have been propagated through the process of inverting Equation 9, predicting how the $^{238}$U areal density determinations would change if the intensity of each resonance were altered by ±1σ. These calculations produced the systematic uncertainty errors reported in Table 5.

The most complex portion of the analysis and potentially an important source of systematic error is the use of the 511 keV normalization routine described in Section 5. Comparing spectra obtained while the transmission detection sheet is present in the beam to those obtained when the sheet is absent from the beam indicate that the vast majority of measured 511 keV photons are due to the presence of the transmission detection sheet in the beam. Likewise, using MCNPX to estimate the size of the error induced by this normalization routine indicated that the rate at which 511 keV photons were produced in the transmission detection sheet was very nearly linearly proportional to the flux of photons with energies between 2 and 2.5 MeV.

\(^3\)Two additional $^{238}$U NRF states at 2090 and 2145 keV have included in Figure 3 of Reference[9], but no discussion of the states has been published, nor are they present in the ENSDF.

\(^4\)Reported by Heil et al. to be 2295 keV.
that reached the transmission detection sheet, regardless which of the four targets was measured. The deviation from linearity was largest when the flux due to the target in run 1 was compared to that in run 2, and resulted in up to a 1.5% difference (see Figure 4). This is significantly smaller than the error due to counting statistics, and is likewise significantly smaller than the statistical errors that would result if the measured NRF γ-rays due to $^{11}$B were instead used to normalize the spectrum. It should be emphasized that MCNPX was only used to estimate the precision of the 511 keV normalization routine, and no effort was made to use the results of MCNPX to correct for the potential systematic error resulting from the routine.

Conversely, MCNPX was used to predict and correct for notch refill. This could lead in principle to further systematic uncertainties. However, $C_{\text{notch}}$ in Equation 9 took values between 1.00 and 1.05, therefore even 100% uncertainties in the notch refill correction would result in no more than a 5% change in the predicted values of $\Gamma_0$, and this would likewise only change $^{238}$U areal densities predicted by this method by an amount similar to the systematic error values shown in Table 5. It is not expected that the notch refill estimate would be this imprecise, and it is worth noting that the corrections produced by comparing MCNPX calculations to the analytical model that explicitly neglects down-scattered resulted in resonant attenuation predictions that better agreed with the experimental data. Furthermore, comparing the experimentally measured attenuation values with the predicted values indicate that larger values of $C_{\text{notch}}$ would produce better agreement.

To summarize, the largest source of experimental errors is the uncertainties relating to counting statistics. All systematic sources of error are expected to result in uncertainties that are less than these statistical errors. The uncertainty due to the resonance parameters reported by Heil provide the largest source of systematic error and are included in Table 5. The MCNPX-predicted correction of the analytical model due to the notch refill process results in better agreement between $^{238}$U areal densities derived from NRF transmission measurements and those from direct measurement of target masses. The systematic uncertainty of this correction, even if a large fraction of the total correction does not significantly modify the experimental results. Finally, because of target and transmission foil constraints and the relative nature of the measurements, we assert that any systematic errors due to imprecisely known geometry would be negligible.

### 9. Conclusion

The determination of $^{238}$U areal densities ranging between 1.7 and 8.5 g/cm$^2$ in an approximately 86 g/cm$^2$ target by observation of attenuation of resonant-energy photons has been accomplished. While previous transmission measurements using quasi-monoenergetic photon sources have indicated null results for the observation of notch refill[4], the data obtained in this experiment, using thick targets and a bremsstrahlung beam have exhibited a trend indicative of notch refill that could increase the measured NRF rate by up to 5% for large resonances and the target containing the most $^{238}$U. The geometric arrangement wherein DU preceded Pb in the target represents the most probable geometry in which to observe notch refill. A correction based on the MCNPX modeling has been implemented in the analysis producing the areal densities measured by transmission NRF. Without the notch refill correction, the data tend to under-predict the areal density of $^{238}$U in the target by approximately twice the standard deviation estimated by Poisson counting statistics.

This experiment indicated that the $^{238}$U resonance parameters reported by Heil resulted in under-predicted $^{238}$U areal densities, primarily due to the 2176 and 2209-keV resonances. Inclusion of a notch refill correction that was based on comparing MCNPX results with an analytical model that excluded photon down-scatter improved the agreement between the predicted and experimentally observed attenuation. This agreement would also be improved if the actual correction due to notch refill correction were slightly larger than indicated by our modeling.

To within statistical uncertainties, the measurement agrees with models used to describe resonant attenuation and subsequent measurement of fluorescence emitted from the transmission detector. However, it also indicates the difficulty of using transmission nuclear resonance fluorescence to precisely measure small quantities of an isotope in an assay target. Rates at which statistics accrue in a transmission measurement are
strongly dependent on the strengths of the resonances used for the measurement. Measurements of NRF in $^{235}\text{U}$ and $^{239}\text{Pu}$ have indicated their resonances are smaller than those examined here. This indicates that a transmission NRF measurement that is useful for nuclear safeguards applications would require a significantly more intense photon source than the 65 $\mu$A bremsstrahlung beam used in this experiment. Higher current electron accelerators are commercially available[20]. However, required photon count rates pose difficult challenges for semiconductor detectors and energy resolution requirements make scintillating detectors less attractive. These constraints are the subject of further study.

The extended measurement of $^{238}\text{U}$ NRF has also led to observation of two new excited states and a potential third state. The state at 2080 keV is fairly strong, but appears to preferentially decay by emission of 2035-keV $\gamma$-rays, producing the first-excited state of $^{238}\text{U}$. This raises the question as to whether the angular momentum of the state is $2\hbar$ ($J = 2$), or whether the projection of the angular momentum of the state onto the nuclear symmetry axis is zero ($K = 0$). The latter type of state is predicted by the Alaga sum rules to decay with $\Gamma_2\hbar^2/2$, or whether $\Gamma_1/\Gamma_0 = 2[1]$. The 2287-keV state is quite weak but demonstrates the more typical de-excitation pattern of preferential decay by emission of a single $\gamma$-ray to populate the ground state. The $\gamma$-rays emitted from this state appears slightly above the considerable photon background and would be difficult to observe using higher endpoint-energy bremsstrahlung beams because such beams reduce the signal intensity, relative to background. Finally, $\gamma$-rays with energies of 1996 and 2146 keV could indicate a 2146-keV resonant state, although the presence of the broad $^{208}\text{TI}$ escape peak obstructs confident observation of a 2101-keV $\gamma$-ray that would strongly support this hypothesis.
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Appendix A. Derivation of Relationship between Areal Density and Relative Rate of Measured NRF $\gamma$-rays

The rate at which NRF signals due to photons of energy, $E$, are detected by a radiation detector from a location, $r$, within the target volume, $V$, is given by:

$$\frac{d^2R_{\text{NRF}}}{dVdE} = N\Phi(E,r)\sigma_{\text{NRF}}(E)W_o(\theta)\exp[-\mu(E)r_o]$$

$$\times \left[ e(E_o)\frac{\Omega(r)}{4\pi}P\gamma(E_o) \right]$$

(A.1)

Where $N$ is the number density of atoms in the target that undergo NRF with cross section $\sigma_{\text{NRF}}(E)$. $\Phi(E, r)$ is the energy-differentiated photon flux at the point $r$, $W_o(\theta)$ is the effective angular correlation function taking into account the finite solid angle of the detector, $r_o$ is the distance traversed by the NRF $\gamma$-rays as it leaves the target in the direction of a detector, $E_\gamma$ is the energy of the emitted NRF $\gamma$-ray, which interacts within the target material with probabilities described by an attenuation coefficient, $\mu(E_\gamma)$ that results in a total attenuation of NRF $\gamma$-rays leaving the target of $\exp[-\mu(E_\gamma)r_o]$, $e(E_\gamma)$ is the probability that the radiation detector measures the full energy of an incident NRF $\gamma$-ray, $\frac{\Omega(r)}{4\pi}$ is the fraction of the solid angle subtended by the radiation detector from the point where the $\gamma$-ray is emitted, and $P\gamma(E_\gamma)$ is the probability that the NRF $\gamma$-ray penetrates through the radiation filter without interacting. $\gamma$-rays emitted after NRF are reduced in energy due to the energy taken by the recoiling nucleus. This energy reduction is sufficient for interactions considered here to assume that the interaction cross section for NRF $\gamma$-rays is only due to nonresonant interactions.

Appendix A.1. NRF Rates for Photons Incident Upon a Uniform Slab

The transmission detection sheet may be considered a slab of thickness, $t_{TD}$, that is irradiated with a uniform parallel beam of intensity, $\Phi_t$, that is normally incident upon the slab. A radiation detector is assumed to be located sufficiently far from the target that the beam diameter and $t_{TD}$ are negligibly small compared to the detector distance, $r_d$. A schematic rendering of this geometry is shown in Figure A.7. Although not indicated, the experimental geometry may also include a filter in front of the detector to reduce low-energy photon count rates.

For simplicity, we assume that we may neglect photon down-scatter, then $\Phi(E, r)$ only varies due to the attenuation of photons:

$$\Phi(E, r) = \Phi_t(E)\exp[-\mu(E)x]$$

(A.2)

and $\mu(E)$ now contains both resonant and non-resonant contributions:

$$\mu(E) = \mu_{\text{atom}} + N_{TD}\sigma_D(E)$$

(A.3)

Considering only photon energies near an NRF resonance, we may neglect the energy-dependence of the non-resonant attenuation coefficient, $\mu_{\text{atom}}$. Likewise, the attenuation coefficient for
NRF γ-rays, $\mu(E_0) = \mu_{\text{atom}}$, because nuclear recoil has made them non-resonant, but has not altered their energies sufficiently to make the energy dependence of $\mu_{\text{atom}}$ relevant.

The length the photon must traverse to leave the target is given by $r_0 = x/\cos(\theta)$, where $\theta$ is the angle between the initial trajectory of an incident photon and the ray between the photon interaction point and the position of the radiation detector.

Substituting, the rate of detection of full-energy NRF γ-rays can be written as:

$$
\frac{d^2R_{\text{NRF}}}{dx dE} \approx \exp\left[-(\mu_{\text{atom}}[1 + 1/\cos(\theta)] + N_{\text{TD}}\sigma_{\text{D}}(E))x\right] \\
\times N_{\text{TD}}\Phi(E)\sigma_{\text{D}}(E)W_\lambda(\theta)\frac{e^{AP/E}}{4\pi r_0^2}
$$

(A.4)

We define

$$
\alpha = \mu_{\text{atom}}[1 + 1/\cos(\theta)]
$$

and $\mu_{\text{NRF}}(E) = N_{\text{TD}}\sigma_{\text{D}}(E)$ and obtain:

$$
\frac{dR_{\text{NRF}}}{dE} = \int_0^{r_{\text{TD}}} \frac{d^2R_{\text{NRF}}}{dx dE} dx \\
\approx 1 - \exp\left[-(\alpha + \mu_{\text{NRF}}(E))r_{\text{TD}}\right] \\
\times N_{\text{TD}}\Phi(E)\sigma_{\text{D}}(E)W_\lambda(\theta)\frac{e^{AP/E}}{4\pi r_0^2}
$$

(A.6)

Appendix A.2. Relative Rate of NRF γ-ray Detection in Transmission Measurement

Neglecting the down-scatter of photons, the effective photon flux leaving the target in a transmission measurement is given by,

$$
\Phi(E) = \Phi_{\text{beam}} \exp\left[-N\sigma_{\text{D}}(E)x\right] \exp\left[-\mu_{\text{atom}}x\right]
$$

(A.7)

where $N$ is the atom density of the isotope being studied in the transmission measurement and $x$ is the target thickness.

The photon flux due to photons that were not attenuated in the assay target, $\Phi_0$, is incident upon the transmission detection sheet, i.e. $\Phi_0 = \Phi_\lambda$, and therefore this flux is substituted into Equation A.6 yielding:

$$
\frac{dR_{\text{NRF}}}{dE} = \lambda(t_{\text{TD}}, E) \left[\exp\left[-N\sigma_{\text{D}}(E)x\right]\sigma_{\text{D}}(E)\right] \\
\times \left[N_{\text{TD}}\Phi_{\text{beam}} \exp\left(-\mu_{\text{atom}}x\right)W_\lambda(\theta)\frac{e^{AP/E}}{4\pi r_0^2}\right]
$$

(A.8)

The first term,

$$
\lambda(t_{\text{TD}}, E) = \frac{1 - \exp\left[-(\alpha + \mu_{\text{NRF}}(E))r_{\text{TD}}\right]}{\alpha + \mu_{\text{NRF}}(E)}
$$

(A.9)

is identical to Equation 10 and is an effective thickness that a photon experiences as it traverses the transmission detection sheet. The second term in Equation A.8 represents combination of the resonant attenuation of photons in the assay target and the NRF response of the transmission detection sheet. When comparing two transmission measurements with identical measurement geometries except slight variations in the composition of the assay target, we assume that the third term in Equation A.8 may be assumed to not significantly change between measurements.\(^5\)

The energy resolution of high-purity germanium detectors is much wider than the widths of NRF resonances considered. Therefore energy-dependent variation in the first two terms in Equation A.8 will not be directly observed in the detected photon energy spectrum and instead, values of Equation A.8 that are integrated over an energy range given by the resolution of the detector will be measured. Since this range is significantly wider than the resonance, we assume that comparing the rate of measurement of a given NRF resonance may be accomplished by:

$$
\lambda(N_x) = \int \lambda(t_{\text{TD}}, E) \exp[-\sigma_{\text{D}}(E)Nx]\Phi_{\text{beam}}(E)dE \\
\int \lambda(t_{\text{TD}}, E)\sigma_{\text{D}}(E)dE
$$

(A.10)

To obtain Equation 9, Equation A.10 is further modified by addition of a multiplicative factor, $C_{\text{notch}}$, which accounts for the fact that Equation A.2 is not exact and photons with energy, $E_{\text{ph}} > E$, may be down-scattered with the assay target to the considered energy, $E$.
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\(^5\)In the experiment described in this paper, the variation in assay targets, described in Table 2 indicate that this assumption could lead 20% errors. However, the 511 keV normalization routine accounts for differences in attenuation of photons with $E > 1.02$ MeV in the different assay targets.


