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<thead>
<tr>
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</tr>
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<tr>
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</tr>
<tr>
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</tr>
<tr>
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</tr>
<tr>
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</tr>
<tr>
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<tr>
<td>EEG</td>
<td>electroencephalograph</td>
</tr>
<tr>
<td>GABA</td>
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</tr>
<tr>
<td>Hz</td>
<td>hertz</td>
</tr>
<tr>
<td>K+</td>
<td>potassium ion</td>
</tr>
<tr>
<td>Kv</td>
<td>voltage-gated potassium channel</td>
</tr>
<tr>
<td>LFP</td>
<td>local field potential</td>
</tr>
<tr>
<td>MEG</td>
<td>magnetoencephalograph</td>
</tr>
<tr>
<td>Na+</td>
<td>sodium ion</td>
</tr>
<tr>
<td>NMDA</td>
<td>N-methyl-D-aspartate</td>
</tr>
<tr>
<td>PSP</td>
<td>post-synaptic potential</td>
</tr>
</tbody>
</table>
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Information processing in the brain depends upon the interactions of diverse signaling units, neurons, which vary in their circuit positions, biophysical and biochemical properties, and electrophysiological phenotypes. These distinguishing properties enable neurons to serve different computational and functional roles. For instance, the fast-spiking inhibitory subclasss, which synchronizes its firing at fast frequencies and makes divergent and convergent contacts onto the persimomatic
compartments of its targets, is hypothesized to play an important role in regulating the timing and probability of spike output and thus the flow of information through the brain (reviewed in Chapter 1). However, the functional consequences of synchronized inhibition will depend on the integrative properties and circuit locations of the recipient neurons.

Using a combination of in-vitro whole cell electrophysiology, modeling, and model-neuron hybrids (dynamic clamp), we determined how fast synchronized inhibition interacts with integrative properties of a variety of neuronal types to regulate the rate (Chapter 2) and timing (Chapter 3) of spike generation. We find that a neuron’s intrinsic physiology substantially affects the ability of fast synchronized inhibition to control neuronal responsiveness. In addition, we demonstrate how the relevant physiology can be flexibly altered by contextual and neuromodulatory factors. The results of these experiments suggest that synchronized fast-spiking activity can differentially affect various circuit elements and each element’s responsiveness can be adjusted on a range of time scales to suit the cortex’s changing computational requirements.

Because the brain is one of the most energetically expensive organs in the body with action potential generation accounting for significant portion of the energy usage, we hypothesized that differences in neuronal properties may also serve to minimize energy consumption subject to functional constraints. Again using electrophysiology, modeling, and dynamic clamp, we compared the energy needed to produce action potentials singly and in trains for a wide range of channel densities and kinetic parameters, and examined which combinations of parameters maximized spiking
function while minimizing energetic cost (Chapter 4). We found evidence supporting our hypothesis in a wide range of neurons from several species. We conclude that neuronal biophysics are tuned to perform cost-effective functions.
CHAPTER I

INTRODUCTION
Our experience and reaction to the world depends on the relay and transformation of sensory information through a complex and dynamic neural system. The system does more than passively integrate sensory information, creating an internal world model; it actively engages with a dynamic environment, selectively processing relevant information and suppressing the irrelevant. This gives us the ability to adapt to an ever changing environment and generate actions that are optimally adapted to a particular situation. To understand this dynamic and selective processing of information, we need to investigate the nature of effective neuronal communication.

Neurons communicate via the transmission of action potentials to their anatomical connections. However, only a small subset of the inputs is effective at generating a post-synaptic spike. The mechanisms responsible for regulating the effectiveness of neuronal communication are likely to underlie our ability to efficiently interact with our world. For example, even though we are bombarded by sensory inputs we can restrict processing to a single item and select an appropriate behavioral response. At the neuron level, this involves the selective communication between sensory neurons processing the attended stimuli and ultimately motor neurons instructing behavioral output. The relevant stimulus and the appropriate behavioral response are constantly changing; thus, the brain needs to be able to flexibly route information depending upon the contextual demands.

It has been hypothesized that neuroelectric oscillations, rhythmic shifts in excitability due to synchronous neuronal activity, act as dynamic mechanism to regulate the effectiveness of neuronal communication (Fries, 2005; Womelsdorf and
Fries, 2006). Synchronous neuronal activity can be detected by electrodes placed along the scalp (electroencephalographic [EEG] and magnetoencephalographic [MEG]), inside the brain (intracortical EEG and LFP), and on a neuron (whole-cell electrophysiology); creating a bridge to study neuronal synchronization across biological scales. Behavior and cognition can be linked to coordinated neuronal activity. Using these methods, coordinated activity in the gamma-frequency range (30-80 Hz) has received significant attention for several reasons. First, gamma activity has been correlated to numerous cognitive functions involved in information processing such as selective attention, memory maintenance, and sensory motor integration [reviewed in (Herrmann and Demiralp, 2005; Womelsdorf and Fries, 2006; Jensen et al., 2007)]. Second, disruptions in gamma activity are associated with disorders exhibiting information processing deficits, including schizophrenia, autism, and attention deficit hyperactivity disorder [reviewed in (Herrmann and Demiralp, 2005; Basar and Gunetkin, 2008)]. Third, the fast frequency oscillations have been found to be modulated by both intrinsic (anticipation, experience, contextual influence, and action goals) (Scholvinck et al.; Riehle et al., 1997; von Stein et al., 2000; Engel et al., 2001; Engel and Singer, 2001; Fries et al., 2001; Womelsdorf and Fries, 2007) and extrinsic factors (saliency and familiarly of objects) (Busch et al., 2004; Schadow et al., 2007a; Schadow et al., 2007b) allowing for top-down and bottom-up control respectively. Finally, the fast oscillations are generated locally by the coordinated activity of interneurons which target the soma of principle neurons, an ideal location for gating the timing and probability of spike output. Thus, this locally
generated, actively modulated signal is hypothesized to be a fundamental mechanism for dynamically regulating information processing.

Information can be carried by action potentials based on several different coding schemes. On one end of the spectrum, action potentials may contain information based solely on the firing rate (the average number of spikes per unit of time). For instance the strength at which an innervated muscle is flexed depends solely on a rate code. At the other end of the spectrum, action potentials may contain information based on their precise timing relative to an external stimuli or the activity of other neurons.

Taking an agnostic approach to how information is actually encoded, the goal of this dissertation was to determine whether fast-frequency oscillations can affect the spike output of cortical neurons. Given that neurons are not homogenous entities, but differ considerably in their biochemical, electrical, synaptic, and functional properties, the approach was to determine how fast oscillatory activity interacts with the biophysical properties of neurons to regulate spike output. The results of these experiments suggest that a neuron’s intrinsic physiology substantially affects the ability of gamma-synchronized inhibitory inputs to control response rate (Chapter 2) and response timing (Chapter 3), suggesting that fast-oscillatory activity can differentially affect different cortical circuit elements. In addition, the relevant physiology is not fixed, but flexibly altered by contextual and neuromodulatory factors, suggesting the gamma-frequency oscillations can be dynamically shaped to suit the cortex’s changing computational requirements.
**Background**

Since the discovery of the electroencephalogram (EEG) over 80 years ago, oscillatory patterns in neuroelectric activity could be observed (Berger, 1929). The first detected and most prominent oscillations in spontaneous EEG were between 8-12 Hz and coined the alpha rhythm. The next detected frequency range between 12-30Hz was given the name beta. Faster oscillations in the human EEG between 30-80 Hz, termed gamma, could only be identified later because the amplitude of the oscillations decreases with increasing frequencies. Today oscillatory activity has been detected in frequencies ranges spanning over three orders of magnitude: from slow oscillations in the delta (0.5-3 Hz) to ultrafast (90-200 Hz) ranges.

Neuronal oscillations are the result of coordinated neuronal activity. In more detail, when a neuron fires an action potential in a regular manner, rhythmic fluctuations in the membrane potential can be detected in its post-synaptic targets by placing a microelectrode on the cell body of the recipient neuron. When several neurons fire action potentials both regularly and synchronously, the fluctuations are amplified creating rhythmic oscillations in excitability over a larger population of cells which can be detected by electrodes placed on the scalp (EEG and MEG) and inside the brain (intracortical EEG and LFP). The properties of the neuronal oscillations are the result of the physical architecture of the neuronal network and the speed of neuronal communication due to axon conduction and synaptic delays [reviewed in (Buzsaki and Draguhn, 2004)]. Thus, higher frequency oscillations (beta and gamma) are typically confined to a small neuronal space (Gray et al., 1989; Womelsdorf et al.,
2007), whereas large networks can be recruited during slow oscillations (von Stein et al., 2000).

Because the voltage signal from correlated neuronal activity can be detected across biological scales, researchers have been using these electrophysiological and other innovative techniques to investigate the cause and effect of synchronized neuronal activity. The different temporal and spatial frequencies of the oscillations may be functionally relevant as different brain states and neuronal networks are associated with particular oscillatory bands. The fast frequency oscillations in the gamma-frequency range have received a lot of attention—as well as skepticism—because of their association with active cognitive processes and the regulation of information processing. Here, I discuss gamma activity’s correlation to active cognition; the generation and modulation of gamma activity at the network, cellular and molecular levels; the theories on gamma activity’s role in information processing; and the energy expenditure due to high frequency activity.

**Correlation of gamma oscillations to information processing**

Gamma-frequency activity has been correlated to physiological and cognitive processes that are known to impact information processing. For instance, the level of arousal determines the body’s receptivity to sensory stimuli and preparedness for action. Increasing arousal levels—up to a point—enhances the ability to effectively respond to the environment. Activation of the mesencephalic reticular formation, one of the primary systems involved in the biological mechanisms of arousal, has been shown to facilitate gamma-frequency oscillatory activity (Munk et al., 1996). In
addition, microelectrode recordings of neuronal activity have demonstrated that fast synchronization of neuronal discharges is prevalent during periods of vigilance and arousal (Steriade et al., 1996).

Information processing is also dependent upon top-down mechanisms—processes that are based upon expectations, intrinsic goals, and motivational states. These top-down processes act to intrinsically regulate the processing of sensory information. For instance, selective attention is the cognitive process of selectively concentrating on one aspect on the environment while ignoring other aspects. A stereotypical example of selective attention is the “cocktail party effect”—the ability to focus one’s listening attention on a single talker among a cacophony of conversations and background noise. The effects of selective attention on neuronal synchronization has been assessed by presenting identical sensory stimulation across conditions where covert attention is directed to different aspects of the sensory input.

In these tasks, gamma-frequency neuronal synchronization has been found to be upregulated or downregulated in brain regions (Tiitinen et al., 1993; Tallon-Baudry et al., 1997; Gruber et al., 1999; Muller et al., 2000; Ray et al., 2008) and individual neurons (Fries et al., 2001a; Womelsdorf et al., 2006) processing relevant and distracting sensory information, respectively. Other top-down mechanism such as anticipation (Fujioka et al., 2009; Schadow et al., 2009a) and working memory maintenance [reviewed in (Jensen et al., 2007)] have also been associated with enhanced gamma-frequency activity.

The selective processing of information will also be driven by sensory inputs that demand attention due to their novelty or salience. Researchers investigating the
effect of visual stimulus properties on fast neuronal synchronization have found that increasing the size of the stimulus (Busch et al., 2004), increasing stimulus contrast (Busch et al., 2004), and presenting objects centrally compared to laterally (Schadow et al., 2007b), all enhance gamma-frequency activity. In the auditory domain, more gamma activity is evoked with higher compared to lower intensity sounds (Schadow et al., 2007a); and the frequency of the sinusoidal tone modulates the strength of the evoked gamma response (Lenz et al., 2008).

The above examples demonstrate that gamma-band activity is associated with active information processing and modulated by both top-down (the brain’s integration of past experiences and expectations) and bottom-up (the brain’s integration of sensory information) influences. Importantly, the enhancement of activity is also associated with improved behavioral performance and perceptual accuracy. For example, there are several studies that present evidence for a strong association in humans between gamma-band activity and behavioral response speed (Jokeit and Makeig, 1994; Haig et al., 1999; Gonzalez Andino et al., 2005; Frund et al., 2007; Schadow et al., 2009b) and response accuracy (Kaiser et al., 2008a; Kaiser et al., 2008b; Kaiser et al., 2009). In addition, in monkeys performing an attention task, the strength of this selective synchronization of neuronal groups processing relevant information has been shown to correspond to behavioral performance and changes in attentional demands (Taylor et al., 2005; Womelsdorf et al., 2006; Lakatos et al., 2008). The influence of local synchronization on behavioral responses was found to be spatially selective (Womelsdorf et al., 2006), suggesting that strength of synchronization is modulated at a fine spatial scale. The emerging view from these
findings is that neuronal coherences at fast frequencies subserves the selective and effective transmission of information among neuronal groups during the integration of sensory information (Laughlin and Sejnowski, 2003; Fries, 2005; Sejnowski and Paulsen, 2006; Womelsdorf and Fries, 2006) to ultimately trigger adaptive motor performance.

Corroborating the evidence that fast frequency synchronization of neuronal discharges is integral to healthy brain functioning, gamma activity is disrupted in diseases associated with sensory processing and attentional impairments, such as schizophrenia, autism, and ADHD [reviewed in (Uhlhaas and Singer; Spencer et al., 2003; Herrmann and Demiralp, 2005)]. For example, several studies have found that positive symptoms (hallucinations and delusions) of schizophrenia are correlated with enhanced amplitude and phase synchronization of evoked and induced gamma-band activity whereas negative symptoms (blunted affect, alogia, anhedonia, asociality, avolition, etc) are related to reduced high-frequency oscillations [reviewed in (Uhlhaas and Singer; Herrmann and Demiralp, 2005)]. Furthermore, a reduction of gamma activity is observed in patients with Alzheimer’s Disease, whereas an increase is found in patients with ADHD [reviewed in (Herrmann and Demiralp, 2005)].

**Generation and modulation of gamma activity**

Mounting evidence has demonstrated that the fast rhythmic signal is generated in the local circuit by a specialized class of interneurons: the fast-spiking parvalbumin positive inhibitory cells. The fast-spiking neurons form an extensive network, interconnected by gap junctions (specialized intracellular connection that allow direct
electrical communication between cells) (Gibson et al., 1999; Beierlein et al., 2000; Galarreta and Hestrin, 2001a, 2002), and fast inhibitory synaptic connections (Bartos et al., 2001; Bartos et al., 2002; Galarreta and Hestrin, 2002), which helps to synchronize action potential activity within the fast-spiking network. The cells can generate trains of high frequency (100+ Hz) narrow action potentials due to the expression of a fast-activating potassium channel (Kv3.1 /KCNC1) (Martina et al., 1998; Erisir et al., 1999), however the duration of the inhibitory post-synaptic potentials regulates the firing rate to the gamma frequency range (Whittington et al., 1995). Furthermore, the cells exhibit a high intrinsic resonance frequency and low attenuation of high frequency inputs (Fellous et al., 2001; Hasenstaub et al., 2005), suggesting that the cells are capable of following gamma frequency inputs. Experiments with pharmacologically isolated networks of inhibitory neurons and model simulations have shown that these networks can generate synchronized gamma-band oscillations on their own (Whittington et al., 1995; Vida et al., 2006) (reviewed in (Bartos et al., 2007; Fries et al., 2007), requiring only synaptic inhibition and gap junction coupling to be intact (Deans et al., 2001; Hormuzdi et al., 2001; Traub et al., 2003). The network of inhibitory cells is activated by excitatory inputs from pyramidal cells; driving the interneurons by activating principle cell activity even by non-rhythmic means, is sufficient to generate gamma-frequency rhythmicity (Adesnik and Scanziani; Cardin et al., 2009; Sohal et al., 2009).

Action potentials in fast-spiking interneurons trigger the release of GABA from pre-synaptic vesicles into the synaptic cleft. GABA then binds to kinetically fast GABA-A receptors (Bartos et al., 2001; Bartos et al., 2002) in post-synaptic cells,
resulting in fast hyperpolarizing fluctuations in the membrane potential, termed inhibitory post-synaptic potentials (IPSPs). The synchronized network of fast-spiking inhibitory neurons makes both divergent and convergent contacts onto the perisomatic compartments of other cortical neurons (Miles et al., 1996; Kawaguchi and Kubota, 1998; Papp et al., 2001; Tamas et al., 2004), producing strong and effective gamma-frequency hyperpolarizations in their targets (Hasenstaub et al., 2005; Cardin et al., 2009; Sohal et al., 2009). By synapsing near the spike initiation zone of its post-synaptic targets, the fast-spiking inhibitory network is able to effectively control the timing and probability of spike output in principal cells.

Because gamma activity is dependent upon the activation of this specialized inhibitory subclass, many factors can modulate and/or disrupt the oscillations. The fast-spiking neurons receive excitatory thalamocortical, corticocortical, and local excitatory inputs through NMDA (N-methyl-D-aspartate) receptors (Kinney et al., 2006), particularly the NR2A/NR2B subtype, and AMPA (α-amino-3-hydroxyl-5-methyl-4-isoxazole-propionate) receptors with rapid decay kinetics (Angulo et al., 2003), making them susceptible to changes in glutamatergic drive. In addition, pharmacological and pathological agents affecting GABAergic neurotransmission have been found to modulate gamma activity. For example, the frequency of the oscillation is controlled by the duration of individual inhibitory synaptic events (i.e., mainly dependent on decay constant $\tau_{GABA(A)}$). A wide range of general anesthetics which demonstrate a long increase in the decay time constant for the GABA$_A$ synaptic responses (including inhalational agents enflurane and isofurane, the opiates sufentanil and fentanyl, the GABAergic agents thiopental and propofol, and the
sedative/hypnotic agent diazepam) have all been shown to reduce gamma band activity [reviewed in (Whittington et al., 2000; Deco and Thiele, 2009)]. The power of the oscillations is controlled by changes in the amplitude of the GABA\textsubscript{A} response, making it susceptible to agents which affect the release and availability of GABA. Interestingly, a selective agonist for the \( \alpha_2 \) subunit containing GABA\textsubscript{A} receptors (the receptors selectively expressed in the fast-spiking synapses) improves behavioral and electrophysiological measures of prefrontal function in individuals with schizophrenia (Lewis et al., 2008).

Additionally, cholinergic modulators have been found to modulate strength of gamma. For instance, in isolated slices, bath application of a acetylcholine receptor agonist generated gamma activity (Roopun et al.; Buhl et al., 1998; Fellous and Sejnowski, 2000). \textit{In vivo} application of a cholinergic agonist with synchrony-inducing light increased the probability that the stimulated cells engaged in gamma oscillations and response synchronization (Rodriguez et al., 2004). In addition, \textit{in vivo} activation of cholinergic cells in the basal forebrain with neurotensin lead to enhanced gamma activity in the cortical EEG (Cape et al., 2000). Cholinergic activity can be signal driven, but it can also be driven by top-down mechanisms emanating from the prefrontal cortex which influence acetylcholine levels in the parietal attention system and in sensory cortices (Sarter et al., 2005). In fact, the cholinergic input to the cortex is able to specifically target selected cortical areas in a task- and context-dependent manner (Zaborszky and Duque, 2000; Zaborszky, 2002). Thus, acetylcholine may play an important role in locally modulating the temporal interactions of neurons in a given area [reviewed in (Deco and Thiele, 2009)].
Possible functions of gamma-frequency activity

The brain is relatively hard wired: anatomical connections between and within brain regions exist in stereotyped ways creating a connectome to route information. For instance, sensory information is routed to a particular thalamic nucleus, then to layer 4 of the appropriate sensory cortex (e.g., visual information is routed to the lateral geniculate nucleus of the thalamus then to layer 4 of the visual cortex). Layer 4 sends projections to Layer 2/3 (which sends and receives information from other cortical areas), Layer 5 (which projects to subcortical regions), and Layer 6 (which projects back to the thalamus). While the signal travels in a manner dictated by the anatomical connectivity, the activity traversing the anatomical routes at a given moment determine the functional connectivity. The functional connectome is remarkably flexible, constantly changing to efficiently interact with a dynamic environment. The same sensory input can be differentially processed depending upon the state of the system and the contextual demands.

Because gamma activity is correlated to active cognitive processes and reflects the coordinated activity of a large ensemble of inhibitory neurons that make both divergent and convergent contacts near the spike initiation zone of its post-synaptic targets, it has been hypothesized to act as a mechanism to dynamically regulate the functional connectome. Consider a cell receiving input from a set of neurons, when those inputs are synchronized the effect on the post-synaptic target is enhanced because the post-synaptic potentials integrate. The coordinated activity of fast-spiking cells results in gamma-frequency windows of increased and decreased excitation (Hasenstaub et al., 2005; Cardin et al., 2009; Sohal et al., 2009), providing a
mechanism for regulating the spike output of neurons with high temporal precession. Synchronization at lower frequencies is more temporally smeared, resulting in a less pronounced summation of the PSPs. Thus, the fast-frequency inhibitory input may act as a mechanism to regulate the probability and timing of spike output.

**Spike rate.** Even though inhibitory inputs to a neuron typically lower a neuron’s firing rate, changes in input synchrony of the fast-spiking inhibitory neurons may actually increase the spike rates of their post-synaptic targets. Temporally correlated inputs summate creating large fluctuations in a cell’s membrane potential. It has been shown that the post-synaptic cell is more likely to spike when the membrane potential rises quickly immediately preceding a spike due to high coherence of the inputs (Azouz and Gray, 2000, 2003). Even though fast-spiking cell activity acts to hyperpolarize the neuron, windows of opportunity for spiking are created during the relief of inhibition. Therefore changes in the coherence of inhibitory inputs has been theorized to act as a gain control—enhancing or suppressing the number of spikes generated to the same input stimulus—which may be used as a code to downstream neurons. In fact, computational experiments have shown that increases in synchronous input enhance neuronal sensitivity and the gain of neuronal spiking responses (Salinas and Sejnowski, 2000; Galarreta and Hestrin, 2001b; Salinas and Sejnowski, 2001; Tiesinga et al., 2004; Borgers et al., 2005; Tiesinga and Toups, 2005). In other words, even small increases in synchronization increase the impact of a given input, and small increases of stimulus strength can result in multiplicatively scaled increases in spiking responses during coherent activity (Tiesinga et al., 2004). This effect of input synchronization on the gain of spiking activity appears particularly
pronounced for oscillatory synchronization in the gamma-frequency band (Burchell et al., 1998; Deans et al., 2001; Csicsvari et al., 2003; Tiesinga and Toups, 2005).

**Spike time.** Changes in input synchrony may also affect timing of the spike discharges in the post-synaptic targets. The oscillatory fluctuations in the membrane potential of a cell periodically elevates the membrane potential close to threshold, providing discrete windows of opportunity for the neuron to respond. If the input is not appropriately timed, the response may be delayed or ignored altogether. Indeed various studies have shown that the post-synaptic spike times are aligned to the phase of the oscillations, with the strongest output evident in the rising phase of the depolarization (Burchell et al., 1998; Chrobak and Buzsaki, 1998; Pouille and Scanziani, 2001; Csicsvari et al., 2003). It has been theorized that restricting the timing of the spike outputs of the inhibitory cells’ post-synaptic targets acts to group or bind subsets of neurons together for further joint processing and enhance their impact through feedforward coincidence detection (Salinas and Sejnowski, 2000, 2001). In other words, correlated or temporally bound discharges have a stronger impact on neuronal populations than temporally disorganized inputs (Abeles, 1982; Konig et al., 1996; Engel et al., 2001). This binding tag has been hypothesized to act as a flexible code for linking neurons into flexible cell assemblies. Information could be processed, transferred, and stored by transiently linking subgroups of neurons together (Engel and Singer, 2001; Fries, 2005).

It has also been hypothesized that the fast oscillatory activity may act as a timing code, in which the amplitude of excitation is recorded in the time of occurrence of output spikes relative to the gamma cycle; stronger inputs leading to earlier
responses (Fries et al., 2007). In other words, given the same oscillatory input, a neuron that is more depolarized will reach threshold sooner and thereby fire earlier than a neuron that is less depolarized. This gamma-phase shift would provide an instantaneous analog representation of excitation. Indeed, one study in monkeys found that neurons that are more strongly activated by the preferred stimulus orientation, fire earlier in the LFP gamma cycle than neurons that are less strongly activated (Vinck et al.). excitation. Because pyramidal cell activity actively recruits the fast-spiking inhibitory network, a neuron that fires earlier in the gamma cycle is then in a position to suppress the activity of neurons receiving weaker input through disynaptic feedforward inhibition. It has been proposed that within each gamma cycle there is a race among the pyramidal cells in which the most excited pyramidal cells will compete against the less excited ones. The winner suppresses the weak response and improve the signal-to-noise ratios (Olufsen et al., 2003; Borgers et al., 2005; Fries et al., 2007). In addition, gamma activity as a timing code has been proposed to enable spike-time dependent plasticity. Spike time dependent plasticity requires that the presynaptic neuron is either leading or lagging the postsynaptic neuron by a few milliseconds (Markram et al., 1997; Bi and Poo, 1998; Caporale and Dan, 2008), which could be achieved by gamma-phase shifting (Vinck et al.)

However, the ability of gamma-frequency inhibition to control the responsiveness of their targets will depend on their target’s integrative properties. The way a neuron processes its synaptic inputs depends on its membrane filtering properties and its ion channels’ distribution, densities, and kinetics, which varies considerably within and between neuronal types. As discussed previously, the fast-
spiking parvalbumin neurons possess a unique combination of ion channels that enable them to efficiently follow and disseminate high frequency activity, whereas other neuronal types with particular integrative properties and circuit positions, are likely to serve different computational or functional roles. The next two chapters of this dissertation focus on how the integrative properties of a variety of neuronal types interact with fast-frequency oscillatory inhibition to control response rate and timing.

**Gamma Oscillations and Energy Consumption**

Gamma-frequency activity have been shown to be energetically expensive (Niessing et al., 2005; Huchzermeyer et al., 2008; Zaehle et al., 2009). The high-frequency activity requires enhanced activation of Na⁺/K⁺-ATPases to restore ionic gradients after spike generation to maintain excitability. Most of the ATP that is used in the brain is produced by oxidative phosphorylation in mitochondria. Neurons exhibit significant heterogeneity in mitochondrial number, size, distribution, and enzymatic activity (Wong-Riley, 1989; Waagepetersen et al., 1999; Popov et al., 2005). The fast-spiking parvalbumin inhibitory neurons express abundant mitochondria (Carr et al., 1989; Martinez-Guijarro et al., 1993; Toida et al., 1996), which could contribute to the remarkable vulnerability of gamma oscillations during pathological processes (Huchzermeyer et al., 2008).

Expensive functions prompt the evolution of expense-minimizing adaptations (Weibel, 2000), and energy availability does appear to have constrained the evolution of macroscopic brain features, resulting in minimization of brain volume subject to functional requirements (Aiello and Wheeler, 1995; Fish and Lockwood, 2003; Isler
We therefore asked whether differences on the microscopic level (i.e., differences in neuronal properties) may also serve to minimize energy consumption subject to functional constraints (Chapter 4).
CHAPTER II

CELL-TYPE SPECIFIC CONTROL OF NEURONAL RESPONSIVENESS BY GAMMA BAND OSCILLATORY INHIBITION
Summary

Neocortical networks are composed of diverse populations of cells that differ in their chemical content, electrophysiological characteristics, and connectivity. Gamma frequency oscillatory activity of inhibitory sub-networks has been hypothesized to regulate information processing in the cortex as a whole. Inhibitory neurons in these sub-networks synchronize their firing and selectively innervate the perisomatic compartments of their target neurons transmitting both slow tonic and fast fluctuating inhibition. How do different types of cortical neurons respond to changes in the level (slow changes in inhibitory tone) and structure (fast changes in synchronized inhibition) of perisomatic inhibition? What accounts for the heterogeneity between cell types, and are they fixed or flexible? To answer these questions, we use in vitro electrophysiology to study six distinct types of cortical neurons. We demonstrate that different types of neurons systematically vary in their receptiveness to fast changes in the structure of inhibition and the range over which changes in inhibitory tone affect their output. Using simple neuron models and model-neuron hybrids (dynamic clamp), we determine which intrinsic differences between cell types lead to these variations in receptiveness. These results suggest important differences in the way cell types are affected by gamma frequency inhibition, which may have important circuit level implications. Although intrinsic differences observed in vitro are useful for the elucidation of basic cellular properties and differences between cell types, we also demonstrate how the integrative properties of neurons are likely to be rapidly modulated in the context of active networks in vivo.
Introduction

Synchronization of neocortical neuronal activity, particularly at gamma (30-80Hz) frequencies, is related to cognitive functions such as working memory maintenance, attentional selection, sensory-motor integration, and memory retrieval (reviewed in (Herrmann and Demiralp, 2005; Womelsdorf and Fries, 2006; Jensen et al., 2007)), while disruption of oscillatory synchronization is associated with attention and cognition disorders, including schizophrenia, epilepsy, and ADHD (reviewed in (Herrmann and Demiralp, 2005; Basar and Guntekin, 2008)). However, the physiological and functional consequences of gamma activity on individual neurons remain unclear.

The generation of these oscillations depends critically upon inhibitory neuronal interactions ((Cardin et al., 2009; Sohal et al., 2009); reviewed in (Bartos et al., 2007; Fries et al., 2007; Fries, 2009)). Indeed, the intracellular correlate of these population-level oscillations is synchronized, phase-locked inhibition (Klausberger et al., 2003; Hasenstaub et al., 2005) believed to play a role in timing or coordinating the activity of other neurons in the cortical circuit (Galarreta and Hestrin, 2002; Fries et al., 2007). Further, fast changes in oscillatory synchronization are often enveloped by slow changes in overall local circuit activity and inhibitory tone (Hasenstaub et al., 2005; Lakatos et al., 2008). Thus, in order to understand how gamma activity contributes to cortical information processing, we must determine how fast changes in inhibitory synchrony, in concert with slow changes in inhibitory tone, interact with the integrative properties of target neurons.
There are many different types of cortical neurons, each having specific neurochemical properties, patterns of connectivity, laminar distribution, and electrophysiological characteristics (Kawaguchi, 1993; Kasper et al., 1994; Markram et al., 2004). Therefore, different cells are likely to respond differently to changes in inhibition. For example, different types of neurons may vary in the amplitude and timing of the synchronized inhibition they receive during a given epoch of gamma, as well as in their temporal filtering and integration of a given pattern of inhibitory inputs. Consistent with these expectations, experiments in cortical brain slices have demonstrated that spatiotemporal filtering of inhibitory synaptic inputs differs between inhibitory cell types (Tamas et al., 2000; Szabadics et al., 2001), and modeling and experimental studies have revealed that changes in fluctuating input affect a cell’s spike rate (Aradi et al., 2002; Chance et al., 2002; Kuhn et al., 2004; Tiesinga et al., 2004). Here we further investigate the integrative properties of inhibitory and excitatory neuronal types, focusing on the interactions between slow and fast changes in inhibition and the properties that are likely to underlie differences between cells.

We use intracellular recordings from a variety of excitatory and inhibitory cortical neuron types in vitro to characterize the diverse relationships between slow changes and fast fluctuations in a cell’s inhibitory inputs, and its output. We then use a simple single-compartment model to predict which intrinsic electrophysiological differences can account for the observed relationship differences. Next, we modify neurons’ intrinsic properties, using dynamic clamp, to test these predictions in multiple neuron types. Finally, we demonstrate how these relationships may be flexibly altered by factors such as neuromodulation and local circuit activity.
Results

Integration of Tonic and Fluctuating Inhibition Depends on Cell Type. Whole-cell current clamp recordings were performed on three types of projection neurons (Fig. 2.1A) and three types of inhibitory neurons (Fig. 2.1B). Projection neurons were identified by their pyramidal shaped cell body, and separated into three classes based on their laminar location and spiking phenotype: layer 5 pyramidal neurons capable of generating intrinsic burst discharges (Fig. 2.1A, L5B)(Kasper et al., 1994), layer 5 pyramidal neurons generating regular trains of single spikes (Fig. 2.1A, L5R)(Kasper et al., 1994), and layer 2/3 pyramidal neurons generating regular-spiking adapting trains of action potentials (Fig. 2.1A, L2/3). In addition, three types of local-circuit inhibitory neurons were identified by GFP expression in the GIN, G42 and G30 lines of mice (Oliva et al., 2000; Chattopadhyaya et al., 2004; Lopez-Bendito et al., 2004) and confirmed by their spiking phenotype. GFP+ cells in G42 mice generated rapid, non-adapting trains of action potentials (Fig. 2.1B, G42), and are parvalbumin-positive (Chattopadhyaya et al., 2004). GFP+ cells in the GIN mice generated slower, accommodating trains of action potentials (Fig. 2.1B, GIN), and are somatostatin-positive Martinotti neurons (Oliva et al., 2000; Xu et al., 2006; Xu and Callaway, 2009). GIN neurons are heterogeneous in their spike parameters and expression of other chemical markers (Halabisky et al., 2006; Xu et al., 2006), but were not further subdivided in this study. While the G30 line labels many neuron types with various morphologies and firing patterns, only irregular-spiking GFP+ cells were used in this
study (Fig. 1B, G30). These cells are multipolar, cholecystokinin-positive, and express type 1 cannabinoid receptors (Galarreta et al., 2004; Xu and Callaway, 2009).

Figure 2.1. Six electrically and morphologically distinct types of neurons in mouse somatosensory cortex.

A. Biocytin-filled reconstructions (top) and intracellular recordings (bottom) showing the laminar location, morphology, and spiking responses typical of Layer 5 bursting (left, dark red), Layer 5 regular-spiking (center, red) and Layer 2/3 regular-spiking (right, orange) pyramidal neurons

B. Biocytin-filled reconstructions (top) and intracellular recordings (bottom) showing the laminar location, morphology, and spiking responses typical of GFP+ inhibitory neurons in the GIN (left, cyan, adapting-spiking), G30/SZ (center, green, irregular-spiking), and G42 (right, blue, fast-spiking).
Our experimental approach and data analysis methods are first exemplified in figure 2.2, for a representative irregular spiking inhibitory neuron. To examine how slow changes in the level of network activity interact with changes in fast synchronized inhibition to affect the responsiveness of these different neuronal types, each neuron was depolarized (Fig. 2.2A, tonic excitation) until it fired action potentials at least 3Hz (example trace in Fig. 2.2Ba). Superimposed on this stimulus was a fluctuating 40Hz sinusoidal hyperpolarizing current whose mean offset and amplitude varied randomly from trial to trial (Fig. 2.2A, fluctuating inhibition). To mimic changes in the synchrony of the cell's inhibitory inputs without changes to the overall drive to the neuron, the mean level of hyperpolarizing current was maintained while changing the amplitude of the gamma frequency sine wave, and spike rate was measured in each condition (e.g. Fig. 2.2Bd, green horizontal overlay). To mimic changes in the overall amount of inhibitory drive to a neuron without changes in the fast temporal structure, the mean level of hyperpolarizing current was changed without changing the amplitude of the superimposed sine wave, and spike rate was measured in each condition (Fig. 2.2Bd, green vertical overlay). Trials with differing levels of tonic inhibition and input synchrony were randomly interleaved to avoid systematic changes that might affect the cells’ responses (see Methods).

For each neuron, the response to changing levels of inhibition and changing levels of input synchrony was displayed as a summary grid (e.g. Fig. 2.2Bd). Each combination of input mean and input synchrony is represented by one box in the grid, brighter boxes represent combinations that typically elicit more action potentials. Horizontal slices through the grid represent the effect on spike output of changes in
input synchrony, for a given mean (e.g. 2.2Bd, green horizontal overlay; 2.2Ca, green line). Vertical slices through the grid represent the effect of changes in mean inhibition, for a given level of inhibitory synchrony (e.g. 2.2Bd, green vertical overlay; 2.2Cb, green line). The full families of input-output curves are shown in figure 2.2C.

**Figure 2.2. Gamma oscillation stimulation protocol and analysis.**

A. Neurons were stimulated with a constant level (I_{base}) of depolarizing current (middle) and a fluctuating hyperpolarizing current (top). On each 500 ms long trial, stimuli were constructed by randomly adding one of ten levels of tonic inhibition (“input mean”) (equal intervals, ranging from 0 to I_{base}) to a zero-mean 40 Hz oscillatory current (“input synchrony”) with an amplitude of a one of ten randomly selected values (equal intervals, ranging from 0 to I_{base}).

B. Sample responses to low-mean, low-synchrony inputs (a), low-mean, high-synchrony inputs (b), and high-mean, low-synchrony inputs (c). d: The cell’s responsiveness (black to white) systematically varied with mean inhibitory current (vertical axes) and inhibitory synchrony (horizontal axes). Responsiveness was reduced as the amount of inhibition increased (green vertical overlay), and increased as the inhibition became more synchronized (green horizontal overlay).

Ca. Dependence of spike rate on input synchrony, for each level of mean inhibition. Green line represents the green-highlighted horizontal segment of Bd. Lighter grey = less mean inhibition. b: Dependence of output spike rate on mean inhibition, for each level of input synchrony. Green line represents the green-highlighted vertical segment of Bd. Lighter grey = more inhibitory synchrony.

Typical responses from the six types of neurons are shown in figures 2.3AB, and population responses are shown in figure 2.3CD. The different types of neurons systematically differed in their relative responses to changes in input mean and
synchrony. Neurons whose response was relatively synchrony-independent (Fig. 2.3 Aa and Ba) showed roughly horizontal grid isoclines, roughly flat input-output curves for spike rate as a function of input synchrony (shown above the grids) and their input-output curves for spike rate as a function of mean inhibition (shown to the right of the grids) overlapped. Conversely, neurons whose response was relatively synchrony-dependent (Fig. 2.3 Abc, Bbc) showed diagonal grid isoclines and sloped input-output curves for spike rate as a function of input synchrony. Each neuron’s spike rate dependence on input mean and synchrony was calculated by taking the median of the slopes of the F-I relationship about the midpoint for each condition. Relative synchrony dependence was quantified by dividing the neuron’s synchrony dependence by its mean dependence.

G42 fast-spiking neurons (Fig. 2.3Bc; 2.3C, blue circles, n=7) had the largest normalized synchrony dependence (Kruskal-Wallis p<0.05); these neurons were nearly as sensitive to changes in inhibitory synchrony as to changes in inhibitory mean. Bursting layer 5 pyramidal neurons (Fig. 2.3Aa; 3.3C, dark red up-triangles, n=6) and GIN regular-spiking inhibitory neurons (Fig. 2.3Ba; 2.3C, cyan squares, n=7) had the smallest synchrony to mean ratios (Kruskal-Wallis p<0.05); these neurons were much more sensitive to changes in the overall drive to the cell than to changes in the synchrony of the inputs, and increases in the amplitude of the fast fluctuating input had little impact on their spike rate (Fig. 2.3Aa and 2.3Ba). L5R (Fig. 2.3Ab; 2.3C, red triangles, n=6) and L2/3 (Fig. 2.3Ac; 2.3C, orange triangles, n=9) excitatory neurons, and G30 (Fig. 2.3Bb; 2.3C, green diamonds, n=6) inhibitory
neurons, increased their spike rate as the amplitude of the gamma oscillation increased, and had intermediate synchrony to mean ratios.

**Figure 2.3.** Systematic, cell type specific differences in responsiveness to gamma-band oscillatory synchronized inhibition.

**A.** Typical responses of three types of pyramidal neurons: Layer 5 bursting (L5B, a), Layer 5 regular spiking (L5R, b), and Layer 2/3 regular spiking (L2/3, c). All of the example pyramidal cells’ firing rates change gradually with changes in mean drive indicating a high dynamic range (DR) in spikes/nA: L5B= 0.028; L5R =0.032; L2/3 = 0.031. The example L2/3 and L5R pyramidal neurons’ firing rates also change gradually with changing level of input synchrony (normalized synchrony dependence or “NSD”: L2/3= 0.5; L5R=0.35), while the L5B neuron’s firing rate is relatively unaffected by changes in input synchrony (NSD= 0.12).

**B.** Typical responses of three types of inhibitory interneurons from the GIN, G30, and G42 mouse lines. The GIN and G30 neurons’ firing rates gradually change with changes in mean drive (DR in spikes/nA: GIN= 0.03; G30=0.009), however the GIN neuron’s firing rate is unaffected by changes in input synchrony (NSD=0.12), while the G30 neuron’s firing rate gradually increases with changing level of input synchrony (NSD=0.5). The G42 neuron’s firing rate changes abruptly with changes in mean drive (DR=0.007 spikes/nA), and is strongly affected by changes in input synchrony (NSD = 1.1).

**C.** Top: The six cell types differed in the relative dependence of firing rates on changes in input synchrony, normalized by changes in input mean (“normalized synchrony dependence”; n=44 cells). L5B, dark red▲; L5R, red▲; L2/3, orange ▼; GIN, cyan ■; G30, green ♦; and G42, blue ●. Bottom: Significant differences in normalized synchrony dependence between cell types (Kruskal-Wallis p<0.05) are indicated by the corresponding cell marker.

**D.** Top: The median dependence of firing rate on changes on input mean (nS per spike, n=43 cells). Bottom: Significant differences (Kruskal-Wallis p<0.05) are indicated by the corresponding cell marker.
The cell types also differed in their dynamic range: some neurons’ responses were all-or-none (i.e., changes in input mean or synchrony abruptly shifted them from never firing to firing at their maximum rate), while some showed graded responses. Because L5B (Fig. 2.3Aa) and GIN (Fig. 2.3Ba) neurons were insensitive to changes in the synchrony of inhibitory input, all neurons’ dynamic ranges were quantified by measuring the shallowness of the slope of the spike rate dependence on changes in mean inhibition. G42 fast-spiking neurons had the smallest dynamic range of the cell types (Fig. 2.3D, blue circles), either firing at every cycle of gamma or not at all. Pyramidal neurons of all types had the largest dynamic range (Fig. 2.3A; 2.3D, triangles); these neurons’ responses changed gradually with changes in inhibitory mean or synchrony. GIN regular spiking inhibitory neurons exhibited the most variable dynamic ranges (Fig. 2.3D, cyan squares), and did not significantly differ from any other neuronal types. These results suggest that there are cell-type specific variations in the range over which changes in the level of tonic inhibition can affect neuronal responsiveness. What features of the cells’ electrophysiology might account for these differences?

Synchrony dependence and passive membrane properties. A cell’s input resistance and membrane capacitance act as a low-pass filter attenuating responses to inputs at high frequencies (Hutcheon and Yarom, 2000), leading us to hypothesize that the differences in relative synchrony dependence between cell types was due to differences in their average time constants. Consistent with this hypothesis, in a simple Hodgkin-Huxley style model neuron stimulated with the same current protocol as the real neurons, output spike rate was nearly independent of input synchrony (Fig.
2.4Aa). Decreasing the time constant, either by decreasing the membrane capacitance (Fig. 2.4Aa →b) or by decreasing the total input resistance (Fig. 2.4Aa →c), increased the model cell’s relative responsiveness to changes in input synchrony.

Figure 2.4. Neurons’ relative synchrony dependence depends on passive membrane filtering properties.
A. A single compartment Hodgkin-Huxley style model neuron’s response to the stimulation protocol is relatively synchrony independent. (a). Decreasing its time constant either by decreasing the capacitance (a→b) or increasing the leak conductance (a→c) increases synchrony dependence.
B. Across n=38 cells, time constant correlates with normalized synchrony dependence (Spearman’s R=−0.88; p<0.05). An example voltage trace from a Layer 5 regular spiking neuron with a short time constant (a) and an example G42 fast-spiking with a long time constant (b) are illustrated and corresponding points marked.
C. Changing membrane filtering properties changes synchrony dependence. An example L5 regular spiking cell’s response is weakly dependent on input synchrony; reducing its time constant by the addition of leak conductance (a→b→c) increases its relative synchrony dependence.
D. Across n =7 L5R (red) and L5B cells (dark red), increasing the leak conductance reliably increased the neuron's synchrony to mean ratio (p<0.05). Trial blocks shown in inset are marked. Inset: Example voltage traces from Ca, Cb, Cc.
To assess these relationships in our experimental data, for 44 recorded neurons, we compared their time constants with their normalized synchrony dependences, revealing a strong correlation (Spearman's R: -0.88; p = 5.04e-013; Fig. 2.4B). These results suggest that neurons with long time constants (e.g. Fig. 2.4Ba) filter out the fast fluctuations in their inputs and simply respond to the mean level of inhibition, while neurons with short time constants (e.g. Fig. 2.4Bb) can follow both slow changes in network activity and fast fluctuations in inhibitory drive.

To confirm our hypothesis that the neuron’s time constant controls the ability of gamma frequency input to affect neuronal responsiveness, in layer V pyramidal neurons that were initially unresponsive to input synchrony, dynamic clamp was used to add a leak conductance (a constant conductance whose reversal potential matched the cell’s resting potential). The addition of leak conductance effectively decreased the cells’ membrane resistance and time constants (e.g. Figure 2.4D, a→b→c). This manipulation caused synchrony-independent neurons to develop synchrony dependence. Across n=7 Layer 5 neurons, increasing leak conductance reliably increased the neuron’s normalized synchrony dependence (Friedman’s p = .0009) (Figure 2.4D).

**Dynamic range and spike afterhyperpolarizations.** Medium- and long-duration afterhyperpolarizations (AHPs) affect both the minimum achievable spike rate frequency and the frequency range that cells respond to (Schreiber et al., 2004; Prescott and Sejnowski, 2008). Different neurons vary greatly in the shape and amplitude of their AHPs, from a few milliseconds to several seconds (Sah and Faber, 2002). We thus hypothesized that differences in the range over which changes in
network activity and fast fluctuating input affected neuronal responsiveness might be due to differences in their AHPs. To determine the potential impact of AHP conductances on a neuron’s dynamic range, we varied the amount and duration of the AHP conductance in a simple single compartment Hodgkin-Huxley style model neuron. Increasing the AHP conductance (Fig. 2.5Aa→b) or AHP duration (Fig. 2.5Aa→c) increased the model cell’s dynamic range: the model cell became responsive to a larger range of changes in mean inhibition (Fig. 2.5bc, top to bottom) and inhibitory synchrony (Fig. 2.5bc, left to right).

Consistent with this hypothesis, in 44 recorded cells, the AHP duration was closely correlated with the dynamic range (Spearman's R=0.68; p = 4.25e-007) (Fig. 2.5Ba). However, because the shallowness of the mean dependence, which is measured as spikes/nA, can be distorted by combining neurons with drastically different conductances, we separately analyzed the data for cells with a more narrow range of input resistances. When only neurons with similar input resistance between 50-200 MΩ are plotted (Fig. 2.5Bb) an even stronger correlation between dynamic range and AHP duration is revealed (R=0.87; p = 1.85e-006). Neurons with a short AHP duration (e.g. Fig. 2.1B, G42) are able to fire every time there is a relief of inhibition, provided that the neuron is sufficiently excited; conversely, neurons with a long AHP duration (e.g. Fig. 2.1A, pyramidal neurons) are still hyperpolarized during the next peak of the gamma cycle after firing an action potential, but increased levels of excitation can counteract this accumulated AHP, leading to an increased range over which neurons are responsive to changes in the level of inhibitory input.
Figure 2.5. Neurons’ dynamic range depends on afterhyperpolarization amplitude and duration.

A. In a single-compartment Hodgkin-Huxley style model neuron with a brief, weak afterhyperpolarization (AHP), response rate depends steeply on input strength (a). Either increasing the AHP conductance amplitude (a→b), or the AHP duration (a→c), makes the input-output relationship shallower.

B. The correlation of the shallowness of the input-output relationship with AHP duration (a) for n=44 neurons (Spearman's R: 0.68; p 4.25e-007), and (b) in the n=26 neurons with input resistances between 50-200 MΩ (Spearman's R: 0.87; p 1.85e-006). Neuronal types are color- and marker-coded as in figures 3 and 4.

C. Dynamic clamp was used to add an artificial AHP conductance to a sample G42 neuron (a). Either increasing the amplitude (a→b) or increasing the duration (a→c) of the artificial AHP conductance increases the neuron’s dynamic range. Across n=5 cells, increasing either the amount of AHP (d) or the duration of the AHP (e) reliably increased the neurons’ dynamic range.

To confirm these results, we used dynamic clamp to add an AHP conductance to G42 fast-spiking neurons, which initially all exhibited a small dynamic range (Fig. 3D, blue circles). Increasing the amount (in nS; Fig. 5Ca→b) or the duration (Fig. 5Ca→c) of the additional AHP clearly increased the range over which changes in the level and structure of the inhibition affected the neurons’ responses. In n=5 G42 cells,
Figure 2.6. The relative synchrony dependence of neurons changes with background conductance input.

A. a) In a model neuron stimulated with constant excitatory conductance and randomly varying inhibitory conductance, spike responses are only weakly dependent on input synchrony, compared to input mean. b) Proportionately increasing the model neuron’s inhibitory and excitatory conductance causes its output to become synchrony dependent.

B. In a L5B, changing the synchrony of the current stimulus has little effect on spike output.

C. Driving the same neuron in B with stronger artificial synaptic drive (i.e. proportionately scaling up the mean inhibitory and excitatory conductances) creates synchrony dependence in the cell’s spike output.

D. a) In n=6 large bursting pyramidal neurons, adding artificial synaptic drive changed their response profiles from relatively synchrony-independent to relatively synchrony-dependent. b) In n=13 neurons, including G42, GIN, L2/3, and L5R neurons, scaling up the excitatory and inhibitory conductances that the neuron received increased its synchrony dependence, whether or not the neuron’s response was initially synchrony dependent.
increasing the AHP amount (in nS, 2.5Cd, Friedman’s p<0.01) or duration (in ms, 2.5Ce, Friedman’s p<0.01) reliably increased the neuron’s dynamic range.

**Network activity changes neurons’ responsiveness to gamma oscillations.**

Different neuron types differ in the degree to which they are intrinsically responsive to gamma-band synchrony in their inputs, but all cortical neurons are embedded in recurrent networks. When these networks are active, their constituent neurons deluge one another with excitatory and inhibitory synaptic inputs. These inputs, taken together, can be large enough to substantially alter neurons’ effective input resistances and time constants (Pare et al., 1998; Shu et al., 2003; Haider et al., 2006; Cardin et al., 2008); reviewed in (Haider and McCormick, 2009). Since membrane time constant is a key determinant of neuronal filtering properties, can increases in local network activity permit gamma oscillatory synaptic inputs to control neurons’ output, even for neurons whose intrinsic properties ordinarily make them unresponsive to gamma oscillations?

In a model neuron whose output is initially unaffected by gamma-frequency input synchrony (Fig. 2.6Aa), increasing the neuron’s level of synaptic input, by scaling up the inhibitory and excitatory conductance stimuli, causes the neuron’s output to become relatively more dependent on input synchrony (Fig. 2.6Ab). The same effect can also be seen in real neurons, by using dynamic clamp to generate artificial excitatory and inhibitory conductance stimuli (rather than depolarizing and hyperpolarizing current stimuli). An example L5 neuron whose response rate is unaffected by gamma-frequency input synchrony (Fig. 2.6B) becomes progressively more affected by changes in input synchrony as the excitatory and inhibitory
conductance inputs are scaled up (Fig. 2.6Ca→c). Across n=6 large bursting pyramidal neurons, scaling up the artificial synaptic drive significantly increased the normalized synchrony dependence by an average of 0.59 ± 0.37 (unitless; Friedman’s p=0.0025) (Fig. 2.6Da). In n=13 neurons, including bursting and regular spiking Layer 5 and Layer 2/3 pyramidal neurons, and G30, GIN and G42 inhibitory neurons, additional drive increased the synchrony to mean ratio in all cases (by an average of 0.58 ± 0.26 unitless, Friedman's p=7.7e-007, Fig. 2.6Db).

**Discussion**

Many groups have found that the generation of gamma-frequency oscillations depends critically on the activation of fast-spiking inhibitory neuronal networks, which changes both the level and structure of inhibition in the local network ((Cardin et al., 2009; Sohal et al., 2009); for review see: (Bartos et al., 2007; Fries et al., 2007; Fries, 2009)). Fast-spiking interneurons make both divergent and convergent contacts onto the perisomatic compartments of other cortical neurons, producing strong and effective hyperpolarizations in their post-synaptic targets (Miles et al., 1996; Kawaguchi and Kubota, 1998; Papp et al., 2001). Because of their gap junction coupling (Galarreta and Hestrin, 2001a, 2002), fast inhibitory synaptic connections (Bartos et al., 2001; Bartos et al., 2002; Galarreta and Hestrin, 2002), rapid spiking conductances (Erisir et al., 1999), and reduced filtering of high frequency fluctuations (Fellous et al., 2001; Hasenstaub et al., 2005), these neurons tend to synchronize their firing at gamma (30-80 Hz) frequencies, generating oscillatory inhibition (Hasenstaub
et al., 2005; Cardin et al., 2009; Sohal et al., 2009). Because cortical neurons vary in their laminar distribution and patterns of connectivity, different types of neurons may vary in the amplitude and timing of the synchronized inhibition they receive during gamma activity. In addition, because of differences in electrophysiological and neurochemical properties between cells, neurons will likely differ in their integration of these inhibitory inputs. Here, we examined how changes in inhibitory tone and changes in inhibitory structure interact to control neuronal responsiveness, and how these interactions differ in different elements of the cortical circuit.

**Cell-type specific differences in gamma frequency input integration.** Cell types differed considerably in both their relative dependence on slowly changing inhibition compared to fast changing inhibitory structure (Figure 2.3C) as well as the range over which changes in the level of inhibition and structure of inhibition affected their spike rate (Figure 2.3D). Differences between the neurons’ passive filtering properties (Figure 2.4) and active conductances (Figure 2.5) help explain these cell-type specific variations.

G42 fast-spiking inhibitory neurons are the most sensitive to changes in fast fluctuating input and have the smallest dynamic range. Their short time constant and brief AHP duration allow them to integrate gamma frequency inputs and, if sufficiently excited, spike on every cycle of gamma. This supports the finding of several previous studies showing that these cells are able to follow fast frequency inputs (Fellous et al., 2001; Hasenstaub et al., 2005), and are likely to be the generators of gamma activity in the cortex ((For review see: (Bartos et al., 2007; Fries et al., 2007; Fries, 2009)); (Cardin et al., 2009; Sohal et al., 2009)). G30 irregular
spiking inhibitory neurons also had relatively short time constants and AHP durations, owing to their relatively high synchrony to mean ratios and small dynamic ranges. Both of these cell types make inhibitory synaptic contacts on the somatic compartments of other neuronal types (Freund, 2003), which is the preferred location for regulating the spike output of their post-synaptic targets. If these neurons receive gamma frequency input, they are likely able to transmit this fast fluctuating input to their post-synaptic targets, suggesting that these cells are capable of amplifying gamma activity in the local network.

GIN regular spiking inhibitory neurons are the least sensitive of the inhibitory types to changes in gamma frequency input synchrony, due to their relatively long time constants. Since changes in input synchrony cannot increase these neurons’ spike rates, networks of GIN neurons will likely only be inhibited, not entrained, by increases in activity of FS networks, suggesting an inverse relationship between the activity in these two populations of interneurons. The GIN inhibitory neurons have the most variation in their dynamic ranges between cells. GFP+ cells in the GIN line of mice have been shown to vary greatly in their afterhyperpolarization characteristics, which plausibly accounts for this variation (Halabisky et al., 2006).

Of the pyramidal neurons, Layer 5 bursting neurons (L5B) were the least dependent on changes in gamma-band input synchrony, due to their relatively long time constants in the resting state (Figure 2.3C). Increases in gamma-frequency inhibition have a minimal influence on L5B cells’ responsiveness, while gamma-frequency inhibition can more easily excite L5R and L2/3 pyramidal neurons. Even though some of the pyramidal neurons are able to integrate gamma frequency
information, the relatively long AHP duration of all the pyramidal types tested prevents the neurons from firing on every gamma cycle. Decreasing the level of inhibition can overcome the hyperpolarizing effects of the AHP conductances, effectively expanding the “dynamic range” over which the cell’s responsiveness can be modified.

**Fast, flexible control of gamma-frequency input integration.** Although intrinsic differences observed in vitro are useful for the elucidation of basic cellular properties and differences between cell types, it is important to note that the passive filtering properties of the neuron are in fact under rapid control. A cell’s time constant is dynamically regulated by the opening and closing of ion channels in its membrane. The addition or subtraction of any synaptic or ionic conductances will change the neuron’s frequency response, and, as we have shown here, affect the ability of gamma-frequency input to control its firing. Therefore, neurons bombarded by synaptic conductances during active brain states will likely be more strongly affected by gamma frequency input synchrony. Indeed, we found that using dynamic clamp to simulate increases in synaptic drive created the ability to respond to gamma-frequency oscillatory input in cells, such as L5 bursting neurons, that are not ordinarily responsive to gamma (Figure 2.6). Additionally, neurons of all types become relatively more responsive to gamma-oscillatory input, compared to slowly fluctuating inputs, as their overall synaptic drive scales up. These results suggest that increased synaptic activity will likely increase the whole network’s ability to generate and transmit gamma oscillations. Consistent with this, increases in gamma activity often occur during periods of high network activity, including the peak of slower
oscillations (Csicsvari et al., 2003; Freeman et al., 2003; Hasenstaub et al., 2005; Lakatos et al., 2005; Canolty et al., 2006; Lakatos et al., 2008), or periods of increased arousal or attention (Fries et al., 2001b; Womelsdorf et al., 2006; Buschman and Miller, 2007; Lakatos et al., 2008).

Further, neurons’ afterhyperpolarization amplitude and kinetics can be dynamically modulated (reviewed in Vogalis et al., 2002)). For instance, the slow AHP conductance (g_{sAHP}) is regulated by a balance of phosphorylation and dephosphorylation in which activation of the cAMP/PKA pathway causes a reduction in the I_{sAHP}, whereas activation of phosphatases leads to an increase in the current (Pedrazani et al., 1998). The slow AHP conductance in many neurons is strongly inhibited by neurotransmitters that act through G-protein coupled receptors, such as noradrenaline (McCormick et al., 1991), serotonin (Higgs et al., 2006), glutamate (Nicoll, 1988), and acetylcholine (Blitzer et al., 1994). These same neurotransmitters have also been shown to increase network activity (Nicoll, 1988; McCormick et al., 1991; McCormick, 1992a; Wang and McCormick, 1993; Steriade et al., 2001). The current study implies that increasing the overall excitability of the network and decreasing the duration of the AHP conductance should increase the probability of the neuron firing at the termination of the IPSPs, thus enhancing the transmission of gamma oscillatory activity through the whole network. Consistent with this hypothesis, cholinergic agonists have been found to enhance gamma activity in vivo (Rodriguez et al., 2004). In addition, isolated slices are evoked using agonists for metabotropic glutamate receptors (Whittington et al., 1995), muscarinic acetylcholine
receptors (Fisahn et al., 1998; Fellous and Sejnowski, 2000) and kainate receptors (Hajos et al., 2000; Fisahn et al., 2004).

The studies described here delve further into the complex interactions that occur between highly interconnected networks of diverse populations of cortical neuron types. We found that in some cell types, fast changes in inhibitory structure can overcome the suppressive effects of increases in inhibitory tone; this variable effect is modulated by the cell’s passive filtering properties. We also found cell type differences in the range over which changes in inhibitory tone and inhibitory structure affect neuronal responsiveness; the “dynamic range” is modulated by the active conductances in the cell that control the cell’s intrinsic periodicity. Because these passive and active conductances are dynamically regulated in vivo by feedforward and recurrent synaptic activity and intracellular signaling molecules, neuronal responsiveness to inhibitory tone and structure can be changed over a range of time scales to suit the network's changing computational requirements. Future studies will better reveal how each cell type contributes to and is regulated by dynamic changes in vivo as well as how dysregulation of these circuits at the genetic, molecular, cellular and network levels contributes to neurological disease.

Methods

In vitro slice experiments

All animal use was approved by the Institutional Animal Care and Use Committee at The Salk Institute for Biological Studies. The G42 transgenic mice
were originally generated by Josh Huang at Cold Spring Harbor (Chattopadhyaya et al., 2004) and were obtained from Jackson Labs (http://www.jax.org). G30 transgenic mice were originally generated by Gabor Szabo at the Department of Functional Neuroanatomy at the Institute of Experimental Medicine in Budapest, Hungary (Lopez-Bendito et al., 2004) and obtained from Sascha Nelson at Brandeis University. GIN transgenic mice were generated in John Swan’s laboratory at the Baylor College of Medicine (Oliva et al., 2000) and obtained from Jackson Labs. The C57/Bl6 mice were obtained from Jackson Labs.

To prepare brain slices, mice aged P18-P26 were deeply anesthetized with Nembutal (100mg/kg i.p.) and rapidly decapitated. A vibratome (Series 1000, Vibratome) was used to cut 300 μm thick coronal brain slices from the somatosensory cortex (S1). Slices were cut in ice-cold artificial cerebral spinal fluid (ACSF; 24mM NaCl, 5mM KCl, 26mM NaHCO3, 1mM KH2PO4, 1mM MgSO4, 10mM glucose, 1.2mM CaCl2, and 1mM kynurenic acid) and incubated at 35 degrees C for at least 30 minutes in ACSF bubbled with 95% O2/ 5% CO2 before transferring to a room-temperature submerged chamber for recording.

Whole cell recordings. Neurons were visualized at 40X magnification using a DIC/fluorescent Olympus microscope and a video camera (VE 1000; MTI-Dage). Pyramidal neurons from layer III and V were identified by their laminar location, pyramidal-shaped cell bodies and long apical dendrite. GFP+ cells from G42, G30, and GIN mice were identified by their fluorescence. Whole-cell recordings were performed using glass pipettes pulled on a P-97 micropipette puller (Sutter Instruments, Novato, CA) from borosilicate glass (Sutter Instruments) to 3- 5MΩ,
filled with 130mM K-gluconate, 0.2mM EGTA, 2mM MgCl2, 6mM KCl, 10mM HEPES, 2.5mM Na-ATP, 0.5mM Na-GTP, and 10mM K-phosphocreatine (pH 7.2). Signals were amplified with a MultiClamp 700B amplifier (Molecular Devices). Data were acquired and digitized using the Spike2 Power 1401 collection system (Cambridge Electronic Designs, Cambridge, UK). All recordings were performed in current-clamp mode. Intracellular recordings were accepted if they showed a stable resting membrane potential below −50 mV throughout the experiment, and had stable-size action potentials with heights at least 60 mV (for pyramidal neurons) or 40 mV (for interneurons) and widths at half-height of less than 2 ms.

Cell characterization. The membrane time constant and input resistance were evaluated using current pulses sufficient to cause 2-5 mV hyperpolarizations. AHP duration and amplitude were measured from the average of >5 action potentials separated by at least 200ms. AHP amplitude was measured as the maximum negative voltage deflection relative to spike threshold. AHP duration was measured as the time when mean voltage was 2/3 recovered towards rest.

Stimulus protocol. Cells were stimulated with a constant depolarizing current $I_{\text{base}}$ sufficient to maintain firing at 3-5 Hz. To characterize cells’ relative dependence on inhibitory synchrony, compared to tonic inhibition, cells were simultaneously stimulated with a hyperpolarizing current whose mean offset randomly varied every 500 msec, and a zero-mean 40 Hz sine wave current whose amplitude randomly varied every 500 msec. Ten levels of tonic inhibition (equal intervals, ranging from 0 to $I_{\text{base}}$), and ten levels of gamma-wave amplitude (equal intervals, ranging from 0 to
were tested in each block of trials. Each block lasted at least 600 sec, for at least 10 repeats of each trial condition.

**Dynamic clamp**

In some blocks, as indicated in the results, the same protocol was repeated using conductance rather than current injections. Fast real-time dynamic clamp was implemented using RTLDC (Boston University; (Dorval et al., 2001)) combined with the Real-Time Application Interface (www.rtai.org), device drivers from the COMEDI project (www.comedi.org), and a NI DAQ PCI-MIO-16XE-50 board (National Instruments). The dynamic clamp was used to generate two conductances, one with a reversal potential of 0mV (mimicking excitation), and another with a reversal potential of -80mV (mimicking inhibition) (Figure 2.6). Cells were simultaneously stimulated with a constant excitatory conductance, a fluctuating inhibitory conductance, and a sine-varying inhibitory conductance, as in the current-injection protocol above. In some blocks, as indicated in the results, dynamic clamp was also used to add a leak conductance (Figure 2.4CD) or an AHP conductance (Figure 2.5CD) to the neurons. Each cell's leak conductance was changed by adding a constant conductance whose reversal potential was set to match the resting membrane potential of the recorded neuron. The strength and duration of each cell’s afterhyperpolarization (AHP) was changed by adding a conductance that reversed at -80 mV and decayed as a single exponential.

**Analysis**
The slope of the rate-mean inhibition or rate-synchrony relationships were quantified by measuring the slope of the input-firing rate relationship about the midpoint, for all points with firing rates between 20 and 80% of the cell’s maximum. A separate slope was calculated for each rate-mean or rate-synchrony curve, and the median of these slopes was used for display and statistical analysis. To measure the neuron’s relative synchrony dependence, the median slope of the rate-synchrony relationship was normalized by dividing by the median slope of the rate-mean relationship.

Model

A single compartment neuron model was implemented in Matlab. The model contained a Hodgkin-Huxley style transient Na+ conductance and delayed rectifier potassium conductance (Erisir et al., 1999). The default maximum sodium and potassium conductances were 700 and 1400 nS, respectively, and the corresponding currents reversed at 50 and -80 mV, respectively. The model also contained a constant leak conductance of 3 nS which reversed at −70 mV, and an afterhyperpolarization conductance which was modeled as a single exponential reversing at -80 mV, with a default maximum conductance of 10% of the cell’s leak conductance and a default time constant of 40 ms. The model neuron was stimulated with the same experimental protocol as the real neurons. The model cell’s capacitance (Figure 2.4A), leak conductance (Figure 2.4A), AHP duration (Figure 2.5A), and AHP amplitude (Figure 2.5A) were systematically changed as indicated in the results.
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CHAPTER III

NEURONAL BIOPHYSICS MODULATE THE ABILITY OF GAMMA OSCILLATIONS TO CONTROL RESPONSE TIMING
Summary

Cortical function emerges from interactions among diverse neuron types that vary in their molecular identity, intrinsic biophysics, and circuit function. Synchronized gamma-frequency oscillatory activation of fast-spiking inhibitory neurons has been hypothesized to regulate the timing and probability of spike output. The functional consequences of such inhibition will depend on the integrative properties and circuit locations of the recipient neurons. Here, we study the interactions between neurons' intrinsic properties, the degree of gamma-band synchrony among their inhibitory inputs, and spike timing. We find that neuronal types systematically vary in the phase and precision of their spike timing relative to the peak of gamma frequency input, and the degree to which their spike time output time precesses with changes in inhibitory synchrony or level of activation. Using simple neuron models and model-neuron hybrids (dynamic clamp), we determine which intrinsic differences between cell types lead to these variations in responsiveness. These results suggest important differences in the way cell types are affected by gamma frequency inhibition. Although intrinsic differences observed in vitro are useful for the elucidation of basic cellular properties and differences between cell types, we also demonstrate how the integrative properties of neurons are likely to be rapidly modulated in the context of active networks in vivo.
Introduction

Cortical network function emerges from interactions among diverse neuron types. One window into these interactions is the rhythmic or oscillatory signals they generate: various cortical rhythms are associated with different cognitive, behavioral, or motivational states, are generated through different intrinsic and circuit mechanisms, and likely reflect different types of cell-cell or cell-network interactions. It is therefore of interest to understand precisely what types of interactions these rhythms reflect, and the mechanistic relationship (if any) between their presence or absence and the cognitive functions with which they are associated.

Oscillatory activity in the gamma (Y) band (30-80 Hz) is of particular interest, both because of its clear association with processing of salient stimuli, and because of its frequent disruption in diseases of cognition or attention, most notably schizophrenia(). This rhythm has been proposed to serve numerous roles in circuit function, many of which rely on its ability to provide a framework for temporally organizing activity. Among these, it has been proposed to implement network-level amplification or routing, by synchronizing neurons’ spiking to facilitate coincidence detection in their targets; to facilitate learning, by restricting neurons’ relative spike times to those optimal for inducing spike-timing dependent plasticity; to underlie a winner-take-all selection scheme, where earlier-firing neurons recruit widespread inhibition that blocks other neurons’ firing for the duration of the oscillation; to provide the carrier wave for a phase code, in which information is carried in neurons’ phase of firing with respect to the oscillation; as well as to be an epiphenomenon. These hypotheses have vastly different implications for our understanding of cortical operation.
Resolving these possibilities is made more difficult by the complexity of the cortical architecture: cortex contains numerous types of neuron, which differ in their laminar positioning, local and long-distance connectivity, intrinsic biophysics, sensitivity to neuromodulation, and expression of peptides and calcium binding proteins. These neurons need not all participate in, or be affected by, oscillatory activity in the same ways. Indeed, in vivo and in vitro recordings have demonstrated that while many neurons’ firing is to some extent synchronized with gamma-band oscillations in the local field, neuron types vary in the strength and phase of these relationships. These studies have also demonstrated that synchronized activity among one type of interneuron, the soma-targeting parvalbumin-positive basket neuron, is critical for generating these oscillations, and that synchronized, rhythmic inhibition of cells’ somata is an intracellular correlate of the extracellularly recorded gamma oscillations. This implies that the potential computational roles of these oscillations may be limited by the ability of rhythmic synchronized inhibition to modulate spike timing, in various cell types, in ways consistent with these functional hypotheses – in other words, by the ability of rhythmic inhibition to restrict action potential timing to occur in specific time windows, to encode the strength of other inputs in spike phase with respect to the oscillation, or both.

To investigate these possibilities, we use intracellular recordings from several types of cortical excitatory and inhibitory neurons to characterize the relationship between slow and fast fluctuations in cells’ somatic inputs and the phase and precision of their spike timing. We then use a simple model to predict which intrinsic biophysical differences can account for the observed differences in control of spike timing. Next, we test these predictions in multiple neuron types by using dynamic clamp to modify these
intrinsic properties. Finally, we demonstrate how these relationships can be flexibly altered by factors such as neuromodulation and local circuit activity.

**Results**

*Cell-type differences in entrainment and precession to fast fluctuating inhibition.* Whole-cell current clamp recordings were performed on three types of projection neurons (Fig. 3.1A) and three types of inhibitory neurons (Fig. 3.1B). Projection neurons were identified by their pyramidal shaped cell body and long apical dendrites, and separated into three classes based on their laminar location and spiking phenotype: layer 5 pyramidal neurons capable of generating intrinsic burst discharges (Fig. 3.1A, L5B)(Kasper et al., 1994), layer 5 pyramidal neurons generating regular trains of single spikes (Fig. 3.1A, L5R), and layer 2/3 pyramidal neurons generating regular-spiking adapting trains of action potentials (Fig. 3.1A, L2/3). In addition, three types of local-circuit inhibitory neurons were identified by GFP expression in the GIN, G42 and G30 lines of mice (Oliva et al., 2000; Chattopadhyaya et al., 2004; Lopez-Bendito et al., 2004) and confirmed by their spiking phenotype. GFP+ cells in G42 mice generated rapid, non-adapting trains of action potentials (Fig. 3.1B, G42), and are parvalbumin-positive (Chattopadhyaya et al., 2004). GFP+ cells in the GIN mice generated slower, accommodating trains of action potentials (Fig. 3.1B, GIN), often exhibited low-threshold spiking (LTS) behavior, and are somatostatin-positive Martinotti neurons (Oliva et al., 2000; Xu et al., 2006; Xu and Callaway, 2009). GIN neurons are heterogeneous in their spike parameters and expression of other chemical markers (Halabisky et al., 2006; Xu et al., 2006), but were not further subdivided in this study.
While the G30 line labels many neuron types with various morphologies and firing patterns, only irregular-spiking GFP+ cells were used in this study (Fig. 3.1B, G30). These cells are multipolar, cholecystokinin-positive, and express type 1 cannabinoid receptors (Galarreta et al., 2004; Xu and Callaway, 2009).

Our experimental approach and data analysis methods are first exemplified in figure 3.1C, for a representative irregular spiking G30 neuron. To examine how slow changes in the level of network activity interacts with fast synchronized inhibition to affect the timing of spike output for these different neuronal types, each neuron was depolarized (Figure 3.1C, tonic excitation), until it fired action potentials at a rate of at least 3Hz. Superimposed on the stimulus was a fluctuating 40Hz hyperpolarizing current, whose mean offset and amplitude varied randomly from trial to trial (Figure 3.1C, fluctuating inhibition). For each stimulus parameter the results were displayed as a circular histogram of the spike output times relative to the gamma-frequency input (e.g Fig 3.1D). Superimposed on each histogram is a best-fit von Mises distribution whose color indicates the average spike time, and whose color saturation indicates the standard deviation of the spike times. To mimic changes drive to a neuron without changes in the fast temporal structure, the mean level of hyperpolarizing current was changed without changing the amplitude of the superimposed sine wave (e.g. 3.2 ABab). For this example neuron, decreasing the mean level of hyperpolarizing current resulted in more spikes that occurred on average earlier in the gamma cycle (Fig. 3.2 Bab). To mimic changes in the synchrony of the cell’s inhibitory inputs without changes to the overall drive to a neuron, the mean level of hyperpolarizing current was maintained while changing the amplitude
of the gamma frequency input (e.g. Fig. 3.2 ABbc). For this example neuron, decreasing the amplitude of the gamma frequency sine wave resulted in less precisely timed spikes.

Figure 3.1. Six distinct cell types in the mouse somatosensory cortex

A. Biocytin-filled reconstructions (top) and intracellular recordings (bottom) showing the laminar location, morphology, and spiking responses typical of Layer 5 bursting (left, dark red), Layer 5 regular-spiking (center, red) and Layer 2/3 regular-spiking (right, orange) pyramidal neurons
B. Biocytin-filled reconstructions (top) and intracellular recordings (bottom) showing the laminar location, morphology, and spiking responses typical of GFP+ inhibitory neurons in the GIN (left, cyan, adapting-spiking), G30/SZ (center, green, irregular-spiking), and G42 (right, blue, fast-spiking).
Figure 3.2. Stimulation protocol and analysis

C. Neurons were stimulated with a constant level ($I_{\text{base}}$) of depolarizing current (middle) and a fluctuating hyperpolarizing current (top). On each 500 ms long trial, stimuli were constructed by randomly adding one of ten levels of tonic inhibition (“input mean”) (equal intervals, ranging from 0 to $I_{\text{base}}$) to a zero-mean 40 Hz oscillatory current (“input synchrony”) with a amplitude of a one of ten randomly selected values (equal intervals, ranging from 0 to $I_{\text{base}}$).

D. Overlays of the spike output (top) and circular histograms of the spike times relative to the gamma frequency input (bottom) to high-mean, high-synchrony inputs (a), low-mean, high-synchrony inputs (b), and low-mean, low-synchrony inputs (c) (top).

Typical responses from the six neuronal types are displayed as a summary grid in Figure 3.3. Horizontal slices through the grids represent the effects of changing the mean level of hyperpolarizing current for a given carrier amplitude. Vertical slices through the grid represent the effects of changing the carrier amplitude for a given level of input mean. The different neuronal types systematically differed in the timing (Figure 3.4ab) and precision (Figure 3.4cd) of spike outputs relative to the gamma frequency input.

Across all stimulus conditions, the pyramidal neurons fired at similar phases in the gamma cycle (Fig. 3.3a; 3.4a, triangles); however cell-type differences were observed in the spike phase dependence on the level of excitation. As the mean level of hyperpolarizing current decreased (decreasing DC), many of the regular spiking
pyramidal neurons (8 of 10 L5R, and 5 of 9 L23) fired earlier in the gamma cycle (e.g. Fig. 3.2a L5R and L23) demonstrating a significant amount of phase precession (Fig. 3.4b, fully saturated yellow and orange triangles); while few of the Layer 5 bursting neurons (3 of 9 )`advanced their phase of firing (e.g. Fig. 3.3a, L5B) (Fig 3b, red triangles). Significant group differences in DC phase precession were observed between the L5B and L5R spiking pyramids (Fig 3.4b) (Kruskal-Wallis p<0.05). Of the inhibitory cell types, the G42 fast-spiking cells (n=12) fired on average earlier in the gamma cycle (stats p<0.05) and exhibited significantly more phase precession than the other inhibitory cell types (Figure 3.4ab) (Kruskal-Wallis p<0.05). Although there was no difference in average phase of firing between the GIN regular and G30 irregular spiking inhibitory cells (Fig. 3.4a, green squares and blue diamonds), significant differences in phase precession were observed between the two populations (Figure 3.4b, green squares and blue diamonds) (Kruskal-Wallis p<0.05).

Cell-type differences in the spike time precision were also observed. Of the pyramidal neurons, the regular spiking cells (L23 and L5R) fired more precisely timed spikes than the L5B neurons (Fig. 3.4c) (Kruskal-Wallis p<0.05), however nearly all pyramids improved their level of precision as the amplitude of the carrier wave increased (Fig 3.4d, fully saturated triangles). Of the inhibitory cell types, the fast-spiking cells (G42) fired the most precisely timed spikes, followed by the other soma-targeting interneuron type: the irregular-spiking (G30) cells. Increasing the amplitude of the carrier signal (AC) decreased the spike time variability in most inhibitory cells (Fig3.4d). However, the decrease in spike time variability was strongest in the GIN neurons (Fig. 3.4d, green squares), because the GIN interneurons started off poorly entrained and
modestly improved their spike time precession as the carrier signal amplitude increased, while the soma targeting neurons were well entrained even to a small amplitude signal.

Figure 3.3. Representative responses of different neuronal types to gamma-band synchronized inhibition

A. Typical responses of three types of pyramidal neurons: Layer 5 bursting (a,L5B), Layer 5 regular spiking (b,L5R), and Layer 2/3 regular spiking (c,L2/3) of the spike output timing for changing the mean level of hyperpolarizing current (x-axis) and the amplitude of the superimposed gamma wave (y-axis).

B. Typical responses of three types of inhibitory interneurons from the GIN(a), G30(b), and G42(c) mouse lines of the spike output timing for changing the mean level of hyperpolarizing current (x-axis) and the amplitude of the superimposed gamma wave (y-axis).
Figure 3.4. Cell-type differences in average phase, precession, and entrainment.

For each recorded cell (L5B (red ▲, n=9), L5R (orange ►, n=10), L23 (yellow ◄, n=9), GIN (green ■, n=12), G30 (cyan ♦, n=9), and G42 (purple ●, n=12) several measurements were taken.

A. The median spike time (“median phase”) across all stimulus conditions.

B. The slope of the phase change as the inhibitory DC decreases (“DC phase precession”). Significant changes in DC phase precession for a neuron are indicated by full color saturation (95% CI ≠ 0).

C. The median trial by trial circular standard deviation for all trial conditions “Average spike time jitter”.

D. The slope of the change in spike time jitter as the amplitude of the gamma-frequency input increases (“AC entrainment”). Significant changes in AC entrainment a neuron are indicated by full color saturation (95% CI ≠ 0). Significant difference between the three pyramidal cell types and the three interneuron types for each measurement are indicated by an asterisk (Kruskal-Wallis nonparametric ANOVA, p<0.05).
The G42 fast-spiking inhibitory neurons fired on average earlier in the gamma cycle (Fig. 3.3Bc: 3.4A, blue box) than the other neuronal types (multiple comparisons Anova, p<0.05). Their spike outputs occurred before or at the peak of the gamma cycle, which corresponds to the time of maximum depolarization. The other cell types typically fired action potentials several milliseconds later.

Interactions of intrinsic properties determine cell-type differences in responsiveness. Using a simplified adaptive exponential integrate and fire model it was determined that an interaction between the cell’s time constant and the time constant of the adaptation variable predict the cell’s ability to entrain and phase code the level of excitation (Figure 5). Faster time constants allow the cell to follow and entrain well to the fast-frequency input; as the time constant increases the cell generally becomes more poorly entrained (Figure 5A). Adding a artificial leak conductance into pyramidal cell using dynamic clamp confirmed these results: decreasing the constant improved the cell’s ability to entrain to gamma (Figure 5A, dynamic clamp). The adaptation time constant determines the left over hyperpolarizing conductance on each successive gamma cycle. With sufficiently small adaptation time constant, <10ms, no hyperpolarizing currents are active to compete with the gamma- initiated depolarization, however as the adaptation time constant increases, the adaptive conductances either acts to inhibit spike generation or delay the phase of firing. The effect of the adaptation conductance is most apparent in the fast-spiking cell range; decreasing their ability to precess as the level of excitation increases. Dynamic clamp experiments confirm these results, adding longer AHP conductance into fastspiking cells decreased their ability to phase precess (Figure 5B).
Figure 3.5. Interactions between intrinsic properties determine cell-type differences in average phase, precession, and entrainment.

A. The average entrainment for a model neuron (left) as the time constant of the cell (y axis) and the adaptation time constant changes (x axis). Decreasing the time constant of the cell increases the ability of the cell to entrain. Adding an artificial leak conductance to pyramidal neurons, thereby decreasing the neuron’s time constant, also increases the ability of the cell to entrain to gamma-frequency input (right).

B. The average phase precession for a model neuron (left) as the time constant of the cell (y axis) and the adaptation time constant changes (x axis). Increasing the adaptation time constant delays the spike phase and decreases the ability of the cell to phase precess as the level of excitation increases. Increasing the duration of artificial after-hyperpolarization conductances in fast-spiking neurons also decreases the ability of the cell to phase precess as the level of excitation increases.

Network activity changes neurons’ responsiveness to gamma oscillations. Neuronal types differ in their responsiveness to synchronous gamma-frequency inputs, however neurons exist in highly interconnected networks. When the networks are active,
their constituent neurons deluge one another with excitatory and inhibitory synaptic inputs. These inputs, taken together, can be large enough to substantially alter neurons’ intrinsic properties (Pare et al., 1998; Shu et al., 2003; Haider et al., 2006; Cardin et al., 2008); reviewed in (Haider and McCormick, 2009), and likely their responsiveness to gamma frequency input. Using dynamic clamp to generate artificial excitatory and inhibitory conductance stimuli (rather than depolarizing and hyperpolarizing current stimuli), an example L5 neuron becomes progressively more entrained, phase advances as the level of excitation increases, and encodes in its phase the level of excitation. Across n=13 neurons, scaling up the artificial synaptic drive significantly increased the entrainment, ability to precession, and phase code the level of excitation. (Data not shown).

Discussion

Several lines of evidence suggest that neuroelectric oscillations, rhythmic shifts in neuronal excitability, in the gamma frequency range, may play a role in or reflect the selective and effective processing of information. For instance, brain regions (Tiitinen et al., 1993; Tallon-Baudry et al., 1997; Gruber et al., 1999; Muller et al., 2000; Ray et al., 2008) and individual neurons (Fries et al., 2001a; Womelsdorf et al., 2006) processing relevant and/or salient information have been shown to exhibit enhanced gamma-band activity. In addition, the strength of gamma activity has been shown to correspond to behavioral performance and changes in attentional demands (Taylor et al., 2005; Womelsdorf et al., 2006; Lakatos et al., 2008). Furthermore, gamma activity has been shown to be disrupted in diseases associated with sensory processing and attentional
impairments, such as schizophrenia, autism, and ADHD (Uhlhaas and Singer; Herrmann and Demiralp, 2005).

A mechanistic understanding of the generation of gamma oscillations has lead to numerous hypotheses about its functional role. These fast oscillations are generated by the coordinated activity of fast-spiking interneurons (Cardin et al.; Hasenstaub et al., 2005; Sohal et al., 2009) which synapse on or near the soma of their targets (cite), resulting in gamma-frequency windows of increased and decreased excitation (Cardin et al.; Hasenstaub et al., 2005; Sohal et al., 2009). Thus, it has been suggested that gamma activity may provide a mechanism for regulating the spike output of neurons with high temporal precision. Indeed various studies have shown that post-synaptic spike times are aligned to the phase of the oscillations, with the strongest output evident in the rising phase of the depolarization (Burchell et al., 1998; Chrobak and Buzsaki, 1998; Pouille and Scanziani, 2001; Csicsvari et al., 2003). However the ability and degree to which gamma-frequency input can regulate the spike output timing will likely depend on their target’s identity, given that neurons are not homogenous entities, but differ considerably in their biochemical, electrical, synaptic, and functional properties. Here we explored how precisely gamma activity can regulate spike output time in several different neuronal types and discuss the possible functional implications of these findings.

Gamma-frequency input of sufficient amplitude was able to restrict the spike outputs times of all the cell types tested (fig 3.4ab), however some neurons were much better entrained, i.e. the action potentials were tightly time-locked to a particular phase of the gamma cycle. For instance, the somatic targeting inhibitory cells (Fig3.4c, G30 and G42) were strongly entrained even at low carrier amplitudes, implying that these cells are
capable of transforming gamma-band synchrony in their inputs into gamma-band oscillatory inhibition in their targets. In addition, the regular spiking pyramids in Layer 2/3 and 5 were also well entrained, supporting the hypothesis that gamma activity may be acting to synchronize the firing of cells to enhance their impact through feed-forward coincidence detection (Salinas and Sejnowksi, 2000 and 2001).

It has also been hypothesized that the fast oscillatory activity may act as a timing code, in which the amplitude of excitation is recorded in the time of occurrence of output spikes relative to the gamma cycle; stronger inputs leading to earlier responses (Fries et al., 2007). The timing code could act to suppress the activity of neurons receiving weaker input through disynaptic feed-forward inhibition (Olufsen et al., 2003; Borgers et al., 2005; Fries et al., 2007) or enable spike-time dependent plasticity, which depends on the presynaptic neuron either leading or lagging the postsynaptic neuron by a few milliseconds (Markram et al., 1997; Bi and Poo, 1998; Caporale and Dan, 2008). We found that many of the regular spiking pyramidal neurons in Layer 2/3 and 5 did exhibit phase precession as the level of excitation increased (fig3.4b), while most of the layer 5 bursting neurons did not advance their phase of firing (fig3.4b, L5B). Because the regular spiking neurons are also reasonably well entrained (fig 3.4b), the phase advancement they are able to exhibit may be enough to encode the level of excitation in the timing of their spike output (fig3.4e). However, fast-spiking inhibitory cells exhibit the largest amount of phase precession (fig3.4b), and are able to encode in their phase the level of excitation (fig3.4e). The post-synaptic targets of the fast-spiking cells are in a position to take advantage of the phase precession, escaping from inhibition and firing
earlier than neurons receiving fluctuating inhibition from less excited or less synchronized fast-spiking inhibitory populations.

Dynamic regulation of responsiveness. Although intrinsic differences observed in vitro are useful for the elucidation of basic cellular properties and differences between cell types, it is important to note that because cells are embedded in highly interconnected circuits, their integrative properties are in fact dynamically regulated. Changes in ionic concentrations and currents (Bean, 2007), synaptic plasticity (Dan and Poo, 2004), and the actions of neuromodulators (McCormick, 1992b) affect the way a cell integrates and responds to its inputs. Here, we found that using dynamic clamp to simulate increases in synaptic drive created the enhanced a cell’s entrainment, precession, and ability to phase code the level of excitation (Fig. 3.5). These results suggests that neurons bombarded by synaptic conductances during active brain states will likely be more strongly affected by gamma frequency input synchrony and will likely increases the whole network’s ability to generate and transmit gamma oscillations. Consistent with this, increases in gamma activity often occur during periods of high network activity, including the peak of slower oscillations (Csicsvari et al., 2003; Freeman et al., 2003; Hasenstaub et al., 2005; Lakatos et al., 2005; Canolty et al., 2006; Lakatos et al., 2008), or periods of increased arousal or attention (Fries et al., 2001b; Womelsdorf et al., 2006; Buschman and Miller, 2007; Lakatos et al., 2008).

The studies described here delve further into the complex interactions that occur between highly interconnected networks of diverse populations of cortical neuron types. We find that the spike outputs of some cell types are highly entrained to gamma-
frequency input even for small amplitudes of gamma, while all cell types can improve their entrainment given a large enough fast-oscillatory input. We also found that phase precession was considerably more difficult. Only the perisomatic targeting interneurons and a small subset of pyramids are capable of a significant amount of phase advancement, or have the ability to phase code information. Because the integrative properties of neurons are dynamically regulated in vivo by feedforward and recurrent synaptic activity and intracellular signaling molecules, neuronal responsiveness to inhibitory tone and structure can be changed over a range of time scales to suit the network's changing computational requirements. Future studies will better reveal how each cell type contributes to and is regulated by dynamic changes in vivo as well as how dysregulation of these circuits at the genetic, molecular, cellular and network levels contributes to neurological disease.

Methods

In vitro slice experiments

All animal use was approved by the Institutional Animal Care and Use Committee at The Salk Institute for Biological Studies. The G42 transgenic mice were originally generated by Josh Huang at Cold Spring Harbor (Chattopadhyaya et al., 2004) and were obtained from Jackson Labs (http://www.jax.org). G30 transgenic mice were originally generated by Gabor Szabo at the Department of Functional Neuroanatomy at the Institute of Experimental Medicine in Budapest, Hungary (Lopez-Bendito et al., 2004) and obtained from Sascha Nelson at Brandeis University. GIN transgenic mice were generated in John Swan’s laboratory at the Baylor College of Medicine (Oliva et al.,
2000) and obtained from Jackson Labs. C57/Bl6J mice were obtained from Jackson Labs.

To prepare brain slices, mice aged P18-P26 were deeply anesthetized with Nembutal (100mg/kg i.p.) and rapidly decapitated. A vibratome (Series 1000, Vibratome) was used to cut 300 μm thick coronal brain slices from the somatosensory cortex (S1). Slices were cut in ice-cold artificial cerebral spinal fluid (ACSF; 24mM NaCl, 5mM KCl, 26mM NaHCO3, 1mM KH2PO4, 1mM MgSO4, 10mM glucose, 1.2mM CaCl2, and 1mM kynurenic acid) and incubated at 35 degrees C for at least 30 minutes in ACSF bubbled with 95% O2/ 5% CO2 before transferring to a room-temperature submerged chamber for recording.

**Whole cell recordings.** Neurons were visualized at 40X magnification using a DIC/fluorescent Olympus microscope and a video camera (VE 1000; MTI-Dage). Pyramidal neurons from layer III and V were identified by their laminar location, pyramidal-shaped cell bodies and long apical dendrite. GFP+ cells from G42, G30, and GIN mice were identified by their fluorescence. Whole-cell recordings were performed using glass pipettes pulled on a P-97 micropipette puller (Sutter Instruments, Novato, CA) from borosilicate glass (Sutter Instruments) to 3- 5MΩ, filled with 130mM K-gluconate, 0.2mM EGTA, 2mM MgCl2, 6mM KCl, 10mM HEPES, 2.5mM Na-ATP, 0.5mM Na-GTP, and 10mM K-phosphocreatine (pH 7.2). Signals were amplified with a MultiClamp 700B amplifier (Molecular Devices). Data were acquired and digitized using the Spike2 Power 1401 collection system (Cambridge Electronic Designs, Cambridge, UK). All recordings were performed in current-clamp mode. Intracellular recordings were accepted if they showed a stable resting membrane potential below −50
mV throughout the experiment with a standard deviation of less than 0.9 mV, and had stable-size action potentials with heights at least 60 mV (for pyramidal neurons) or 40 mV (for interneurons) and widths at half-height of less than 2.5 ms.

**Cell characterization.** The membrane time constant and input resistance were evaluated using current pulses sufficient to cause 2-5 mV hyperpolarizations. Afterhyperpolarization (AHP) duration and amplitude were measured from the average of >5 action potentials separated by at least 200 ms. AHP amplitude was measured as the maximum negative voltage deflection relative to spike threshold. AHP duration was measured as the time when mean voltage was 2/3 recovered towards rest. The upstroke velocity was measured by averaging the derivatives of the action potential upstrokes for each spike in a trial.

**Stimulus protocol.** Cells were stimulated with a constant depolarizing current $I_{\text{base}}$ sufficient to maintain firing at 3-5 Hz. To characterize how the amplitude of the gamma-frequency oscillatory inhibition and the level of tonic inhibition affect a neuron’s spike output time relative to the gamma wave, cells were simultaneously stimulated with a hyperpolarizing current whose mean offset randomly varied every 500 msec, and a zero-mean 40 Hz sine wave current whose amplitude randomly varied every 500 msec. Ten levels of tonic inhibition (equal intervals, ranging from 0 to $I_{\text{base}}$), and ten levels of gamma-wave amplitude (equal intervals, ranging from 0 to $I_{\text{base}}$), were tested in each block of trials. Each block lasted at least 600 sec, for at least 10 repeats of each trial condition.

**Dynamic clamp**
In some blocks, as indicated in the results, the same protocol was repeated using conductance rather than current injections. Fast real-time dynamic clamp was implemented using RTLDC (Boston University; (Dorval et al., 2001)) combined with the Real-Time Application Interface (www.rtai.org), device drivers from the COMEDI project (www.comedi.org), and a NI DAQ PCI-MIO-16XE-50 board (National Instruments). The dynamic clamp was used to generate two conductances, one with a reversal potential of 0mV (mimicking excitation), and another with a reversal potential of -80mV (mimicking inhibition) (Figure 3.5). Cells were simultaneously stimulated with a constant excitatory conductance, a fluctuating inhibitory conductance, and a sine-varying inhibitory conductance, as in the current-injection protocol above.

Analysis

Normalization. In order to compare the effects of differently-sized stimuli across neurons with different input resistances, all sizes of current stimuli were expressed in terms of the voltage change, in millivolts, induced by that amount of DC current. This conversion was calculated from the IV curve for the four smallest 0-AC stimulus sizes that did not evoke action potentials.

Phase and jitter. Each time the stimulus conditions changed, the next four trials (e.g. the next 100 ms) were excluded. The average phase of action potential generation for each AC/DC combination was calculated as the circular mean of the phase of all remaining spikes generated during all trials with that AC and DC. The average jitter of action potential generation for each AC/DC combination was calculated as the circular
standard deviation of all remaining spikes generated during all trials with that AC and DC.

**Cell by cell phase and jitter.** Each cell’s overall mean phase was defined as the median of the phases for all ACs and DCs tested. Each cell’s overall mean jitter was defined as the median of the trial by trial jitters, for the largest AC sizes tested.

**Precession and coding.** Each cell's tendency to precess, in ms/mV, was calculated as the slope of the relationship between mean phase (in ms) and input (in mV). 95% confidence intervals (CI) of the mean were also calculated, and a cell was counted as "significantly precessing" if its CI did not include 0. Each cell's ability to increase entrainment as AC input increased was calculated in the same way. Coding quality was calculated by dividing each cell's precession (in ms/mV) by its average jitter (in ms), to obtain a measure (in mV) of how much depolarization would be required, on average, to advance the mean spike phase by one standard deviation.

**Cell type comparisons.** The three pyramidal cell types, and the three interneuron types, were each compared by performing a multiple comparisons corrected Kruskal-Wallis nonparametric ANOVA with p=0.05 (adjusted).

**Model**

A single compartment adaptive exponential integrate and fire neuron model was implemented in Matlab (Brette and Gerstner, 2005; Touboul and Brette, 2008) The model is described by two differential equations, where \( V \) is the membrane potential, \( w \) the adaptation variable, \( I \) the input current, \( C \) the membrane capacitance, \( g_L \) the leak
conductance, $E_L$ the leak reversal potential, $V_T$ the threshold, $\Delta_T$ the slope factor, $\alpha$ the adaptation coupling parameter and $\tau_w$ is the adaptation time constant.

\[
C \frac{dV}{dt} = -g_L(V - E_L) + g_L \Delta_T \exp\left(\frac{V - V_T}{\Delta_T}\right) - w + I
\]

\[
\tau_w \frac{dw}{dt} = \alpha(V - E_L) - w
\]

The leak conductance of the model neuron was set at 30nS, the leak reversal potential at -70mV, threshold at -50mV, the slope factor at 2, and the adaptive coupling parameter at 4. The model neuron was stimulated with the same experimental protocol used in the real cells. To analyze the effect of changing the membrane time constant and the afterhyperpolarization duration, the membrane capacitance and the adaptation variable were systematically changed as indicated in the results.
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CHAPTER IV

METABOLIC COST AS A UNIFYING PRINCIPLE GOVERNING NEURONAL BIOPHYSICS
Summary

The brain contains an astonishing diversity of neurons, each expressing only one set of ion channels out of the billions of potential channel combinations. Simple organizing principles are required for us to make sense of this abundance of possibilities and wealth of related data. We suggest that energy minimization subject to functional constraints may be one such unifying principle. We compared the energy needed to produce action potentials singly and in trains for a wide range of channel densities and kinetic parameters, and examined which combinations of parameters maximized spiking function while minimizing energetic cost. We confirmed these results for sodium channels using a dynamic current clamp in neocortical fast spiking interneurons. We find further evidence supporting this hypothesis in a wide range of other neurons from several species and conclude that the ion channels in these neurons minimize energy expenditure in their normal range of spiking.

Introduction/Results

The mammalian genome contains genes encoding hundreds of types of ion channels, most of which can be produced in multiple splice variants and regulated at multiple phosphorylation sites by numerous intrinsic and extrinsic factors (Coetzee et al., 1999; Jentsch et al., 2002; Lee and Irizarry, 2003; Schulz et al., 2008). Which combination of these ion channels will be expressed by any particular neuron, with any particular computational or behavioral role? Since any given electrical phenotype can be produced by many combinations of ion channels (Swensen and Bean, 2005;
Achard and De Schutter, 2006; Marder and Goaillard, 2006; Schulz et al., 2006), on functional grounds alone, this question is severely underconstrained. What other constraints might govern ion channel expression, and can exploring these constraints help us understand how cells or circuits are constructed?

Energy consumption may be one such constraint. The brain is one of the most energetically demanding organs in the body (Holliday et al., 1967; Ames et al., 1992): the human brain uses more than twice as much glucose per day as the heart (Holliday et al., 1967). Neuronal activity -- action potential generation, input integration, and synaptic transmission--accounts for 50-80% of this energy use (Astrup et al., 1981b, a; Sokoloff, 1999; Shulman et al., 2004). Potential energy is stored in transmembrane ion gradients, which creates a cellular battery whose maintenance accounts for most of the brain’s ATP consumption (Astrup et al., 1981b; Sokoloff, 1999; Attwell and Laughlin, 2001; Lennie, 2003). Action potential generation taps into these gradients and expends some of this potential energy, which needs to be actively restored. How can this energy be most efficiently used to generate activity or carry out computation? This question has inspired a body of research on how to encode a signal, or perform a computation, using as few action potentials-and thus as little energy-- as possible (Mitchison, 1991; Levy and Baxter, 1996; Laughlin et al., 1998; Balasubramanian et al., 2001; Balasubramanian and Berry, 2002; Levy and Baxter, 2002; Chklovskii and Koulakov, 2004; Niven et al., 2007). The combinations of ion channels that most efficiently generate action potentials depends on function of the neuron, such as the average firing rate, and the detailed kinetics of the channels (Alle et al., 2009). Here, we combine biophysical modeling with dynamic-clamp electrophysiology to
understand the constraints on the kinetics and density of the ion channels underlying action potential generation. Ion channel expression in various species, neural structures, and cell types support the hypothesis that they may be constrained to minimize energy use, subject to functional requirements.

**Figure 4.1. Sodium and potassium channels during action potential generation.**

(A) At rest, both sodium channels (light red) and K+ channels (light blue) are closed, Na+ ions (red ovals) are concentrated extracellularly, and K+ ions (blue diamonds) are concentrated intracellularly. (B) Depolarization causes Na+ channels to open, permitting Na+ ions to flow down their concentration gradients into the cell. This influx of positive charge depolarizes the neuron. (C) This depolarization causes K+ channels to open, letting K+ leave the cell, hyperpolarizing the membrane potential; at the same time, depolarization causes Na+ channel inactivation gates (dark red ball-and-chain) to close, limiting Na+ influx. Eventually the hyperpolarization is sufficient to close and de-inactivate the Na+ channels, and close the K+ channels, restoring the channel states to baseline. (D) The Na+ influx and K+ efflux are reversed by the Na+,K+ ATPase.

**Basics of action potential generation.** The Hodgkin-Huxley model of action potential generation uses fast voltage-gated sodium (Na+) channels, delayed rectifier potassium (K+) channels, and voltage-independent (“leak”) potassium channels. At rest (Figures 1A, 2A-1), the cell’s batteries are already charged — Na+ ions are more concentrated outside the cell than inside (red ovals), while K+ ions (blue diamonds) are more concentrated inside the cell than outside. The action potential is triggered when modest depolarization (Figure 2A-2) causes the sodium channels’
activation/deactivation gates (“m” gates, Figure 2B, light red) to enter the “open state” (Figure 1B). This increases the membrane’s permeability to Na+ ions (Figure 1B; Figure 2C, red), permitting Na+ ions to passively flow down their concentration gradient and enter the cell. This influx of positive charge (Figure 2D, red) depolarizes the membrane, bringing the membrane potential up to the Na+ ions’ reversal potential, roughly 50 mV (Figure 2A-3).

**Figure 4.2. Membrane Dynamics During Action potential generation.**

(A and E): voltage waveforms. (B and F): gate states. Light red: “m” (Na+ channel activation) gate; dark red: “h” (Na+ channel inactivation) gate; blue, “n” (K+ channel activation) gate. 1=fully open, 0=fully closed or inactivated. (C and G): Na+ (red) and K+ (blue) conductances. (D and H): Na+ (red) and K+ (blue) currents, top; cumulative Na+ current influx, bottom. Right: the traces from the broad action potential in A-D are overlaid on the corresponding traces from a narrower action potential, generated by tripling the rate of K+ channel activation/deactivation.
This strong depolarization triggers the potassium channel activation/deactivation gates (“n” gates, Figure 2B, blue) to open, increasing the membrane’s permeability to K\(^+\) ions (Figure 2C, blue), which lets potassium exit the cell (Figure 2D, blue). This efflux of K\(^+\) ions competes with the influx of Na\(^+\) ions to control the membrane potential; the net effect is to hyperpolarize the neuron (Figure 2A-4). At the same time, the sodium channels’ inactivation gates (“h” gates, Figure 1C; Figure 2B, dark red) begin to block the sodium channels, slowly reducing the membrane’s sodium permeability. Eventually, sufficient hyperpolarization causes the “m” and “n” gates both to enter the de-activated state, (Figure 2A-5, Figure 2B), bringing the membrane’s sodium and potassium permeability back to baseline levels. These changes in gate states, channel conductances, and current flow were fueled by the energy stored in the cell’s Na\(^+\) and K\(^+\) gradients: no ATP was expended during the generation of the action potential itself. These gradients are now partly run down, and must be actively restored. The sodium-potassium pump (Na\(^+\),K\(^+\) ATPase) is primarily responsible for this restoration. It imports two K\(^+\) ions and extrudes three Na\(^+\) ions (Figure 1D), at the cost of one ATP. There is thus a direct relationship between the number of Na\(^+\) ions that enter the cell during action potential generation, and the energy cost of recovering from the action potential.

**Spike cost and spike rate.** The ionic currents underlying the action potential are plotted in Figure 2D (top), and the cumulative Na\(^+\) influx is plotted in Figure 2D (bottom). Note that action potential repolarization (between times 3 and 5), not just depolarization (between times 2 and 3), accounts for a substantial portion of this Na\(^+\)
influx. Intuitively, this occurs because during depolarization, sodium conductance far exceeds potassium conductance. Sodium entry during depolarization is thus approximately limited to what is required to charge the cell’s capacitance. But during repolarization, both sodium and potassium channels are open and sodium enters the cell at the same time that potassium exits the cell. These fluxes mostly cancel each other, so that only a small part of the charge exchanged goes into changing the cell’s membrane potential.

Second, note that the duration of this repolarization, and thus the duration of the action potential itself, limits the rate at which the neuron can spike. Partial sodium channel de-inactivation is required to replenish the pool of sodium channels available for action potential generation, and this de-inactivation can only occur when the membrane is sufficiently hyperpolarized. Indeed, narrowing the action potential by tripling the rate of potassium channel activation (detailed in Figures 2E-H) does increase the rate at which the model neuron is able to spike (Figure 3A). However, because sodium channel inactivation accumulates slowly, sodium channels are less inactivated earlier in the action potential. If potassium channels activate earlier, sodium and potassium conductances will overlap more extensively (Figure 2G). Earlier hyperpolarization will therefore be opposed by a greater sodium current flow, increasing the total Na+ influx during repolarization, and thus increasing the metabolic cost of the action potential (Figure 2H). These two factors thus imply a trade-off between the energy cost of action potential generation, particularly repolarization, and neurons’ functional capacity—their ability to spike rapidly, or their bandwidth.
**Kinetics, rates, and costs.** For the model shown in Figure 3A, systematically speeding (curves and points on curves labeled 'a' in Figure 3A) or slowing (curves and points on curves labeled 'c' in same panels) the time constants of potassium channel activation speeds or slows the maximum action potential rate. Both for single action potentials (solid) and for action potentials generated in trains (50 Hz shown, dotted), faster K+ channels increase Na+ influx – and thus increase energy cost- and slower K+ channels decrease Na+ influx and energy cost. In other words, although fast-activating potassium channels do give cells the ability to spike quickly, this increased bandwidth comes at a cost, and this cost must be paid every time the neuron generates any action potential. This implies that neurons whose computational role does not require the ability to spike quickly need not pay this cost to perform their function. We thus predict that naturally slow-spiking neurons should not express fast-activating potassium channels.

Are there other strategies that cells might adopt to achieve the fast-spiking phenotype, and how metabolically expensive are they? This minimal model has two other gates, whose kinetics may be varied. Faster sodium channel activation/deactivation (i.e., faster “m” gates) somewhat increases the rate at which neurons can spike, with almost no effect on metabolic cost (Figure 3B). Intuitively, this occurs because the total Na+ influx during the upstroke of the action potential is nearly independent of sodium channel activation speed, since during this period the sodium conductance depolarizes the cell without significant opposition. The contribution of sodium channel deactivation to Na+ influx during the action potential downstroke is also relatively small — by the time that the cell has hyperpolarized
enough to cause m-gates to reenter the closed state (deactivation), the sodium current is sufficiently inactivated (h-gate) to keep the sodium current low, irrespective of how long this transition takes.

Figure 4.3. Model: Effects of changing the kinetics of the spike generating conductance on spike rate and spike cost.

(A, B, and C), top: time constants as a function of membrane potential. Gate kinetics were systematically speeded or slowed by multiplying the time constants at all voltages by the same constant speed factor. Middle: maximum spike rate as a function of speed factor. Bottom: cost (in ATP) for a single action potential (solid) or for an action potential in a 50 Hz train (dotted) as a function of speed factor. (D): maximum number of spikes per 10^7 ATP (z-axis) as a function of n-gate speed factor (x-axis) and h-gate speed factor (y-axis and surface color). (E): Na+ channel inactivation speed factor that maximizes the spikes/cost, for spikes generated as efficiently as possible (black), and for spikes generated in 25, 50, and 75 Hz trains (red, green, blue).

Differences in sodium channel inactivation/deinactivation (i.e., faster “h” gate) kinetics also have little effect on the rate at which neurons can spike, outside of the degenerate range in which inactivation occurs too quickly for the neuron to support action potential generation (Figure 3c). However, faster sodium channel inactivation limits the degree to which sodium and potassium currents overlap during
repolarization, limiting waste current; slower inactivation increases this overlap, increasing waste. These differences thus have an enormous effect on action potential cost. This implies that to minimize metabolic cost (while preserving the ability to spike quickly) sodium current inactivation must occur as fast as possible, outside of the degenerate range. This relationship between $\tau_n$, $\tau_h$, and metabolic efficiency (i.e., spikes per ATP) is characterized in Figure 3D. Note that optimum inactivation rate – the point at which inactivation becomes too fast to sustain spike generation -- varies with potassium channel activation speed: if potassium channels activate more slowly, the speed of sodium channel inactivation must be reduced, so that sodium-mediated depolarization still lasts long enough to activate the potassium channels. Conversely, if potassium channels activate more rapidly, then sodium channels must also inactivate rapidly to minimize waste current. The sodium inactivation speed that minimizes cost per spike is a linear function of potassium activation speed, both when action potentials are generated as fast as possible, and when they are generated at a given rate (Figure 3E). This is another prediction of the model.

**Densities, rates, and costs.** Cells can also express different densities of the same ion channels. Does changing channel density permit rapid action potential generation, and if so, at what cost? Increasing potassium channel density, like speeding potassium channel kinetics, increases the rate at which a cell can spike by narrowing its action potential, with a roughly proportional increase in the cost per action potential (Figure 4B). Conversely, increasing sodium conductance also increases the rate at which a cell can spike, but without narrowing action potentials (Figure 4C). Instead, increased sodium conductance reduces the refractory period by
decreasing the voltage threshold for spike generation, allowing spikes to be generated even when a smaller proportion of the total sodium conductance is available. However, the combination of wider action potentials with increased sodium flow at each stage of the action potential makes this an expensive strategy.

Figure 4.4. Model: Effects of changing the densities of the spike generating conductances on spike rate and spike cost.

The default membrane Na+ and K+ channel densities (A) can be changed by adding or removing K+ channels (B, top), or by adding or removing Na+ channels (C, top). (B and C), middle: maximum spike rate as a function of channel density. (B and C), bottom: cost (in ATP) for a single action potential (solid) or for an action potential in a 50 Hz train (dotted) as a function of speed factor.

These relationships between metabolic cost, functional capabilities, and channel kinetics and density allow us to make predictions about what biophysical strategies cells with different firing properties will adopt, if their aim is to minimize metabolic cost and meet their functional requirements. But these trade-offs are derived from a greatly reduced model, while real neurons are morphologically
complicated and contain numerous, diverse voltage-gated channels. It is therefore unclear to what extent we should expect these relationships to hold in real neurons. Two factors make this question difficult to address experimentally. First, in real neurons, individual channel or gate kinetics cannot be systematically varied, which makes parameter sweeps impossible. Further, in any given neuron, one cannot simultaneously measure the voltage response to a given current input and reverse-engineer the contributions of different ionic currents to this response, which complicates estimation of energy costs.

**Rate and costs in real neurons.** Both problems can be resolved using dynamic voltage clamping. In a dynamic clamp, a computer is reciprocally connected to a neuron through an amplifier. At each time step, the computer reads the cell’s membrane potential from the amplifier, calculates how much current would be flowing through the simulated conductance at that membrane potential, commands the amplifier to apply that amount of current, and updates the state of the simulated conductance (Figure 5A). We first blocked cells’ intrinsic voltage gated sodium channels with tetrodotoxin (TTX) and then used high-speed dynamic clamp to re-insert simulated sodium channels, modeled using the same equations as in our parameter sweeps above (Figure 5). Of all the ion channels in a cell the sodium channel has the fastest time constants, which requires a comparably fast dynamic clamp.

After sodium channel replacement, cells could generate action potential-like waveforms in response to depolarizing current steps. The upsweeps of these waveforms were generated by the user defined, artificial sodium conductances — but
the repolarization was mediated by the cell’s own potassium channels, whose kinetics, densities, positions, and diversity were unchanged. “Sodium” influx was now measurable, simply by tracking the amount of current injected by the dynamic clamp system over time. Because the simulated sodium current had user-definable kinetics and density, it was now possible to systematically alter the kinetics of the underlying modeled gates and the density of the modeled channels. This enabled parameter sweeps over sodium channel properties, in real neurons, similar to those performed in the model. We were thus able to test how similar the relationships between sodium channel properties, cellular function, and energy cost, observed in our simple model, were to the relationships among these factors found in real neurons.

We found that both modeled and real neurons displayed qualitatively similar relationships between sodium channel properties, bandwidth, and metabolic cost (Figure 5C). Faster-activating sodium channels moderately increased the rate at which cells could fire, with little effect on action potential cost (a); faster-inactivating sodium channels had little effect on the rate at which cells could fire, but decreased spike cost (b); and increased sodium current density increased the rate at which cells could fire, but increased spike cost (c). We thus conclude that the trade-offs between kinetics, rates, and cost that we observed in the model are robust to variations in channel kinetics, voltage dependence, and subcellular localization, and are therefore likely to hold in real neurons. We propose that if the energy cost of action potential generation is a constraint on brain volume, coding strategy, or computational capacity, then cellular ion channel expression will be optimized not merely to achieve function, but
Figure 4.5. Effects of changing the kinetics and densities of dynamic clamp generated sodium conductance on spike rate and spike cost.

(A) Dynamic clamp schematic: a computer (left), simulating a voltage-gated sodium conductance is reciprocally connected to a neuron (right). The cell’s voltage determines the driving force on the simulated conductance, and thus the current command sent to the amplifier; at each time step, the dynamic clamp computer uses the cell’s voltage to update the state of its sodium conductance model.

(B) Intracellular recording of a fast-spiking interneuron showing its ability to generate fast, non-adapting trains of action potentials. TTX application (middle) blocks action potential generation. Dynamic clamp restoration of sodium conductance (right; command current in red) permits the neuron to generate fast, non-adapting trains of action potential like waveforms.

(C) Maximum spike rate (top) and spike cost (bottom) as a function of Na+ channel activation rate (a), inactivation rate (b), and channel density (c). Black traces, average of normalized values for all cells; gray traces, normalized values for each cell.
to achieve function while minimizing metabolic cost; and that if this is the case, then ion channel expression patterns will obey the trade-offs predicted by our model and experiments.

**Comparisons across cell types, structures, and species.** We found two biophysical strategies, speeding potassium channel activation and increasing the sodium conductance density, which could strongly increase the rate at which neurons were able to fire. Both strategies also increased the energy cost of action potential generation. But the two strategies were very different in their energy efficiency: doubling a cell’s maximum spike rate from 100 to 200 Hz by speeding potassium channel activation roughly doubles the energy cost per spike, but doubling the rate by adding sodium conductance multiplies the energy cost per spike by a factor of twenty. We therefore predict that cells with higher spike-rate requirements will fulfill these requirements by expressing faster potassium channels, and not by expressing more sodium channels. Further, because faster potassium channels are expensive even in a cell that spikes slowly, we predict that only cells whose operation requires them to be able to spike quickly will express fast potassium channels. This is the principle of minimally acceptable bandwidth. Many brain regions contain multiple cell types with different in vivo spike rates, from which we can infer differences in their functional or bandwidth requirements. Do faster-spiking neurons achieve these spike rates through faster-activating potassium channels or through greater expression of sodium channels?
In the cerebral cortex, parvalbumin-positive (Pv+) interneurons are tonically active at comparatively high rates, while regular-spiking pyramidal neurons spike relatively infrequently and irregularly (Figure 6A). The faster spiking neurons display far narrower action potentials – to the degree that Pv+ neurons are one of only a few cell types identifiable in extracellular recording. These action potentials are made narrow specifically by the expression of the fast-activating potassium channel Kv3.1/KCNC1. A far greater proportion of Pv+ interneurons, compared to pyramidal neurons, contain mRNA for KCNC1 (Figure 6Ba, (Martina et al., 1998)), and KCNC1 RNA levels are tenfold higher in Pv+ interneurons than in regular spiking Thy1+ pyramidal neurons (Figure 6B, (Sugino et al., 2006)). These neurons do not adopt the dense-sodium strategy to permit fast spiking: in vivo, maximal action potential upstroke velocities, a proxy for available sodium current, are not significantly different between fast- and regular- spiking cortical neurons (Figure 6C (Nowak et al., 2003)). A similar pattern is found in a wide variety of neural structures. In the hippocampus, neurons that spontaneously fire faster (Tukker et al., 2007) have narrower action potentials (Kawaguchi and Hama, 1987), mediated by faster-activating potassium currents (Erisir et al., 1999). Similarly, thinner-spiking neurons have higher in vivo firing rates in both the striatum (Kawaguchi, 1993; Mallet et al., 2005) and amygdala (Washburn and Moises, 1992; Pare and Gaudreau, 1996; Likhtik et al., 2006). In the songbird high-vocal center thinner-spiking neurons have faster spiking rates in vivo (Del Negro and Edeline, 2001). In the lateral parabrachial nucleus, central lateral neurons, compared to external lateral neurons, have briefer action potentials mediated by faster repolarization, and also far less spike frequency adaptation (permitting
comparatively fast sustained spiking), with no difference in rate of rise (Hayward and Felder, 1999).

Figure 4.6. Survey of the literature: spike generating conductances in neurons.

(A) Action potential rate (left) and shape (right) in a thin-spiking interneuron (black) and a regular-spiking neuron (gray) during Up and Down states in vivo. (Ba) Percentage of pyramidal neurons and PV+ interneurons identified as KCNC1-positive through single-cell PCR. (Bb) Microarray measurements of KCNC1 RNA levels in pyramidal neurons and PV+ interneurons. (C) Maximum action potential upstroke velocity in regular spiking (RS) and fast spiking (FS) cortical neurons. (Da) Electric organ discharge (EOD) frequency in the electric organ of n=28 different fish, versus K+ current activation time constant in EOD cells of the same fish (measured at 25mV above threshold). (Db) Na+ current inactivation time constant versus K+ activation time constant in n=17 fish. (A) adapted from (Hasenstaub et al., 2005). (Ba) adapted from (Martina et al., 1998). (Bb) adapted from (Sugino et al., 2006). (C) adapted from
Although faster potassium channels can endow a cell with the ability to spike quickly, this comes with increased energy cost. The extra cost can be kept to a minimum by speeding sodium channel inactivation, which minimizes the overlap between sodium and potassium conductance opening. But this speeding is only beneficial up to a point, and this point is proportional to potassium conductance activation speed. We thus predict that, all else being equal, cells with faster potassium channel activation kinetics will display faster sodium channel inactivation kinetics. These comparisons are difficult to make between neurons with different action potential heights, spike thresholds, and resting potentials – i.e., between neurons with sodium channels that experience vastly different ranges of voltage before the repolarizing phase of the action potential. However, we can straightforwardly compare kinetics across neurons with similar pre-spike and early-spike voltages. An example of an entire family of cells with similar resting membrane potential, action potential height, and spike threshold, but with variable firing rate requirements, is found in the electric organ of weakly electric fish. The electrically active cells (electrocytes) in these fish generate the electric organ discharge (EOD): each fish generates the EOD at a characteristic frequency, but different fish generate this discharge at different frequencies, spanning a wide range from 50 to 200 Hz, and the same fish may change its frequency with hormonal shifts. In fish with faster EOD frequencies, electrocytes contain potassium channels with faster activation kinetics ([McAnelly and Zakon, 2000], Figure 6Da). This can be predicted from functional considerations alone. Yet cells with faster-activating potassium channels, and thus with thinner action potentials, also contain faster-inactivating sodium channels (Figure...
This relationship cannot be predicted from functional constraints alone, because fast sodium inactivation is not required for thin spikes or fast action potential generation. Yet this relationship is required for cells to minimize energy costs subject to functional constraints (i.e., while preserving the ability to spike quickly). Similarly, during development, the calyx of Held develops the ability to spike progressively faster, through progressive speeding of its potassium channel kinetics (as predicted above). During the same period, sodium channel inactivation kinetics become faster (Leao et al., 2005). Again, this relationship is predicted by mixed functional and metabolic, not purely functional, considerations.

**Discussion**

Neural tissue is inordinately expensive. Brain ranks behind only heart and kidney in glucose used per gram (Holliday et al., 1967; Holliday, 1971; Lieberman et al., 2009), and the human brain accounts for one fifth of the body’s total energy consumption ((Kinney et al., 1992; Aiello and Wheeler, 1995). Much of this cost derives from the essential ongoing neural activity (Shulman et al., 2004; Raichle, 2006; Logothetis, 2008) which maintains the circuit context in which sensory processing, planning, decision-making, and motor control can occur (Llinas and Pare, 1991; Kenet et al., 2003; Fiser et al., 2004; Kording and Wolpert, 2004; Olshausen and Field, 2005; Raichle, 2006; Raichle and Mintun, 2006; Fox et al., 2007; Hasenstaub et al., 2007; Haider and McCormick, 2009). Expensive functions prompt the evolution of expense-minimizing adaptations (Weibel, 2000), and energy availability does
appear to have constrained the evolution of macroscopic brain features, resulting in minimization of brain volume subject to functional requirements (Aiello and Wheeler, 1995; Fish and Lockwood, 2003; Isler and van Schaik, 2006; Barrickman et al., 2008). We propose that the same principle holds on a microscopic level. One aspect of this optimization involves the kinetics and densities of the ion channels underlying spikes, but this principle may have driven other aspects of ion channel expression. Substantial energy is expended on ion transport in nonspiking neural tissue such as retina (Ames et al., 1992; Okawa et al., 2008), and on synaptic and integrative activity in spiking neurons (Attwell and Laughlin, 2001; Lennie, 2003; Logothetis and Wandell, 2004; Buzsaki et al., 2007; Viswanathan and Freeman, 2007; Goense and Logothetis, 2008; Alle et al., 2009). If evolution has optimized the expression of the spike-generating ion channels to minimize metabolic cost while preserving spiking bandwidth, perhaps it has also optimized expression of the ion channels involved in subthreshold input integration to minimize metabolic cost while preserving computational ability. This is an extremely general framework for interpreting neurons’ biophysical specializations.

We have not found any data to contradict the broader conclusion that evolution has honed the properties of ion channels and their densities to minimize energy consumption while ensuring sufficient bandwidth to perform necessary computation. This analysis focused on ATP consumption, the coin of the cellular realm, and should not depend on details regarding glucose consumption, such as whether activity-related glycolysis occurs in glia or neurons. The results are also independent of the fraction
of energy used for action potential generation, compared to that needed to support other activity-dependent processes such as dendritic integration and vesicle recycling.

The results presented here build on a long tradition of research on optimality in neural signaling (Hodgkin, 1975; Mitchison, 1991; Aiello and Wheeler, 1995; Laughlin et al., 1998; Niven et al., 2007), including more recent studies examining the cost of single action potentials (Alle et al., 2009; Carter and Bean, 2009). Consistent with prior studies, our results confirm that mismatches between Na+ and K+ kinetics are likely to be a primary contributor to the cost of action potential generation. Our results extend the previous work in several major ways. First, by using dynamic clamp, we assessed, in actual neurons, how their diverse ensembles of hyperpolarizing currents interact with simple depolarizing conductances to control spike cost and function. Second, by using Hodgkin-Huxley style models rather than bulk conductance models (24), we linked our models to the actual biophysical mechanisms -- channel gating kinetics and voltage dependence -- that could be altered in each cell type in order to optimize energy cost, and by using dynamic clamp to simulate changes in gating parameters, we confirmed these models’ predictions in real neurons. Third, we considered not only the cost of a single action potential, but also energetic cost in the context of broader functional requirements, such as the ability to support sustained spiking. For example, we showed that high maximum spike rates carry a high metabolic cost. This implies that neurons which do not need to fire at high frequencies are likely to adopt different solutions to optimization of spike cost. Finally, by examining neurons’ biophysical specializations in the context of cost optimization, we combined data from functionally diverse neurons spanning brain structures and species to support the
hypothesis that neurons’ biophysics are tuned to minimize metabolic cost subject to functional constraints. We propose that this principle generalizes broadly, and constrains the range of solutions neurons might adopt to satisfy competing functional and energetic requirements.

**Materials and Methods**

**Model**

Simulations were performed using a single compartment, Hodgkin-Huxley style model (details given in Supplement). Action potentials were required to begin and end below -50 mV and cross at least 0 mV at maximum. The cost of a single action potential was determined by finding the smallest-amplitude 1 ms current pulse that evoked an action potential, integrating the sodium current during the 20 ms post-stimulus, and converting integrated sodium current to ATP required to transport the Na+ ions using the 3:1 stoichiometry of the Na+,K+ ATPase. Spike trains were elicited from 200 ms current pulses. The cost per spike for spikes in a train was determined by applying a 200 ms current pulse, integrating the sodium current over the pulse and the following 20 ms, and dividing by the number of spikes evoked. In Figures 2 and 3, gate kinetics were speeded or slowed by multiplying the time constants calculated at each time step by a constant factor. In Figure 4, maximum sodium or potassium conductances were scaled by a constant factor.

**Dynamic clamp**

Slices were prepared and neurons recorded using standard patch-clamp techniques (detailed in Supplement). 1 uM TTX was applied to block voltage-gated
sodium currents, and sodium current block was confirmed using current pulses. To “replace” the blocked sodium current, fast real-time dynamic clamp was implemented using RTLDC-based dynamic clamp (Boston University;(Dorval et al., 2001)) with cycle speed of 25-35 microseconds. This system generated an artificial sodium conductance (kinetics described in Supplement) that interacted with the cell’s intrinsic potassium conductances to produce action potential like waveforms (as in Figure 5). Dynamic-clamp generated spikes were required to be at least 80% as tall as the cell’s natural spikes. Single spikes were elicited from 0.2 ms current pulses. Spike trains were elicited from 500 ms current pulses. Costs were determined by integrating the dynamic clamp “sodium” current over the duration of the spike or train. To aggregate data from cells with different sizes and potassium channel kinetics, group data was constructed by normalizing each parameter-rate curve to have a maximum of 1, or normalizing each parameter-cost curve by the maximum cost per spike for a single spike.

**Supplemental material**

**Model**

Simulations were performed using a single compartment, Hodgkin-Huxley style model. The model parameters were as follows:

\[ R_{in} = 10M\Omega; C_M = 0.1\mu F \]
\[ E_{leak} = -70mV; E_{Na} = 50mV; E_K = -90mV \]
\[ g_{Na,max} = g_{K,max} = 7\mu S \]

Sodium channel activation (m), sodium channel inactivation (h), and potassium channel activation (n) gate kinetics were given by:
Gate states were updated according to the rule:

\[ \alpha_m = -40 \frac{-75.5 + \nu}{e^{-\frac{-75.5 + \nu}{15.8}} - 1}; \quad \beta_m = \frac{1.2262}{e^{41.24}} \]

\[ \alpha_H = \frac{0.00315}{e^{24.186}}; \quad \beta_H = -0.0153 \frac{51.2 + \nu}{e^{\frac{-[31.1 + \nu]}{5.1}} - 1} \]

\[ \alpha_N = -\frac{95 + \nu}{e^{-118} - 1}; \quad \beta_N = \frac{0.025}{e^{23.222}} \]

\[ \tau = \frac{1}{\alpha + \beta}; \quad n_{\infty} = \alpha \tau \]

Sodium and potassium conductances were given by:

\[ g_{Na} = m^2 h; \quad g_K = n^2 \]

Action potentials were required to begin and end below -50 mV and cross at least 0 mV at maximum. The cost of a single action potential was determined by finding the smallest-amplitude 1 ms current pulse that evoked an action potential, integrating the sodium current during the 20 ms post-stimulus, and converting integrated sodium current to ATP required to transport the sodium ions using the 3:1 stoichiometry of the Na\(^+\),K\(^+\) ATPase. Spike trains were elicited from 200 ms current pulses. The cost per spike for spikes in a train was determined by applying a 200 ms current pulse, integrating the sodium current over the pulse and the following 20 ms, and dividing by the number of spikes evoked. In Figures 2 and 3, gate kinetics were speeded or slowed by multiplying the time constants calculated at each time step by a constant factor. In Figure 4, maximum sodium or potassium channel conductances were scaled by a constant factor.
Slice preparation

All animal use was approved by the Institutional Animal Care and Use Committee. To prepare brain slices, mice aged P18-P26 were deeply anesthetized with Nembutal (100mg/kg i.p.) and rapidly decapitated. A vibratome (Series 1000, Vibratome) was used to cut 300 micron coronal brain slices from somatosensory cortex (S1). Slices were cut in ice-cold artificial cerebral spinal fluid (ACSF: 24 mM NaCl, 5mM KCl, 26m M NaHCO3, 1mM KH2PO4, 1mM MgSO4, 10 mM glucose, 1.2 mM CaCl2, and 1 mM kynurenic acid) and incubated at 35 C° for at least 30 minutes in ACSF bubbled with 95% O2/ 5% CO2 before transferring to a room-temperature submerged chamber for recording. Two types of mice were used in these experiments: G42 transgenic mice, generated in the lab of Josh Huang at Cold Spring Harbor (Chattopadhyaya et al., 2004), and C57/Bl6 mice, obtained from Jackson Laboratory.

Recordings

Neurons were visualized at 40X magnification using a DIC/fluorescent Olympus microscope and a video camera (VE 1000; Mti-Dage). Neurons were patched using glass pipettes pulled from borosilicate glass (Sutter Instruments) on a P-97 micropipette puller (Sutter Instruments, Novato, CA) to 3- 5MOhm, filled with 130mM D-glucosonate, 0.2 mM EGTA, 2mM MgCl2, 6mM KCl, 10mM HEPES, 2.5 mM Na-ATP, 0.5mM Na-GTP, and 10mM K-phosphocreatine (pH 7.2). Neurons were chosen for patching based on their fluorescence (for G42 slices) or round,
multipolar morphology (for C57 slices). Signals were amplified with a MultiClamp 700B amplifier (Molecular Devices) in current-clamp mode. Data was acquired and digitized using the Spike2 Power1401 collection system (Cambridge Electronic Designs, Cambridge, UK). Cell health and the fast-spiking phenotype were confirmed by injecting 500 ms long constant current pulses. Recordings were accepted if they showed a stable membrane potential below −50 mV at rest, and had action potentials of at least 40 mV (for fast-spiking interneurons).

**Dynamic clamp**

1 micromolar TTX was applied to block voltage-gated sodium currents, and sodium current block was confirmed using current pulses. To “replace” the blocked sodium current, fast real-time dynamic clamp was implemented using RTLDC (Boston University; Dorval et al, Ann Biomed Eng 29: 897-907) combined with the Real-Time Application Interface (www.rtai.org), device drivers from the COMEDI project (www.comedi.org), and a NI DAQ board (National Instruments). Dynamic clamp cycle speed was 25-35 microseconds. The dynamic clamp was used to generate an artificial sodium conductance with the same base kinetics as in the model, above. Kinetics were speeded or slowed, or total maximum conductance scaled, as in the model, above. The interaction of this synthetic sodium conductance with the cell’s intrinsic potassium conductances produced action potential like waveforms (as in Figure 5). Dynamic-clamp generated spikes were required to be at least 80% as tall as the cell’s natural spikes. Single spikes were elicited from 0.2 ms current pulses. Spike trains were elicited from 500 ms current pulses. Costs were determined by
integrating the dynamic clamp current (i.e., the model sodium current) over the duration of the spike or train. To aggregate data from cells with different sizes and potassium channel kinetics, group data was constructed by normalizing each parameter-rate curve to have a maximum of 1, or normalizing each parameter-cost curve by the maximum cost per spike for a single spike.
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