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Abstract

Phase Transitions of Random Constraints Satisfaction Problem

by

Yumeng Zhang

Doctor of Philosophy in Statistics

University of California, Berkeley

Professor Allan M. Sly, Chair

Constraints satisfaction problem (CSP) is a family of computation problems that are generally hard to solve in the worst case, which motivates the study of average cases by looking at random CSPs. This thesis studies problems related to random constraints satisfaction problems, in particular its different phase transitions in the large system limit as the level of constraints increases.

The first part of this thesis studies the number of solutions in a typical problem instance. It has long been observed that shortly before the satisfiability phase transition where solutions stop to exist, the number of solutions in a typical instance no longer concentrate around its expectation. Guided by the 1-step replica symmetry breaking heuristics in statistical physics, we prove the correct formula for the typical number of the solutions up to the exponent.

The second part focuses on the clustering threshold around which algorithms have been observed to slow down. Different opinions exist for the reason of this algorithmic barrier. One is the shattering of solution space which is conjectured to happen at the clustering threshold. The other is the onset of frozen variables happening at a nearby rigidity threshold. Previous analysis on the clustering threshold was not strong enough to differentiate the two phase transitions. Using a detailed analysis of certain distributional recursion, we show that the reconstruction threshold on trees, which is conjectured to coincide with the clustering threshold, is strictly smaller than the rigidity threshold, laying ground for further studies.

The last part of the thesis studied the Glauber dynamics of graph colorings on $d$-regular trees. By comparing the Glauber dynamics to a variant of block dynamics, we show that the mixing time, and hence the speed of the related MCMC algorithm, undergoes a phase transition at the reconstruction threshold.
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Chapter 1

Introduction

A constraint satisfaction problem (CSP) consists of $n$ variables, each taking value from alphabet $\mathcal{X}$, subject to $m$ constraints; a solution to a CSP instance is an assignment of values to the variables such that all constraints are satisfied. The framework of CSPs captures many interesting problems, ranging from brain teasers such as crossword and Sudoku, to well-studied research problems such as the Four Coloring problem. These problems can be extremely challenging—\textit{a priori}, finding a valid assignment of 100 binary variables by exhaustive search would require $2^{100}$ trials. Indeed, many models of CSPs are known to be “NP-complete” [Kar72], the polynomially-time computability of which has been the central open problem in theoretical computer science.

The fact that these problems are intractable in the worst case motivates people to study the average scenario by considering typical properties of random problem instances. The two most prominent questions are:

1. When does a CSP have solutions and how many solutions there are?
2. When does there exist an algorithm that finds solutions in polynomial times?

Since their introduction in theoretical computer science, random CSPs have also attracted the interest of physicists and mathematicians, for the rich phenomenon predicted by the theory of statistical physics and the mathematical challenges to prove them. In this thesis we address some aspects of this beautiful and complex picture.

1.1 Definition and background

To introduce the problems formally, we first define two types of constraints satisfaction problem we will be mainly working with in this thesis. Definition to more general models can be found in Section 5.2.1 or [BCO16].

\textbf{Definition 1.1.1} (k-coloring). Let $G = (V, E)$ be a graph with vertex set $V$ and edge set $E$, and let $[k] = \{1, \ldots, k\}$ be the set of $k$ colors. We say that a configuration $\sigma \in [k]^V$ is a
CHAPTER 1. INTRODUCTION

$k$-coloring of graph $G$ if for every edge $e = (u, v) \in E$, $\sigma_u \neq \sigma_v$. Let $\text{SOL}(G) \in [k]^V$ be the set of proper colorings on graph $G$ and define $Z(G) = |\text{SOL}(G)|$ be the number of solutions, a.k.a. partition function in physics terms. The Gibbs measure of random colourings on $G$ is given by the uniform measure

$$\mu(\sigma) = \frac{1}{Z} \prod_{e=(u,v)\in E} 1\{\sigma_u \neq \sigma_v\}.$$

Definition 1.1.2 ($k$-nae-sat). Let $G = (V, F, E)$ be a factor graph where $V$ is the set of variables, $F$ the set of constraints, $E$ the set of edges joining variables to clauses. For each $e \in E$, let $v(e) \in V$ and $a(e) \in F$ be the two ends of edge $e$ respectively. We further equip each $e \in E$ with literal $L_e \in \{0, 1\}$ and denote the labeled graph by $\mathcal{G} = (G, L)$. For each clause $a \in F$, let $\delta a \equiv \{e \in E : a(e) = a\}$ be the set of edges containing $a$. We say that $\sigma \in \{0, 1\}^V$ is a solution to the not-all-equal-sat (nae-sat) problem on $\mathcal{G}$ if

$$\text{for all } a \in F, \ (L_e \oplus \sigma_v(e))_{e \in \delta a} \text{ is neither identically 0 nor identically 1.}$$

We further say that the problem is a $k$-nae-sat problem, if for each $a \in F$, $|\delta a| = k$, in which case $m = dn/k$. We again denote the set of nae-sat solutions of $\mathcal{G}$ by $\text{SOL}(\mathcal{G}) \subseteq \{0, 1\}^V$ and define $Z(\mathcal{G}) \equiv |\text{SOL}(\mathcal{G})|$. As observed in the two examples above, constraints satisfaction problems can be encoded by graphs or factor graphs. Thus the randomness of CSPs can be translated to the randomness of the underlying graph ensemble. Two common choices are the random $d$-regular graphs and Erdos-Renyi graphs $G(n, m = dn/2)$, or its factor graph analogue in cases where each constraint involves more than 2 variables. The aforementioned questions can be translated into the following: Given the model and the choice of graph ensemble, for what values of $d$ and $k$

1. Is $Z$ strictly larger than zero with high probability? Under those values, what is the typical value of $Z$?

2. Is there a polynomial-time algorithm that finds elements of $\text{SOL}$ with high probability?

The answers to these questions are closely related to the geometric structure of the solution space $\text{SOL}$, defined by connecting pairs of solutions at Hamming distance one. Indeed, the complicated structure of the solution space posts major obstacles to mathematical analysis. On this front, significant advances were achieved by statistical physicists applying the theory of spin systems. Of particular interest is a systematic theory they developed—the so-called 1-step Replica Symmetry Breaking (1RSB) framework—that applies to a broad family of CSP models, including the ones studied in this thesis. The main conjectural picture is that for those models the solution space $\text{SOL} \subseteq \mathcal{X}^n$ undergoes several phase transitions as $n \to \infty$ and the constraints level $\alpha = m/n$ increases (See Figure 1.1.1) [ZK07; Krz+07; MRS08]. Here we briefly summarize the phenomenon:
For small values of $\alpha$, SOL consists of a single well-connected cluster with possibly exponentially small exceptions. Upon the clustering threshold $\alpha_{\text{clus}}$, SOL shattered into exponentially many clusters each of which is exponentially small. Both the number and the size of the clusters decrease as we increase $\alpha$. At the condensation threshold $\alpha_{\text{cond}}$, the mass condense to a bounded number of clusters. Finally, the SOL is with high probability empty after the satisfiability threshold $\alpha_{\text{sat}}$.

While the 1RSB framework gives precise predictions of the phase diagram and has lead to significant algorithmic improvement in practice (e.g. [MZ02]), the theory itself is based on several heuristic assumptions and is hence non-rigorous. Many efforts have been made to verify these predictions and understand their algorithmic implications. In the next two sections, we briefly summarize the current status and the contribution of this thesis along the line.

### 1.2 Condensed phase and the number of solutions

The paper of Friedgut [Fri99] shows that for many CSP models, the satisfiability of a typical problem instance undergoes a sharp phase transition: Let $\mathbb{P}_{n,\alpha}(n)$ denote the uniform measure over all problem instances with $m = \alpha n$ constraints. There exists a sequence of thresholds $\alpha_{\text{sat}}(n)$ such that for any $\epsilon > 0$,

$$
\lim_{n \to \infty} \mathbb{P}_{n,\alpha_{\text{sat}}(n)-\epsilon}(\mathcal{F} > 0) = \lim_{n \to \infty} \mathbb{P}_{n,\alpha_{\text{sat}}(n)+\epsilon}(\mathcal{F} = 0) = 1.
$$

Similar results for several models on regular (factor) graphs are proved in [BGT13].

Friedgut’s result does not give the exact location of $\alpha_{\text{sat}}(n)$, neither does it rule out the intuitively unlikely dependence of $\alpha_{\text{sat}}(n)$ on the number of variables $n$. Until recently, the exact location of satisfiability threshold has only been established for a few models: random XOR-sat [MRTZ03], random 2-SAT [CR92; Goe96], random 1-in-$k$-sat [Ach+01], all of which have a simpler phase diagram than the one in Figure 1.1.1. In the last couple of years, a sequence of works determines the exact location of $\alpha_{\text{sat}}$ or narrows it down for models that fall under the 1RSB framework: $k$-nae-sat [CZ12; DSS16], independent set [DSS13], $k$-sat [BC15; DSS15], $k$-coloring [COEH16].

The time gap between the two groups of results reflects the complex nature of models following the 1RSB ansatz, which is largely due to the existence of a “condensed” phase
immediately preceding the satisfiability threshold: in this regime, the solution space \( \text{SOL} \) is dominated by a few large clusters and the expected number of solutions \( \mathbb{E}Z \) is blown up by “atypically-large” ones that are unlikely to be seen in a typical instance. As a result, the typical number of solutions \( Z \ll \mathbb{E}Z \) with high probability \([\text{CZ12}]\) and solving \( \mathbb{E}Z = 0 \) does not yield the correct \( \alpha_{\text{sat}} \). Non-trivial arguments are necessary to eliminate those effects, in which the physics insight again plays a crucial role.

The satisfiability threshold threshold is only one facet of the rich theory physicists have developed. There are deep conjectures for the behavior of these models inside the satisfiable regime. In Chapter 2, we continue the quest and determine the total number of solutions \( Z = |\text{SOL}| \) for typical instances, in particular in the condensed regime where \( Z \ll \mathbb{E}Z \) with high probability. We will work with the random \( k\text{-NAE-SAT} \) model and show that for \( k \geq k_0 \) and \( \alpha_{\text{cond}} \leq \alpha < \alpha_{\text{sat}} \), the typical value of \( Z \) is up to a sub-exponential factor given by the largest cluster exists in \( \text{SOL} \). We further give the explicit formula \( f^{\text{RSB}}(\alpha) \) such that for a typical random regular \( k\text{-NAE-SAT} \) problem as \( n \to \infty \),

\[
\frac{1}{n} \ln Z \overset{p.}{\to} f^{\text{RSB}}(\alpha).
\]

The appeal of \text{NAE-SAT} model is that it has certain symmetries making the analysis particularly tractable, yet it is expected to share most of the interesting qualitative phenomena exhibited by other commonly studied problems, including random \( k\text{-SAT} \) and random graph colorings.

### 1.3 Clustering thresholds and sampling solutions

#### 1.3.1 Algorithmic barrier

While solutions exist up to the satisfiability threshold \( \alpha_{\text{sat}} \), as has been observed and partially verified in many works, the actual barrier for finding and sampling solutions lies around the clustering threshold \( \alpha_{\text{clus}} \): simple greedy algorithms are known to find solutions for \( k\)-coloring and \( k\text{-SAT} \) instances up to \( (1 - \epsilon)\alpha_{\text{clus}} \), and no algorithm is known to work significantly better. In fact, the failure of certain families of algorithms has been proved for \( \alpha > (1 + \epsilon)\alpha_{\text{clus}} \) \([\text{RV14}]\), or a slightly smaller region \([\text{GS14; COHH16}]\). This motivate people to study the clustering threshold and its algorithmic implication. Intuitively, it would be hard for algorithms to traverse the solution space when it is dominated by exponentially many well-separated clusters \([\text{ACO08; ACORT11}]\).

Unlike the satisfiability threshold, the clustering phase transition are less well-understood. Take the \( k\)-coloring model as an example. It is conjectured that at \( d_{\text{clus}} \) (here \( d = 2\alpha \)) the solution space \( \text{SOL} \) shatters into exponentially many small clusters. Meanwhile, a close but different phase transition, the \text{rigidity} phase transition, is conjectured to happen at \( d_{\text{rig}} \approx (1 + o(1))d_{\text{clus}} \), beyond which most of the clusters become “frozen”, i.e. a linear fraction of variables take the same value throughout the cluster \([\text{ZK07}]\).
The two closeby phase transitions play an important role in understanding the algorithmic barrier as different papers disagree on which one of them is more responsible for the algorithmic slow down \cite{MZ02, ZK07, ZM08}, if any of them \cite{Bra+16}. However, it is unknown even at a heuristic level if the gap $|d_{\text{clus}} - d_{\text{rig}}|$ is indeed non-vanishing \cite{Sly09, Mol12}, let alone analyzing their impact on algorithms.

One obstacle is that the conjectural clustering threshold $d^*_{\text{clus}}$ is characterized in physics literature by the non-trivial fixed points of certain distributional recursion. The high dimension of the recursion makes it hard to analyze without restricting the domain to distributions with large atoms—which amount to clusters with frozen variables. Thus it is hard to separate the discussion of the clustering threshold with the rigidity threshold. The other obstacle lies in proving the clustering phenomenon in the unfrozen regime, i.e. proving $d_{\text{clus}} = d^*_{\text{clus}}$. Unlike frozen clusters, which are disconnected components of the solution space, unfrozen clusters may connect to each other as long as there are “bottlenecks” at the boundary. Thus unfrozen clusters are much harder to characterize and analyze mathematically.

In Chapter 3 and Chapter 4, we address the first obstacle by analyzing the distributional recursion used in the definition of $d^*_{\text{clus}}$, which coincide with the reconstruction problem on trees \cite[Ch.19]{MM09}. With the exact definitions postponed to Chapter 3, we show that for both $k$-coloring model (Chapter 3) and $k$-NAE-SAT model (Chapter 4) with $k \geq k_0$, the reconstruction threshold $d_{\text{rec}}$, which is also the conjectural clustering threshold $d^*_{\text{clus}}$, is strictly smaller than the rigidity threshold, and the gap is an increasing function of $k$.

Thus given the conjecture that $d_{\text{clus}} = d^*_{\text{clus}}$, our results in Chapter 3 and Chapter 4 strongly suggest a non-vanishing phase where the solution space are clustered but non-frozen. We believe that analyzing algorithms in this region will be very helpful in understanding the nature of the algorithmic barrier.

### 1.3.2 Efficient sampling algorithms before $d_{\text{clus}}$

In Chapter 5, we give an example of algorithms that actually slows down at the reconstruction threshold. We consider the problem of uniformly sampling proper $k$-colorings on $d$-regular trees with $n$-vertices. A widely-used sampling algorithm is Markov Chain Monte Carlo (MCMC) based on the Glauber dynamics, which is a Markov chain that at each step updates the value of an uniformly selected vertex randomly according to its surrounding vertices. The central question is to bound the mixing time of the Markov chain, i.e. the time until the Markov chain is “close” to its stationary distribution. More precisely, let $P^t(\sigma, \cdot)$ be the distribution of the Markov chain starting from $\sigma$ after $t$ steps, and $\pi$ be the stationary distribution, the mixing time is defined as

$$t_{\text{mix}} = \min\{t \geq 0 : |P^t(\sigma, A) - \pi(A)| \leq 1/4, \text{ for all initial state } \sigma \text{ and event } A\},$$

If the mixing time grows polynomially in the number of variables, then the corresponding MCMC algorithm samples solutions efficiently.

In Chapter 5, we show that the mixing time is $O(n \ln n)$ for $k \geq k_0, d \leq d_{\text{rec}} \approx (1 + o(1))k \ln k$ (cf. (3.1.3)), improving the previous results of $d \leq k + 2$ \cite{MSW07, Bha+11}. In
particular combining our result with [Tet+12] implies a sharp transition of the mixing time at the exact reconstruction threshold $d = d_{rec}$.

1.4 Note on prior publication and collaboration

The results presented in this dissertation are obtained in collaboration with other researchers and some have already been published elsewhere. Chapter 2 is based on a joint work with Allan Sly and Nike Sun [SSZ16]. The remaining chapters are based on joint works with Allan Sly: Chapter 3 is based on [SZ16], Chapter 4 is based on unpublished note, and Chapter 5 is based on [SZ14]. All three papers mentioned are available on ArXiv. I express my sincere thanks towards my co-authors for allowing the inclusion of joint works with them in this dissertation.
Chapter 2

The number of solutions for random regular NAE-SAT

2.1 Introduction

2.1.1 Main result

In this chapter, we study the number of solutions to a random $k$-NAE-SAT problem. (The formal definition is given in Section 2.2.) More specifically, we work on $d$-regular instances where each variable appears in exactly $d$ clauses. See [AM06] for important early work on the closely related model of random (Erdős–Rényi) NAE-SAT.

Following convention, we fix $k$ and then parametrize the model by its clause-to-variable ratio, $\alpha = d/k$. The partition function of the model, denoted $Z = Z_n$, is simply the number of valid NAE-SAT assignments for an instance on $n$ variables. It is conjectured that for each $k \geq 3$, the model has an exact satisfiability threshold $\alpha_{\text{sat}}(k)$: for $\alpha < \alpha_{\text{sat}}$ it is satisfiable ($Z > 0$) with high probability, but for $\alpha > \alpha_{\text{sat}}$ it is unsatisfiable ($Z = 0$) with high probability (as $n \to \infty$, with $k$ fixed). This has been proved [DSS16] for all $k$ exceeding an absolute constant $k_0$, together with an explicit formula for $\alpha_{\text{sat}}$ which matches the physics prediction. The exact formula is rather intricate so we omit it here, and note only its approximate value

$$\alpha_{\text{sat}} = \left(2^{k-1} - \frac{1}{2} - \frac{1}{4 \ln 2}\right) \ln 2 + \epsilon_k$$

(2.1.1)

where $\epsilon_k$ denotes an error tending to zero as $k \to \infty$.

We say the model has free energy $f(\alpha)$ if $Z^{1/n}$ converges to $f(\alpha)$ in probability as $n \to \infty$. A priori, the limit may not be well-defined. If it exists, however, Markov’s inequality and Jensen’s inequality imply that it must be upper bounded by the replica symmetric free energy

$$f^\text{RS}(\alpha) \equiv (\mathbb{E}Z)^{1/n} = 2(1 - 2/2^k)^{\alpha}.$$ 

(2.1.2)

One of the intriguing predictions from the physics analysis [ZK07; MRS08] is that there is a critical value $\alpha_{\text{cond}}$ strictly below $\alpha_{\text{sat}}$, such that $f(\alpha)$ and $f^\text{RS}(\alpha)$ agree up to $\alpha = \alpha_{\text{cond}}$.
\(\alpha_{\text{cond}}\) and diverge thereafter. Since \(f^{\text{rs}}\) is analytic, \(f\) must be non-analytic at \(\alpha_{\text{cond}}\). This is the \emph{condensation} or \emph{Kauzmann transition}, and will be further described below. For \(\alpha \in (\alpha_{\text{cond}}, \alpha_{\text{sat}})\) it is conjectured that \(f(\alpha)\) takes a value \(f^{\text{1RSB}}(\alpha)\) strictly below \(f^{\text{rs}}(\alpha)\). The function \(f^{\text{1RSB}}(\alpha)\) is explicit, although not extremely simple: it is derived via the heuristic of \emph{one-step replica symmetry breaking} (1RSB), and is presented below in Definition 2.1.3. Our main result is to prove this prediction for large \(k\).

**Theorem 1.** In random regular \(k\)-\textsc{nae-sat} with \(k \geq k_0\), for all \(\alpha < \alpha_{\text{sat}}(k)\) the free energy \(f(\alpha)\) exists and equals the predicted value \(f^{\text{1RSB}}(\alpha)\).

**Remark 2.1.1.** We allow for \(k_0\) to be adjusted as long as it remains an absolute constant (so it need not equal the \(k_0\) from [DSS16]). The result of Theorem 1 is already proved [DSS16] for \(\alpha \leq \alpha_{\text{ld}} \equiv (2k^{-1} - 2) \ln 2\), so we restrict our attention to \(\alpha \in (\alpha_{\text{ld}}, \alpha_{\text{sat}})\), which is a strict superset of the condensation regime \((\alpha_{\text{cond}}, \alpha_{\text{sat}})\). Of course, for \(\alpha > \alpha_{\text{sat}}\), we already know \(f(\alpha) = 0\). The case \(\alpha = \alpha_{\text{sat}}\) can arise only if \(d_{\text{sat}}(k) \equiv k\alpha_{\text{sat}}(k)\) is integer-valued for some \(k\). We have no reason to believe that this ever occurs; if however it does miraculously occur then the probability for \(Z > 0\) is bounded away from both zero and one. In this case, our methods would show that \(Z^{1/n}\) does not concentrate around a single value but rather on two values, zero and \(\lim_{\alpha \downarrow \alpha_{\text{sat}}} f^{\text{1RSB}}(\alpha)\).

The condensation transition has been actively studied in recent work. The existence of a condensation phenomenon was first established for random \textsc{nae-sat} [CP12], and has since been found in random regular \textsc{nae-sat} and independent set [DSS16; DSS13]. It has been demonstrated to occur even at positive temperature in the problem of hypergraph bicoloring (which is very similar to \textsc{nae-sat}) [BCORm16]. However, determining the precise location of \(\alpha_{\text{cond}}\) is challenging, and was first achieved for the random graph coloring model [Bap+16] by an impressive and technically challenging analysis. Subsequent work pinpoints \(\alpha_{\text{cond}}\) for random regular \(k\)-\textsc{sat} (which again is very similar to \textsc{nae-sat}) [BC15]. The main contribution of this paper is to determine for the first time the free energy throughout the condensation regime \((\alpha_{\text{cond}}, \alpha_{\text{sat}})\).

### 2.1.2 Statistical physics predictions

As mentioned in the introduction chapter, the random regular \textsc{nae-sat} model has a single level of replica symmetry breaking (1RSB) and undergoes similar phase transitions as pictured in Figure 1.1.1. We now summarize the key predictions leading to the condensation phase transition and refer the details to [MM09, Ch. 19]. While part of the following discussion remains conjectural, much of it is rigorously established by the present paper. For this discussion we focus on the leading exponential terms and ignore \(\exp\{o(n)\}\) corrections.

Fix \(k\) and set \(\alpha = d/k\). Recall that for \(\alpha\) well above \(\alpha_{\text{clus}}\) (which is true for \(\alpha_{\text{cond}}\) when \(k\) is large), the solution space breaks up into well-separated clusters. It is predicted that the number of clusters of size \(\exp\{ns\}\) has mean value \(\exp\{n\Sigma(s; \alpha)\}\), and further is concentrated about this mean; \(\Sigma\) is the “cluster complexity function.” It is common to
abbreviate $\Sigma(s) \equiv \Sigma(s; \alpha)$. Summing this prediction over cluster sizes $s$ gives that the total number $Z$ of nae-sat solutions has mean

$$\mathbb{E}Z \equiv \sum_s \exp\{n[s + \Sigma(s)]\} \equiv \exp\{n[s_1 + \Sigma(s_1)]\},$$

where $s_1 = \arg\max[s + \Sigma(s)]$, and we write $\equiv$ to indicate equality up to $\exp\{o(n)\}$ factors. It is predicted that $\Sigma$ is continuous and strictly concave in $s$, and also that $s + \Sigma(s)$ has a unique maximizer $s_1$ with $\Sigma'(s_1) = -1$. Note that we have the dependence $s_1 = s_1(\alpha)$, and $\Sigma(s_1) = \Sigma(s_1(\alpha); \alpha)$.

Under the 1RSB framework, physicists propose an explicit (conjectural) formula for $\Sigma$. For nae-sat and related models, this explicit calculation reveals another critical value $\alpha_{\text{cond}} \in (\alpha_{\text{clus}}, \alpha_{\text{sat}})$, characterized as

$$\alpha_{\text{cond}} = \inf\{\alpha \geq \alpha_{\text{clus}} : \Sigma(s_1(\alpha); \alpha) < 0\}.$$ 

For $\alpha > \alpha_{\text{cond}}$, $\mathbb{E}Z$ is dominated by clusters of size $\exp\{n s_1\}$, whose mean number $\exp\{n \Sigma(s_1)\}$ is exponentially small, meaning they are highly unlikely to appear in a typical realization. Instead, a typical realization is dominated by clusters of size $s_{\text{max}}$ where

$$s_{\text{max}} \equiv s_{\text{max}}(\alpha) \equiv \arg\max\{s + \Sigma(s) : \Sigma(s) \geq 0\}.$$ 

Since $\Sigma(s_{\text{max}}) = 0$, it follows that with high probability

$$Z \equiv \exp\{n[s_{\text{max}} + \Sigma(s_{\text{max}})]\} = \exp\{n s_{\text{max}}\}.$$ 

According to this picture, we will have (with high probability) $Z \approx \mathbb{E}Z$ for $\alpha \leq \alpha_{\text{cond}}$, and $Z \ll \mathbb{E}Z$ for $\alpha > \alpha_{\text{cond}}$. Thus, for $\alpha > \alpha_{\text{cond}}$, the first moment $\mathbb{E}Z$ fails to capture the typical behavior of $Z$. This difficulty persists up to and beyond the satisfiability threshold

$$\alpha_{\text{sat}} = \inf\{\alpha \geq \alpha_{\text{cond}} : \max_s \Sigma(s; \alpha) < 0\}.$$ 

— indeed, it is well known that there is a non-trivial interval $(\alpha_{\text{sat}}, \alpha_1)$ in which $\mathbb{E}Z > 1$ even though $Z = 0$ with high probability.

### 2.1.3 The tilted cluster partition function

Once the function $\Sigma(s; \alpha)$ is determined, it becomes straightforward to derive $\alpha_{\text{cond}}$, $\alpha_{\text{sat}}$, and $f(\alpha)$. However, prior works have not taken the approach of actually computing $\Sigma$. Indeed, $\alpha_{\text{sat}}$ was determined [DSS16] by an analysis involving only $\max_s \Sigma(s; \alpha)$, which contains less information than the full curve $\Sigma$. In related models, the determination of $\alpha_{\text{cond}}$ [Bap+16; BC15] also avoids $\Sigma$, going instead through the so-called “planted model.” In order to obtain $\Sigma$, consider the $\lambda$-tilted partition function

$$Z_\lambda \equiv \sum_\gamma |\gamma|^\lambda \quad (2.1.3)$$
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where the sum is taken over all clusters \( \gamma \). According to the physics heuristic as described above, \( \mathbb{E} Z_\lambda \doteq \exp \{ n \bar{\mathcal{F}}(\lambda) \} \) where \( \bar{\mathcal{F}} \) is the Legendre dual of \( -\Sigma \):

\[
\bar{\mathcal{F}}(\lambda) \equiv (-\Sigma)^*(\lambda) \equiv \max_s [\lambda s + \Sigma(s)].
\]

The physics approach to computing \( \Sigma \) is to first compute \( \bar{\mathcal{F}} \), and then set \( \Sigma = -\bar{\mathcal{F}}^* \). Note that by differentiating \( \bar{\mathcal{F}}(\lambda) = n^{-1} \ln \mathbb{E} Z_\lambda \) we find that \( \bar{\mathcal{F}} \) is convex in \( \lambda \), so the resulting \( \Sigma \) will indeed be concave.

The computation of \( \bar{\mathcal{F}}(\lambda) \) may seem at first glance quite intractable. Indeed, the reason for NAE-SAT solutions to occur in clusters is that a typical solution has a positive density of variables which are free, meaning their value can be changed without violating any clause. Each cluster (connected component of NAE-SAT solutions) may be a complicated subset of \( \{0,1\}^n \)— changing the value at one free variable may affect whether its neighbors are free, so a cluster need not be a simple subcube of \( \{0,1\}^n \). We then wish to sum over the cluster sizes raised to non-integer powers.

However, in the regime of interest \( \alpha \geq \alpha_{cl} \) (see Remark 2.1.1), the analysis of NAE-SAT solution clusters is greatly simplified by the fact that in a typical satisfying assignment the vast majority of variables are frozen rather than free. The result of this, roughly speaking, is that a cluster can be encoded by a configuration \( \underline{x} \in \{0,1,f\}^n \) (representing its circumscribed subcube, so \( x_v = f \) indicates a free variable) with no essential loss of information. We call \( \underline{x} \) the frozen configuration representing the cluster. It turns out that the frozen configurations can be regarded as the solutions of a certain CSP lifted from the original NAE-SAT problem—so the physics heuristics can be applied again to the new CSP. Variations on this idea appear in several places in the physics literature; in the specific context of random CSPs we refer to [Par02; BMZ05; MMW07].

Analyzing the number of frozen configurations—corresponding to (2.1.3) with \( \lambda = 0 \)—leads to the sharp satisfiability threshold for this model [DSS16]. To analyze (2.1.3) for general \( \lambda \) requires a deeper investigation of the arrangement of free and frozen variables in the frozen configurations \( \underline{x} \). In fact, the majority of free variables are simply isolated vertices. A smaller fraction occur in linked pairs, and a yet smaller fraction occur in components of size three or more. Each free component \( T \) is surrounded by frozen variables, and we let \( z(T) \) count the number of NAE-SAT assignments on \( T \) which are consistent with the frozen boundary. Then the total size of the cluster represented by \( \underline{x} \) is simply the product of \( z(T) \) over all the free components \( T \) of \( \underline{x} \).

The random NAE-SAT graph has few short cycles, so almost all of the free components are trees, and so their weights \( z(T) \) can be evaluated recursively by the method of belief propagation (BP). To implement this, we must replace variable spins by “messages,” which are indexed by the directed edges of the graph and so are more natural for tree recursions. The message \( m_{v \to a} \) from variable \( v \) to clause \( a \) represents the state of \( v \) “in absence of \( a \).” It is also necessary to introduce a richer alphabet of symbols for these messages, replacing \( \{0,1,f\} \) with probability measures on \( \{0,1\} \) (where any non-degenerate measure will project to \( f \)). Thus the message \( m_{v \to a} \) represents the distribution at \( v \) (within the cluster) in absence
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of clause $a$. The messages are related to one another via local consistency equations, which are precisely the BP equations. The configuration $\mathbf{m}$ encodes the same cluster as $x$, with the key advantage that the cluster size can be readily deduced from $\mathbf{m}$, as a certain product of local functions. For the cluster size raised to power $\lambda$, simply raise each local function to power $\lambda$. Thus the configurations $\mathbf{m}$ with $\lambda$-tilted weights form a spin system (Markov random field), whose partition function is the quantity of interest (2.1.3). The new spin system is sometimes termed the “auxiliary model” [MM09, Ch. 19].

2.1.4 One-step replica symmetry breaking

Above, we asserted informally that each BP solution $\mathbf{m}$ encodes a cluster of NAE-SAT solutions. An important caveat is that this is only rigorous if the free variables in $\mathbf{m}$ occur in trees, separated by frozen regions where we must have messages $\mathbf{m}_{v\rightarrow a}$ that are degenerate (supported on either on 0 or on 1). Otherwise, one always has the trivial “replica symmetric” BP solution where every $\mathbf{m}_{v\rightarrow a}$ is unif($\{0, 1\}$), and this is not a “meaningful” solution for large $\alpha$. One way to understand this is via the physics calculation of $f^{\text{rs}}(\alpha)$, which we now describe by way of motivating the more complicated expression for $f^{1\text{RSB}}(\alpha)$.

Given a random regular NAE-SAT instance $\mathcal{G}$ on $n$ variables, choose $k$ uniformly random variables $v_1, \ldots, v_k$, and assume for simplicity that no two of these share a clause. Then (1) remove the $k$ variables along with their $kd$ incident clauses, producing an instance $\mathcal{G}''$, and (2) add $d(k-1)$ new clauses to $\mathcal{G}''$, producing $\mathcal{G}'$. Then $\mathcal{G}'$ is distributed as a random regular NAE-SAT instance on $n - k$ variables. If the free energy exists, then

$$f(\alpha)^n \asymp Z \asymp \left[ Z(\mathcal{G}) / Z(\mathcal{G}') \right]^{n/k}. \quad (2.1.4)$$

Suppose $u$ is a variable in $\mathcal{G}'$ of degree $d - 1$, meaning it was a neighbor of a clause $a$ which was deleted from $\mathcal{G}$. The interpretation of $\mathbf{m}$ is that in $\mathcal{G}''$, the spin at $u$ has law $\mathbf{m}_{u\rightarrow a}$, and the different $u$'s are independent. If every $\mathbf{m}_{u\rightarrow a}$ is unif($\{0, 1\}$), then

$$\left( \frac{Z(\mathcal{G})}{Z(\mathcal{G}'')} \right)^{1/k} = 2(1 - 2/2^k)^d, \quad \left( \frac{Z(\mathcal{G})}{Z(\mathcal{G}'')} \right)^{1/k} = (1 - 2/2^k)^{\alpha(k-1)} \quad (2.1.5)$$

Taking the ratio of these and substituting into (2.1.4) gives the prediction $f(\alpha) \asymp f^{\text{rs}}(\alpha)$, which we know to be false for large $\alpha$. Thus the replica symmetric $\mathbf{m}$ gives the incorrect prediction. The reason for this failure is that in reality the $u$'s are not independent in $\mathcal{G}''$, but rather are significantly correlated even though they are typically far apart in $\mathcal{G}''$. This phenomenon of long-range dependence may be taken as a definition of replica symmetry breaking, and it is expected to occur precisely for $\alpha > \alpha_{\text{cond}}$.

The idea of 1RSB is that, in passing from the original NAE-SAT model to the (seemingly far more complicated) “auxiliary model” of weighted BP solutions, we in fact return to replica symmetry, provided

$$\Sigma(s_\lambda) > 0 \quad \text{for} \quad s_\lambda \equiv \arg \max_s \{ \lambda s + \Sigma(s) \}. \quad (2.1.6)$$
That is, for such \( \lambda \), the auxiliary model is predicted to have correlation decay, in contrast with the long-range correlations of the original model. The implication is that in this context, the above heuristic ((2.1.4) and (2.1.5)) is expected to yield the correct answer. The replica symmetric BP solution for the auxiliary model will be a certain measure \( \hat{\Psi}_\lambda \) over messages \( m \).

Taking \( \hat{q}_{v \rightarrow a} \equiv \hat{q}_\lambda \) is the precise analogue, in the auxiliary model, of taking \( m_{v \rightarrow a} \equiv \text{unif}(\{0,1\}) \) on every \( v \rightarrow a \) in the original model. Under the assumption that the auxiliary model has strong correlation decay, (2.1.4) and (2.1.5) give an expression for \( \hat{\Psi}(\lambda) \) in terms of \( \hat{q}_\lambda \).

### 2.1.5 The 1RSB free energy prediction

Having described the heuristic reasoning, we now proceed to formally state the 1RSB free energy prediction. We first describe \( \hat{q}_\lambda \) is a certain discrete probability measure over \( m \). Since \( m \) is a probability measure over \( \{0,1\} \), we encode it by \( x \equiv m(1) \in [0,1] \). A measure \( q \) on \( m \) can thus be encoded by an element \( \mu \in \mathcal{P} \) where \( \mathcal{P} \) denotes the set of discrete probability measures on \( [0,1] \). For measurable \( B \subseteq [0,1] \), define

\[
\hat{\mathcal{R}}_{\lambda} \mu(B) \equiv \hat{\mathcal{L}}(\mu)^{-1} \int \left( \prod_{i=1}^{k-1} x_i \prod_{i=1}^{k-1} (1 - x_i) \right)^{\lambda} \mathbb{1}\left\{ \left( \prod_{i=1}^{k-1} x_i \prod_{i=1}^{k-1} (1 - x_i) \right) \in B \right\} \prod_{i=1}^{k-1} \mu(dx_i),
\]

\[
\hat{\mathcal{R}}_{\lambda} \mu(B) \equiv \hat{\mathcal{L}}(\mu)^{-1} \int \left( \prod_{i=1}^{d-1} y_i \prod_{i=1}^{d-1} (1 - y_i) \right)^{\lambda} \mathbb{1}\left\{ \left( \prod_{i=1}^{d-1} y_i \prod_{i=1}^{d-1} (1 - y_i) \right) \in B \right\} \prod_{i=1}^{d-1} \mu(dy_i),
\]

where \( \hat{\mathcal{L}}(\mu) \) and \( \hat{\mathcal{L}}(\mu) \) are the normalizing constants such that \( \hat{\mathcal{R}}_{\lambda} \mu \) and \( \hat{\mathcal{R}}_{\lambda} \mu \) are also probability measures on \( [0,1] \). (In the context of \( \lambda = 0 \) we take the convention that \( 0^0 = 0 \).) Denote \( \mathcal{R}_\lambda \equiv \hat{\mathcal{R}}_{\lambda} \circ \hat{\mathcal{R}}_\lambda \). The map \( \mathcal{R}_\lambda : \mathcal{P} \rightarrow \mathcal{P} \) represents the BP recursion for the auxiliary model. The following presents a solution in the regime

\[
(2^{k-1} - 2) \ln 2 \equiv \alpha_{\text{ubd}} \leq \alpha \leq \alpha_{\text{ubd}} \equiv 2^{k-1} \ln 2,
\]

which we recall is a superset of \( (\alpha_{\text{cond}}, \alpha_{\text{sat}}) \).

**Proposition 2.1.1.** For any \( \lambda \in [0,1] \), let \( \hat{\mu}_{\lambda,l} \in \mathcal{P} \) be the sequence of probability measures defined by \( \hat{\mu}_{\lambda,0} \equiv \frac{1}{2} \delta_0 + \frac{1}{2} \delta_1 \) and \( \hat{\mu}_{\lambda,l+1} = \mathcal{R}_\lambda \hat{\mu}_{\lambda,l} \) for all \( l \geq 1 \). Let

\[
S_l \equiv (\text{supp } \hat{\mu}_{\lambda,l}) \setminus (\text{supp } (\hat{\mu}_{\lambda,0} + \ldots + \hat{\mu}_{\lambda,l-1})),
\]

so \( S_l \) is a finite subset of \([0,1]\). Regard \( \hat{\mu}_{\lambda,l} \) as an infinite sequence indexed by the elements of \( S_1 \) in increasing order, followed by the elements of \( S_2 \) in increasing order, and so on. For \( k \geq k_0 \) and \( \alpha_{\text{ubd}} \leq \alpha \leq \alpha_{\text{ubd}} \), in the limit \( l \rightarrow \infty \), \( \hat{\mu}_{\lambda,l} \) converges in the \( \ell^1 \) sequence space to a limit \( \hat{\mu}_\lambda \in \mathcal{P} \) satisfying \( \hat{\mu}_\lambda = \mathcal{R}_\lambda \hat{\mu}_\lambda \) and

\[
\hat{\mu}_\lambda((0,1)) \leq 7/2^k, \quad \hat{\mu}_\lambda(dx) = \hat{\mu}_\lambda(d(1-x)).
\]
CHAPTER 2. THE NUMBER OF SOLUTIONS FOR RANDOM NAE-SAT

The limit \( \mu_\lambda \) of Proposition 2.1.2 encodes the desired replica symmetric solution \( \hat{q}_\lambda \) for the auxiliary model. We can then express \( \mathfrak{F}(\lambda) \) in terms of \( \mu_\lambda \) as follows. Writing \( \hat{\mu}_\lambda \equiv \mathcal{B}_\lambda \mu_\lambda \), let \( \hat{w}_\lambda, \hat{w}_\lambda, \hat{w}_\lambda \in \mathcal{P} \) be defined by

\[
\hat{w}_\lambda(B) = (\hat{\mathfrak{F}}(\lambda))^{-1} \int \left( \prod_{i=1}^{d} y_i \prod_{i=1}^{d} (1 - y_i) \right)^{\lambda} \mathbf{1}\left\{ \prod_{i=1}^{d} y_i \prod_{i=1}^{d} (1 - y_i) \in B \right\} \prod_{i=1}^{d} \hat{\mu}_\lambda(dy_i),
\]

\[
\hat{w}_\lambda(B) = (\hat{\mathfrak{F}}(\lambda))^{-1} \int \left( \prod_{i=1}^{k} x_i \prod_{i=1}^{k} (1 - x_i) \right)^{\lambda} \mathbf{1}\left\{ \prod_{i=1}^{k} x_i \prod_{i=1}^{k} (1 - x_i) \in B \right\} \prod_{i=1}^{k} \hat{\mu}_\lambda(dx_i), \tag{2.1.8}
\]

\[
\hat{w}_\lambda(B) = (\hat{\mathfrak{F}}(\lambda))^{-1} \int \left( xy + (1 - x)(1 - y) \right)^{\lambda} \mathbf{1}\left\{ xy + (1 - x)(1 - y) \in B \right\} \hat{\mu}_\lambda(dx)\hat{\mu}_\lambda(dy),
\]

with \( \hat{\mathfrak{F}}_\lambda, \hat{\mathfrak{F}}_\lambda, \hat{\mathfrak{F}}_\lambda \) the normalizing constants. The analogue of (2.1.5) for this model is

\[
\left( \frac{Z_\lambda(\mathcal{G})}{Z_\lambda(\mathcal{G}^p)} \right)^{1/k} = \hat{\mathfrak{F}}(\lambda; \alpha; \gamma) = \frac{\hat{\mathfrak{F}}(\lambda)}{\hat{\mathfrak{F}}(\lambda)}, \quad \left( \frac{Z_\lambda(\mathcal{G}^p)}{Z_\lambda(\mathcal{G}^p)} \right)^{1/k} = (\hat{\mathfrak{F}}(\lambda))^{\alpha(k-1)},
\]

and substituting into (2.1.4) gives the 1RSB prediction \( Z_\lambda = \exp(\mathfrak{F}(\lambda)) \) where

\[
\mathfrak{F}(\lambda) \equiv \mathfrak{F}(\lambda; \alpha) \equiv \ln \hat{\mathfrak{F}}_\lambda + \alpha \ln \hat{\mathfrak{F}}_\lambda - k\alpha \ln \hat{\mathfrak{F}}_\lambda. \tag{2.1.9}
\]

Further, the maximizer of (2.1.6) is predicted to be given by

\[
s_\lambda \equiv s_\lambda(\alpha) \equiv \int \ln(x)\hat{w}_\lambda(dx) + \alpha \int \ln(x)\hat{w}_\lambda(dx) - k\alpha \int \ln(x)\hat{w}_\lambda(dx). \tag{2.1.10}
\]

If \( s = s_\lambda \) for \( \lambda \in [0, 1] \) we define

\[
\Sigma(s) \equiv \Sigma(s; \alpha) \equiv \mathfrak{F}(\lambda; \alpha) - \lambda s_\lambda(\alpha).
\]

This yields the predicted thresholds

\[
\alpha_{\text{cond}} \equiv \sup\{ \alpha : \Sigma(s_1; \alpha) > 0 \}, \quad \alpha_{\text{sat}} \equiv \sup\{ \alpha : \Sigma(s_0; \alpha) > 0 \},
\]

and we can now formally state the predicted free energy of the original NAE-SAT model:

**Definition 2.1.3.** For \( \alpha \in k^{-1}\mathbb{Z} \), 1RSB free energy prediction \( f^{1\text{RSB}}(\alpha) \) is defined as

\[
f^{1\text{RSB}}(\alpha) = \begin{cases} 
\hat{f}_{\text{RSB}}(\alpha) = 2(1 - 2/2^k)\alpha & \alpha \leq \alpha_{\text{cond}}, \\
\exp[\sup\{ s : \Sigma(s) \geq 0 \}] & \alpha_{\text{cond}} \leq \alpha < \alpha_{\text{sat}}, \\
0 & \alpha > \alpha_{\text{sat}}.
\end{cases} \tag{2.1.11}
\]

(In regular \( k\)-NAE-SAT we must have integer \( d = k\alpha \), so we need not consider \( \alpha \notin k^{-1}\mathbb{Z} \).)

**Proposition 2.1.4.** Consider \( \alpha \in A \equiv [\alpha_{\text{ubd}}, \alpha_{\text{ubd}}] \cap (k^{-1}\mathbb{Z}) \). For \( k \geq k_0 \) and \( \alpha \in A \), the function \( \Sigma(s) \equiv \Sigma(s; \alpha) \) is well-defined, continuous, and strictly decreasing in \( s \), so that \( f_{\text{RSB}}(\alpha) \) is well-defined.
Proposition 2.1.5. For \( k \geq k_0 \) and \( \lambda \in [0, 1], \Sigma(s_\lambda; \alpha) \equiv \mathcal{F}(\lambda) - \lambda s_\lambda \) is strictly decreasing as a function of \( \alpha \in \mathbb{A} \). There is a unique \( \alpha_\lambda \in \mathbb{A} \) such that \( \Sigma(s_\lambda; \alpha) \) is non-negative for all \( \alpha \leq \alpha_\lambda \), and is negative for all \( \alpha > \alpha_\lambda \). In particular

\[ \alpha_{\text{cond}} = \alpha_1 = (2^{k-1} - 1) \ln 2 + \text{err}, \quad \alpha_{\text{sat}} = \alpha_0 = \left(2^{k-1} - \frac{1}{2} - \frac{1}{4 \ln 2}\right) \ln 2 + \text{err}. \]

We remark that the asymptotic expansion of \( \alpha_{\text{sat}} \) matches the previously mentioned result (2.1.1) from \[DSS16\]. The asymptotic expansion of \( \alpha_{\text{cond}} \) matches an earlier result of \[CZ12\], which was obtained for a slightly different but closely related model.

2.1.6 Proof approach

Since \( f = f(\alpha) \) is \emph{a priori} not well-defined, the statement \( f \leq g \) means formally that for all \( \epsilon > 0 \),

\[ \lim_{n \to \infty} \mathbb{P}(\frac{Z}{\sqrt{n}} \geq g + \epsilon) = 0. \]

With this notation in mind, we will prove separately the upper bound \( f(\alpha) \leq f^{\text{IRSB}}(\alpha) \) and the matching lower bound \( f(\alpha) \geq f^{\text{IRSB}}(\alpha) \). This implies the main result Theorem 1: the free energy \( f(\alpha) \) is indeed well-defined, and equals \( f^{\text{IRSB}}(\alpha) \).

The upper bound is proved in Section 2.8 by an interpolation argument. This builds on similar bounds for spin glasses on Erdős–Rényi graphs \[FL03; PT04\], together with ideas from \[BGT13\] for interpolation in random regular models. Write \( Z_n(\beta) \) for the partition function of \textsc{nae-sat} at inverse temperature \( \beta > 0 \). The interpolation method yields an upper bound on \( \mathbb{E} \ln Z_n(\beta) \) which is expressed as the infimum of a certain function \( \mathcal{P}(\mu; \beta) \), with \( \mu \) ranging over probability measures on \([0, 1]\). We then choose \( \mu \) according to Proposition 2.1.2, and take \( \beta \to \infty \) to obtain the desired bound \( f(\alpha) \leq f^{\text{IRSB}}(\alpha) \).

Most of the paper is devoted to establishing the matching lower bound. The proof is inspired by the physics picture described above, and at a high level proceeds as follows. Take any \( \lambda \) for which the (predicted) value of \( \Sigma(s_\lambda) \) is non-negative, and let \( Y_{\lambda} \) be the number of clusters of size \( \exp(\lambda s_\lambda) \). The informal statement of what we show is that

\[ Y_{\lambda} \equiv \exp\{n[\lambda s_\lambda + \Sigma(s_\lambda)]\}. \tag{2.1.12} \]

Adjusting \( \lambda \) as indicated by (2.1.11) then proves the desired bound \( f(\alpha) \geq f^{\text{IRSB}}(\alpha) \).

Proving a formalized version of (2.1.12) occupies a significant part of the present paper. We introduce a slightly modified version of the messages \( m \) which record the topologies of the free trees \( T \). We then restrict to free trees with fewer than \( T \) variables, which limits the distance that information can propagate between free variables. We prove a version of (2.1.12) for every fixed \( T \), and show that this yields the sharp lower bound in the limit \( T \to \infty \). The proof of (2.1.12) for fixed \( T \) is via the moment method for the auxiliary model, which boils down to a complicated optimization problem over many dimensions. It is known (see e.g. \[DSS16, \text{Lem. 3.6}\]) that stationary points of the optimization problem correspond...
to “generalized” BP fixed points — these are measures $Q_{v \rightarrow a}(m_{v \rightarrow a}, m_{a \rightarrow v})$, rather than the simpler “one-sided” measures $q_{v \rightarrow a}(m_{v \rightarrow a})$ considered in the 1RSB heuristic.

The one-sided property is a crucial simplification, but is challenging to prove in general. One contribution of this work that we wish to highlight is a novel resampling argument which yields a reduction to one-sided messages, and allows us to solve the moment optimization problem. (We are helped here by the truncation on the sizes of free trees.) Furthermore, the approach allows us to bring in methods from large deviations theory. With these we can show that the objective function has negative-definite Hessian at the optimizer, which is necessary for the second moment method. This resampling approach is quite general and should apply in a broad range of models.

2.1.7 Open problems

Beyond the free energy, it remains a challenge to establish the full picture predicted by statistical physicists for $\alpha \leq \alpha_{\text{sat}}$. Several recent works targeted at a broad class of models in the regime $\alpha \leq \alpha_{\text{cond}}$ [BCO16; CPS15; CP16b]. In the condensation regime $(\alpha_{\text{cond}}, \alpha_{\text{sat}})$, an initial step would be to show that most solutions lie within a bounded number of clusters. A much more refined prediction is that the mass distribution among the largest clusters forms a Poisson–Dirichlet process. Another question is to show that on a typical problem instance over $n$ variables, if $\mathbf{x}^1, \mathbf{x}^2$ are sampled independently and uniformly at random from the solutions of that instance, then the normalized overlap $R_{1,2} \equiv n^{-1}\{v : \mathbf{x}^1_v = \mathbf{x}^2_v\}$ concentrates on two values (corresponding roughly to the two cases that $x^1_v, x^2_v$ come from the same cluster, or from different clusters). This criterion is sometimes taken as the precise definition of 1RSB, and so would be interesting to prove for models in the condensation regime.

Beyond the immediate context of random CSPs, understanding the condensation transition may deepen our understanding of the stochastic block model, a model for random networks with underlying community structure. Here again ideas from statistical physics have played an important role [Dec+11]. A great deal is now known rigorously for the case of two blocks [Mas14; MNS15], where there is no condensation regime. For models with more than two blocks, however, it is predicted that the condensation can occur, and may define a regime where detection is information-theoretically possible but computationally intractable. Part of this conjecture is verified in [CO+16].

2.2 Combinatorial model

Here we give the formal definition of the model. A not-all-equal-SAT (NAE-SAT) problem instance is naturally encoded by a bipartite graph $G$, as follows. The vertex set of $G$ is divided into a set $V = \{v_1, \ldots, v_n\}$ of variables and a set $F = \{a_1, \ldots, a_m\}$ of clauses. All vertices are labelled, and the edge set $E$ joins variables to clauses. For each $e \in E$ we let $v(e)$ denote the incident variable, and $a(e)$ the incident clause. The edge $e$ comes with a literal
\[ L_e \in \{0, 1\}, \] indicating that \( v(e) \) participates affirmatively (\( L_e = 0 \)) or negatively (\( L_e = 1 \)) in \( a(e) \). We permit \( G \) to have multi-edges; in particular it is possible that \( a \) is joined to \( v \) by two edges \( e', e'' \in E \), whose literals may or may not agree. We assume the graph is \((d, k)\)-regular: each variable has \( d \) incident edges, and each clause has \( k \) incident edges, so \(|E| = nd = mk\). Formally, we regard the edge set \( E \) as a permutation \( m \) of \([nd]\), as follows.

The \( i \)-th variable \( v_i \) has \( d \) incident half-edges, labelled
\[ \hat{e}_{d(i-1)+1}, \ldots, \hat{e}_{di}. \]
An edge then consists of a pair of half-edges \((\hat{e}, \hat{e'})\), and we take \( E = \{ (\hat{e}_i, \hat{e}_{m(i)} ) : i \in [nd]\} \).

For \( v \in V \) we write \( \delta v \) for the ordered \( d \)-tuple of edges incident to \( v \):
\[ \delta v_i = ( (\hat{e}_{d(i-1)+1}, \hat{e}_{m(d(i-1)+1)}), \ldots, (\hat{e}_{di}, \hat{e}_{m(di)})). \]

For \( a \in F \) we write \( \delta a \) for the ordered \( k \)-tuple of edges incident to \( a \):
\[ \delta a_i = ( (\hat{e}_{m^{-1}(k(i-1)+1)}, \hat{e}_{k(i-1)+1}), \ldots, (\hat{e}_{m^{-1}(ki)}, \hat{e}_{ki})). \]

Throughout this paper we denote \( G = (V, F, E) \) where it is understood that \( E \) corresponds to a permutation \( m \) of \([nd]\), and includes the literals \( L \). We also write
\[ G \equiv (G, L). \] (2.2.1)
where \( G \) denotes the graph forgetting the edge labels \( L \). We define all edges to have length \( \frac{1}{2} \), so two variables \( v \neq v' \) lie at unit distance if and only if they appear in the same clause.

**Definition 2.2.1.** An nae-sat solution for \( G = (V, F, E) \) is any \( \mathbf{x} \in \{0, 1\}^V \) such that
\[ \text{for all } a \in F, \ (L_e \oplus x_{v(e)})_{e \in \delta a} \text{ is neither identically 0 nor identically 1}. \]

Let \( \text{SOL}(G) \subseteq \{0, 1\}^V \) denote the set of all nae-sat solutions of \( G \), and define a graph on \( \text{SOL}(G) \) by connecting any pair of solutions at Hamming distance one. The connected components of this graph are the *clusters* of nae-sat solutions.

### 2.2.1 Frozen and warning configurations

We begin by reviewing two standard encodings (see [Par02; BMZ05; MMW07; MM09; DSS16]) of nae-sat solution clusters, via frozen configurations and warning configurations.

**Definition 2.2.2.** On \( G = (V, F, E) \), we say that \( \mathbf{x} \in \{0, 1, \mathbf{f}\}^V \) is a valid *frozen configuration* if (with the convention \( 1 \oplus \mathbf{f} = 0 \oplus \mathbf{f} = \mathbf{f} \))
1. For all \( a \in F \), \((L_e \oplus x_v(e))_{e \in \delta a}\) is neither identically 0 nor identically 1; and
2. For all \( v \in V, x_v \in \{0, 1\} \) if and only if there exists some \( e \in \delta v \) such that
   \[
   (L_e' \oplus x_v(e'))_{e' \in \delta a(e)} e \text{ is identically equal to } L_e \oplus x_v \oplus 1. \tag{2.2.2}
   \]

If no such \( e \in \delta v \) exists then \( x_v = f \).

It is well known that on any given problem instance \( \mathcal{G} = (V, F, E) \), every nae-sat solution \( \bar{x} \) can be mapped to a frozen configuration \( x = \bar{x}(x) \) via a "coarsening" or "whitening" procedure [Par02], as follows. Start by setting \( \bar{x} = \bar{x} \). Then, whenever \( x_v \in \{0, 1\} \) but there exists no \( e \in \delta v \) such that (2.2.2) holds, update \( x_v \) to \( f \). Iterate until no further updates can be made; the result is then a valid frozen configuration. Two nae-sat solutions \( \bar{x}, \bar{x}' \) map to the same frozen configuration \( x \) if and only if they lie in the same cluster (Definition 2.2.1).

We say that an nae-sat solution \( \bar{x} \) extends a frozen configuration \( x \) if \( x_v = \bar{x}_v \) whenever \( x_v \in \{0, 1\} \). Let \( \text{size}(\bar{x}) \) count the number of such extensions. The purpose of this section is to define (under a certain restriction) an alternative combinatorial representation \( \sigma \) of \( \bar{x} \) — which we call a coloring — from which \( \text{size}(\bar{x}) \) can be easily calculated. We will explain the correspondence between \( \bar{x} \) and \( \sigma \) in a few stages:

\[
\begin{align*}
\text{frozen configurations } x & \leftrightarrow \text{warning configurations } y \\
& \leftrightarrow \text{message configurations } \tau \\
& \leftrightarrow \text{colorings } \sigma.
\end{align*}
\tag{2.2.3}
\]

The first step \( x \leftrightarrow y \) is quite standard: \( y \) takes values in \( M^E \) where \( M = \{0, 1, f\}^2 \). Each \( e \in E \) has a pair of warnings \( y_e = (\hat{y}_e, \tilde{y}_e) \) where \( \hat{y}_e \) represents the variable-to-clause warning along \( e \), and \( \tilde{y}_e \) represents the clause-to-variable warning along \( e \). The warnings must satisfy some local equations, as follows:

**Definition 2.2.3.** On \( \mathcal{G} = (V, F, E) \), \( y \in M^E \) is a valid warning configuration if for all \( e \in E \),

\[
\begin{align*}
\hat{y}_e &= \hat{Y}(\hat{y}_e) \quad \text{and} \\
\tilde{y}_e &= \tilde{Y}(\tilde{y}_e)
\end{align*}
\]

where \( \hat{Y} : \{0, 1, f\}^{d-1} \rightarrow \{0, 1, f, \varnothing\} \) and \( \tilde{Y} : \{0, 1, f\}^{k-1} \rightarrow \{0, 1, f\} \) are defined by

\[
\begin{align*}
\hat{Y}(\hat{y}) = \begin{cases} 
0 & 0 \in \{\hat{y}_i\} \subseteq \{0, f\}; \\
1 & 1 \in \{\hat{y}_i\} \subseteq \{1, f\}; \\
f & \{\hat{y}_i\} = \{f\}; \\
\varnothing & \text{otherwise.}
\end{cases}
\end{align*}
\]

\[
\tilde{Y}(\tilde{y}) = \begin{cases}
0 & \{\tilde{y}_i\} = \{1\}; \\
1 & \{\tilde{y}_i\} = \{0\}; \\
f & \text{otherwise.}
\end{cases}
\]

(For \( y \) to be valid, we require that no edge \( e \) has \( \hat{y}_e = \varnothing \).)
It is well known that there is a bijection

\[ \{ \text{frozen configurations} \} \quad \xrightarrow{\delta} \quad \{ \text{warning configurations} \} \]  

The mapping from \( x \) to \( y \) is as follows: for any \( v \) and any \( e \in \delta v \) such that (2.2.2) holds, set \( \hat{y}_e = x_v \in \{0, 1\} \). In all other cases set \( \hat{y}_e = f \). If any entry of \( (\hat{y}_e)_{e \in \delta v(e) \setminus e} \) is not \( f \), then it must equal \( x_{v(e)} \), and in this case set \( \hat{y}_e = x_{v(e)} \). Otherwise, set \( \hat{y}_e = f \).

### 2.2.2 Message configurations

We shall now restrict consideration to frozen configurations without “free cycles” (defined below), and decompose \( f \) into a more refined set of “messages.”

**Definition 2.2.4.** Let \( x \in \{0, 1, f\}^V \) be a valid frozen configuration on \( \mathcal{G} = (V, F, E) \). We say that a clause \( a \in F \) is *separating* (with respect to \( x \)) if there exist \( e', e'' \in \delta a \) such that

\[ L_{e'} \oplus x_{v(e')} = L_{e''} \oplus x_{v(e'')} \oplus 1 \neq f. \]

In particular, a forcing clause is also separating. A cycle is a sequence of edges

\[ e_1e_2 \ldots e_{2\ell-1}e_{2\ell}e_1, \]

where, taking indices modulo \( 2\ell \), it holds for each integer \( i \) that \( e_{2i-1} \) and \( e_{2i} \) are distinct but share a clause, while \( e_{2i} \) and \( e_{2i+1} \) are distinct but share a variable. (In particular, if \( v \) is joined to \( a \) by two edges \( e' \neq e'' \), then \( e'e'' \) forms a cycle.) We say the cycle is *free* if all its variables are free and all its clauses are non-separating.

**Definition 2.2.5.** Let \( x \) be a frozen configuration on \( \mathcal{G} = (V, F, E) \). Let \( H \) be the subgraph of \( \mathcal{G} \) induced by the free variables and non-separating clauses of \( x \). If \( x \) has no free cycles, then \( H \) is a disjoint union of tree components \( t \), which we term the *free trees* of \( x \). For each \( t \), let \( T \) be the subgraph of \( \mathcal{G} \) induced by the depth-one neighborhood of \( t \), which may contain cycles. The subgraphs \( T \) will be termed the *free pieces* of \( x \). Each free variable is covered by exactly one free piece. In the simplest case, a free piece consists of a single free variable surrounded by \( d \) separating clauses.

In the message configuration \( \tau \in \mathcal{M}^E \), each edge \( e \in E \) has a pair of messages \( \tau_e = (\hat{\tau}_e, \check{\tau}_e) \), where each message is a rooted tree. To motivate the formal definition, consider the situation that \( e \) belongs to a free piece \( T \) which is a tree. We define one-sided versions \( T^e_\leftarrow \) and \( T^e_\rightarrow \): delete from \( T \) the edges \( \delta a(e) \setminus e \), and let \( T^e_\leftarrow \) denote the component containing \( e \) in what remains. Likewise, delete from \( T \) the edges \( \delta v(e) \setminus e \), and let \( T^e_\rightarrow \) denote the component containing \( e \) in what remains. We regard \( T^e_\leftarrow \) and \( T^e_\rightarrow \) as being rooted at \( a(e) \) and \( v(e) \) respectively. Informally, \( \hat{\tau}_e \) encodes the isomorphism class of \( T^e_\leftarrow \) while \( \check{\tau}_e \) encodes the isomorphism class of \( T^e_\rightarrow \). However the situation is more subtle if the edge has warning \( f \) in one direction but \( 0/1 \) in the reverse
For \( h \) and should be thought of as corresponding to or 0 except that one vertex is distinguished as the root, and some edges are assigned unlabelled.

Definition 2.2.6. On \( G \) consisting of a single edge which is labelled 0, and rooted at the incident variable. Given a collection of rooted trees \( t_1, \ldots, t_\ell \) whose roots \( o_1, \ldots, o_\ell \) are all of the same type (either all variable or all clauses), we define \( t = \text{join}(t_1, \ldots, t_\ell) \) by identifying all the \( o_i \) as a single vertex \( o \), then adding an edge which joins \( o \) to a new vertex \( o' \). The vertex \( o \) has the same type as the \( o_i \), and \( o' \) is given the opposite type, so the resulting tree \( t \) is a bipartite factor graph rooted at a vertex of degree one. Let \( \hat{M} \) and \( \hat{E} \) denote the possible values of \( \hat{e} \) and \( \hat{e} \) respectively.

Write

\[
\hat{\Omega}_e = \hat{M} \setminus \{0, 1, \star\}, \quad \hat{\Omega}_t = \hat{M} \setminus \{0, 1, \star\}.
\]

In particular, \( \emptyset \in \hat{\Omega}_t \). We will see below what other elements belong to \( \hat{\Omega}_e \) and \( \hat{\Omega}_t \).

Definition 2.2.6. On \( G = (V, F, E) \), \( \tau \in \hat{M}^E \) is a valid message configuration if for all \( e \in E \),

\[
\hat{\tau}_e = \hat{T}(\tau_{e'} \mid e' \in \delta_0(e) \setminus e) \quad \text{and} \quad \hat{\tau}_e = L_e \oplus T((L_{e'} \oplus \hat{\tau}_{e'}) \mid e' \in \delta_1(e) \setminus e)
\]

where \( \hat{T} : \hat{M}^{d-1} \to \hat{M} \) and \( \hat{T} : \hat{M}^{k-1} \to \hat{M} \) are defined by

\[
\hat{T}(\hat{\tau}^0) = \begin{cases} 
0 & \{\hat{\tau}_i\} \subseteq \hat{M} \setminus \{1\}; \\
1 & \{\hat{\tau}_i\} \subseteq \hat{M} \setminus \{0\}; \\
\text{join}(\hat{\tau}_i) & \{\hat{\tau}_i\} \subseteq \hat{\Omega}_e; \\
\star & \{\hat{\tau}_i\} \subseteq \{\star\} \cup \hat{\Omega}_t; \\
\emptyset & \text{otherwise};
\end{cases}
\]

\[
\hat{T}(\hat{\tau}^1) = \begin{cases} 
0 & \{\hat{\tau}_i\} = \{1\}; \\
1 & \{\hat{\tau}_i\} = \{0\}; \\
\emptyset & \{0, 1\} \subseteq \{\hat{\tau}_i\}; \\
\text{join}(\hat{\tau}_i) & \{0\} \neq \{\hat{\tau}_i\} \subseteq \{0\} \cup \hat{\Omega}_e; \\
\star & \text{otherwise};
\end{cases}
\]

For \( \tau \) to be valid, we require for all \( e \in E \) that \( \hat{\tau}_e \neq \emptyset \), and further if one of \( \hat{\tau}_e, \hat{\tau}_e \) equals \( \star \) then the other must be in \( \{0, 1\} \).
Given a frozen configuration \( \tau \) we define the message configuration \( \tau \) in a recursive manner. If \( y_\mathcal{E} \in \{0,1\} \) then set \( \tau_\mathcal{E} = y_\mathcal{E} \). If

\[
\{0,1\} \subseteq \{ L_{e'} \oplus y_{e'} \}_{e' \in \Omega_\mathcal{E}(e) ; e}
\]

then set \( \tau_e = \varepsilon \). Let \( \varepsilon \) denote the reversal of \( \varepsilon \), and let \( \delta_\mathcal{E} \) denote the set of directed edges \( \varepsilon' \) pointing towards \( t(\varepsilon) \) (including \( \varepsilon \)). Then, whenever \( \tau_\mathcal{E} \) is undefined but \( \tau_{\varepsilon'} \) is defined for all \( \varepsilon' \in \delta_\mathcal{E} \), set

\[
\tau_\mathcal{E} \equiv \begin{cases} 
\hat{T}((\tau_{e'})_{e' \in \delta_\mathcal{E}(e) ; e}) & \text{if } t(\varepsilon) \text{ is a variable}; \\
L_e \oplus \hat{T}((L_{e'} \oplus \hat{\tau}_{e'})_{e' \in \delta_\mathcal{E}(e) ; e}) & \text{if } t(\varepsilon) \text{ is a clause}; 
\end{cases}
\]

Repeat until no further updates are possible. At the end of this procedure, if any \( \tau_\mathcal{E} \) remains undefined then set it to \( \star \).

**Lemma 2.2.7.** Let \( \tau \in \{0,1,\varepsilon\}^V \) be a valid frozen configuration on \( \mathcal{G} = (V,F,E) \) which has no free cycles. Then \( \tau \) maps under the above procedure to a valid message configuration \( \tau \).

**Proof.** Suppose \( \tau_\mathcal{E} = \star \), and let \( \varepsilon \) denote the reversal of \( \varepsilon \). From the above construction, it must be that \( y_\mathcal{E} = \varepsilon \) and \( \tau_{\varepsilon'} = \star \) for some \( \varepsilon' \in \delta_\mathcal{E} \). Consequently \( \varepsilon \) must belong to a cycle of directed edges

\[
E_1 E_2 \ldots E_2kE_1
\]

with all the \( \tau_{E_i} \) equal to \( \star \). Whenever \( \varepsilon \) points from a separating clause \( a \) to free variable \( v \), we must have \( \tau_v = \varepsilon \). As a result, if all the variables along the cycle are free, then none of the clauses can be separating, contradicting the assumption that \( \tau \) has no free cycles. Therefore some variable \( v \) on the cycle must take value \( x_v \in \{0,1\} \), and by relabelling we may assume \( v = t(\varepsilon_1) \). Let \( \varepsilon \) denote the reversal of \( \varepsilon_1 \): since \( x_v = \varepsilon \) but \( y_{E_1} = \varepsilon \), it must be that \( y_{E_1} = x_v \). This means that the clause \( a = h(\varepsilon_1) = t(\varepsilon_1) \) is forcing to \( v \), so in particular \( y_{E_2} \in \{0,1\} \). Continuing in this way we see that \( y_{E_i} \in \{0,1\} \) for all \( i \), and it follows that \( \tau \) is a valid message configuration. \( \square \)

**Lemma 2.2.8.** There is a bijection

\[
\left\{ \text{frozen configurations } \tau \in \{0,1,\varepsilon\}^V \text{ without free cycles} \right\} \leftrightarrow \left\{ \text{message configurations } \tau \in \mathcal{M}^E \right\}.
\]

**Proof.** Given \( \tau \), let \( y \) and \( \tau \) be the corresponding warning and message configurations. The mapping from \( y \) to \( \tau \) is clearly injective. Since \( \tau \leftrightarrow y \), the mapping from \( \tau \) to \( y \) is also injective. To see that it is surjective, let \( \tau \) be any message configuration. Projecting \( \{\star\} \cup \Omega_\tau \leftrightarrow \varepsilon \) and \( \{\star\} \cup \Omega_\tau \leftrightarrow \varepsilon \) yields a valid warning configuration \( y \), which in turn maps to a valid frozen configuration \( \tau \). It remains then to check that \( \tau \) has no free cycles. Suppose for the sake of contradiction that there exists a cycle of directed edges

\[
E_1 E_2 \ldots E_2kE_1
\]
where all the variables are free and all the clauses are non-separating. Writing $r_i$ for the reversal of $s_i$, we see that all the messages $\tau_{E_i}, \tau_F$ must lie in $\{\bullet\} \cup \hat{\Omega}_t \cup \hat{\Omega}_f$. In fact, none of the messages can be $\bullet$, since in that case we require the message in the reverse direction to be in $\{0, 1\}$. Therefore all the messages are in $\hat{\Omega}_t \cup \hat{\Omega}_f$. By definition of $\hat{T}$ and $\hat{\Omega}_t$, $\tau_{E_i}$ must be a proper subtree of $\tau_{E_{i+1}}$ for all $i$, with indices modulo $2k$. Going around the cycle we find that $\tau_{E_i}$ is a proper subtree of $\tau_{E_{2k+1}} = \tau_{E_1}$, which gives the required contradiction. 

\section*{2.2.3 Bethe formula}

The messages $\hat{\tau}_e, \hat{\tau}_e$ can be used to define probability measures $\hat{m}_e, \hat{m}_e$ on $\{0, 1\}$ where

\begin{align*}
\hat{m}_e(\tau) &= \hat{m}(\hat{\tau}_e) \text{ represents the law of } v(e) \text{ in absence of } a(e); \\
\hat{m}_e(\tau) &= \hat{m}(\hat{\tau}_e) \text{ represents the law of } v(e) \text{ in absence of } \delta v(e)\setminus e.
\end{align*}

If $\hat{\tau}_e \neq \bullet$, then there will be a normalizing constant $\hat{z}_e$ such that

$$
\hat{m}_e(x) = \frac{1}{\hat{z}_e} \prod_{e \in \delta a(e) \setminus e} \hat{m}_e(x) \quad \text{for } x \in \{0, 1\}.
$$

Similarly, let $I^\text{NAE}(x)$ be the indicator that the entries of $x$ are not all equal: if $\hat{\tau}_e \neq \bullet$ then there will be a normalizing constant $\hat{z}_e$ such that

$$
\hat{m}_e(x) = \frac{1}{\hat{z}_e} \sum_{e \in \delta a(e) \setminus e} I^\text{NAE}(x \oplus L, (x \oplus L)_{\delta a(e) \setminus e}) \prod_{e' \in \delta a(e) \setminus e} \hat{m}(x_{e'}) \quad \text{for } x \in \{0, 1\}.
$$

In what follows we usually represent a probability measure on $\{0, 1\}$ by the probability assigned to 1, writing $\hat{m} = \hat{m}(1)$ and $\hat{m} = \hat{m}(1)$. Explicitly, $\hat{m}(\hat{\tau})$ and $\hat{m}(\hat{\tau})$ can be defined recursively, starting from the base cases

$$
\hat{m}(1) = \hat{m}(1) = 1, \quad \hat{m}(0) = \hat{m}(0) = 0.
$$

If $\hat{\tau} \in \hat{\Omega}_t$ equals $\hat{\Omega}(\hat{\tau}_1, \ldots, \hat{\tau}_{d-1})$ where none of the $\hat{\tau}_i$ are $\bullet$, then set

$$
\hat{m}(\hat{\tau}) = \hat{z}(\hat{\tau}) \prod_{i=1}^{d-1} \hat{m}(\hat{\tau}_i), \quad \hat{z}(\hat{\tau}) = \prod_{i=1}^{d-1} \hat{m}(\hat{\tau}_i) + \prod_{i=1}^{d-1} (1 - \hat{m}(\hat{\tau}_i)),
$$

(2.2.4)

where we note that $(\hat{\tau}_1, \ldots, \hat{\tau}_{d-1})$ can be recovered from $\hat{\tau}$ modulo permutation of the indices, so $\hat{z}(\hat{\tau})$ is well-defined. Similarly, if $\hat{\tau} \in \hat{\Omega}_f$ equals $\hat{T}(\hat{\tau}_1, \ldots, \hat{\tau}_{k-1})$ where none of the $\hat{\tau}_i$ are $\bullet$, then set

$$
\hat{m}(\hat{\tau}) = \hat{z}(\hat{\tau}) \left(1 - \prod_{i=1}^{k-1} \hat{m}(\hat{\tau}_i)\right), \quad \hat{z}(\hat{\tau}) = 2 - \prod_{i=1}^{k-1} \hat{m}(\hat{\tau}_i) - \prod_{i=1}^{k-1} (1 - \hat{m}(\hat{\tau}_i)),
$$

(2.2.5)

Finally, we will see below that for our purposes we can take $\hat{m}(\bullet), \hat{m}(\bullet)$ to be any fixed values in $(0, 1)$. We arbitrarily set $\hat{m}(\bullet) = \frac{1}{2} = \hat{m}(\bullet)$. 
Lemma 2.2.9. Suppose on $\mathcal{G} = (V, F, E)$ that $\tau$ is a valid message configuration, and let $\underline{x}$ be the corresponding frozen configuration (which has no free cycles). Suppose $T$ is a free piece of $\underline{x}$, and let $t$ be the free tree inside $T$. Let $\text{size}(\underline{x}; T)$ count the number of valid NAE-SAT assignments which extend $\underline{x}$ on $T$. Then

$$\text{size}(\underline{x}; T) = \prod_{v \in t \land \delta v} \dot{\varphi}(\dot{\tau}_{t \land \delta v}) \prod_{a \in t \land F} \varphi^{\text{lit}}((\dot{\tau} \oplus \mathbb{L})_{\delta a}) \prod_{e \in t \land E} \varphi(\tau_e)$$  \hspace{1cm} (2.2.6)

where $\dot{\varphi}(\dot{\tau}, \dot{\tau}) \equiv [\dot{m}(\dot{\tau})\dot{m}(\dot{\tau}) + (1 - \dot{m}(\dot{\tau}))(1 - \dot{m}(\dot{\tau}))]^{-1},$

$$\varphi^{\text{lit}}(\dot{\tau}_1, \ldots, \dot{\tau}_k) = 1 - \prod_{i=1}^k \dot{m}(\dot{\tau}_i) - \prod_{i=1}^k (1 - \dot{m}(\dot{\tau}_i)),$$

and for any $\ell \geq 0$ we define

$$\dot{\varphi}(\dot{\tau}_1, \ldots, \dot{\tau}_\ell) = \prod_{i=1}^\ell \dot{m}(\dot{\tau}_i) + \prod_{i=1}^\ell (1 - \dot{m}(\dot{\tau}_i)).$$

We take the convention that the empty product equals one, so if $\ell = 0$ then $\dot{\varphi} = 2$. The number of valid NAE-SAT assignments extending $\underline{x}$ is given by

$$\text{size}(\underline{x}) = \prod_{T \in \underline{x}} \text{size}(\underline{x}; T)$$  \hspace{1cm} (2.2.7)

where the product is taken over all free pieces (Definition 2.2.5) $T$ of $\underline{x}$.

Proof. The first claim (2.2.6) is a well-known calculation; see e.g. [MM09, Ch. 14]. The product formula (2.2.7) then follows from the fact that different free trees are disjoint. \qed

Corollary 2.2.10. Suppose on $\mathcal{G} = (V, F, E)$ that $\tau$ is a valid message configuration, and let $\underline{x}$ be the corresponding frozen configuration. Then

$$\text{size}(\underline{x}) = \prod_{v \in V} \dot{\varphi}(\dot{\tau}_{\delta v}) \prod_{a \in F} \varphi^{\text{lit}}((\dot{\tau} \oplus \mathbb{L})_{\delta a}) \prod_{e \in t \land E} \varphi(\tau_e);$$

and this identity holds for any choices of $\dot{m}(\ast), \dot{m}(\ast) \in (0, 1)$.

Proof. Let $V'$ denote the set of free variables, and $F'$ the set of non-separating clauses. For each $v \in V'$ let $t(v)$ denote the (unique) free tree containing $v$. Rearranging the product formula (2.2.7) gives

$$\text{size}(\underline{x}) = \prod_{v \in V'} \left\{ \dot{\varphi}(\dot{\tau}_{t(v) \land \delta v}) \prod_{e \in t(v) \land \delta v} \varphi(\tau_e) \right\} \prod_{a \in F'} \varphi^{\text{lit}}((\dot{\tau} \oplus \mathbb{L})_{\delta a}).$$

If $e$ joins a free variable $v$ to a separating clause $a$, then $\dot{m}(\dot{\tau}_e) = \frac{1}{2} = \varphi(\tau_e)^{-1}$, so

$$\dot{\varphi}(\dot{\tau}_{t(v) \land \delta v}) = \dot{\varphi}(\dot{\tau}_{\delta v}) 2^{\lvert \delta v \setminus t(v) \rvert} = \dot{\varphi}(\dot{\tau}_{\delta v}) \prod_{e \in \delta v \setminus t(v)} \varphi(\tau_e).$$
Substituting into the above proves that

$$\text{size}(x) = \prod_{v \in V'} \left( \varphi(\hat{\tau}_0) \prod_{e \in \delta v} \varphi(\tau_e) \right) \prod_{a \in F'} \varphi^{\text{lit}}((\hat{\tau} \oplus \mathbb{L})_{\delta a}).$$ \hspace{1cm} (2.2.8)

For $v \notin V'$ (meaning $x_v \in \{0, 1\}$), partition $\delta v$ into

$$\delta v(x) = \{e \in \delta v : \hat{y}_e = x_v\}, \quad \delta v(b) = \{e \in \delta v : \hat{y}_e = \overline{f}\}.$$

Say without loss that $x_v = 1$: since $\hat{m}(\hat{\tau}_e) = 1$ for all $e \in \delta v(x)$, we have

$$\varphi(\hat{\tau}_0) = \prod_{e \in \delta v} \hat{m}(\hat{\tau}_e) + \prod_{e \in \delta v} (1 - \hat{m}(\hat{\tau}_e)) = \prod_{e \in \delta v(b)} \hat{m}(\hat{\tau}_e) = \prod_{e \in \delta v(b)} \varphi(\tau_e)^{-1}. \hspace{1cm} (2.2.9)$$

Some of the messages $\hat{\tau}_e$ incoming to $v$ may equal $\star$, but the above identity holds for any choice of $\hat{m}(\star) \in (0, 1)$. Likewise, if $a$ is a separating clause which is non-forcing, then some of the messages $\hat{\tau}_e$ incoming to $a$ may equal $\star$, but

$$\varphi^{\text{lit}}((\hat{\tau} \oplus \mathbb{L})_{\delta a}) = 1$$ \hspace{1cm} (2.2.10)

for any choice of $\hat{m}(\star) \in (0, 1)$. Finally, if $a$ is forcing in the direction of edge $e$, then

$$\varphi^{\text{lit}}((\hat{\tau} \oplus \mathbb{L})_{\delta a}) = \varphi(\tau_e)^{-1} = \begin{cases} \hat{m}(\hat{\tau}_e) & \text{if } x_v(e) = 1; \\ 1 - \hat{m}(\hat{\tau}_e) & \text{if } x_v(e) = 0; \end{cases} \hspace{1cm} (2.2.11)$$

including in the case that $\hat{\tau}_e = \star$. It follows from (2.2.9), (2.2.10), and (2.2.11) that

$$\prod_{v \in V \setminus V'} \left( \varphi(\hat{\tau}_0) \prod_{e \in \delta v} \varphi(\tau_e) \right) \prod_{a \in F \setminus F'} \varphi^{\text{lit}}((\hat{\tau} \oplus \mathbb{L})_{\delta a}) = 1,$$

and multiplying with (2.2.8) proves the claim. \hfill \Box

### 2.2.4 Colorings

We now define the last step of (2.2.3). Recall $\tau \in \mathcal{M}^E$, and let $\Omega_\tau \subseteq \mathcal{M}$ denote the subset of values $\tau = (\hat{\tau}, \check{\tau}) \in \mathcal{M}$ for which $\hat{\tau} \in \Omega_\tau$ and $\check{\tau} \in \check{\Omega}_\tau$. Then the colorings will be configurations $\sigma \in \Omega^E$ where

$$\Omega \equiv \{r_0, r_1, b_0, b_1\} \cup \Omega_\tau.$$

We define a mapping $s : \mathcal{M} \to \Omega$ by

$$s(\tau) = \begin{cases} r_0 & \hat{\tau} = 0; \\ r_1 & \hat{\tau} = 1; \\ b_0 & \hat{\tau} \neq 0 \text{ and } \check{\tau} = 0; \\ b_1 & \hat{\tau} \neq 1 \text{ and } \check{\tau} = 1; \\ \tau & \text{otherwise.} \end{cases} \hspace{1cm} (2.2.12)$$
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Note that if \( \tau = (\hat{\tau}, \hat{\tau}) \) with \( \hat{\tau} = \ast \), then \( \hat{\tau} \) must equal some \( x \in \{0, 1\} \), and so we set \( \sigma(\tau) = r_x \). Likewise if \( \hat{\tau} = \ast \) then \( \hat{\tau} \) must equal some \( x \in \{0, 1\} \) and so we set \( \sigma(\tau) = b_x \). If \( \sigma = \tau \in \Omega_x \) we write \( \sigma(\sigma, \sigma) \equiv (\hat{\tau}, \hat{\tau}) \); otherwise we write \( \sigma(\sigma, \sigma) \equiv (\sigma, \sigma) \). We write \( \hat{\Omega}, \hat{\Omega} \) for the possible values of \( \sigma, \sigma \). The map \( s \) is not one-to-one, and we shall denote

\[
\hat{\tau}^{\text{pos}}(\hat{\sigma}) = \{ \hat{\tau} \in \hat{\mathcal{M}} : (\hat{\tau}, \hat{\tau}) \in s^{-1}(\hat{\sigma}, \hat{\sigma}) \text{ for some } \hat{\tau} \in \hat{\mathcal{M}}, \hat{\sigma} \in \hat{\Omega} \},
\]

\[
\hat{\tau}^{\text{pos}}(\hat{\sigma}) = \{ \hat{\tau} \in \mathcal{M} : (\hat{\tau}, \hat{\tau}) \in s^{-1}(\hat{\sigma}, \hat{\sigma}) \text{ for some } \hat{\tau} \in \mathcal{M}, \hat{\sigma} \in \Omega \},
\]

\[
\hat{\sigma}^{\text{pos}}(\hat{\tau}) = \{ \hat{\sigma} \in \hat{\Omega} : (\hat{\sigma}, \hat{\sigma}) = s(\hat{\tau}, \hat{\tau}) \text{ for some } \hat{\tau} \in \hat{\mathcal{M}}, \hat{\sigma} \in \hat{\Omega} \},
\]

\[
\hat{\sigma}^{\text{pos}}(\hat{\tau}) = \{ \hat{\sigma} \in \hat{\Omega} : (\hat{\sigma}, \hat{\sigma}) = s(\hat{\tau}, \hat{\tau}) \text{ for some } \hat{\tau} \in \mathcal{M}, \hat{\sigma} \in \Omega \}.
\]

The following definition is derived from Definition 2.2.6.

**Definition 2.2.11.** On \( \mathcal{G} = (V, F, E) \), \( \sigma \in \Omega^E \) is a valid coloring if for all \( e \in E \),

\[
\hat{\sigma}_e \in \hat{S}((\hat{\sigma}_e')_{e' \in \delta(e)}(e)) \quad \text{and} \quad \hat{\sigma}_e \in L_e \oplus \hat{S}((L_e' \oplus \hat{\sigma}_e')_{e' \in \delta(e)}(e))
\]

where \( \hat{S} : \hat{\Omega}^{d-1} \rightarrow \hat{2}^\Omega \) and \( \hat{S} : \hat{\Omega}^{k-1} \rightarrow \hat{2}^\Omega \) are defined by

\[
\hat{S}(\hat{\alpha}) = \hat{\sigma}^{\text{pos}}(\hat{\tau} \circ \hat{\tau}^{\text{pos}}(\hat{\alpha})) = \{ \hat{\sigma} : \hat{\sigma} \in \hat{\sigma}^{\text{pos}}(\hat{\tau}(\hat{\tau})) \text{ for any } \hat{\tau} \text{ with } \hat{\tau} \in \hat{\tau}^{\text{pos}}(\hat{\sigma}(i)) \forall i \},
\]

\[
\hat{S}(\hat{\alpha}) = \hat{\sigma}^{\text{pos}}(\hat{\tau} \circ \hat{\tau}^{\text{pos}}(\hat{\alpha})) = \{ \hat{\sigma} : \hat{\sigma} \in \hat{\sigma}^{\text{pos}}(\hat{\tau}(\hat{\tau})) \text{ for any } \hat{\tau} \text{ with } \hat{\tau} \in \hat{\tau}^{\text{pos}}(\hat{\sigma}(i)) \forall i \}.
\]

An equivalent characterization is that \( \sigma \) is a valid coloring if and only if

\[
\prod_{v \in V} \hat{I}(\sigma_v) \prod_{a \in F} \hat{I}^{\text{lit}}((\sigma(\sigma) \oplus L_e)_{\delta a}) = 1 \quad (2.2.13)
\]

where \( \hat{I} : \hat{\Omega}^d \rightarrow \{0, 1\} \) and \( \hat{I}^{\text{lit}} : \hat{\Omega}^k \rightarrow \{0, 1\} \) are given by

\[
\hat{I}(\sigma) = \prod_{i=1}^{d-1} 1\{ \hat{\sigma}_i \in \hat{S}((\sigma_j)_{j \neq i}) \}, \quad \hat{I}^{\text{lit}}(\sigma) = \prod_{i=1}^{k-1} 1\{ \hat{\sigma}_i \in \hat{S}((\sigma_j)_{j \neq i}) \}.
\]

This builds on a related encoding introduced by [CP16a]. More explicitly, we have

\[
\hat{I}(\sigma) = \begin{cases} 
1 & r_0 \in \{\sigma_i\} \subseteq \{r_0, b_0\}, \\
1 & r_1 \in \{\sigma_i\} \subseteq \{r_1, b_1\}, \\
1 & \{\sigma_i\} \subseteq \Omega_x \text{ and } \hat{\sigma}_i = \hat{\tau}(\sigma_j)_{j \neq i} \forall i, \\
0 & \text{otherwise};
\end{cases}
\]

\[
\hat{I}^{\text{lit}}(\sigma) = \begin{cases} 
1 & \exists i : \sigma_i = r_0 \text{ and } \{\sigma_j\}_{j \neq i} = \{b_1\}, \\
1 & \exists i : \sigma_i = r_1 \text{ and } \{\sigma_j\}_{j \neq i} = \{b_0\}, \\
1 & \{\sigma_i\} \cap \{r_0, r_1\} = \emptyset, \\
\hat{\sigma}_i \in \{\sigma_j\}_{j \neq i} = \{b_0\} \text{ or } \{b_1\}, \text{ and } \\
\hat{\sigma}_i \in \{b_0, b_1\}, \hat{\tau}(\hat{\tau}^{\text{pos}}(\hat{\sigma}_j))_{j \neq i} \forall i, \\
0 & \text{otherwise}.
\end{cases}
\]

In the definition of \( \hat{I}^{\text{lit}} \), we note that if \( \{\sigma_i\} \cap \{r_0, r_1\} = \emptyset \), then \( \hat{\tau}^{\text{pos}}(\hat{\sigma}_i) \) is a singleton for each \( i \). If \( \{\sigma_j\}_{j \neq i} \) is neither \{b_0\} nor \{b_1\}, then we have \( \hat{\tau}(\hat{\tau}^{\text{pos}}(\hat{\sigma}_j))_{j \neq i} \in \Omega_x \).
One purpose of this encoding is to take advantage of some of the cancellations seen in the proof of Corollary 2.2.10. It follows easily from the definition that we have a bijection

$$\left\{ \text{message configurations } \tau \in \mathcal{M}^E \right\} \leftrightarrow \left\{ \text{colorings } \sigma \in \Omega^E \right\},$$

The following is a straightforward consequence of Lemma 2.2.9:

**Lemma 2.2.12.** Suppose $\sigma$ be a valid coloring on $\mathcal{G} = (V, F, E)$. Let $\tau$ be the corresponding message configuration, and $\bar{x}$ the corresponding frozen configuration. Then $\text{size}(x) \equiv \text{size}(\sigma)$ is given by the formula

$$\text{size}(\sigma) = w_{\mathcal{G}}^{\text{lit}}(\sigma) \equiv \prod_{v \in V} \Phi(v) \prod_{a \in F} \Phi^L((\sigma \oplus L)_a) \prod_{e \in E} \Phi^L(\sigma_e)$$

where $\Phi$ agrees with $\varphi$ for $v, a, e$ belonging to free trees, and is one otherwise. More precisely, $\Phi : \Omega^d \to \mathbb{R}_{\geq 0}$ is given by

$$\Phi(\sigma) = \begin{cases} 0 & \hat{I}(\sigma) = 0; \\ 1 & \hat{I}(\sigma) = 1 \text{ and } \{\sigma_i\} \text{ contains } r_0 \text{ or } r_1; \\ \varphi(\hat{\tau}) & \text{otherwise, meaning } v \in V'; \end{cases}$$

note in the last case that each $\sigma_i$ can be mapped to a unique $\hat{\tau}_i$, so the value of $\varphi(\hat{\tau})$ is well-defined. Similarly, $\Phi^{\text{lit}} : \Omega^k \to \mathbb{R}_{\geq 0}$ is given by

$$\Phi^{\text{lit}}(\sigma) = \begin{cases} 0 & \hat{I}^{\text{lit}}(\sigma) = 0; \\ 1 & \hat{I}^{\text{lit}}(\sigma) = 1 \text{ and } \{\sigma_i\} \text{ contains } r_0 \text{ or } r_1; \\ 1 & \hat{I}^{\text{lit}}(\sigma) = 1 \text{ and } \{b_0, b_1\} \subseteq \{\sigma_i\}; \\ \varphi^{\text{lit}}(\hat{\tau}) & \text{otherwise, meaning } a \in F'; \end{cases}$$

note again in the last case that each $\sigma_i$ can be mapped to a unique $\hat{\tau}_i$, so the value of $\varphi^{\text{lit}}(\hat{\tau})$ is well-defined. Finally, $\bar{\Phi} : \Omega \to \mathbb{R}_{\geq 0}$ is given by

$$\bar{\Phi}(\sigma) = \begin{cases} 1 & \sigma \in \{r_0, r_1, b_0, b_1\}; \\ \varphi(\sigma) & \text{otherwise.} \end{cases}$$

Proof. This is essentially a rewriting of (2.2.8). \qed

According to the above definitions, if $\sigma$ is not a valid coloring, then $w_{\mathcal{G}}^{\text{lit}}(\sigma) \equiv 0$. For $\sigma \in \Omega$ let $|\sigma|$ count the number of free variables encoded by $\sigma$. Thus $|\sigma| = 0$ if and only if $\sigma \notin \Omega_F$. On $\mathcal{G} = (V, F, E)$ we say that $\sigma$ is a valid $T$-coloring if $|\sigma_e| \leq T$ for all $e \in E$. We write $I^{}_{\mathcal{G}, T}(\sigma)$ for the indicator that $\sigma$ is a valid $T$-coloring of $\mathcal{G}$, and let

$$w_{\mathcal{G}}^{\text{lit}}(\sigma, T) \equiv w_{\mathcal{G}}^{\text{lit}}(\sigma)I^{}_{\mathcal{G}, T}(\sigma).$$
Recall from Lemma 2.2.12 the product formula for \( w^\text{lit}_G(\sigma) \), and note that an analogous formula for \( w^\text{lit}_{G,T}(\sigma) \) is obtained by simply replacing \( \Phi \) with the modified factor \( \Phi_T \), where
\[
\Phi_T(\sigma) \equiv \Phi(\sigma)1\{|\sigma| \leq T\}.
\]
We then define \( Z_{\lambda,T} \) to be the partition function of \( \lambda \)-tilted \( T \)-colorings,
\[
Z_{\lambda,T} = \sum_{\sigma \in \Omega} w^\text{lit}_{G,T}(\sigma)^\lambda. \tag{2.2.14}
\]
Thus \( Z_{\lambda,T} \) is a function of the \( \text{nae-sat} \) problem instance \( \mathcal{G} = (V,F,E) \). Clearly \( Z_{\lambda,T} \) is nondecreasing in \( T \), and we write \( Z_{\lambda,\infty} \equiv Z_{\lambda} \) for the sum over all valid colorings with no size truncation. The following gives the formal version of (2.1.3) which we will work with in the proof of the free energy lower bound.

**Proposition 2.2.13.** On \( \mathcal{G} = (V,F,E) \) let \( C^G \) denote the collection of \( \text{nae-sat} \) clusters, so each \( \gamma \in C(\mathcal{G}) \) is a subset of \( \{0,1\}^V \). Then, for all \( 0 \leq T \leq \infty \),
\[
Z_{\lambda,T} \leq \sum_{\gamma \in C(\mathcal{G})} |\gamma|^\lambda.
\]

**Proof.** This is a direct consequence of Lemma 2.2.12. \( \square \)

### 2.3 Proof outline

Having formally set up our combinatorial model encoding the clusters of \( \text{nae-sat} \) solutions (Proposition 2.2.13), we now proceed to outline the proof of Theorem 1. The basic approach will be to show concentration for \( Z_{\lambda,T} \) via the second moment method.

#### 2.3.1 Averaging over edge literals

In the setting of \( \text{nae-sat} \), we can take advantage of the following simplification:

**Remark 2.3.1.** For any function \( g : \{0,1\}^t \rightarrow \mathbb{R} \), let \( \mathbb{E}^\text{lit} g \) denote the average value of \( g(\mathbb{L}) \) over all \( \mathbb{L} \in \{0,1\}^t \). Recalling from (2.2.1) the notation \( \mathcal{G} = (G,\mathbb{L}) \), if \( \sigma \) is any coloring of the edges of \( G \), then the average of \( w^\text{lit}_{G,T}(\sigma) \) over all \( \mathbb{L} \) is given by
\[
\mathbb{E}^\text{lit}[w^\text{lit}_{\mathcal{G},T}(\sigma)]^\lambda = w_{G,T}(\sigma)^\lambda \equiv \left\{ \prod_{v \in V} \hat{\Phi}(\sigma_{\delta v}) \prod_{a \in F} \hat{\Phi}(\sigma_{\delta a}) \prod_{e \in E} \hat{\Phi}_T(\sigma_e) \right\}^\lambda, \tag{2.3.1}
\]
with \( \hat{\Phi}(\sigma) \equiv (\mathbb{E}^\text{lit}[\hat{\Phi}(\sigma + \mathbb{L})])^{1/\lambda} \). A similar simplification holds in the second moment, where we consider pairs \( \sigma \equiv (\sigma^1,\sigma^2) \) with weights \( w^\text{lit}_{\mathcal{G},T}(\sigma) \equiv w^\text{lit}_{\mathcal{G},T}(\sigma^1)w^\text{lit}_{\mathcal{G},T}(\sigma^2) \): \[
\mathbb{E}^\text{lit}[w^\text{lit}_{\mathcal{G},T}(\sigma)]^\lambda = w_{G,T}(\sigma)^\lambda \equiv \left\{ \prod_{v \in V} \hat{\Phi}_2(\sigma_{\delta v}) \prod_{a \in F} \hat{\Phi}_2(\sigma_{\delta a}) \prod_{e \in E} \hat{\Phi}_{T,2}(\sigma_e) \right\}^\lambda \tag{2.3.2}
\]
where $\hat{\Phi}_2(\sigma) \equiv \hat{\Phi}(\sigma^1)\hat{\Phi}(\sigma^2)$, $\bar{\Phi}_{T,2}(\sigma) \equiv \bar{\Phi}_T(\sigma^1)\bar{\Phi}_T(\sigma^2)$, and

$$
\hat{\Phi}_2(\sigma) = \left( \mathbb{E}^{\text{lit}}[\hat{\Phi}(\sigma^1 \oplus \tau)\hat{\Phi}(\sigma^2 \oplus \tau)] \right)^{1/\lambda}.
$$

Let us emphasize that $\hat{\Phi}$ and $\hat{\Phi}_2$ depend on $\lambda$, although we suppress it from the notation.

Clearly the weight $w^{\text{lit}}_{G,T}(\sigma)$ depends on $L$, since $\sigma$ need not even be a valid coloring for all choices of $L$. However, the following lemma shows that, as long as $\sigma$ remains valid, the size of its encoded cluster remains the same:

**Lemma 2.3.2.** Given $G$, let $w^{\text{max}}_{G,T}(\sigma)$ denote the maximum of $w^{\text{lit}}_{G,T}(\sigma)$ over all $\mathcal{G} = (G, L)$. For any $\mathcal{G} = (G, L)$, $w^{\text{lit}}_{G,T}(\sigma)$ is either zero or equal to $w^{\text{max}}_{G,T}(\sigma)$.

**Proof.** We claim that for all $\sigma, L$ we have the factorization

$$
\hat{\Phi}^{\text{lit}}(\sigma \oplus L) = \hat{I}^{\text{lit}}(\sigma \oplus L)\hat{\Phi}^{\text{max}}(\sigma), \text{ where }
\hat{\Phi}^{\text{max}}(\sigma) = \max\{\hat{\Phi}^{\text{lit}}(\sigma \oplus L) : L \in \{0, 1\}^k\}.
$$

To see this, note that for $\zeta \in \Omega^{d-1}$ and $\xi \in \Omega^{k-1}$, if $\hat{I}(\sigma, \zeta) = 1$ and $\hat{I}^{\text{lit}}(\sigma, \xi) = 1$, then

$$
\hat{\Phi}^{\text{lit}}(\sigma, \zeta)\bar{\Phi}_T(\sigma) = \hat{\zeta}(\hat{\sigma}) \equiv \begin{cases} 
\hat{\zeta}(\hat{\tau}) & \text{if } \hat{\sigma} = \hat{\tau}, \\
1 & \text{otherwise};
\end{cases}
$$

$$
\hat{\Phi}^{\text{lit}}(\sigma, \xi)\bar{\Phi}_T(\sigma) = \hat{\zeta}(\hat{\sigma}) \equiv \begin{cases} 
\hat{\zeta}(\hat{\tau}) & \text{if } \hat{\sigma} = \hat{\tau}, \\
1 & \text{otherwise}.
\end{cases}
$$

(2.3.3)

In particular, since $\hat{\zeta}(\hat{\sigma}) = \hat{\zeta}(\hat{\sigma} \oplus 1)$, we see that the claim holds with $\hat{\Phi}^{\text{max}}(\sigma) = \hat{\zeta}(\hat{\sigma}_i)\bar{\Phi}_T(\sigma_i)$ for any $1 \leq i \leq k$. The lemma then follows: either $w^{\text{lit}}_{G,T}(\sigma)$ is zero, or it equals

$$
\prod_v \hat{\Phi}(\sigma_v)\prod_a \hat{\Phi}^{\text{max}}(\sigma_a)\prod_e \bar{\Phi}_T(\sigma_e) = w^{\text{max}}_{G,T}(\sigma),
$$

as claimed. \qed

Lemma 2.3.2 says that, in averaging over the literals, we do not lose any essential information on the cluster size. For $\sigma \in \Omega^k$, let

$$
\check{v}(\sigma) \equiv \mathbb{E}^{\text{lit}}[\hat{I}^{\text{lit}}(\sigma \oplus L)]
$$

(2.3.4)

denote the fraction of $L \in \{0, 1\}^k$ which are compatible with $\sigma$. Then Lemma 2.3.2 gives

$$
\mathbf{w}_{G,T}(\sigma)^\lambda = \mathbf{w}^{\text{max}}_{G,T}(\sigma)^\lambda \mathbf{p}_G(\sigma), \quad \mathbf{p}_G(\sigma) \equiv \prod_{a \in F} \check{v}(\sigma).
$$

(2.3.5)

We will see below that, thanks to this simplification, we can extract the desired information from the averaged weights $\mathbf{w}_{G,T}(\sigma)$, without referring to the edge literals $L$. 
Definition 2.3.3. On a bipartite factor graph $G$ (without edge literals), the factor model with specification $g = (\hat{g}, \check{g}, \bar{g})$ is the probability measure $\nu_G$ on configurations $\xi \in \mathcal{X}^E$ defined by
\[
\nu_G(\xi) = \frac{1}{Z} \prod_{v \in V} \hat{g}(\xi_{\delta v}) \prod_{a \in F} \check{g}(\xi_{\delta a}) \prod_{e \in E} \bar{g}(\xi_e), \tag{2.3.6}
\]
with $Z$ the normalizing constant.

The measure (2.3.1) on $T$-colorings is a factor model with specification $(\Phi, \check{\Phi}, \bar{\Phi})^\lambda_T$. The measure (2.3.2) on pairs of $T$-colorings is a factor model with specification $(\Phi_2, \check{\Phi}_2, \bar{\Phi}_T, \bar{\Phi})^\lambda$. To distinguish between the two cases, we sometimes refer to (2.3.1) as the “first-moment” or “single-copy” model, and refer to (2.3.2) as the “second-moment” or “pair” model. In much of what follows, we treat these two in a unified manner under the general framework (2.3.6).

2.3.2 Empirical measures and moments

We will decompose colorings $\sigma$ according to their empirical measure $H$, defined as follows:

Definition 2.3.4. Given a coloring $\sigma$ on $\mathcal{G} = (G, \mathcal{L})$, let
\[
\begin{align*}
\hat{H}(\xi) &= |\{v \in V : \sigma_\delta v = \xi\}|/|V| \quad \text{for } \xi \in \Omega^d, \\
H(\xi) &= |\{a \in F : \sigma_{\delta a} = \xi\}|/|F| \quad \text{for } \xi \in \Omega^k, \\
\bar{H}(\sigma) &= |\{e \in E : \sigma_e = \sigma\}|/|E| \quad \text{for } \sigma \in \Omega.
\end{align*}
\]

Note that the validity of $\sigma$ on $\mathcal{G}$ clearly depends on $\mathcal{L}$, but we can regard $H$ as a function of $(G, \sigma)$ only. We therefore write
\[
H \equiv H(\mathcal{G}, \sigma) \equiv H(G, \sigma) \equiv (\hat{H}, H, \bar{H}),
\]
and we term this the empirical measure of $\sigma$ on $G$.

If $H$ is any subset of empirical measures $H$, we write $\sigma \in H$ to indicate that $H(G, \sigma) \in H$, and let $Z_{\lambda,T}(H)$ denote the contribution to $Z_{\lambda,T}$ from (valid) colorings $\sigma \in H$. If $H$ is a singleton $\{H\}$, then we write $\sigma \in H$ to indicate $H(G, \sigma) = H$, and let $Z_{\lambda,T}(H)$ denote the contribution from all colorings $\sigma \in H$. Much of the paper concerns the calculation of first and second moments for $Z_{\lambda,T}(H)$.

First note that for any pair $(G, \sigma)$ with $H(G, \sigma) = H$, the weight $w_{G,T}(\sigma)$ is the same and depends only on $T$, $G$, and $H$. In fact, the weight equals $w_{G,\infty}(\sigma)$ if the support of $\bar{H}$ is contained in $\Omega_T$, and equals zero otherwise. From now on we assume $\bar{H}$ is supported within $\Omega_T$, so $w_{G,T}(\sigma) = w_G(\sigma)$ depends only on $(G, H)$, and can be denoted $w_G(H)$. Further, we see in (2.3.5) that, as long as $\text{supp } \bar{H} \subseteq \Omega_T$, the weights $w_{G,T}^\text{max}(\sigma)$ and $p_G(\sigma)$ also depend only on $(G, H)$, so we can rewrite (2.3.5) as
\[
w_G(H)^\lambda = w_G^\text{max}(H)^\lambda p(H). \tag{2.3.7}
\]
In what follows, for ease of notation we will often suppress the dependence on \( \lambda \) and \( T \), and write simply \( Z = Z_{\lambda,T} \).

In fact we have a quite explicit expression for \( \mathbb{E}Z(H) \), as follows. We will use the usual multi-index notations, in particular, if \( \pi \) is a probability measure on a space \( X \), we write
\[
\hat{n}_\pi = \frac{n}{n!} \prod_{x \in X} (n \pi(x))!.
\]

It follows straightforwardly from the definition of the random regular nae-sat graph that
\[
\mathbb{E}Z(H) = \left\{ \left( \frac{n}{n \hat{H}} \right) \left( \frac{m}{m \hat{H}} \right) / \left( \frac{nd}{nd \hat{H}} \right) \right\} w_G(H)^\lambda.
\]

We write \( \mathcal{H}(\pi) = -\langle \pi, \ln \pi \rangle \) for the Shannon entropy of \( \pi \). Applying Stirling’s formula gives the following:

**Lemma 2.3.5.** For any fixed \( H = (\hat{H}, \tilde{H}, \bar{H}) \), we have in the limit of large \( n \) that
\[
\mathbb{E}Z(H) = n^{-\varphi(H)/2} \exp\{nF(H)\}
\]
where for an empirical measure \( H = (\hat{H}, \tilde{H}, \bar{H}) \) we define
\[
\begin{align*}
\varphi(H) &\equiv (d/k)\langle \ln \hat{\nu}, \hat{H} \rangle = n^{-1} \ln p(H), \\
v(H) &\equiv \langle \ln \tilde{\Phi}, \tilde{H} \rangle + (d/k) \langle \ln \tilde{\Phi}^{\text{max}}, \tilde{H} \rangle + d \langle \ln \bar{\Phi}, \bar{H} \rangle = n^{-1} \ln w^{\text{max}}(H), \\
\Sigma(H) &\equiv \mathcal{H}(\hat{H}) + (d/k) \mathcal{H}(\tilde{H}) - d \mathcal{H}(\bar{H}) + v(H), \\
F(H) &\equiv \Sigma(H) + s(H)\lambda,
\end{align*}
\]

### 2.3.3 Outline of first moment

The function \( F(H) \) is difficult to optimize directly, and we combine a few techniques in order to analyze it. In view of the result of [DSS16] (see Remark 2.1.1), we restrict consideration to the regime
\[
(2^{k-1} - 2) \ln 2 \equiv \alpha_\text{ubd} \leq d \leq \alpha_\text{ubd} \equiv 2^{k-1} \ln 2.
\]

In this regime, we use *a priori* estimates to show that the optimal \( H \) must lie in a certain restricted set \( \mathbb{N}_c \). We then show that in the restricted set, a certain block optimization procedure converges to a unique, and explicit, optimizer \( \hat{H} \). The convergence of the block optimization is based on a certain contraction estimate for the belief propagation recursion, which we describe below.

First, to describe the set \( \mathbb{N}_c \), let us abbreviate \( \bar{H}(r) \) and \( \bar{H}(f) \) for the mass assigned by \( \bar{H} \) to the sets \( \{r\} \equiv \{r_0, r_1\} \) and \( \{f\} \equiv \Omega_r \); and let \( \mathbb{N}_c \) denote the set of \( H \) such that
\[
\max\{\bar{H}(f), \bar{H}(r)\} \leq 7/2^k.
\]

The following *a priori* estimate shows that in the regime (2.3.10), the measures \( H \notin \mathbb{N}_c \) give a negligible contribution to the first moment.
Lemma 2.3.6. Let $Z((N_\circ)^c)$ be the contribution to $Z = Z_{\lambda,T}$ from empirical measures $H \notin N_\circ$. For $k \geq k_0$, $\alpha$ satisfying (2.3.10), and $0 \leq \lambda \leq 1$, $\mathbb{E}Z((N_\circ)^c)$ is exponentially small in $n$.

Proof. In view of Proposition 2.2.13, for $0 \leq \lambda \leq 1$ we have

$$Z((N_\circ)^c) \leq Z^{\text{free}} + Z^{\text{red}}$$

where $Z^{\text{free}}$ (resp. $Z^{\text{red}}$) counts NAE-SAT solutions $x \in \{0, 1\}^V$ which map — via coarsest and the bijection (2.2.3) — to warning configurations $y$ with density of free (resp. red) edges $\geq 7/2^k$. For $\alpha$ satisfying (2.3.10), $\mathbb{E}F$ is exponentially small in $n$ by [DSS16, Propn. 2.2]. As for $Z^{\text{red}}$, let us say that an edge $e \in E$ is blocked under $x \in \{0, 1\}^V$ if

$$L_e \oplus x_{v(e)} = 1 \oplus L'_{e'} \oplus x_{v(e')} \quad \text{for all } e' \in \delta a(e')/e.$$ 

Note that if $x$ maps to $y$, the only possibility for $y_e \in \{r_0, r_1\}$ is that $e$ was blocked under $x$ (The converse need not hold.) If we condition on $x$ being a valid NAE-SAT solution, then each clause contains a blocking edge independently with chance $\theta = 2k/(2^k - 2)$; note also that a clause can contain at most one blocking edge. It follows that

$$\mathbb{E}Z^{\text{red}} \leq (\mathbb{E}Z)\mathbb{P}\left(\text{Bin}(m, \theta) \geq 7nd/2^k\right),$$

which is exponentially small in $n$ by a standard Chernoff bound, in combination with the trivial bound $\mathbb{E}Z \leq 2^n$. $\square$

Lemma 2.3.6 tells us that $\max\{F(H) : H \notin N_\circ\}$ is negative. On the other hand, we shall assume that the global maximum of $F$ is non-negative, since otherwise $\mathbb{E}Z$ is exponentially small in $n$ and there is nothing to prove. From this we conclude that any maximizer $H$ of $F$ must lie in $N_\circ$. By a block optimization procedure in $N_\circ$, we prove

Proposition 2.3.7 (proved in Section 2.6). Assuming the global maximum of $F$ is non-negative, the unique maximizer of $F$ is a point $H_*$ in the interior of $N_\circ$. Further, there is a positive constant $\epsilon = \epsilon(k, \lambda, T)$ so that for $\|H - H_*\| \leq \epsilon$, $F(H) \leq F(H_*) - \epsilon\|H - H_*\|^2$.

Explicitly,

$$\hat{H}_*(\lambda) = \frac{\hat{\Phi}(\xi)^{\lambda}}{\check{Z}_*} \prod_{i=1}^d \hat{q}_*(\hat{\xi}_i), \quad \hat{H}_*(\xi) = \frac{\check{\Phi}(\xi)^{\lambda}}{\check{Z}_*} \prod_{i=1}^d \hat{q}_*(\hat{\xi}_i), \quad H_*(\sigma) = \frac{\check{\Phi}(\sigma)^{-\lambda}}{\check{Z}_*} \hat{q}_*(\hat{\sigma}) \hat{q}_*(\hat{\sigma}),$$

(2.3.12)

where $\hat{q}_*$ is the fixed point of $\text{BP}_{\lambda,T}$ given by Proposition 2.4.2, $\hat{q}_* = \bar{\text{BP}}_{\lambda,T}(\check{q}_*)$, and $\check{Z}_*$, $\hat{Z}_*$, $\check{Z}_*$ are the normalizing constants such that $\check{H}_*, \hat{H}_*, \check{H}_*$ are probability measures.

A straightforward consequence of the above is that we can compute the first moment of $Z$ up to constant factors. More formally, define the neighborhood

$$N = \{H : \|H - H_*\| \leq n^{-1/3}\} \subseteq N_\circ.$$
We say $\sigma \in \mathbb{N}$ if $H(G, \sigma) \in \mathbb{N}$, and let $Z(\mathbb{N})$ be the contribution to $Z$ from colorings $\sigma \in \mathbb{N}$. In the following, let $\hat{s} \equiv \hat{s}(T)$ count the number of $d$-tuples $\sigma \in (\Omega_T)^d$ for which $\Phi(\sigma) > 0$. Let $\bar{s} \equiv \bar{s}(T)$ count the number of $k$-tuples $\sigma \in (\Omega_T)^k$ for which $\Phi(\sigma) > 0$. Let $\bar{s} \equiv |\Omega_T|$, and denote $\varphi \equiv \hat{s} + \bar{s} - 1$.

**Corollary 2.3.8.** In the setting of Proposition 2.3.7,

$$E[Z(\mathbb{N})] = \mathbb{E}Z = \exp\{F(H,*)\}.$$ 

**Proof.** In an pair empirical measure $H = (\hat{H}, \hat{H}, \bar{H})$, the edge marginal $\bar{H}$ can be determined from either the variable or the clause measure:

$$nd\bar{H}(\sigma) = \sum_{\xi} n\hat{H}(\xi)\hat{M}(\sigma, \xi) = \sum_{\xi} m\hat{H}(\xi)\hat{M}(\sigma, \xi)$$

(2.3.13)

where $\hat{M} \in \mathbb{R}^{s \times \bar{s}}$ and $\hat{M} \in \mathbb{R}^{s \times \bar{s}}$ are defined by

$$\hat{M}(\sigma, \xi) = \sum_{i=1}^{d} 1\{\xi_i = \sigma\}, \quad \hat{M}(\sigma, \xi) = \sum_{i=1}^{k} 1\{\xi_i = \sigma\}.$$ 

The $(s + \bar{s})$-dimensional vector $(\hat{H}, \bar{H})$ gives rise to a valid empirical measure on the graph $G$ if and only if

(i) $\langle 1, \hat{H} \rangle = 1$;

(ii) $(n\hat{H}, m\hat{H})$ lies in the kernel of the $\bar{s} \times (s + \bar{s})$ matrix $M \equiv (\hat{M} - \hat{M})$;

(iii) $(n\hat{H}, m\hat{H})$ is integer-valued;

(iv) $\hat{H}, \bar{H} \geq 0$.

One can verify that the matrix $M$ is of full rank, from which it follows that the space of $(\hat{H}, \bar{H})$ satisfying (i) and (ii) has dimension $\varphi$. In Lemma 2.5.6 we will show that $M$ satisfies a stronger condition, which implies that the space of $(\hat{H}, \bar{H})$ satisfying (i), (ii), and (iii) is an affine translation of $(n^{-1}Z)^\varphi$, where the coefficients of the transformation are bounded. It then follows by combining Lemma 2.3.5 and Proposition 2.3.7 that

$$\frac{\mathbb{E}Z}{\exp\{nF(H,*)\}} = \sum_{z \in (n^{-1}Z)^\varphi} \frac{1}{n^{\varphi/2}\exp\{\Theta(1)n\|z\|^2\}} \approx 1$$

The contribution to $\mathbb{E}Z$ from $H \notin \mathbb{N}$ is negligible, so the above estimate holds as well with $\mathbb{E}Z(\mathbb{N})$ in place of $\mathbb{E}Z$. $\square$
2.3.4 Second moment of correlated pairs

We will show in Section 2.10 that for fixed \( \lambda \in [0, 1] \), the pair \((s(H_*), \Sigma(H_*))\) converges as \( T \to \infty \) to a limit \((s_\lambda, \Sigma(s_\lambda))\), which matches the physics 1RSB prediction. We then consider the second moment only for colorings in \( \mathbb{N} \), beginning with the following definition (following [CP16a]) which is intended to address the contribution from pairs of colorings with large correlation.

**Definition 2.3.9.** Given a coloring \( \sigma \) of \( G \), write \( \bar{x}(\sigma) \equiv (x_v(\sigma))_{v \in V} \) for the corresponding frozen configuration. For two colorings \( \sigma, \sigma' \) of \( G \), let

\[
\delta(\sigma, \sigma') \equiv |\{v \in V : x_v(\sigma) \neq x_v(\sigma')\}|/|V|.
\]

Let \( I_{\text{sep}} \equiv [(1 - k^4/2^k)/2, (1 + k^4/2^k)/2] \). Write \( \sigma' \triangleright \sigma \) if the number of free variables in \( \bar{x}(\sigma') \) upper bounds the number in \( \bar{x}(\sigma) \). We say that a coloring \( \sigma \in \mathbb{N} \) is **separable** if

\[
|\{\sigma' \in \mathbb{N} : \sigma' \triangleright \sigma \text{ and } \delta(\sigma, \sigma') \notin I_{\text{sep}}\}| \leq \exp(\ln n^4),
\]

where it is understood that both \( \sigma, \sigma' \) must be valid colorings.

**Proposition 2.3.10** (proved in Section 2.7). If \( S(\mathbb{N}) \) is the contribution to \( Z(\mathbb{N}) \) from separable colorings, then \( \mathbb{E}S(\mathbb{N}) = (1 - o(1))\mathbb{E}Z(\mathbb{N}) \).

In the second moment, we continue to write \( H \equiv (\hat{H}, \tilde{H}, \check{H}) \) for the empirical measure, with the understanding that it now refers to pair colorings \( \sigma = (\sigma^1, \sigma^2) \). Thus \( \hat{H} \) is in this context a measure on \((\Omega^d)^2\), and so on. If we wish to emphasize that we are in the second moment setting, we will refer to \( H \) as the **pair** empirical measure. The single-copy marginals of \( H \) are defined as \( H^j = (\hat{H}^j, \tilde{H}^j, \check{H}^j) \) for \( j = 1, 2 \) where

\[
\hat{H}^j(\zeta) = \sum_{\sigma^1, \sigma^2} \hat{H}(\sigma^1, \sigma^2)1\{\sigma^j = \zeta\},
\]

and similarly for \( \tilde{H}^j, \check{H}^j \). To calculate the second moment of \( Z(\mathbb{N}) \), we must understand all pair empirical measures \( H \) in the set

\[
\mathbb{N}_2 \equiv \{ H : H^1, H^2 \in \mathbb{N} \}.
\]

The purpose of Definition 2.3.9 is to allow us to make a further restriction: we compute the second moment of \( S(\mathbb{N}) \) rather than of \( Z(\mathbb{N}) \). Any \( \sigma = (\sigma^1, \sigma^2) \) with pair empirical measure \( H \) will have the same value \( \delta(\sigma^1, \sigma^2) = \delta \), so we can define \( \delta(H) = \delta \). Let

\[
\mathbb{N}_{\text{sep}} \equiv \{ H \in \mathbb{N}_2 : \delta(H) \in I_{\text{sep}}\}, \quad \mathbb{N}_{\text{ns}} \equiv \mathbb{N}_2 \setminus \mathbb{N}_{\text{sep}}.
\]

**Lemma 2.3.11.** If \( S^2(\mathbb{N}_{\text{ns}}) \) is the contribution to \( S(\mathbb{N})^2 \) from pair empirical measures \( H \in \mathbb{N}_{\text{ns}}, then \( \mathbb{E}[S^2(\mathbb{N}_{\text{ns}})] \leq \exp\{n s(H_*) \lambda + o(n)\} \mathbb{E}Z \).
Proof. Denote \( \sigma \in S(N) \) if \( \sigma \) contributes to \( S(N) \), meaning that \( \sigma \) is separable and has empirical measure in \( N \). Then, by symmetry,

\[
S^2(N_{ns}) = \sum_{(\sigma, \sigma') \in N_{ns}} 1\{\sigma, \sigma' \text{ separable}\} w_{\sigma, \sigma'}^{\text{lit}}(\sigma) \lambda w_{\sigma, \sigma'}^{\text{lit}}(\sigma') \lambda
\]

\[
\leq 2 \sum_{(\sigma, \sigma') \in N_{ns}} 1\{\sigma \text{ separable}\} 1\{\sigma' \geq \sigma]\} w_{\sigma, \sigma'}^{\text{lit}}(\sigma) \lambda w_{\sigma, \sigma'}^{\text{lit}}(\sigma') \lambda
\]

\[
\leq \exp\{ns(H_\star) \lambda + o(n)\} S(N),
\]

where the last step is by the definition of separability. The result follows easily by noting that \( S(N) \leq Z \).

\[ \square \]

**Corollary 2.3.12.** For any \( \lambda \in [0, 1] \) with \( \Sigma(s_\lambda) > 0 \), there exists \( T(\lambda) \) large enough such that for all \( T \geq T(\lambda) \), the ratio

\[
\frac{\mathbb{E}[S^2(N_{ns})]}{(\mathbb{E} Z(N))^2}
\]

decays exponentially with \( n \).

**Proof.** By Lemma 2.3.11 and Proposition 2.3.7,

\[
\frac{\mathbb{E}[S^2(N_{ns})]}{(\mathbb{E} Z(N))^2} \leq \exp\{ns(H_\star) \lambda + o(n)\} \frac{\mathbb{E} Z(N)}{\mathbb{E} Z(N)} = \exp\{-n\Sigma(H_\star) + o(n)\}.
\]

Since for fixed \( \lambda \) the pair \((s(H_\star), \Sigma(H_\star))\) converges in the limit \( T \to \infty \) to \((s_\lambda, \Sigma(s_\lambda))\), for \( T \geq T(\lambda) \) the above ratio decays exponentially with \( n \), concluding the proof.

\[ \square \]

### 2.3.5 Second moment of uncorrelated pairs

The derivation of Lemma 2.3.5 applies equally well to the second moment, giving the expansion

\[
\mathbb{E}[Z^2(H)] \asymp n^{-\varphi(H)} \exp\{n F_2(H)\}
\]

where \( H \) is the empirical measure for pair colorings, and \( \varphi(H), F_2(H) \) are defined explicitly as follows. Recalling (2.3.4), for \( \sigma \in \Omega^2k \) let

\[
\nu_2(\sigma) \equiv \mathbb{E}^{\text{lit}}[\tilde{\ell}^{\text{lit}}(\sigma^1 \oplus L) \tilde{\ell}^{\text{lit}}(\sigma^2 \oplus L)].
\]

For a pair empirical measure \( H \) with single-copy marginals \( H^1, H^2 \) we have (cf. (2.3.9))

\[
\nu_2(H) \equiv (dk) \langle \ln \nu_2, \hat{H} \rangle,
\]

\[
s_2(H) \equiv s(H^1) + s(H^2),
\]

\[
\Sigma_2(H) \equiv \mathcal{H}(H) + (dk) \mathcal{H}(\hat{H}) - d \mathcal{H}(\hat{H}) + \nu_2(H),
\]

\[
F_2(H) \equiv \Sigma_2(H) + s_2(H) \lambda,
\]

\[
\varphi(H) \equiv |\text{supp } \hat{H}| + |\text{supp } \hat{H}| - |\text{supp } \hat{H}| - 1.
\]

We will show that the maximizer for \( F_2 \) can be described in terms of the maximizer \( H_\star \) of \( F \). To this end, we will say that a measure \( \hat{K} \) on pairs \((\xi, L)\) is *factorized* if
(i) the marginal $\hat{K}$ on $L$ is uniform over $\{0, 1\}^{k}$, and
(ii) for each $\xi$ the conditional measure $\hat{K}(L|\xi)$ is uniform on $\{L : \hat{F}^\text{lit}(\xi \oplus L) = 1\}$.

From (2.3.12) and Lemma 2.3.2, $\hat{H}_*$ is the marginal on $\xi$ of the probability measure $\hat{K}_*$ on pairs $(\xi, L) \in \Omega^{k} \times \{0, 1\}^{k}$ defined by

$$\hat{K}_*(\xi, L) = \hat{F}^\text{lit}(\xi \oplus L)\hat{g}(\xi), \quad \text{where} \quad \hat{g}(\xi) = \hat{F}^\text{max}(\xi) \prod_{i=1}^{k} \hat{q}_*(\xi_i).$$

We will characterize $\hat{q}_*$ in detail below, but for now we note that it has the symmetry $\hat{q}_*(\hat{\sigma}) = \hat{q}_*(\hat{\sigma} \oplus 1)$, which implies $\hat{g}(\xi) = \hat{g}(\xi \oplus L)$ for any $L \in \{0, 1\}^{k}$. It follows from this that the measure $\hat{K}_*$ is indeed factorized.

**Lemma 2.3.13.** Assume we have empirical measures $H^j = (\hat{H}^j, \hat{\bar{H}}^j, \hat{\overline{H}}^j)$ ($j = 1, 2$), such that $\hat{H}^j$ is the marginal on $\xi$ of an $L$-factorized measure $\hat{K}^j$. Suppose $H = (\hat{H}, \hat{\bar{H}}, \hat{\overline{H}})$ where $\hat{H}, \hat{\bar{H}}$ are the product measures $\hat{H}^1 \otimes \hat{H}^2$ and $\hat{\bar{H}} \otimes \hat{\overline{H}}$, and

$$\hat{H}(\xi) = E^\text{lit}[\hat{K}^1(\xi|L)\hat{K}^2(\xi^2|L)].$$

Then $F_2(H) = F(H^1) + F(H^2)$.

**Proof.** From the definitions we have

$$(k/d)[F_2(H) - F(H^1) - F(H^2)] = \mathcal{H}(\hat{H}) + \langle \ln \hat{v}_2, \hat{H} \rangle - \sum_{j=1,2} [\mathcal{H}(\hat{H}^j) + \langle \ln \hat{v}, \hat{H}^j \rangle].$$

From the assumption, $\hat{H}$ is the marginal on $\xi$ of the measure $\hat{K}(\xi, L) = 2^{-k}\hat{K}^1(\xi^1|L)\hat{K}^2(\xi^2|L)$. Note that the marginal of $\hat{K}$ on $L$ is uniform, and $\hat{K}(L|\xi^1, \xi^2)$ is uniform on $L$ compatible with both $\xi^1, \xi^2$. Therefore, letting $(\xi^{1,2}, L)$ denote a random sample from $\hat{K}$,

$$\mathcal{H}(\hat{H}) + \langle \ln \hat{v}_2, \hat{H} \rangle = \mathcal{H}(\xi^{1,2}|L) + \mathcal{H}(L) - \mathcal{H}(L|\xi^1, \xi^2) + \langle \ln \hat{v}_2, \hat{H} \rangle = \mathcal{H}(\xi^{1,2}|L).$$

Applying conditional independence gives

$$\mathcal{H}(\xi^{1,2}|L) = \sum_{j=1,2} [\mathcal{H}(\xi^j) + \mathcal{H}(L|\xi^j) - \mathcal{H}(L)] = \sum_{j=1,2} [\mathcal{H}(\hat{H}^j) + \langle \ln \hat{v}, \hat{H}^j \rangle],$$

which proves $F_2(H) = F(H^1) + F(H^2)$. \hfill \Box

**Proposition 2.3.14 (proved in Section 2.6).** The unique maximizer of $F_2$ in $N_{\text{sep}}$ is the pair empirical measure $H_{\otimes} = (\hat{H}_\otimes, \hat{\bar{H}}_\otimes, \hat{\overline{H}}_\otimes)$ given by $H_{\otimes} = H_* \otimes H_*$, $\hat{H}_\otimes = \hat{H}_* \otimes \hat{H}_*$, and

$$\hat{H}_\otimes = E^\text{lit}[\hat{K}_*(\cdot|L) \otimes \hat{K}_*(\cdot|L)].$$

Further, there is a positive constant $\epsilon = \epsilon(k, \lambda, T)$ so that for $\|H - H_{\otimes}\| \leq \epsilon$,

$$F_2(H) \leq F_2(H_{\otimes}) - \epsilon \|H - H_{\otimes}\|^2.$$
Corollary 2.3.15. There exists a constant \( C = C(k, \lambda, T) \) such that
\[
\mathbb{E}[Z^2(N_{\text{sep}})] \leq C(\mathbb{E}[Z(N)])^2
\]

Proof. Recall from Corollary 2.3.8 the definition of \((s, \hat{s}, \bar{s})\) for the single-copy model, and define \((\hat{s}_2, \bar{s}_2)\) analogously for the pair model. Let \( \varphi_2 = s_2 + \hat{s}_2 - \bar{s}_2 - 1 \). For any fixed \( H^1, H^2 \in \mathbb{N} \), the set of pair empirical measures \( H \) with single-copy marginals \( (H^1, H^2) \) spans a space of dimension \( \varphi_2 - 2\varphi \). Thus, writing \( \mathbb{E}[Z^2(H^1, H^2)] \) for the second-moment contribution from such measures, it follows from Proposition 2.3.14 and Lemma 2.5.6 that
\[
\mathbb{E}[Z^2(H^1, H^2)] = n^{-\nu} \exp\{nF_2(H_{\otimes})\}.
\]
Summing over \( (H^1, H^2) \in N_{\text{sep}} \) then gives
\[
\mathbb{E}[Z^2(N_{\text{sep}})] = n^{-\nu} \exp\{nF_2(H_{\otimes})\},
\]
which in turn is \( (\mathbb{E}[Z(N)])^2 \) by Proposition 2.3.7 and Lemma 2.3.13.

2.3.6 Conclusion of main result

We now explain that the main theorem follows from the preceding assertions.

Corollary 2.3.16. For any \( \lambda \in [0, 1] \) with \( \Sigma(s\lambda) > 0 \), there exists \( T(\lambda) \) large enough such that for all \( T \geq T(\lambda) \), and for \( n \) sufficiently large,
\[
\mathbb{E}[S(N)^2] \leq C(\mathbb{E}[S(N)])^2
\]
for a constant \( C = C(k, \lambda, T) \).

Proof. Since \( S \leq Z \), we can bound
\[
\mathbb{E}[S(N)^2] \leq \mathbb{E}[Z^2(N_{\text{sep}})] + \mathbb{E}[Z^2(N_{\text{ms}})].
\]
By Corollaries 2.3.12 and 2.3.15, the above is bounded by a constant times \( (\mathbb{E}[Z(N)])^2 \), which in turn is bounded by a constant times \( (\mathbb{E}[S(N)])^2 \) by Proposition 2.3.10.

Corollary 2.3.16 implies \( \mathbb{P}(S(N) \geq \delta \mathbb{E}[S(N)]) \geq \delta \) for some positive constant \( \delta \). By adapting methods of [DSS16] we can strengthen this to

Proposition 2.3.17. In the setting of Corollary 2.3.16, \( S(N) \) concentrates around its mean in the sense that \( \lim_{\lambda \downarrow 0} \liminf \mathbb{P}(\epsilon \leq S(N)/\mathbb{E}[S(N)] \leq \epsilon^{-1}) = 1.1 \)

Proof. This is a straightforward consequence of the method described in [DSS16, §6].

Corollary 2.3.18. For \( k \geq k_0 \), \( f(\alpha) \geq f^{\text{rsn}}(\alpha) \) for all \( \alpha_{\text{ld}} \leq \alpha < \alpha_{\text{sat}} \).

\(^{1}\) The upper bound follows trivially from Markov’s inequality, so the task is to show the lower bound.
Proof. Follows by combining Corollary 2.3.16 and Proposition 2.3.17.

The proofs of the above propositions occupies Sections 2.4 through 2.7, with the contraction estimates deferred to Section 2.9. In Section 2.8 we will show

Proposition 2.3.19. For $k \geq k_0$, it holds for all $\alpha < \alpha_{\text{sat}}$ that $f(\alpha) \leq f^{1RFB}(\alpha)$.

Proof of Theorem 1. Follows by combining Corollary 2.3.18 and Proposition 2.3.19.

2.4 Tree recursions

2.4.1 Belief propagation

We now describe the belief propagation (BP) recursions for this model. In the standard formulation (see e.g. [MM09, Ch. 14]), this is a pair of relations for two probability measures $\hat{q}, \hat{q}$ over $\Omega$:

$$
\hat{q}(\sigma) = [\hat{B}(\hat{q})](\sigma) = \frac{1}{\hat{z}} \hat{\Phi}_T(\sigma)^{\lambda} \sum_{\sigma_2, \ldots, \sigma_d} \hat{\Phi}(\sigma, \sigma_2, \ldots, \sigma_d)^{\lambda} \prod_{i=2}^{d} \hat{q}(\sigma_i)
$$

$$
\hat{q}(\sigma) = [\hat{B}(\hat{q})](\sigma) = \frac{1}{\hat{z}} \hat{\Phi}_T(\sigma)^{\lambda} \sum_{\sigma_2, \ldots, \sigma_k} \hat{\Phi}(\sigma, \sigma_2, \ldots, \sigma_k)^{\lambda} \prod_{i=2}^{k} \hat{q}(\sigma_i)
$$

where $\hat{z}, \hat{z}$ are the normalizing constants ensuring that the outputs are probability measures. The first equation above is the variable recursion, and the second is the clause recursion. A standard simplification (see e.g. [MM09, Ch. 19]) is to assume a one-sided dependence:

$$
\hat{q}(\sigma) \simeq \hat{q}(\hat{\sigma}) \quad \text{and} \quad \hat{q}(\sigma) \simeq \hat{q}(\hat{\sigma}). \quad (2.4.1)
$$

where $\hat{q}, \hat{q}$ are probability measures on $\hat{\Omega}, \hat{\Omega}$, and $\simeq$ denotes equivalence up to normalization. To see that this restriction makes sense, we note the following lemma which confirms that the restriction is preserved under the BP mapping:

Lemma 2.4.1. The restriction (2.4.1) is preserved under the BP mapping, that is, if $\hat{q}$ depends only on $\hat{\sigma}$ then $\hat{B}(\hat{q})$ depends only on $\hat{\sigma}$; and if $\hat{q}$ depends only on $\hat{\sigma}$ then $\hat{B}(\hat{q})$ depends only on $\hat{\sigma}$.

Proof. Suppose $\hat{q}$ depends only on $\hat{\sigma}$, so $\hat{q}(\sigma) \simeq \hat{q}(\hat{\sigma})$, and consider the variable BP mapping $\hat{B}$. If $\sigma \notin \Omega_4$ then $\hat{\sigma}$ is uniquely determined by $\hat{\sigma}$, so there is nothing to prove. Therefore we need only consider the case that $\sigma \in \Omega_4$. In order for $\hat{\Phi}(\sigma, \sigma_2, \ldots, \sigma_d) = 1$, we must have

$$
\hat{\sigma} = \hat{\Phi}(\hat{\sigma}_2, \ldots, \hat{\sigma}_d); \quad (2.4.2)
$$
note that this condition does not depend on \( \hat{\sigma} \). Further, given \((\sigma, \hat{\sigma}_2, \ldots, \hat{\sigma}_d)\) satisfying (2.4.2), there is a unique choice of \((\hat{\sigma}_2, \ldots, \hat{\sigma}_d)\) for which \( \hat{I}(\sigma, \sigma_2, \ldots, \sigma_d) = 1 \); it is determined by the relation \( \hat{\sigma}_i = \hat{T}((\hat{\sigma}_j)_{j \neq i}) \). In this case, applying (2.3.3) gives

\[
\hat{\Phi}(\sigma, \sigma_2, \ldots, \sigma_d)\hat{\Phi}(\sigma) = \hat{z}(\hat{\sigma}),
\]

which also does not depend on \( \hat{\sigma} \). It follows that

\[
[\hat{B}(\hat{q})](\sigma) \approx \hat{z}(\hat{\sigma})^\lambda \sum_{\hat{\sigma}_2, \ldots, \hat{\sigma}_d} 1\{\hat{\sigma} = \hat{T}((\hat{\sigma}_i)_{i \geq 2})\} \prod_{i=2}^d \hat{q}(\hat{\sigma}_i).
\]

The right-hand side does not depend on \( \hat{\sigma} \), which proves the claim concerning \( \hat{B} \).

Similarly, suppose \( \hat{q} \) depends only on \( \hat{\sigma} \), so \( \hat{q}(\sigma) \equiv \hat{q}(\hat{\sigma}) \), and consider the clause mapping \( \hat{B} \). Again, if \( \sigma \notin \Omega_t \) then there is nothing to prove, so suppose \( \sigma \in \Omega_t \). Then, in order for \( \hat{I}^{\text{lit}}((\sigma, \sigma_2, \ldots, \sigma_k) \oplus \mathbb{L}) = 1 \), we must have

\[
\hat{\sigma} = \hat{L}_1 \oplus \hat{T}((\hat{\sigma}_i)_{i \geq 2}); \tag{2.4.3}
\]

note that this condition does not depend on \( \hat{\sigma} \). Further, given \((\sigma, \hat{\sigma}_2, \ldots, \hat{\sigma}_k, \mathbb{L})\) satisfying (2.4.3), there is a unique choice of \((\hat{\sigma}_2, \ldots, \hat{\sigma}_k)\) for which \( \hat{I}^{\text{lit}}((\sigma, \sigma_2, \ldots, \sigma_k) \oplus \mathbb{L}) = 1 \); it is determined by the mapping \( \hat{T} \). In this case, applying (2.3.3) gives

\[
\hat{\Phi}((\sigma, \sigma_2, \ldots, \sigma_k) \oplus \mathbb{L})\hat{\Phi}(\sigma) = \hat{z}(\hat{\sigma}),
\]

which also does not depend on \( \hat{\sigma} \). It follows that

\[
[\hat{B}(\hat{q})](\sigma) \approx \hat{z}(\hat{\sigma})^\lambda \sum_{\mathbb{L}} \sum_{\hat{\sigma}_2, \ldots, \hat{\sigma}_d} 1\{\hat{\sigma} = \hat{L}_1 \oplus \hat{T}((\hat{\sigma}_i)_{i \geq 2})\} \prod_{i=2}^k \hat{q}(\hat{\sigma}_i).
\]

The right-hand side does not depend on \( \hat{\sigma} \), which proves the claim concerning \( \hat{B} \). \qed

Lemma 2.4.1 verifies that the one-sided dependence is preserved under the \( \text{BP} \) recursion, and from now on we always assume (2.4.1). In this setting, \( \hat{B} \) and \( \hat{B} \) reduce to mappings

\[
\hat{B} \equiv \hat{B}_{P} : \mathcal{P}(\hat{\Omega}) \to \mathcal{P}(\hat{\Omega}),
\]

\[
\hat{B} \equiv \hat{B}_{P} : \mathcal{P}(\hat{\Omega}) \to \mathcal{P}(\hat{\Omega}).
\]

(Generally we will fix \( \lambda, T \) and suppress them from the notation.) We also denote

\[
\text{BP} \equiv \hat{B} \circ \hat{B} \equiv \text{BP}_{\lambda, T}. \tag{2.4.4}
\]

Note that \( \hat{q} \) is a measure on spins \( \hat{\sigma} \in \hat{\Omega} \). In the introduction we discussed probability measures over messages \( \hat{m} \); this can be recovered by taking \( \hat{q}(\{\hat{\sigma} : \hat{m}(\hat{\sigma}) = \hat{m}\}) \). As in Proposition 2.1.2 we consider \( \mathcal{P}(\hat{\Omega}) \) and \( \mathcal{P}(\hat{\Omega}) \) as \( \ell^1 \) sequence spaces.
In the context of NAE-SAT, a useful observation is that the BP recursion has an averaging property, as follows. Since in the clause recursion we average over the clause literals \( L \), we can make the change of variables \( \tau_i = L_1 \oplus \sigma_i \oplus L_i \) for \( i \geq 2 \), which yields

\[
\hat{\mathcal{B}}(\bar{q}) = \hat{\Phi}_T(\sigma) \sum_{\tau_2, \ldots, \tau_k} \frac{1}{2} \sum_{L_1} \hat{\Phi}^{\text{lit}}((\sigma, \tau_2, \ldots, \tau_k) \oplus L_1) \lambda \prod_{i=2}^{k} \left( \frac{1}{2} \sum_{L_i} \bar{q}(\tau_i \oplus L_i \oplus L_1) \right)
\]

\[
= \hat{\Phi}_T(\sigma) \sum_{\tau_2, \ldots, \tau_k} \hat{\Phi}^{\text{lit}}(\sigma, \tau_2, \ldots, \tau_k) \lambda \prod_{i=2}^{k} \bar{q}^{\text{avg}}(\tau_i) = \hat{\mathcal{B}}(\bar{q}^{\text{avg}})
\]

where \( \bar{q}^{\text{avg}}(\sigma) = \frac{1}{2}[\bar{q}(\sigma) + \bar{q}(\sigma \oplus 1)] \). Therefore, under assumption (2.4.1),

\[
\mathcal{B} \hat{q} = \mathcal{B} \bar{q}^{\text{avg}}, \quad \text{and consequently} \quad \mathcal{B} \hat{q} = \mathcal{B} \bar{q}^{\text{avg}}.
\]

We are primarily interested in fixed points of the mapping \( \mathcal{B} \), in which case we can restrict attention to measures satisfying \( \hat{q} = \bar{q}^{\text{avg}} \).

The BP recursions for the pair model are completely analogous to those of the single-copy model. They can be simplified to a pair of mappings

\[
\mathcal{B} \hat{P}_2 : \mathcal{P}(\hat{\Omega}^2) \to \mathcal{P}(\hat{\Omega}^2),
\]

\[
\mathcal{B} P_2 : \mathcal{P}(\hat{\Omega}^2) \to \mathcal{P}(\hat{\Omega}^2);
\]

and once again \( \mathcal{B} P_2 \equiv \mathcal{B} \hat{P}_2 \circ \mathcal{B} P_2 \) satisfies the averaging property \( \mathcal{B} P_2(\hat{q}) = \mathcal{B} P_2(\bar{q}^{\text{avg}}) \) where

\[
\bar{q}^{\text{avg}}(\hat{\sigma}^1, \hat{\sigma}^2) = \frac{1}{2} \bar{q}(\hat{\sigma}^1, \hat{\sigma}^2) + \frac{1}{2} \bar{q}(\hat{\sigma}^1 \oplus 1, \hat{\sigma}^2 \oplus 1).
\]

In what follows we will drop the subscript and write simply \( \mathcal{B}P, \mathcal{B}\hat{P}, \mathcal{B}P \); it will be clear from context whether we are in the single-copy or pair setting.

### 2.4.2 Contraction estimate

A key step in the proof is to (explicitly) define a subset \( \Gamma \subseteq \mathcal{P}(\hat{\Omega}) \) on which we have a contraction estimate of the form \( \| \mathcal{B} \hat{P} - \hat{q}_* \|_1 \leq c \| \hat{q} - \hat{q}_* \|_1 \) for a constant \( c < 1 \), in both first- and second-moment settings. We remark that it suffices to prove such an estimate for measures \( \hat{q} = \bar{q}^{\text{avg}} \), since for general \( \hat{q} \) it implies

\[
\| \mathcal{B} \hat{P} - \hat{q}_* \|_1 = \| \mathcal{B} \bar{q}^{\text{avg}} - \hat{q}_* \|_1 \leq c \| \bar{q}^{\text{avg}} - \hat{q}_* \|_1 \leq c \| \hat{q} - \hat{q}_* \|_1.
\]

Thus it will be sufficient to define \( \Gamma \) as a subset of measures satisfying \( \hat{q} = \bar{q}^{\text{avg}} \). Let us abbreviate \( \{x\} \equiv \{x_0, x_1\} \) and \( \{b\} \equiv \{b_0, b_1\} \). We also abbreviate \( \{f\} \equiv \Omega_f \) in the context of \( \hat{q} \), and \( \{f\} \equiv \Omega_t \) in the context of \( \bar{q} \). For the first moment analysis, we define \( \Gamma \) to be the set of measures \( \hat{q} \) supported on \( \hat{\Omega}_T \), satisfying \( \hat{q} = \bar{q}^{\text{avg}} \), such that

\[
\hat{q}(x) + 2^k \bar{q}(f) = O(1) \bar{q}(b),
\]

\[
\bar{q}(b)[1 - O(2^{-k})] \leq \hat{q}(x).
\]

(2.4.5)
For the second moment analysis, we define $\Gamma = \Gamma(c, \kappa)$ to be the set of $\hat{q}$ supported on $(\hat{\Omega}_T)^2$, satisfying $\hat{q} = \hat{q}_{}\text{avg}$, such that

\begin{align*}
\text{(A)} \quad & \sum_{\vec{\xi} \in \{bb\}} (2^{-k})^{|[\vec{\xi}]|} p(\hat{\sigma}) = O(2^{-k})p(bb), \quad |p(b_0 b_0) - p(b_0 b_1)| \leq (k^9/2^{c k})p(bb), \\
\text{(B)} \quad & p([rf, fr]) = O(2^{-k})p(bb), \quad p(rr) = O(2^{1-k})p(bb), \\
\text{(C)} \quad & p(r_x \hat{\sigma}) \geq [1 - O(2^{-k})]p(b_x \hat{\sigma}) \quad \text{and} \quad p(\hat{\sigma} r_x) \geq [1 - O(2^{-k})]p(\hat{\sigma} b_x) \quad \text{for all } x \in \{0, 1\} \text{ and } \hat{\sigma} \in \hat{\Omega}.
\end{align*}

**Proposition 2.4.2.** In the first moment, let $BP \equiv BP_{\lambda,T}$ for $\lambda \in [0, 1]$ and $1 \leq T \leq \infty$. There is a unique $\hat{q}_* \equiv \hat{q}_{\lambda,T} \in \Gamma$ satisfying $\hat{q}_* = BP \hat{q}_*$. If $\hat{q}$ is any element of $\Gamma$, then $BP \hat{q} \in \Gamma$ also, with $\|BP \hat{q} - \hat{q}_*\|_1 = O(k^2/2^k)\|\hat{q} - \hat{q}_*\|_1$.

**Proposition 2.4.3** (second moment contraction). In the second moment, let $BP \equiv BP_{\lambda,T}$ for $\lambda \in [0, 1]$ and $1 \leq T \leq \infty$. There is a unique $\hat{q}_* \equiv \hat{q}_{\lambda,T} \in \Gamma(1, 1)$ satisfying $\hat{q}_* = BP \hat{q}_*$. Further, for $c \in (0, 1]$ and $k \geq k_0(c)$, there is no other fixed point of $BP$ in $\Gamma(c, 1)$: if $\hat{q} \in \Gamma(c, 1)$ then $BP \hat{q} \in \Gamma(1, 1)$, with $\|BP \hat{q} - \hat{q}_*\|_1 = O(k^4/2^k)\|\hat{q} - \hat{q}_*\|_1$.

We will also make use of the following lemma which says that if $\hat{q}$ is a BP fixed point, then showing (2.4.6) with $\kappa = 0$ implies the stronger bound with $\kappa = 1$:

**Lemma 2.4.4.** In the second moment, if for some $c \in (0, 1]$ we have $\hat{q} \in \Gamma(c, 0)$ and $\hat{q} = BP(\hat{q})$, then in fact $\hat{q} \in \Gamma(c, 1)$.

The proofs of Proposition 2.4.2 and 2.4.3 and of Lemma 2.4.4 are deferred to Section 2.9. In the next sections we apply them to compute the first and second moments of $Z\lambda,T(H)$.

## 2.5 Reduction to tree optimization

In this section we prove a key reduction for the proofs of Propositions 2.3.7 and 2.3.14, concerning the optimization of $F$ and its second-moment analogue $F_2$. As we have already commented, direct analysis of these functions is in general quite challenging. Instead, we first rely on other means to restrict the set of empirical measures — the set $N_\Sigma$ in the first moment, and the set $N_{sep}$ in the second moment. With this restriction, we can successfully optimize $F$ and $F_2$ through a related, but simpler, optimization problem on trees. In this section we explain this reduction.

**Definition 2.5.1.** The tree analogues of $\Sigma, \Sigma_2$ (from (2.3.9) and (2.3.14)) are defined as

\begin{align*}
\Theta(H) & \equiv \mathcal{H}(\hat{H}) + d\mathcal{H}(\hat{H}) - d\mathcal{H}(\hat{H}) + v(H) \\
\Theta_2(H) & \equiv \mathcal{H}(\hat{H}) + d\mathcal{H}(\hat{H}) - d\mathcal{H}(\hat{H}) + v_2(H)
\end{align*}

(\text{where } H \text{ denotes a single-copy empirical measure in the first line, and a pair empirical measure in the second}). The tree analogues of $F, F_2$ are defined as

\begin{align*}
\Lambda(H) & \equiv \Theta(H) + \lambda s(H), \\
\Lambda_2(H) & \equiv \Theta_2(H) + \lambda s_2(H).
\end{align*}
CHAPTER 2. THE NUMBER OF SOLUTIONS FOR RANDOM NAE-SAT

Given $H$, let $\hat{h}^{\text{tree}}(H)$ be the measure on $\hat{\sigma}$ defined by

$$[\hat{h}^{\text{tree}}(H)](\hat{\sigma}) \equiv (k - 1)^{-1} \sum_{\xi \in \Omega^k} \sum_{j=2}^{k} \hat{H}(\sigma)1\{\xi_j = \hat{\sigma}\}.$$ 

We then let

$$\Lambda_{\text{opt}}(\hat{h}) \equiv \sup\{\Lambda(H) : \hat{h}^{\text{tree}}(H) = \hat{h}\}, \quad \Xi(H) \equiv \Lambda_{\text{opt}}(\hat{h}^{\text{tree}}(H)) - \Lambda(H);$$

$$\Lambda_{2_{\text{opt}}}(\hat{h}) \equiv \sup\{\Lambda_2(H) : \hat{h}^{\text{tree}}(H) = \hat{h}\}, \quad \Xi_2(H) \equiv \Lambda_{2_{\text{opt}}}(\hat{h}^{\text{tree}}(H)) - \Lambda_2(H).$$

Note that $\Xi, \Xi_2$ are non-negative functions.

**Definition 2.5.2.** For $\sigma \in \Omega^k$ and $j \in [k]$ define the rotation

$$\sigma^{(j)} \equiv (\sigma_j, \ldots, \sigma_k, \sigma_1, \ldots, \sigma_{j-1}).$$

We let $\hat{H}^{\text{sym}}(\sigma)$ denote the average of $\hat{H}(\sigma^{(j)})$ over $j \in [k]$, and write $H^{\text{sym}} \equiv (\hat{H}, \hat{H}^{\text{sym}}, H)$.

**Theorem 2.5.3.** For $\epsilon$ small enough, and with $H^{\text{sym}}$ as in Definition 2.5.2,

$$F(H) \leq \max\{F(H') : \|H' - H\|_1 \leq \epsilon(dk)^{2T}\} - \epsilon \cdot \Xi(H^{\text{sym}}),$$

$$F_2(H) \leq \max\{F_2(H') : \|H' - H\|_1 \leq \epsilon(dk)^{2T}\} - \epsilon \cdot \Xi_2(H^{\text{sym}}).$$

For the sake of exposition, we will give the proof of Theorem 2.5.3 for $F$ only; the assertion for $F_2$ follows from the same argument with essentially no modifications. The interpretation of $\Lambda$ will emerge during the proof, which occupies the remainder of this section. Informally, while $F$ refers to a graph optimization problem which need not be concave, $\Lambda$ refers to an entropy maximization problem on colorings of a finite tree, which becomes a tractable problem. Once we have proved Theorem 2.5.3 it remains to analyze the functions $\Lambda, \Lambda_2$, which will be done in Section 2.6.

### 2.5.1 Tree updates

We prove Theorem 2.5.3 by analyzing one step of a certain Markov chain. To define the chain we require a certain update function for colorings on trees, which we now describe.

**Definition 2.5.4.** A **directed tree** is a bipartite tree $n$ rooted at an edge $e_0$, which has a single incident vertex $x_0$. All edges $e$ of $n$ are labelled with literals $L_e \in \{0, 1\}$. We let $L(n)$ denote the boundary edges of $n$ other than $e_0$. We call $n$ a **variable-to-clause tree** if $x_0$ is a variable; otherwise we call it a **clause-to-variable tree**. We say that $\sigma \in \Omega^E(n)$ is a valid $T$-coloring of the tree $n$ if the weight

$$w^{\text{lit}}_{n,T}(\sigma) \equiv \prod_{v \in V(n)} \Phi^{\text{lit}}(\sigma_{v_0}) \prod_{a \in F(n)} \Phi^{\text{lit}}((\sigma \oplus L)_{a_0}) \prod_{e \in E(n)} \Phi_T(\sigma_e)$$

is positive.
We always visualize the tree \( n \) as in Figure 2.5.1, with the root edge at the top, so that paths leaving the root travel downwards. On an edge \( e = (av) \), the upward color is \( \hat{\sigma}_{av} \) if \( a \) lies above \( v \), and \( \hat{\sigma}_{va} \) if \( v \) lies above \( a \). Now suppose \( \sigma \) is a valid \( T \)-coloring of a directed tree \( n \) with root spin \( \sigma_{e_0} = \sigma \), and consider updating to a new root spin \( \zeta \in \Omega_T \). If \( \sigma \) and \( \zeta \) agree in the upward direction of \( e_0 \), then there is a unique valid coloring \( \zeta = \text{update}(\sigma, \zeta; n) \) which has root spin \( \zeta \), and agrees with \( \sigma \) in all the upward colors. Indeed, the only possibility for \( \sigma \neq \zeta \) is that both \( \sigma, \zeta \in \Omega_T \). It is then clear that \( \text{update}(\sigma, \zeta; n) \) is uniquely defined by recursively applying the mappings \( \hat{T} \) and \( \hat{T} \), starting from the root and continuing downwards.

Since we assumed that \( \sigma \) was a valid \( T \)-coloring and \( \zeta \in \Omega_T \), it is easy to verify that the resulting \( \zeta \) is also a valid \( T \)-coloring, so the update procedure respects the restriction to \( \Omega_T \).

From now on we assume all edge colors belong to \( \Omega_T \), and for the most part we drop \( T \) from the notation.

**Lemma 2.5.5.** If \( \sigma \) is a valid coloring of the directed tree \( n \), and \( \zeta = \text{update}(\sigma, \zeta; n) \) agrees with \( \sigma \) on the boundary edges \( L(n) \), then

\[
\text{\textit{lit}}_n(\sigma) = \text{\textit{lit}}_n(\zeta).
\]

**Proof.** For each vertex \( x \in n \), let \( e(x) \) denote the parent edge of \( x \) (the unique edge of \( n \) which lies above \( x \)). We then have

\[
\text{\textit{lit}}_n(\sigma) = \prod_{e \in E(n)} \Phi(\sigma_e) \prod_{v \in V(n)} \left\{ \hat{\Phi}(\sigma_{bv}) \hat{\Phi}(\sigma_{e(v)}) \right\} \prod_{a \in F(n)} \left\{ \hat{\Phi}(\sigma_{\delta a}) \right\}.
\]

For a variable \( v \) in \( n \) with \( e(v) = e \), it follows from (2.3.3) that

\[
\hat{\Phi}(\sigma_{bv}) \hat{\Phi}(\sigma_e) = \hat{\Phi}(\sigma_{bv}) \hat{\Phi}(\sigma_e) = \hat{\Phi}(\sigma_{bv}) \hat{\Phi}(\sigma_e).
\]

Likewise, at a clause \( a \) in \( n \) with \( e(a) = e \), it follows from (2.3.3) that

\[
\hat{\Phi}(\sigma_{\delta a}) \Phi(\sigma_e) = \hat{\Phi}(\sigma_{\delta a}) \Phi(\sigma_e) = \hat{\Phi}(\sigma_{\delta a}) \Phi(\sigma_e).
\]

Recalling that \( \sigma \) and \( \zeta \) agree on \( L(n) \), we have \( \text{\textit{lit}}_n(\sigma) = \text{\textit{lit}}_n(\zeta) \) as claimed. \( \square \)
Lemma 2.5.6. Let $\hat{M}, \hat{M}$ be as defined in Corollary 2.3.8, and let $\hat{M}_2, \hat{M}_2$ be their analogues in the pair model. For any $\sigma, \sigma' \in \Omega$ there exists an integer-valued vector $(\hat{H}, \hat{H})$ so that

$$\langle 1, \hat{H} \rangle = 0 = \langle 1, \hat{H} \rangle$$

and

$$\hat{M} \hat{H} - \hat{M} \hat{H} = 1_\sigma - 1_{\sigma'},$$

where $1$ denotes the all-ones vector, and $1_\sigma$ denotes the vector which is one in the $\sigma$ coordinate and zero elsewhere. The analogous statement holds for $(\hat{M}_2, \hat{M}_2)$.

Proof. We define a graph on $\Omega$ by putting an edge between $\sigma$ and $\sigma'$ if there exist valid colorings $\sigma, \sigma'$ on some directed tree $n$ which takes values $\sigma, \sigma'$ on the root edge $e_0$, but agree on the boundary edges $L(n)$. If $\sigma, \sigma'$ are connected in this way, then taking

$$\hat{H}(\xi) = \sum_{v \in V(n)} 1\{\sigma_\delta v = \xi\} - \sum_{v \in V(n)} 1\{(\sigma')_\delta v = \xi\},$$

$$\hat{H}(\xi) = \sum_{a \in F(n)} 1\{\sigma_\delta a = \xi\} - \sum_{a \in F(n)} 1\{(\sigma')_\delta a = \xi\}.$$

gives $\hat{M} \hat{H} - \hat{M} \hat{H} = 1_\sigma - 1_{\sigma'}$ as required. It therefore suffices to show that the graph we have defined on $\Omega$ is connected (hence complete).

If $\hat{\sigma} = \hat{\sigma}'$, it is clear that $\sigma$ and $\sigma'$ can be connected via colorings $\sigma, \sigma'$ of some variable-to-clause tree $n$, with $\sigma' = \text{update}(\sigma, \xi; n)$. Similarly, if $\hat{\sigma} = \hat{\sigma}'$, then $\sigma$ and $\sigma'$ can be connected using a clause-to-variable tree. This implies that $\Omega$ is connected.

Next, it is also easy to see that if $\sigma = r_x$ and $\sigma' = b_x$, then they can be connected via a depth-one variable-to-clause tree. Similarly, if $\sigma = b_x$ and $\sigma' = (\hat{r}, \circ)$ for any $\hat{r} \in \Omega_\tau$, then they can be connected via a depth-one clause-to-variable tree. It follows that $\Omega$ is indeed connected, which proves the assertion concerning $(\hat{M}, \hat{M})$. The proof for $(\hat{M}_2, \hat{M}_2)$ is very similar. 

\[\square\]

2.5.2 Markov chain

We now define a Markov chain on tuples $(\mathcal{G}, \sigma, Y)$ where $\mathcal{G} = (V, F, E)$ is a $(d, k)$-regular nae-sat instance, $\sigma$ is a valid $T$-coloring on $\mathcal{G}$, and $Y \subseteq V$ is a subset of variables such that

(i) for all $v \in Y$, the neighborhood $B_{2T}(v)$ is a tree, and

(ii) each pair of variables $v \neq v'$ in $Y$ lies at graph distance at least $4T$. \hspace{1cm} (2.5.1)

(Recall that each variable-clause edge is defined to have length $\frac{1}{2}$.) For $v \in Y$ let $\mathcal{N}(v)$ denote the depth-one neighborhood of $v$, excluding the variables at unit distance from $v$. Let $\mathcal{N} = \mathcal{N}(Y)$ denote the (disjoint) union of the graphs $\mathcal{N}(v), v \in Y$:

$$\mathcal{N} = (N, L_N)$$

where $N$ denotes the graph without the edge literals, and $L_N$ denotes the vector of $|Y|dk$ edge literals. Let $\sigma_N$ be the restriction of $\sigma$ to the edges incident to vertices of $N$, and define

$$w_N^{\text{lit}}(\sigma_N, L_N) \equiv w_Y^{\text{lit}}(\sigma_N, L_N) \equiv \prod_{v \in Y} \left\{ \Phi(\sigma_\delta v) \prod_{e \in \delta v} \left\{ \Phi(\sigma_\delta e) \right\} \right\}.$$
Let $V_\partial$ denote the vertices of $G \setminus N$ (including the variables at unit distance from $Y$), and let $F_\partial$ denote the clauses of $G \setminus N$. Let $E_\partial$ denote the set of all edges incident to $V_\partial \cup F_\partial$, and let $\sigma_\partial$ denote the restriction of $\sigma$ to $E_\partial$. Define

$$w_\partial^{\text{lit}}(\sigma_\partial) \equiv \prod_{v \in V_\partial} \hat{\Phi}(\sigma_{\delta v}) \prod_{a \in F_\partial} \hat{\Phi}((\sigma \oplus \lambda)_{\delta a}) \prod_{e \in E_\partial} \hat{\Phi}(\sigma_e).$$

Then the overall weight $w_\varphi^{\text{lit}}(\sigma)$ of $\sigma$ factorizes as

$$w_\varphi^{\text{lit}}(\sigma) = w_\partial^{\text{lit}}(\sigma_\partial)w_N^{\text{lit}}(\sigma_N|\Lambda_N).$$

Let $\delta N$ denote the boundary edges of $N$, and let $\hat{h}_\text{tree}(\sigma_{\delta N})$ be the empirical measure of the spins $(\sigma_e)_{e \in \delta N}$. Given initial state $(\mathcal{G}, \sigma, Y)$, we take one step of the Markov chain as follows:

1. Sample a new pair $(\Lambda_\varphi, \zeta_N)$ from the probability measure

$$p((\Lambda_\varphi, \zeta_N) | (\Lambda_N, \sigma_N)) = \frac{1}{z} \mathbf{1}\{\hat{h}_\text{tree}(\sigma_{\delta N}) = \hat{h}_\text{tree}(\zeta_{\delta N})\}w_N^{\text{lit}}(\zeta_N|\Lambda_\varphi)^\lambda$$

where $z$ denotes the normalizing constant, which depends on $|N|$ and $\hat{h}_\text{tree}(\sigma_{\delta N})$.

2. If $e = (\hat{e}, \hat{e})$ then denote

$$\hat{\sigma}_e \equiv \hat{\sigma}(\hat{e}) \equiv \hat{\sigma}(\hat{e}).$$

Each edge $e \in E$ pairs some $\hat{e}_i$ with some $\hat{e}_{m(i)}$, for some permutation $m : [nd] \to [nd]$. Let $B$ denote the subset of indices $i \in [nd]$ such that $(\hat{e}_i, \hat{e}_{m(i)}) \in \delta N$. Now consider the set $M = M(\mathcal{G}, Y, \sigma, \zeta)$ of permutations $m' : [nd] \to [nd]$ such that

$$m'(i) = m(i) \text{ for all } i \in [nd] \setminus B, \quad \hat{\sigma}(\hat{e}_i) = \zeta(\hat{e}_{m'(i)}) \text{ for all } i \in B.$$  \hfill (2.5.3)

Sample $M$ uniformly at random from $M$. Let $\mathcal{G}'$ be the new graph formed from $\mathcal{G}$ by replacing $\Lambda_N$ with $\Lambda_\varphi$, and replacing $m$ with $M$.

3. For each $e \in \delta N$, let $n(e)$ denote the depth-2T neighborhood of $v(e)$ in the graph $\mathcal{G}\setminus\{a(e)\}$, including the edge $e$ which we regard as the root of $n(e)$. Let

$$\zeta_{n(e)}(e) \equiv \text{update}(\sigma_{n(e)}, \zeta_e; n(e));$$

note that, since $\sigma$ is a valid $T$-coloring, $\zeta_{n(e)}$ and $\sigma_{n(e)}$ must agree at the boundary of $n(e)$. For any edge $e'$ which does not appear in $N$ or any of the trees $n(e)$, define $\zeta_{e'} = \sigma_{e'}$.

The state of the Markov chain after one step is $(\mathcal{G}', \zeta, Y)$. See Figure 2.5.2.

**Lemma 2.5.7.** Suppose we have a measure $\mathbb{P}(Y|\mathcal{G})$ such that, whenever the tuples $(\mathcal{G}, Y, \sigma)$ and $(\mathcal{G}', Y, \zeta)$ belong to the same orbit of the Markov chain, it holds that

$$\mathbb{P}(Y|\mathcal{G}) = \mathbb{P}(Y|\mathcal{G}').$$

A reversing measure for the Markov chain is then given by

$$\mu(\mathcal{G}, \sigma, Y) = \mathbb{P}(\mathcal{G}|Y)\mathbb{P}(Y|\mathcal{G})w_\varphi^{\text{lit}}(\sigma)^\lambda$$
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(a) \((G, Y, \sigma)\)

(b) \((G', Y, \sigma')\)

Figure 2.5.2: \((G, Y, \sigma)\) to \((G', Y, \sigma')\).

Proof. Started from \(A = (G, \sigma, Y)\), let \(\pi(a, b)\) denote the chance to reach state \(B = (G', \zeta, Y)\) in one step of the Markov chain:

\[
\pi(A, B) = \frac{p(\nu_N', \zeta_N) | (\nu_N, \sigma_N))}{\mu(A, B)}
\]

for \(M\) as defined in (2.5.3). The size of \(M\) can be expressed as a function of \((|Y|, \hat{h})\) only, so \(|M(A, B)| = |M(B, A)|\). It follows that

\[
\mu(A)\pi(A, B) / \mu(B)\pi(B, A) = \frac{w^{\nu_N'}(\sigma_N')^\lambda p(\nu_N', \zeta_N) | (\nu_N, \sigma_N))}{w^{\nu_N}(\zeta_N')^\lambda p(\nu_N, \sigma_N) | (\nu_N, \sigma_N))}
\]

\[
= \frac{w^{\nu_N'}(\sigma_N')^\lambda w^{\nu_N}(\sigma_N) | (\nu_N, \sigma_N))}{w^{\nu_N}(\zeta_N')^\lambda w^{\nu_N}(\zeta_N) | (\nu_N, \sigma_N))}
\]

\[
= \frac{w^{\nu_N'}(\sigma_N')^\lambda}{w^{\nu_N}(\zeta_N')^\lambda},
\]

using (2.5.2). It follows from Lemma 2.5.5 that this ratio equals one, which proves reversibility. (We remark that since the Markov chain breaks up into many disjoint orbits, the reversing measure is not unique.)

\(\square\)
Let $A$ be any subset of the state space, and let $B$ denote the set of states reachable from $A$ in one step of the chain. Then reversibility implies

$$
\mu(A) = \sum_{A \in A} \sum_{B \in B} \mu(A) \pi(A, B) = \sum_{A \in A} \sum_{B \in B} \mu(B) \pi(B, A) \leq \mu(B) \max_{B \in B} \pi(B, A). \quad (2.5.5)
$$

### 2.5.3 From graph to tree optimizations

Given $\mathcal{G} = (V, F, E)$, a valid coloring $\sigma$ on $\mathcal{G}$, and a nonempty subset of variables $Y \subseteq V$, we define

$$
H^{\text{samp}} \equiv H^{\text{samp}}(\mathcal{G}, \sigma, Y) \equiv H^{\text{samp}}(G, \sigma, Y) \equiv (\hat{H}^{\text{samp}}, \hat{H}^{\text{samp}}, \hat{H}^{\text{samp}})
$$

which records the empirical distribution of $\sigma$ near $Y$, as follows. For $v \in Y$ and $e \in \delta v$, let $1 \leq j(e) \leq k$ denote the index of $e$ in $\delta a(e)$. Let

$$
\begin{align*}
\hat{H}^{\text{samp}}(\zeta) &= |\{v \in Y : \sigma_{\delta v} = \zeta\}|/|Y|, \\
\hat{H}^{\text{samp}}(\zeta, x) &= |\{(v, e) : v \in Y, e \in \delta v, (\sigma_{\delta a(e)})^{(j(e))} = \zeta, \xi/(d|Y|), \zeta \in \Omega^d, \xi \in \Omega^k, \sigma \in \Omega,
\end{align*}
$$

where $(\sigma_{\delta a})^{(j)}$ is the rotation of $\sigma_{\delta a}$ in which the $j$-th entry appears first (Definition 2.5.2).

We then define $\hat{h} = \hat{h}^{\text{tree}}(H^{\text{samp}})$ as the empirical measure of $\hat{\sigma}$ on the edges $\delta a(e) \setminus e$, for $e \in \delta v$:

$$
\hat{h}^{\text{tree}}(\hat{\sigma}) = (k - 1)^{-1} \sum_{\zeta \in \Omega^k} \hat{H}(\zeta) \sum_{i=2}^k 1\{\zeta_i = \hat{\sigma}\}, \quad \hat{\sigma} \in \hat{\Omega}.
$$

It is clear that $H^{\text{samp}}(\mathcal{G}, \sigma, Y)$ can be expressed as a function of $\sigma_N$, and from now on we indicate this relation by

$$
H^{\text{samp}}(\mathcal{G}, \sigma, Y) = H(\sigma_N).
$$

Let $\mathbb{E}Z_N(H^{\text{samp}})$ denote the total weight of pairs $(L_N, \sigma_N)$ which are consistent with $H^{\text{samp}}$, normalized by the number of literal assignments:

$$
\mathbb{E}Z_N(H^{\text{samp}}) \equiv \frac{1}{2^{|N|dK}} \sum_{\sigma_N} 1\{H(\sigma_N) = H^{\text{samp}}\} \sum_{L_N} w_N^{\text{lit}}(\sigma_N|L_N)^\lambda.
$$

Clearly, this depends on $N$ only through $s = |N|$, so we denote $\mathbb{E}Z_s(H^{\text{samp}}) \equiv \mathbb{E}Z_N(H^{\text{samp}})$. The following lemma gives an explicit calculation of $\mathbb{E}Z_s(H^{\text{samp}})$.

**Lemma 2.5.8.** With $\Phi$ as in Remark 2.3.1,

$$
\mathbb{E}Z_s(H^{\text{samp}}) = \left(\frac{s}{dKH^{\text{samp}}}\right) \Phi^{sKH^{\text{samp}}} \Phi^{sKH^{\text{samp}}} \Phi^{sKH^{\text{samp}}} .
$$

This equals $s^{O(1)} \exp\{s\Lambda(H^{\text{samp}})\}$ where $\Lambda$ is given by Definition 2.5.1, and is concave in $H$. 

This representation also explains clearly why $\Lambda$ similarly as $\Lambda$ for the following alternative equivalent of $\sum_{\nu}$ in Figure 2.5.3. We use $L$ on colorings of $D$ where $\hat{\Phi}$ is as in Remark 2.3.1. If $|\mathcal{E}|$ function $\Lambda$ yields the asymptotic expansion $\mathbb{E}Z_s(H^{\text{samp}}) = s^{O(1)} \exp\{s\Lambda(H^{\text{samp}})\}$. The function $\Lambda(H)$ is the sum of $\Theta(H)$ and the linear function $s(H)\lambda$, and we claim that $\Theta$ is concave. To see this, recall that $H = H^{\text{samp}}$ must satisfy

$$H(\sigma) = \sum_{\zeta \in \Omega^k} \hat{H}(\zeta) 1\{\zeta_1 = \sigma\}.$$

Let $\hat{H}_\sigma(\zeta)$ denote the probability of $\zeta$ under $H$, conditioned on $\zeta_1 = \sigma$. Then

$$\Theta(H) = \mathcal{H}(\hat{H}) + d \sum_{\sigma} \hat{H}(\sigma)\mathcal{H}(\hat{H}_\sigma) + \nu(H).$$

The entropy function $\mathcal{H}$ is concave, so this proves that $\Theta$ is indeed concave. \hfill \Box

**Remark 2.5.9.** An equivalent characterization of $\Lambda$ is as follows. Recall that $N$ consists of $s$ disjoint trees $N(v_1), \ldots, N(v_s)$ where each $N(v_s)$ is a copy of the depth-one tree $D$ depicted in Figure 2.5.3. We use $\mathcal{L}(D)$ to denote the set of boundary edges $e \in \delta a \backslash (av), a \in \partial v$, so $|\mathcal{L}(D)| = d(k-1)$. Both $N$ and $D$ do not include edge literals. The natural weight function on colorings of $D$ is defined by

$$w_D(\sigma_D) = \hat{\Phi}(\sigma_{\delta v}) \prod_{e \in \delta v} \left\{ \Phi(\sigma_{e})\hat{\Phi}(\sigma_{\delta a(e)}) \right\},$$

where $\hat{\Phi}$ is as in Remark 2.3.1. If $\nu$ is a probability measure over colorings $\sigma_D$, then we denote $H(\nu) = (\hat{H}, \hat{H}, \hat{H})$ where (cf. (2.5.6))

$$\hat{H}(\zeta) = \nu(\sigma_{\delta v} = \zeta), \quad \hat{H}(\xi) = d^{-1} \sum_{e \in \delta v} \nu((\sigma_{\delta a(e)})^{j(e)} = \xi), \quad \hat{H}(\sigma) = d^{-1} \sum_{e \in \delta v} \nu(\sigma_e = \sigma).$$

Let $Z_s(\nu)$ be the contribution to $Z_s(H^{\text{samp}})$ from colorings $\sigma_N$ with empirical measure $\nu$ — that is, colorings $\sigma_N$ satisfying $s\nu(\sigma_D) = |\{i \in [s] : \sigma_N(v_i) = \sigma_D\}|$ for all $\sigma_D$. Using multi-index notation as before, we have

$$\mathbb{E}Z_s(\nu) = \binom{s}{s\nu} (w_D)^{\lambda\nu} = s^{O(1)} \exp\{\mathcal{H}(\nu) + \lambda(\ln w_D, \nu)\}.$$

Summing over all $\nu$ such that $s\nu$ is integer-valued and $H(\nu) = H^{\text{samp}}$ gives

$$\mathbb{E}Z_s(H^{\text{samp}}) = \sum_\nu \mathbb{E}Z_s(\nu) = s^{O(1)} \exp\{n\Lambda(H^{\text{samp}})\}$$

for the following alternative equivalent of $\Lambda$:

$$\Lambda(H^{\text{samp}}) = \sup\{\mathcal{H}(\nu) + \lambda(\ln w_D, \nu) : H(\nu) = H^{\text{samp}}\}.$$

This representation also explains clearly why $\Lambda$ is concave. Lastly, note we can express $\Lambda^{\text{opt}}$ similarly as $\Lambda^{\text{opt}}(\nu) = \sup\{\mathcal{H}(\nu) + \lambda(\ln w_D, \nu) : \hat{h}^{\text{tree}}(H(\nu)) = H^{\text{samp}}\}.$
Proposition 2.5.10. Let \( A(H) \) be the set of tuples \((\mathcal{G}, \sigma, Y)\) such that \( \sigma \) is a valid \( T \)-coloring on \( \mathcal{G} \) with empirical measure \( H \), and \( Y \) is a subset of \( V \) satisfying (2.5.1) as well as
\[
\eta \leq |Y| \leq 6\eta \quad \text{and} \quad \|H^\text{samp}(\mathcal{G}, \sigma, Y) - H^\text{sym}\| \leq (\ln \ln n)^{-1/2}.
\]
Suppose we define an exceptional set of graphs \( \mathcal{B} \) with \( \mathbb{P}(\mathcal{B}) \leq \exp\{-n(\ln n)^{1/2}\} \), and a law \( \mathbb{P}(Y|\mathcal{G}) \) such that for all \( \mathcal{G} \notin \mathcal{B} \) and all \( \sigma \) with \( H(\mathcal{G}, \sigma) = H \), we have
\[
\mathbb{P}(A(H)|((\mathcal{G}, \sigma), Y)) = \sum_Y \mathbb{P}(Y|\mathcal{G}) \mathbf{1}\{((\mathcal{G}, \sigma, Y) \in A(H)) \geq \frac{1}{2}, \tag{2.5.7}
\]
Then the expected weight of colorings with empirical measure \( H \) satisfies
\[
\mathbb{E}Z(H) \leq e^{O(n)} \max \left\{ \mathbb{E}Z\left(H'\right) : \|H' - H\|_1 \leq \epsilon (dk)^2 T \right\} \exp\{n \min \{\Xi(H') : \|H' - H^\text{sym}\|_1 \leq (\ln \ln n)^{-1/2}\}\}.
\]
Proof. Since \( Z(H) \leq 2^n \),
\[
\mathbb{E}Z(H) \leq \mathbb{E}[Z(H); \mathcal{G} \notin \mathcal{B}] + \exp\{-\Omega(n(\ln n)^{1/2})\}.
\]
Since we only consider measures \( H \) for which \( F(H) > -\infty \), the right-hand side above is dominated by the contribution from \( \mathcal{G} \notin \mathcal{B} \). Next recall from Lemma 2.5.7 the reversing measure \( \mu(\mathcal{G}, \sigma, Y) \). Applying assumption (2.5.7),
\[
\mathbb{E}Z(H) \leq 2\mathbb{E}[Z(H); \mathcal{G} \notin \mathcal{B}] = 2 \sum_{\mathcal{G} \notin \mathcal{B}} \mathbb{P}(\mathcal{G}) \sum_{\sigma} w_{\mathcal{G}}^{\text{lit}}(\sigma)^{\lambda} \leq 4\mu(A(H)).
\]
We now apply (2.5.5), writing \( B(H) \) for the set of states \( b = (\mathcal{G}', \sigma', Y') \) reachable from \( A(H) \) in one step of the Markov chain. First note that if \( b \in B(H) \) then \( H' = H(\mathcal{G}', \sigma', Y') \) must satisfy (crudely) \( \|H' - H\| \leq \epsilon (dk)^2 T \), so summing over the \( \epsilon (dk)^2 T \)-neighborhood of \( H \),
\[
\mu(B(H)) \leq s^{O(1)} \max \{\mathbb{E}Z(H') : \|H' - H\| \leq \epsilon (dk)^2 T\}.
\]
Next, writing \( s = |Y'| \), we have
\[
\pi(b, A(H)) = \frac{Z_s(H^\text{samp})}{\sum_{H''} Z_s(H'') \mathbf{1}\{h^\text{tree}(H'') = h^\text{tree}(H^\text{samp})\}},
\]
where \( H'' \) represents \( H^\text{samp}(\mathcal{G}', \sigma', Y') \). Applying Lemma 2.5.8 gives
\[
\pi(b, A(H)) \leq s^{O(1)} \exp\{s[A(H^\text{samp}) - A^\text{opt}(h^\text{tree}(H^\text{samp}))]\}.
\]
Recalling \( \|H^\text{samp} - H^\text{sym}\| \leq (\ln \ln n)^{-1/2} \) and \( \eta \leq s \leq 6\eta \), the result follows. \( \blacksquare \)
2.5.4 Sampling

We now define the law $P(Y|G)$ and verify condition (2.5.7). To this end, given $G = (V, F, E)$, let $V_t \subseteq V$ be the subset of variables $v \in V$ such that the $t$-neighborhood $B_t(v)$ around $v$ is a tree. Recall the following form of the Chernoff bound: if $X$ is a binomial random variable with mean $\mu$, then for all $t \geq 1$ we have

$$P(X \geq t\mu) \leq \exp\{-t\mu \ln(t/e)\}. \quad (2.5.8)$$

Lemma 2.5.11. If $G = (V, F, E)$ is sampled from the $(d, k)$-regular configuration model, then for any fixed $t$ it holds for $n \geq n_*(t)$ that

$$P(|V \setminus V_t| \geq n(\ln \ln n)^{-1}) \leq \exp\{-n(\ln n)^{1/2}\}.$$ 

Proof. Let $\gamma$ count the total number of cycles in $G$ of length at most $2t$. If $v \notin V_t$ then $v$ must certainly lie within distance $t$ of one of these cycles, so crudely we have

$$|V \setminus V_t| \leq 2t(dk)^t \gamma. \quad (2.5.9)$$

Consider breadth-first search exploration in $G$ started from an arbitrary variable, say $v = 1$. At each step of the exploration we reveal one edge, so the exploration takes $nd$ steps total. Conditioned on everything revealed in the first $t$ steps, the chance that the edge revealed at step $t + 1$ will form a new cycle of length $\leq 2t$ is upper bounded by

$$\frac{(dk)^t}{nd - t}.$$ 

It follows that the total number of cycles revealed up to time $nd(1 - \delta)$ is stochastically dominated by a binomial random variable

$$\gamma' \sim \text{Bin}\left(nd(1 - \delta), \frac{(dk)^t}{nd\delta}\right).$$

The final $nd\delta$ exploration steps can form at most $nd\delta$ new cycles, so $\gamma \leq \gamma' + nd\delta$. Applying (2.5.8) with $\delta = (\ln \ln n)^{-2}$,

$$P(\gamma \geq 2nd\delta) \leq P(\gamma' \geq nd\delta) \leq \exp\left\{-nd\delta \ln \frac{nd\delta^2}{e(dk)^t}\right\} \leq \exp\{-n(\ln n)^{1/2}\}$$

for large enough $n$. Recalling (2.5.9) gives the claimed bound. \qed

Recalling Proposition 2.5.10, let $B$ be the set of graphs $G$ for which $|V \setminus V_t| \geq n/2$. For $G \notin B$, take i.i.d. random variables $I_v \sim \text{Ber}(\epsilon')$ indexed by $v \in V_t$ for some $\epsilon'$ to be determined, and let

$$Y_v = 1\{I_v = 1\}, \text{ and } I_u = 0 \text{ for all } u \in B_t(v) \setminus \{v\}, \quad \epsilon = \frac{1}{2} \mathbb{E} Y_v. \quad (2.5.10)$$
We define $\mathbb{P}(Y|\mathcal{G})$ to be the law of the set $Y = \{v \in V_t : Y_v = 1\}$, with $t = 4T$. Given a valid coloring $\sigma$ on $\mathcal{G} = (V, F, E)$, define (cf. (2.5.6))

$$
\hat{X}_v(\zeta) = 1\{\sigma_{\delta_v} = \zeta\}, \quad \zeta \in \Omega^d,
$$

$$
\hat{X}_v(\xi) = |\{e \in \delta_v : (\sigma_{\delta a(e)})^{j(e)} = \xi\}|, \quad \xi \in \Omega^k,
$$

$$
\hat{X}_v(\sigma) = |\{(a, e) : a \in \delta v, e \in \delta a \setminus (av), \sigma_e = \sigma\}|, \quad \sigma \in \Omega.
$$

**Lemma 2.5.12.** Fix $(\mathcal{G}, \sigma)$ and let $n' = |V_t| < n/2$. Then for all $x > 4|n - n'|$ we have the concentration bounds

$$
\mathbb{P}\left(\left|\sum_{v \in V_t} Y_v - n'\epsilon\right| \geq x\right) \leq \exp\left\{-\frac{x^2}{8n'(dk)^2t}\right\}
$$

$$
\mathbb{P}\left(\left|\sum_{v \in V_t} Y_v\hat{X}_v(\zeta) - n'\epsilon\hat{H}(\zeta)\right| \geq x\right) \leq \exp\left\{-\frac{x^2}{8n'(dk)^2t}\right\}
$$

$$
\mathbb{P}\left(\left|\frac{1}{d}\sum_{v \in V_t} Y_v\hat{X}_v(\xi) - n'\epsilon\hat{H}^\text{sym}(\xi)\right| \geq x\right) \leq \exp\left\{-\frac{x^2}{8n'(dk)^2t + 1}\right\}
$$

$$
\mathbb{P}\left(\left|\frac{1}{d(k - 1)}\sum_{v \in V_t} Y_v\hat{X}_v(\sigma) - n'\epsilon\hat{H}(\sigma)\right| \geq x\right) \leq \exp\left\{-\frac{x^2}{8n'(dk)^2t + 1}\right\}
$$

**Proof.** Assume without loss that $V_t = [n'] \equiv \{1, \ldots, n'\}$, and for $0 \leq s \leq n'$ let $\mathcal{F}_s$ denote the sigma-field generated by $Y_1, \ldots, Y_s$. Let

$$
S = \sum_{v \in n'} A_v Y_v, \quad M_s = \mathbb{E}[S|\mathcal{F}_s]
$$

where we take different values of $A_v$ for the various bounds:

$$
A_v = 1, \quad A_v = \hat{X}_v(\zeta), \quad A_v = \hat{X}_v(\xi), \quad A_v = \hat{X}_v(\sigma).
$$

We emphasize that $\mathcal{G}$ and $\sigma$ are fixed, so the only randomness is in the $Y$’s:

$$
M_s = \sum_{v \in n'} A_v\mathbb{E}[Y_v|\mathcal{F}_s].
$$

If $v$ lies at distance greater than $2t$ from any variable in $[s] \equiv \{1, \ldots, s\}$, then

$$
\mathbb{E}[Y_v|\mathcal{F}_s] = \mathbb{E}[Y_v] = 2\epsilon.
$$

More generally, $\mathbb{E}[Y_v|\mathcal{F}_s]$ is a measurable function of all the $Y_w$ values for $w \in [s] \cap B_{2t}(v)$. Therefore the only possibility for $\mathbb{E}[Y_v|\mathcal{F}_{s+1}] \neq \mathbb{E}[Y_v|\mathcal{F}_s]$ is that $[s + 1] \cap B_{2t}(v)$ differs from $[s] \cap B_{2t}(v)$, which implies in particular that $v \in B_{2t}(s + 1)$. The number of such $v$ is at most $(dk)^t$, so we conclude

$$
|M_{s+1} - M_s| \leq (dk)^t\|A\|_\infty.
$$
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It follows by the Azuma–Hoeffding martingale inequality that
\[
P(S - ES \geq x) \leq \exp \left\{ - \frac{x^2}{2n'(dk)^2\|A\|_x^2} \right\},
\]
and the claimed bounds follow from the fact that removing \(n - n' < n/2\) vertices from a graph can change the empirical measure by at most \(2(n - n')/n\).

**Proof of Theorem 2.5.3.** Take \(\epsilon' > 0\) small enough such that the resulting \(\epsilon\) defined by (2.5.10) satisfies \(6\epsilon(dk)^{2T} < 1\). It then follows from Lemmas 2.5.11 and 2.5.12 that the conditions of Proposition 2.5.10 are satisfied by taking \(B\) to be the set of graphs with \(|V_i| \geq n(\ln \ln n)^{-1}\), and \(P(Y|\mathcal{G})\) to be the law of \(Y = \{v \in V_i : Y_v = 1\}\), for \(Y_v\) as given by (2.5.10).

\[
\text{2.6 Tree optimization problem}
\]

In this section we give the analysis of \(\Xi(H)\) (Definition 2.5.1 and Theorem 2.5.3). Recall from (2.3.11) the definition of \(N_{\*}\), and from (2.3.12) the definition of \(H_{\*}\).

**Proposition 2.6.1.** For \(\Xi, \Xi_2\) as defined by (2.3.9) and (2.3.14), we have
(a) On \(\{H \in N_* : H = H^{\text{sym}}\}\), \(\Xi\) is uniquely minimized at \(H = H_{\*}\), with \(\Xi(H_{\*}) = 0\).
(b) On \(\{H \in N_{\text{sep}} : H = H^{\text{sym}}\}\), \(\Xi_2\) is uniquely minimized at \(H = H_{\ominus}\), with \(\Xi_2(H_{\ominus}) = 0\).

**Proposition 2.6.2.** There exists a positive constant \(\epsilon = \epsilon(k)\) such that
\[
\Xi(H) \geq \epsilon\|H - H_{\*}\|^2 \quad \text{for all} \quad \|H - H_{\*}\| \leq \epsilon,
\]
\[
\Xi_2(H) \geq \epsilon\|H - H_{\ominus}\|^2 \quad \text{for all} \quad \|H - H_{\ominus}\| \leq \epsilon.
\]

**2.6.1 Uniqueness of minimizer**

We now outline the proof of Proposition 2.6.1. Let \(\nu\) be any probability measure over colorings of the depth-one \(\mathcal{D}\) (Figure 2.5.3). Recall from Remark 2.5.9 that
\[
\Lambda^\text{opt}(h) = \sup\{\mathcal{H}(\nu) + \lambda\langle \ln w_{D}, \nu \rangle : \mathcal{H}(\nu) = H\},
\]
\[
\Lambda(h^{\text{tree}}) = \sup\{\mathcal{H}(\nu) + \lambda\langle \ln w_{D}, \nu \rangle : h^{\text{tree}}(H(\nu)) = h\}.
\]
The mappings \(\nu \mapsto H(\nu)\) and \(\nu \mapsto h^{\text{tree}}(H(\nu))\) are linear, so we are in the setting of Section 2.11. The discussion in that section (see in particular Remark 2.11.7) implies the following: there is a unique measure \(\nu = \nu^\text{opt}(h)\) achieving the maximum in \(\Lambda^\text{opt}(h)\), and there exists a probability measure \(\hat{\nu}\) on \(\hat{\Omega}\) such that
\[
\nu(\sigma) = [\nu^{\text{bd}}(\hat{\nu})](\sigma) = \frac{1}{Z} \left\{ \Phi(\sigma_{\delta v}) \prod_{a \in \delta v} [\Phi(\sigma_{av})]^{\lambda} \right\} \prod_{e \in \xi(\mathcal{D})} \hat{\nu}(\sigma_{e}), \quad (2.6.1)
\]
with $Z$ the normalizing constant. Likewise, in the second moment there is a unique measure 
\[ \nu = \nu_2^\text{opt}(\hat{h}) \] 
achieving the maximum in $\Lambda_2^\text{opt}(\hat{h})$, and there exists a probability measure $\hat{q}$ on 
$\Omega^2$ such that 
\[ \nu(\sigma) = [\nu_2^\text{bd}(\hat{q})](\sigma) \equiv \frac{1}{Z} \left\{ \phi_2(\sigma_\nu) \prod_{a \in \nu} [\phi_2(\sigma_\nu \phi_2(\sigma_\nu))] \right\} \prod_{e \in \mathcal{E}(\Omega)} \hat{q}(\hat{\sigma}_e). \] (2.6.2)

In each case, although $\nu^\text{opt}(\hat{h})$ is uniquely determined by $\hat{h}$, $\hat{q}$ need not be if the constraints 
are rank-deficient. Nevertheless we shall proceed simply from the existence of some $\hat{q}$.

**Lemma 2.6.3.** $\Xi(H_\ast) = 0$ and $\Xi_2(H_\otimes) = 0$.

**Lemma 2.6.4.** Zeros of $\Xi, \Xi_2$ correspond to BP fixed points, as follows:

(a) Suppose $\nu = \nu_2^\text{opt}(\hat{h}_\text{tree}(H)) = \nu_2^\text{bd}(\hat{q})$, and let $\mu = \mu_2^\text{opt}(H)$ be the optimizer for $\Lambda(H)$. If 
$H \in \mathcal{N}_\circ$ with $H = H^\text{sym}$ and $\Xi(H) = 0$, then $\mu = \nu$ and $\text{BP}\hat{q} = \hat{q}$.

(b) Suppose $\nu = \nu_2^\text{opt}(\hat{h}_\text{tree}(H)) = \nu_2^\text{bd}(\hat{q})$, and let $\mu = \mu_2^\text{opt}(H)$ be the optimizer for $\Lambda_2(H)$. If 
$H \in \mathcal{N}_\text{sep}$ with $H = H^\text{sym}$ and $\Xi_2(H) = 0$, then $\mu = \nu$ and $\text{BP}\hat{q} = \hat{q}$.

**Lemma 2.6.5.** The fixed points of Lemma 2.6.4 correspond to $\hat{q}_\ast$:

(a) If $H \in \mathcal{N}_\circ$ and $\nu = \nu_2^\text{opt}(\hat{h}_\text{tree}(H)) = \nu_2^\text{bd}(\hat{q})$ with $\hat{q} = \text{BP}\hat{q}$, then $\hat{q} = \hat{q}_\ast$.

(b) If $H \in \mathcal{N}_\text{sep}$ and $\nu = \nu_2^\text{opt}(\hat{h}_\text{tree}(H)) = \nu_2^\text{bd}(\hat{q})$ with $\hat{q} = \text{BP}\hat{q}$, then $\hat{q} = \hat{q}_\ast \otimes \hat{q}_\ast$.

**Proof of Proposition 2.6.1.** From Lemma 2.6.3, it suffices to show that if $H \in \mathcal{N}_\circ$ with 
$H = H^\text{sym}$ and $\Xi(H) = 0$, then $H = H_\ast$. From Lemmas 2.6.4 and 2.6.5, $\nu = \nu_2^\text{opt}(\hat{h}_\text{tree}(H))$ 
and $\mu = \mu_2^\text{opt}(H)$ are equal, and can be expressed via (2.6.1) in terms of $\hat{q} = \hat{q}_\ast$. It follows 
that $H = H(\mu) = H_\ast$ as claimed. \qed

**Proof of Lemma 2.6.3.** As we noted above, $\nu_2^\text{opt}(\hat{h})$ can be expressed via (2.6.1) in terms of 
$\hat{q}$, but $\hat{q}$ is not uniquely determined by $\hat{h}$ if the constraints are rank-deficient. However, if $\hat{h}$ is 
a strictly positive measure on $\hat{\Omega}$, then it is straightforward to check that the constraints are 
of full rank, so $\hat{q}$ is unique. Let $\nu_\ast$ denote the measure given by (2.6.1) with $\hat{q} = \hat{q}_\ast$. It is easy 
to check, from the proof of Proposition 2.4.2, that $\hat{q}_\ast$ is fully supported on $\hat{\Omega}_T$. Therefore 
$H(\nu_\ast) = H_\ast$ and $\hat{h}_\text{tree}(H(\nu_\ast)) = \hat{h}_\text{tree}(H_\ast)$, and these are strictly positive. It follows that $\nu_\ast$ 
is the (unique) optimizer for both $\Lambda(H_\ast)$ and $\Lambda_2^\text{opt}(\hat{h}_\text{tree}(H_\ast))$, which proves $\Xi(H_\ast) = 0$. \qed

**Proof of Lemma 2.6.4.** Note that $\Lambda(H)$ is an optimum over a subset of the measures $\nu$ which 
are considered for $\Lambda_2^\text{opt}(\hat{h}_\text{tree}(H))$. Let $\mu = \mu_2^\text{opt}(H)$ be the (unique) optimizer for $\Lambda(H)$, and 
write $\nu = \nu_2^\text{opt}(\hat{h}_\text{tree}(H))$. Since $\nu$ is the unique optimizer in $\Lambda_2^\text{opt}(\hat{h}_\text{tree}(H))$, we have $\Xi(H) = 0$ 
if and only if $\mu = \nu$. In this case, since $H(\mu) = H$ with $H = H^\text{sym}$, the same must hold for
$H(\nu)$. Recall $H = H^{\text{sym}}$ means that $\hat{H}$ is rotationally symmetric. We can take a marginal of (2.6.1) to obtain an expression for $\hat{H}$: in the first-moment calculation,

$$\hat{H}(\sigma) = (\hat{z})^{-1} \hat{\Phi}(\sigma)((\text{BP}\hat{q})(\sigma_1)) \prod_{i=2}^{k} \hat{q}(\sigma_i), \quad \sigma \in \Omega^k.$$ 

The analogous expression holds in the second moment. We now claim that for the above measure $\hat{H}$ to be symmetric, we must have $\text{BP}\hat{q} = \hat{q}$. Note that if $\hat{\Phi}$ were fully supported on $\Omega^k$, and both $\hat{q}$ and $\text{BP}\hat{q}$ were fully supported on $\Omega$, the claim would be obvious. Since $\hat{\Phi}$ is certainly not fully supported, and we also do not know a priori whether $\hat{q}$ and $\text{BP}\hat{q}$ are fully supported, the claim requires some argument, which differs slightly between the first- and second-moment cases:

1. In the first moment, Lemma 2.3.6 implies that $\hat{q}(\sigma)$ is positive for at least one $\sigma \in \{b_0, b_1\}$. Assume without loss that $\hat{q}(b_0)$ is positive; it follows that $(\text{BP}\hat{q})(\sigma)$ is positive for both $\sigma = b_0, b_1$. For any $\sigma \in \Omega$, there exists $\hat{\sigma}$ such that

$$\hat{\Phi}((\hat{\sigma}, \hat{\sigma}), b_0, \ldots, b_0) > 0. \quad (2.6.3)$$

The symmetry of $\hat{H}$ then gives the relation

$$\frac{(\text{BP}\hat{q})(\sigma)}{(\text{BP}\hat{q})(b_0)} = \frac{\hat{q}(\sigma)}{\hat{q}(b_0)},$$

so it follows that $\text{BP}\hat{q} = \hat{q}$ in the first moment.

2. In the second moment, since we restrict to $H \in \mathcal{N}_{\text{sep}}$, $\hat{q}(\sigma)$ is positive for at least one $\sigma \in \{b_0, b_1\}^2$. Assume without loss that $\hat{q}(b_0b_0)$ is positive. For any $\sigma \notin \{r_0r_1, r_1r_0\}$, there exists $\sigma$ such that the second-moment analogue of (2.6.3) holds. The preceding argument gives

$$\frac{(\text{BP}\hat{q})(\sigma)}{(\text{BP}\hat{q})(b_0b_0)} = \frac{\hat{q}(\sigma)}{\hat{q}(b_0b_0)} \quad \text{for all } \sigma \notin \{r_0r_1, r_1r_0\}.$$ 

Since $(\text{BP}\hat{q})(\sigma)$ is positive for all $\sigma \in \{b_0, b_1\}^2$, it follows that the same holds for $\hat{q}$, so

$$\frac{(\text{BP}\hat{q})(\sigma)}{(\text{BP}\hat{q})(b_0b_1)} = \frac{\hat{q}(\sigma)}{\hat{q}(b_0b_1)} \quad \text{for all } \sigma \notin \{r_0r_0, r_1r_1\}.$$  

Combining these, we have for $\sigma \in \{r_0r_1, r_1r_0\}$ that

$$\frac{(\text{BP}\hat{q})(\sigma)}{(\text{BP}\hat{q})(b_0b_0)} = \frac{(\text{BP}\hat{q})(\sigma)}{(\text{BP}\hat{q})(b_0b_1)} \frac{(\text{BP}\hat{q})(b_0b_1)}{(\text{BP}\hat{q})(b_0b_0)} = \frac{\hat{q}(\sigma)}{\hat{q}(b_0b_0)},$$

and this proves $\text{BP}\hat{q} = \hat{q}$ in the second moment.
Altogether, the above proves in both the first- and second-moment settings that \( \hat{q} \) is a BP fixed point.

**Proof of Lemma 2.6.5.** It suffices to prove that \( \hat{q} \in \Gamma \). Since by assumption \( \hat{q} = \text{BP}\hat{q} \), we must have \( \hat{q} = \hat{q}^{\text{avg}} \). We then argue separately for the first and second moment:

1. For the first moment, we must verify (2.4.5). It follows directly from the relation \( \hat{q} = \text{BP}\hat{q} \) that \( \hat{q}(r) \geq \hat{q}(b) \). Since \( H \in N_\alpha \), the majority of clauses have all blue edges, so

\[
1/2 \leq \bar{H}(b^k) \leq (\bar{z})^{-1}\hat{q}(b)^k.
\]

Next, for any \( \sigma \in \Omega^k \) which has exactly one entry free and the remaining \( k-1 \) entries blue, we must have \( \hat{q}(\sigma) \geq 1/2 \). It follows that

\[
1 \geq 2^k(\bar{H}(r) + \bar{H}(f)) \geq (\bar{z})^{-1}[\hat{q}(r) + 2^k\hat{q}(f)]\hat{q}(b)^{k-1}.
\]

Comparing the two displays above gives \( \hat{q}(r) + 2^k\hat{q}(f) \leq \hat{q}(b) \), proving \( \hat{q} \in \Gamma \).

2. For the second moment, we must verify (2.4.6). Condition (c) is immediate from the relation \( \hat{q} = \text{BP}\hat{q} \). From Lemma 2.4.4 it suffices to verify the condition with \( \kappa = 0 \), in which case condition (b) follows from (a). It therefore remains to verify (a). Denote

\[
B = \{b_0, b_1\}^2, \quad B_+ = \{b_0b_0, b_1b_1\} \subseteq B, \quad B_- = \{b_0b_1, b_1b_0\} \subseteq B.
\]

Since the total density of red and free edges is small, the majority of clauses must have all colors in \( B \): \( \bar{H}(B^k) = 1 - O(k/2^k) \). For any \( \sigma \in B^k \), \( \hat{q}(\sigma) = 1 - O(k/2^k) \). Therefore

\[
1 = \bar{H}(B^k) = \hat{q}(B^k)/\bar{z}.
\]

For \( H \in N_{\text{sep}} \), we have \( |\bar{H}(B_-) - \bar{H}(B_\#)| \leq k^4/2^{k/2} \). We can obtain \( \bar{H} \) as a marginal of \( \hat{H} \); using the rotational symmetry of \( \hat{H} \), we can express

\[
\bar{H}(B_-) - \bar{H}(B_\#) - \text{err}(H)
\]

\[
= \sum_{\xi = (\xi_2, \ldots, \xi_k) \in B^{k-1}} \prod_{i=2}^{k} \hat{q}(\xi_i) \left[ \sum_{\sigma \in B_-} \hat{q}(\sigma)\hat{q}(\xi) - \sum_{\sigma' \in B_\#} \hat{q}(\sigma')\hat{q}(\sigma'\xi) \right]
\]

where \( \text{err}(H) \) is the contribution from the clauses which are not all \( B \), and is bounded by \( O(k/2^k) \). Recalling \( \hat{q}(\sigma) = 1 - O(k/2^k) \) for \( \sigma \in B^k \), the right-hand side above equals

\[
\frac{\hat{q}(B)^k}{\bar{z}} \left[ O(k/2^k) + \frac{\hat{q}(B_-) - \hat{q}(B_\#)}{\hat{q}(B)} \right].
\]

Applying (2.6.4) and rearranging gives

\[
\frac{k^4}{2^{k/2}} \geq \frac{|\hat{q}(B_-) - \hat{q}(B_\#)|}{\hat{q}(B)}.
\]
It remains to show that \( \sum_{\sigma \notin B} (2^{-k})^{z(\hat{\sigma})} \hat{q}(\hat{\sigma}) = O(2^{-k})q(B) \). We will deduce this from the fact that the total fraction of clauses where \( \sigma_i \notin B \) for some \( i \in [k] \) is \( O(k/2^k) \). By rotational symmetry of \( \hat{H} \), the fraction with \( \sigma_1 \notin B \) is \( O(2^{-k}) \). Take \( \hat{\sigma} = (\hat{\sigma}^1, \hat{\sigma}^2) \in \Omega^2 \setminus B \). For \( j = 1, 2 \), let
\[
\sigma^j = \begin{cases} 
\sigma^j \\
(\sigma^j, \circ) 
\end{cases} \quad \sigma^j \in \{r, b\}, 
\]
Denote \( \sigma = (\sigma^1, \sigma^2) \). We now consider separately the cases \( r[\hat{\sigma}] = 0, 1, 2 \):

(a) If \( r[\hat{\sigma}] = 0 \), then note that for any \( \xi \in B^{k-1} \) we have \( \Phi(\sigma, \xi) = 1 \). On the other hand, using the rotational symmetry of \( \hat{H} \), the total fraction of clauses where the first incident edge has a color in \( \Omega^2 \setminus B \) is \( O(2^{-k}) \). Thus
\[
2^{-k} \geq \frac{\hat{q}(B)^k}{\hat{z}} \sum_{\sigma \notin B} 1\{r[\hat{\sigma}] = 0\} \frac{\hat{q}(\hat{\sigma})}{\hat{q}(B)} = \frac{\hat{q}(\hat{\sigma} \notin B : r[\hat{\sigma}] = 0)}{\hat{q}(B)}.
\]

(b) If \( r[\hat{\sigma}] = 1 \), then for any \( \xi \in B^{k-1} \) with at least two indices each in \( B_+ \) and \( B_- \), we have \( \Phi(\sigma, \xi) = 2^{-k} \). Thus
\[
2^{-k} \geq \frac{\hat{q}(B)^k}{\hat{z}} \sum_{\sigma \notin B} 1\{r[\hat{\sigma}] = 1\} 2^{-k} \frac{\hat{q}(\hat{\sigma})}{\hat{q}(B)} = \frac{\hat{q}(\hat{\sigma} \notin B : r[\hat{\sigma}] = 1)}{2^k \hat{q}(B)}.
\]

(c) If \( r[\hat{\sigma}] = 2 \), then
\[
2^{-k} \geq \frac{1}{\hat{z}} \sum_{\sigma \notin B} 1\{r[\hat{\sigma}] = 2\} 2^{-k} \min\{\hat{q}(B_+), \hat{q}(B_-)\}^{k-1} = \frac{\hat{q}(\hat{\sigma} \notin B : r[\hat{\sigma}] = 2)}{4^k \hat{q}(B)}
\]
Combining the above estimates verifies \( \sum_{\sigma \notin B} (2^{-k})^{z(\hat{\sigma})} \hat{q}(\hat{\sigma}) = O(2^{-k})q(B) \).

Altogether this verifies, in both the first and second moment, that \( \hat{q} \) lies in the regime for BP contraction, and consequently must equal \( \hat{q}_* \), as claimed. \( \square \)

### 2.6.2 Non-degeneracy around minimizer

**Proof of Proposition 2.6.2.** Consider \( H \) near \( H_* \), and let \( \nu = \nu^{\text{opt}}(\hat{H}^{\text{free}}(H)) \) and \( \mu = \mu^{\text{opt}}(H) \). It follows from Proposition 2.11.6 that
\[
\Xi(H) = \mathcal{K}(\mu|\nu) \geq \|\mu - \nu\|^2,
\]
so it suffices to show that \( \|\mu - \nu\| \geq \|H-H_*\| \). To this end, recall \( \nu \) can be expressed via (2.6.1) in terms of some \( \hat{q} \), while \( \nu_* \) can be expressed in terms of \( \hat{q}_* \). Thus
\[
\|\nu - \nu_*\|_1 \leq \|\hat{q} - \hat{q}_*\|_1.
\]
For $H$ in a small enough neighborhood of $H_*$, the constraints are of full rank, so $\nu^{\text{opt}}(\hat{h}_{\text{tree}}(H))$ is expressible in terms of $\hat{q}$ for $\hat{q}$ uniquely determined by $\hat{h}_{\text{tree}}(H)$, hereafter denoted $\hat{q} = \hat{q}^{\text{opt}}(H)$. In fact, we see further from (2.11.6) that $\hat{q}^{\text{opt}}$ is differentiable in a neighborhood of $H_*$. Then, since $\hat{q}^{\text{opt}}(H_*) = \hat{q}_\ast$, which lies in the interior of $\Gamma$, we must have $\hat{q}^{\text{opt}}(H) \in \Gamma$ for $H$ in some neighborhood of $H_*$. It then follows by Proposition 2.4.2 in the first moment, and by Proposition 2.4.3 in the second moment, that

$$(1 - c) \| \hat{q} - \hat{q}_\ast \|_1 \leq \| \hat{q} - \hat{q}_\ast \|_1 - \| \mathbf{B}\hat{q} \|_1 \leq \| \hat{q} - \mathbf{B}\hat{q}\|_1.$$ 

To compare $\hat{q}$ with $\mathbf{B}\hat{q}$, consider

$$\sup\{\mathcal{H}(\hat{\nu}) + \lambda \ln \Phi, \hat{\nu} : \hat{\nu}(\hat{\sigma}_i = \hat{\sigma}) = \hat{H}(\hat{\sigma}_i = \hat{\sigma}) \text{ for each } i\}.$$ 

There is a unique optimizer $\hat{\nu} = \hat{\nu}^{\text{opt}}(\hat{H})$ which can be expressed as

$$\hat{\nu}(\hat{\sigma}) \equiv \hat{\Phi}(\hat{\sigma})^\lambda \prod_{i=1}^k \hat{\gamma}_i(\hat{\sigma}_i).$$

In a neighborhood of $\hat{H}_*$, the vector $\hat{\gamma} \equiv (\hat{\gamma}_i)_i$ is uniquely determined as a smooth function of $\hat{H}$, which we denote $\hat{\gamma}^{\text{opt}}(\hat{H})$. Consequently, if we denote $\hat{H}^{\text{rot}}(\hat{\sigma}) = \hat{H}(\sigma_2, \ldots, \sigma_k, \sigma_1)$, then

$$\| \hat{q} - \mathbf{B}\hat{q}\|_1 \leq \| (\mathbf{B}\hat{q}, \hat{q}, \ldots, \hat{q}) - (\hat{q}, \mathbf{B}\hat{q}, \hat{q}, \ldots, \hat{q}) \|_1 = \| \hat{\gamma}^{\text{opt}}(\hat{H}(\nu)) - \hat{\gamma}^{\text{opt}}(\hat{H}(\nu)^{\text{rot}}) \|_1$$

$$\lesssim \| \hat{H}(\nu) - \hat{H}(\nu)^{\text{rot}} \| \leq \| \hat{H}(\nu) - \hat{H}(\mu) \| + \| \hat{H}(\mu) - \hat{H}(\nu)^{\text{rot}} \|$$

$$= 2 \| \hat{H}(\nu) - \hat{H}(\mu) \| \lesssim \| \mu - \nu \|,$$

where in the last line we used that $\hat{H}(\mu) = \hat{H}(\mu)^{\text{rot}}$. Combining the above inequalities gives $\|H - H_*\| \lesssim \| \mu - \nu \|$ as claimed. 

Proof of Propositions 2.3.7 and 2.3.14. Follows from Proposition 2.6.1 and 2.6.2. 

2.7 Conclusion of lower bound

In this section we prove Propositions 2.3.10 and 2.3.17.

2.7.1 Intermediate overlap

We first show that configurations with “intermediate” overlap are negligible. This can be done with quite crude estimates, working with NAE-SAT solutions rather than colorings.

Lemma 2.7.1. Consider random regular NAE-SAT at clause density $\alpha \geq 2^{k-1} \ln 2 - O(1)$. On $G = (V, F, E)$, let $Z^2[\rho]$ count the number of pairs $\bar{x}, \hat{x} \in \{0, 1\}^V$ of valid NAE-SAT solutions which agree on $\rho$ fraction of variables. Then

$$\mathbb{E}Z^2[\rho] \leq (\mathbb{E}Z) \exp \left\{ n \left[ H(\rho) - (\ln 2)\pi(\rho) + O(1/2^k) \right] \right\},$$

for $\pi(\rho) \equiv 1 - \rho^k - (1 - \rho)^k$. 

Note that

Proof. For \( u \in \{0, 1\}^V \), let \( I_{\mathcal{G}}^{\text{n.a.e.}}(u) \) be the indicator that \( u \) is a valid n.a.e.-SAT solution on \( \mathcal{G} \). Fix any pair of vectors \( x, \hat{x} \in \{0, 1\}^V \) which agree on \( \rho \) fraction of variables:

\[
\mathbb{E}Z^2[\rho] = 2^n \binom{n}{n\rho} \mathbb{E}[I_{\mathcal{G}}^{\text{n.a.e.}}(x)I_{\mathcal{G}}^{\text{n.a.e.}}(\hat{x})] = (\mathbb{E}Z) \binom{n}{n\rho} \mathbb{E}[I_{\mathcal{G}}^{\text{n.a.e.}}(\hat{x}) | I_{\mathcal{G}}^{\text{n.a.e.}}(x) = 1].
\]

Given \( x, \hat{x} \), let \( M \equiv M(x, \hat{x}) \) count the number of clauses \( a \in F \) where

\[
|\{e \in \delta a : x_v(e) = \hat{x}_v(e)\}| \notin \{0, k\}.
\]

In each of these clauses, there are \( 2^k - 2 \) literal assignments \( L_a \) which are valid for \( x \). Out of these, exactly \( 2^k - 4 \) are valid also for \( \hat{x} \). If we define i.i.d. binomial random variables \( D_a \sim \text{Bin}(k, \rho) \), indexed by \( a \in F \), then

\[
\mathbb{P}(M = m\gamma) = \mathbb{P}\left( \sum_{a \in F} 1\{D_a \notin \{0, k\}\} \mid \sum_{a \in F} D_a = mk\rho \right).
\]

The \( (D_a)_{a \in F} \) sum to \( mk\rho \) with probability which is polynomial in \( n \), so

\[
\mathbb{P}(M = m\gamma) \leq n^{O(1)} \mathbb{P}(\text{Bin}(m, \pi) = m\gamma)
\]

with \( \pi = \pi(\rho) \) as in the statement of the lemma. Therefore

\[
\mathbb{E}[I_{\mathcal{G}}^{\text{n.a.e.}}(\hat{x}) | I_{\mathcal{G}}^{\text{n.a.e.}}(x) = 1] \leq n^{O(1)} \mathbb{E}\left[ \left( \frac{2^k - 4}{2^k - 2} \right)^X \right]
\]

for \( X \sim \text{Bin}(m, \rho) \). It is easily seen that the above is \( \leq \exp\{-m\pi/2^k\} \), and the claimed bound follows, using the lower bound on \( \alpha = m/n \).

Corollary 2.7.2. Let \( \psi(\rho) = H(\rho) - (\ln 2)\pi(\rho) \). Then \( \psi(\rho) \leq -2k/2^k \) for all \( \rho \) in

\[
[\exp\{-k/(\ln k)\}, \frac{1}{2}(1 - k/2^{k/2})] \cup [\frac{1}{2}(1 + k/2^{k/2}), 1 - \exp\{-k/(\ln k)\}].
\]

Assuming \( \alpha = m/n \geq 2^{k-1}\ln 2 - O(1) \), \( \mathbb{E}Z^2[\rho] \leq \exp\{-nk/2^k\} \) for all such \( \rho \).

Proof. Note that \( H(\frac{1+\epsilon}{2}) \leq \ln 2 - \epsilon^2/2 \). If \( (k \ln k)/2^k \leq \epsilon \leq 1/k \), then

\[
\psi(\frac{1+\epsilon}{2}) \leq -\epsilon^2/2 + O(k\epsilon/2^k) \leq -\epsilon^2/3.
\]

Both \( H(\frac{1+\epsilon}{2}) \) and \( \pi(\frac{1+\epsilon}{2}) \) are symmetric about \( \epsilon = 0 \), and decreasing on the interval \( 0 \leq \epsilon \leq 1 \). It follows that for any \( 0 \leq a \leq b \leq 1 \),

\[
\max_{a \leq \epsilon \leq b} \psi(\frac{1+\epsilon}{2}) \leq H(\frac{1+\epsilon}{2}) - (\ln 2)\pi(\frac{1+b}{2}).
\]

With this in mind, if \( 1/k \leq \epsilon \leq 1 - 5(\ln k)/k \),

\[
\psi(\frac{1+\epsilon}{2}) \leq -(2k^2)^{-1} + O(k^{-5/2}) \leq -(4k^2)^{-1}.
\]
If \( 1 - 5(\ln k)/k \leq \epsilon \leq 1 - (\ln k)^3/k^2 \),
\[
\psi(\frac{1+\epsilon}{2}) \leq O(1) (\ln k)^2/k - \Omega(1) (\ln k)^3/k \leq -\Omega(1) (\ln k)^3/k.
\]
Finally, if \( 1 - (\ln k)^3/k^2 \leq \epsilon \leq 1 - \exp\{-2k/(\ln k)\} \), then
\[
\psi(\frac{1+\epsilon}{2}) \leq O(1) \epsilon k/(\ln k) - \Omega(1) \epsilon k \leq -\Omega(1) \epsilon k.
\]
Combining these estimates proves the claimed bound on \( \psi(\rho) \). The assertion for \( \mathbb{E}[Z^2(\rho)] \) then follows by substituting into Lemma 2.7.1, and noting that \( \mathbb{E}Z \leq \exp\{O(n/2^k)\} \).

### 2.7.2 Large overlap

In what follows, we restrict consideration to a small neighborhood \( N \) of \( H_* \). We abbreviate \( \sigma \in H \) if \( H(\mathcal{G}, \sigma) = H \), and \( \sigma \in N \) if \( H(\mathcal{G}, \sigma) \in N \). Recall that we write \( \sigma' \geq \sigma \) if the number of free variables in \( \mathcal{G}(\sigma') \) upper bounds the number in \( \mathcal{G}(\sigma) \). We also write \( H' \geq H \) if \( \sigma' \geq \sigma \) for any (all) \( \sigma \in H \) and \( \sigma' \in H' \). Let \( Z^{ns}(H, H') \) count the colorings \( \sigma \in H \) such that
\[
\left\{ \sigma' \in H' : \delta(\sigma, \sigma') \leq \exp\{-k/(\ln k)\} \right\} \geq \omega(n),
\]
for \( \omega(n) = \exp\{(\ln n)^4\} \). (Although we will not write it explicitly, it should be understood that \( Z^{ns}(H, H') \) depends on \( \mathcal{G} \), since both \( \sigma, \sigma' \) are required to be valid colorings of \( \mathcal{G} \).) Let \( Z^{ns}(N) \) denote the sum of \( Z^{ns}(H; H') \) over all pairs \( H, H' \in N \) with \( H' \geq H \). Let \( Z(N) \) denote the sum of \( Z(H) \) over all \( H \in N \).

**Proposition 2.7.3.** There exists a small enough positive constant \( \epsilon_{\text{max}}(k) \) such that, if \( N \) is the \( \epsilon \)-neighborhood of \( H_* \), for any \( \epsilon \leq \epsilon_{\text{max}} \), then
\[
\mathbb{E}Z^{ns}(N) \leq \mathbb{E}Z(N) \exp\{-(\ln n)^2\}.
\]

**Proof.** By definition,
\[
Z^{ns}(N) = \sum_{H \in N} Z^c(H), \quad Z^c(H) = \sum_{H' \in N} 1\{H' \geq H\} Z^{ns}(H, H').
\]
It suffices to show that for every \( H \in N \), \( \mathbb{E}Z^c(H) \leq \mathbb{E}Z(H) \exp\{-2(\ln n)^2\} \). Note that the total number of empirical measures \( H' \) is at most \( n^c \) for some constant \( c(k, T) \). Let \( E \) denote the set of pairs \( (\mathcal{G}, \sigma) \) for which
\[
\left\{ \sigma' \in N : \sigma' \geq \sigma \text{ and } \delta(\sigma, \sigma') \leq \exp\{-k/(\ln k)\} \right\} \geq \omega(n).
\]
(Again, it is understood that both \( \sigma, \sigma' \) must be valid colorings of \( \mathcal{G} \).) Then
\[
Z^c(H) \leq n^c \sum_{\sigma \in H} 1\{(\mathcal{G}, \sigma) \in E\}.
\]
Consequently, in order to show the required bound on $\mathbb{E} Z^\hat{p}(H)$, it suffices to show
\[
\mathbb{P}^H(E) \leq n^{-\epsilon} \exp\{-2(\ln n)^2\}, \tag{2.7.1}
\]
where $\mathbb{P}^H$ is a “planted” measure on pairs $(\mathcal{G}, \sigma)$: to sample from $\mathbb{P}^H$, we start with a set $V$ of $n$ isolated variables each with $d$ incident half-edges, and a set $F$ of $m$ isolated clauses each with $k$ incident half-edges. Assign colorings of the half-edges,
\[
\sigma_\delta = (\sigma_\delta V, \sigma_\delta F) \quad \text{where } \sigma_\delta V = (\sigma_\delta v)_{v \in V}, \quad \sigma_\delta F = (\sigma_\delta a)_{a \in F},
\]
which are uniformly random subject to the empirical measure $H$. Then $\sigma_\delta$ is the “planted” coloring: conditioned on it, we sample uniformly at random a graph $\mathcal{G}$ such that $\sigma_\delta$ becomes a valid coloring $\sigma$ on $\mathcal{G}$. The resulting pair $(\mathcal{G}, \sigma)$ is a sample from $\mathbb{P}^H$.

Suppose $(\mathcal{G}, \sigma) \in E$. The total number of configurations $\sigma'$ with $\delta(\sigma, \sigma') \leq \delta$ is at most $(cn)^n$, which is $\ll \omega(n)$ if $\delta \leq n^{-1}(\ln n)^2$. This implies that there must exist $\sigma' \in \mathbb{N}$ such that $\sigma' \geq \sigma$ and $n^{-1}(\ln n)^2 \leq \delta(\sigma, \sigma') \leq \exp\{-k/(\ln k)\}$. It follows that
\[
S \equiv \{v \in V : x_v(\sigma) \in \{0, 1\} \text{ and } x_v(\sigma') \neq x_v(\sigma)\}
\]
has size $|S| \equiv ns$ for $s \in [(2n)^{-1}(\ln n)^2, \exp\{-k/(\ln k)\}]$. The set $S$ is internally forced in $\sigma$: for every $v \in S$, any clause forcing to $v$ must have another edge connecting to $S$. Formally, let $R_U$ (resp. $E_U$) count the number of red (resp. blue) edges incident to a subset of vertices $U$. Let $I_S$ be the indicator that all variables in $S$ are forced. For any fixed $S \subseteq V$,
\[
\mathbb{P}^H(S \text{ internally forced}) \leq \mathbb{E}_{\mathcal{G}|\sigma} \left[ I_S \frac{R_S}{(B_F)_{RS}} \right] \leq \mathbb{E}_{\mathcal{G}|\sigma} \left[ I_S (4ks)^{R_S} \right].
\]

In the first inequality, the factor $1^{R_S}$ accounts for the choice, for each $S$-incident red edge $e$, of another edge $e'$ sharing the same clause. The factor $(B_S)_{RS}/(B_F)_{RS}$ then accounts for the chance that the chosen edge $e'$ (which must be blue) will also be $S$-incident. The second inequality follows by noting that we certainly have $B_S \leq nsd$, and for $H$ near $H_*$ we also clearly have $B_F \geq nd/4$.

To bound the above, we can work with a slightly different measure $Q^H$: instead of sampling $\sigma_\delta$ subject to $H$, we can simply sample variable-incident colorings $\sigma_\delta v$ i.i.d. from $\hat{H}$, and clause-incident colorings $\sigma_\delta a$ i.i.d. from $\hat{H}$. On the event MARG that the resulting $\sigma_\delta$ has empirical measure $\hat{H}$, we sample the graph $\mathcal{G}$ according to $\mathbb{P}^H(\mathcal{G}|\sigma_\delta)$, and otherwise we set $\mathcal{G} = \emptyset$. Then, since $Q^H(MARG) \geq n^{-\epsilon}$ (adjusting $c$ as needed), we have
\[
\mathbb{P}^H(\mathcal{G}, \sigma) = Q^H((\mathcal{G}, \sigma) | \text{MARG}) \leq n^{\epsilon} \mathbb{E}_{\mathcal{G}|\sigma} \left[ I_S (4ks)^{R_S} \right].
\]

Let us abbreviate $\hat{H}(\ell)$ for the probability under $\hat{H}$ that $\sigma$ has $\ell$ red entries: then
\[
\mathbb{E}_{\mathcal{G}|\sigma} \left[ I_S (4ks)^{R_S} \right] \leq n^{\epsilon} \mathbb{E}_{\mathcal{G}|\sigma} \left[ I_S (4ks)^{R_S} \right] \mathbb{P}^H(\mathcal{G}, \sigma | \text{MARG}) \leq n^{\epsilon} \left( \sum_{\ell \geq 1} \hat{H}(\ell)(4ks)^{\ell} \right)^{ns}. \tag{2.7.2}
\]
For $H$ sufficiently close to $H_\ast$, we will have
\[
\hat{H}(\ell) \leq 2 \hat{H}_\ast(\ell) \leq 2 \left( \frac{d}{\ell} \right)^{d-\ell} \frac{\hat{q}_\ast(r_1)^d\hat{q}_\ast(b_1)^{d-\ell}}{[\hat{q}_\ast(r_1) + \hat{q}_\ast(b_1)]^d - \hat{q}_\ast(b_1)^d}.
\]
It follows that the right-hand side of (2.7.2) is (for some absolute constant $\delta$)
\[
\leq n^c 2^{ns} \left( \frac{[\hat{q}_\ast(r_1) \cdot 4ks + \hat{q}_\ast(b_1)]^d - \hat{q}_\ast(b_1)^d}{[\hat{q}_\ast(r_1) + \hat{q}_\ast(b_1)]^d - \hat{q}_\ast(b_1)^d} \right)^{ns} \leq n^c s^{ns} 2^{-\delta kns},
\]
where the last inequality uses that $s \leq \exp\{-k/(\ln k)\}$. Summing over $S$ gives
\[
\mathbb{P}^H(E) \leq \max_{s \geq (2n)^{-1} (\ln n)^2} n^c 2^{s^{ns} 2^{-\delta kns/2}} \leq \exp\{-\Omega(1)k(\ln n)^2\}.
\]
This implies (2.7.1); and the claimed result follows as previously explained.

**Proof of Proposition 2.3.10.** Follows by combining Corollary 2.7.2 and Proposition 2.7.3.

2.8 Upper bound

In this section we prove the upper bound, Proposition 2.3.19.

2.8.1 Interpolation bound for regular graphs

For a certain family of spin systems that includes NAE-SAT, an interpolative calculation gives an upper bound for the free energy on Erdős-Rényi graphs ([FL03; PT04], cf. [Gue03]). These bounds build on earlier work [GT03] concerning the subadditivity of the free energy in the Sherrington–Kirkpatrick model, which was later generalized to a broad class of models [BGT13; Gam14]. (Although these results are closely related, we remark that interpolation gives quantitative bounds whereas subadditivity does not.) To prove our main result, we establish the analogue of [FL03; PT04] for random regular graphs. Although the main concern of this paper is the NAE-SAT model, we give the bound for a more general class of models, which may be of independent interest.

Recall $G = (V, F, E)$ denotes a $(d, k)$-regular bipartite graph (without edge literals). We consider measures defined on vectors $\mathbf{x} \in \mathbb{X}^V$ where $\mathbb{X}$ is some fixed alphabet of finite size. Fix also a finite index set $S$. Suppose we have (random) vectors $b \in \mathbb{R}^S$ and $f \in \mathcal{F}(\mathbb{X})^S$, where $\mathcal{F}(\mathbb{X})$ denotes the space of functions $\mathbb{X} \to \mathbb{R}_{\geq 0}$. Independently of $b$, let $f_1, \ldots, f_k$ be i.i.d. copies of $f$, and define the random function
\[
\theta(\mathbf{x}) \equiv \sum_{s \in S} b_s \prod_{j=1}^k f_{s,j}(x_j).
\]

(2.8.1)
Let \( h \) be another (random) element of \( \mathcal{F}(X) \). Assume there is a constant \( \epsilon > 0 \) so that
\[
\epsilon \leq \{ h, 1 - \theta \} \leq 1/\epsilon \quad \text{almost surely.} \tag{2.8.2}
\]
Note we do not require the \( b_s \) to be non-negative; however, we assume that
\[
b^p(s) \equiv \mathbb{E}\left[ \prod_{t=1}^p b_{s_t} \right] \geq 0 \quad \text{for any } p \geq 1, s \equiv (s_1, \ldots, s_p) \in S^p. \tag{2.8.3}
\]
Let \( \mathcal{G} \) denote the graph \( G \) labelled by a vector \( ((h_v)_{v \in V}, (\theta_a)_{a \in F}) \) of independent functions, where the \( h_v \) are i.i.d. copies of \( h \) and the \( \theta_a \) are i.i.d. copies of \( \theta \). For \( a \in F \) we abbreviate \( z_{\delta a} \equiv (x_{v(e)})_{e \in \delta a} \in X^k \), and we consider the (random) Gibbs measure
\[
\mu_{\mathcal{G}}(x) \equiv \frac{1}{Z(\mathcal{G})} \prod_{v \in V} h_v(x_v) \prod_{a \in F} [1 - \theta_a(x_{\delta a})] \tag{2.8.4}
\]
where \( Z(\mathcal{G}) \) is the normalizing constant. Now let \( \mathcal{G} \) be the random \((d, k)\)-regular graph on \( n \) variables, together with the random function labels. We write \( \mathbb{E}_n \) for expectation over the law of \( \mathcal{G} \), and define the (logarithmic) free energy of the model to be
\[
F_n \equiv n^{-1} \mathbb{E}_n \ln Z(\mathcal{G}).
\]

**Example 2.8.1** (positive temperature NAE-SAT). Let \( X = \{0, 1\} \), and let \( L \equiv (L_i)_{i \in k} \) be a sequence of i.i.d. Bernoulli(1/2) random variables. The positive-temperature NAE-SAT model corresponds to taking \( h \equiv 1 \) and
\[
\theta(x) \equiv (1 - e^{-\beta}) \left( \prod_{i=1}^k L_1 \oplus x_i \right) \left( \prod_{i=1}^k 1 \oplus L_i \oplus x_i \right)
\]
where \( \beta \in (0, \infty) \) is the inverse temperature. In this model, each violated clause incurs a multiplicative penalty \( e^{-\beta} \).

**Example 2.8.2** (positive-temperature coloring). Let \( X = [q] \). The positive-temperature coloring (anti-ferromagnetic Potts) model on a \( k \)-uniform hypergraph corresponds to \( h \equiv 1 \) and
\[
\theta(x) \equiv (1 - e^{-\beta}) \sum_{s=1}^q 1\{x_1 = \cdots = x_k = s\}
\]
where \( \beta \in (0, \infty) \) is the inverse temperature. In this model, each monochromatic (hyper)edge incurs a multiplicative penalty \( e^{-\beta} \).

The following bound is a random regular graph analog of [PT04, Thm. 3]. (We have stated our result for a more general class of models than considered in [PT04]; however the main result of [PT04] extends to these models with minor modifications.)
Theorem 2.8.3. Consider a (random) Gibbs measure (2.8.4) satisfying assumptions (2.8.1)-(2.8.3), and let $F_n \equiv n^{-1} \ln Z(\mathcal{G})$. Let

$\mathcal{M}_0 \equiv \text{space of probability measures over } \mathcal{X},$
$\mathcal{M}_1 \equiv \text{space of probability measures over } \mathcal{M}_0,$
$\mathcal{M}_2 \equiv \text{space of probability measures over } \mathcal{M}_1.$

For $\zeta \in \mathcal{M}_2$, let $\eta \equiv (\eta_{a,j})_{a \geq 0, j \geq 0}$ be an array of i.i.d. samples from $\zeta$. For each index $(a, j)$ let $\rho_{a,j}$ be a conditionally independent sample from $\eta_{a,j}$, and denote $\rho \equiv (\rho_{a,j})_{a \geq 0, j \geq 0}$. Let $(h\rho)_{a,j}(x) \equiv h_{a,j}(x)\rho_{a,j}(x)$, define random variables

$$u_a(x) \equiv \sum_{x \in \mathcal{X}^k} 1\{x_1 = x\} [1 - \theta_a(x)] \prod_{j=2}^{k} (h\rho)_{a,j}(x_j),$$
$$u_a \equiv \sum_{x \in \mathcal{X}^k} [1 - \theta_a(x)] \prod_{j=1}^{k} (h\rho)_{a,j}(x_j).$$

For any $\lambda \in (0, 1)$ and any $\zeta \in \mathcal{M}_2$,

$$F_n \leq \lambda^{-1} \mathbb{E} \ln \mathbb{E}' \left[ \left( \sum_{x \in \mathcal{X}} h(x) \prod_{a=1}^{d} u_a(x) \right)^{\lambda} \right] - (k - 1)\alpha \lambda^{-1} \mathbb{E} \ln \mathbb{E}'[(u_0)^{\lambda}] + O(n^{-1/3})$$

where $\mathbb{E}'$ denotes the expectation over $\rho$ conditioned on all else, and $\mathbb{E}$ denotes the overall expectation.

Remark 2.8.4. In the statistical physics framework, elements $\rho \in \mathcal{M}_0$ correspond to belief propagation messages for the underlying model, which has state space $\mathcal{X}$. Elements $\eta \in \mathcal{M}_1$ correspond to belief propagation messages for the 1RSB model (termed “auxiliary model” in [MM09, Ch. 19]), which has state space $\mathcal{M}_0$. The informal picture is that the $\eta$ associated to variable $x$ is determined by the geometry of the local neighborhood of $x$ — that is to say, the randomness of $\zeta$ reflects the randomness in the geometry of the $R$-neighborhood of a uniformly randomly variable in the graph. In random regular graphs this randomness is degenerate — the $R$-neighborhood of (almost) every vertex is simply a regular tree. It is therefore expected that the best upper bound in Theorem 2.8.3 can be achieved with $\zeta$ a point mass.

2.8.2 Replica symmetric bound

Along the lines of [PT04], we first prove a weaker “replica symmetric” version of Theorem 2.8.3. Afterwards we will apply it to obtain the full result.

Theorem 2.8.5. In the setting of Theorem 2.8.3, define

$$\Phi_V \equiv \mathbb{E} \ln \left( \sum_{x \in \mathcal{X}} h(x) \prod_{a=1}^{d} u_a(x) \right), \quad \Phi_F \equiv (k - 1)\alpha \mathbb{E} \ln(u_0).$$
Then $F_n \leq \Phi_V - \Phi_F - O_\epsilon(n^{-1/3})$.

Inspired by the proof of [BGT13], we prove Theorem 2.8.5 by a combinatorial interpolation between two graphs, $G_1$ and $G_{nd+1}$. The initial graph $G_1$ will have free energy $\Phi_V$, and the final graph $G_{nd+1}$ will have free energy $F_n + \Phi_F$. We will show that, up to $O_\epsilon(n^{1/3})$ error, the free energy of $G_1$ will be larger than that of $G_{nd+1}$, from which the bound of Theorem 2.8.5 follows.

To begin, we take $G_1$ to be a factor graph consisting of $n$ disjoint trees (Figure 2.8.1a). Each tree is rooted at a variable $v$ which joins to $d$ clauses. Each of these clauses then joins to $k-1$ more variables, which form the leaves of the tree. We write $V$ for the root variables, $A$ for the clauses, and $U$ for the leaf variables. Note $|V| = n$, $|A| = nd$, and $|U| = nd(k-1)$.

Independently of all else, take a vector of i.i.d. samples $(\eta_u, \rho_u)_{u \in U}$ where $\eta_u$ is a sample from $\zeta$, and $\rho_u$ is a sample from $\eta_u$. As before, the variables and clauses in $G_1$ are labelled independently with functions $v$ and $\theta_a$. We now additionally assign to each $u \in U$ the label $(\eta_u, \rho_u)$. Let $(h_p)_u(x) \equiv h_u(x)\rho_u(x)$. We consider the factor model on $G_1$ defined by

$$
\mu_{G_1}(x) = \frac{1}{Z(G_1)} \prod_{v \in V} h_v(x_v) \prod_{a \in A} [1 - \theta_a(\eta_{pa})] \prod_{u \in U} (h_p)_u(x_u).
$$

We now define the interpolating sequence of graphs $G_1, G_0, \ldots, G_{nd+1}$. Fix $m' \equiv 2n^{2/3}$. The construction proceeds by adding and removing clauses. Whenever we remove a clause $a$, the edges $\delta a$ are left behind as $k$ unmatched edges in the remaining graph. Whenever we add a new clause $b$, we label it with a fresh sample $\theta_b$ of $\theta$. The graph $G_r$ has clauses $F_r$ which can be partitioned into $A_{U,r}$ (clauses involving $U$ only), $A_{V,r}$ (clauses involving $V$ only), and $A_r$ (clauses involving both $U$ and $V$). We will define below a certain sequence of events COUP. Let COUP$_{s}$ be the event that COUP$_{s}$ occurs for all $0 \leq s \leq r$. The event COUP$_{s}$ occurs vacuously, so $\mathbb{P}(\text{COUP}_{s}) = 1$. With this notation in mind, the construction goes as follows:

1. Starting from $G_1$, choose a uniformly random subset of $m'$ clauses from $F_1 = A_1 = A$, and remove them to form the new graph $G_0$.

2. For $0 \leq r \leq nd - m' - 1$, we start from $G_r$ and form $G_{r+1}$ as follows.

   a. If COUP$_{s}$ succeeds, choose a uniformly random clause $a$ from $A_r$, and remove it to form the new graph $G_{r+1}$. Let $\delta'_{U,r}$ and $\delta'_{V,r}$ denote the unmatched half-edges incident to $U$ and $V$ respectively in $G_{r+1}$, and define the event

   $$
   \text{COUP}_r \equiv \{ \min\{\delta'_{U,r}, \delta'_{V,r}\} \geq k \}.
   $$

   If instead COUP$_{s}$ fails, then COUP$_{s}$ fails by definition.

   b. If COUP$_{s}$ fails, let $G_{r+1} = G_r$. If COUP$_{s}$ succeeds, then with probability $1/k$ take $k$ half-edges from $\delta'_{V,r}$ and join them into a new clause $c$. With the remaining probability $(k-1)/k$ take $k$ half-edges from $\delta'_{U,r}$ and join them into a new clause $c$.

\footnote{For the proof of Theorem 2.8.5 it is equivalent to sample $\rho$ from $\eta_{\text{avg}} \equiv \int \eta d\zeta$.}
3. For \( nd - m' \leq r \leq nd - 1 \) let \( \mathcal{G}_{r+1} = \mathcal{G}_r \). Starting from \( \mathcal{G}_{nd} \), remove all the clauses in \( A_{nd} \). Then connect (uniformly at random) all remaining unmatched \( V \)-incident edges into clauses. Likewise, connect all remaining unmatched \( U \)-incident edges into clauses. Denote the resulting graph \( \mathcal{G}_{nd+1} \).

By construction, \( \mathcal{G}_{nd+1} \) consists of two disjoint subgraphs, which are the induced subgraphs \( \mathcal{G}_U, \mathcal{G}_V \) of \( U, V \) respectively. Note that \( \mathcal{G}_V \) is distributed as the random graph \( \mathcal{G} \) of interest, while \( \mathcal{G}_U \) consists of a collection of \( nd(k-1)/k = n\alpha(k-1) \) disjoint trees.

![Figure 2.8.1: Interpolation with \( d = 2, k = 3, n = 6. \)](image)

**Lemma 2.8.6.** Under the construction above,

\[
\mathbb{E} \ln Z(\mathcal{G}) \geq \mathbb{E} \ln Z(\mathcal{G}_{nd}) - O_n(n^{1/3}),
\]

where the expectation \( \mathbb{E} \) is over the sequence of random graphs \( (\mathcal{G}_r)_{-1 \leq r \leq nd+1} \).

**Proof.** Let \( \mathcal{F}_{r,\circ} \) be the \( \sigma \)-field generated by \( \mathcal{G}_{r,\circ} \), and write \( \mathbb{E}_{r,\circ} \) for expectation conditioned on \( \mathcal{F}_{r,\circ} \). One can rewrite (2.8.5) as

\[
\mathbb{E} \ln \frac{Z(\mathcal{G})}{Z(\mathcal{G}_{nd})} = \sum_{r=0}^{nd-1} \mathbb{E} \Delta_r, \quad \Delta_r \equiv \mathbb{E}_{r,\circ} \ln \frac{Z(\mathcal{G}_r)}{Z(\mathcal{G}_{r,\circ})} - \mathbb{E}_{r,\circ} \ln \frac{Z(\mathcal{G}_{r+1})}{Z(\mathcal{G}_{r,\circ})}.
\]
In particular, $\Delta_r = 0$ if the coupling fails. Therefore it suffices to show that $\Delta_r$ is positive conditioned on COUP_{≤r}. First we compare $G_r$ and $G_{r,o}$. Conditioned on $F_{r,o}$, we know $G_{r,o}$. From $G_{r,o}$ we can obtain $G_r$ by adding a single clause $a = a_r$, together with a random label $\theta_a$ which is a fresh copy of $\theta$. To choose the unmatched edges $\delta a = (e_1, \ldots, e_k)$ which are combined into the clause $a$, we take $e_1$ uniformly at random from $\delta V_{r,o}$, then take $\{e_2, \ldots, e_k\}$ a uniformly random subset of $\delta U_{r,o}$. Let $\mu_{r,o}$ be the Gibbs measure on $G_{r,o}$ (ignoring unmatched half-edges). Let $x = (x, x_1, x_2, \ldots)$ be an infinite sequence of i.i.d. samples from $\mu_{r,o}$, and write $\langle \cdot \rangle_{r,o}$ for the expectation with respect to their joint law. Then

$$
\mathbb{E}_{r,o} \ln \frac{Z(G_r)}{Z(G_{r,o})} = \mathbb{E}_{r,o} \ln (1 - \langle \theta(x_{\delta a}) \rangle_{r,o}) = \sum_{p \geq 1} \frac{1}{p} \mathcal{A}_p, \quad \mathcal{A}_p \equiv \mathbb{E}_{r,o} \left[ \langle \prod_{\ell=1}^p \theta(x_{\delta a}^\ell) \rangle_{r,o} \right].
$$

We have $\mathbb{E}_{r,o} = \mathbb{E}_a \mathbb{E}_\theta$ where $\mathbb{E}_a$ is expectation over the choice of $\delta a$, and $\mathbb{E}_\theta$ is expectation over the choice of $\theta$. Under $\mathbb{E}_a$, the edges $(e_2, \ldots, e_k)$ are weakly dependent, since they are required to be distinct elements of $\delta U_{r,o}$. We can consider instead sampling $e_2, \ldots, e_k$ uniformly with replacement from $\delta U_{r,o}$, so that $e_1, \ldots, e_k$ are independent conditional on $F_{r,o}$; let $\mathbb{E}_{a,\text{ind}}$ denote expectation with respect to this choice of $\delta a$. Under $\mathbb{E}_{a,\text{ind}}$ the chance of a collision $e_i = e_j (i \leq j)$ is $O(k^2/|\delta U_{r,o}|)$. Recalling $1 - \theta \geq \epsilon$ almost surely, we have

$$
\mathcal{A}_{p,\text{ind}} = \mathbb{E}_{a,\text{ind}} \mathbb{E}_\theta \left[ \langle \prod_{\ell=1}^p \theta(x_{\delta a}^\ell) \rangle_{r,o} \right] = \mathcal{A}_p + O(1)(1 - \epsilon)^p \min \left\{ \frac{k^2}{|\delta U_{r,o}|}, 1 \right\}.
$$

Recall from (2.8.1) the product form of $\theta$, and let $\mathbb{E}_f$ denote expectation over the law of $f \equiv (f_s)_{s \in S}$. Then, with $b^p(s)$ as defined in (2.8.3), we have

$$
\mathcal{A}_{p,\text{ind}} = \sum_{s \in S^p} b^p(s) \left\langle \mathbb{E}_{a,\text{ind}} \left\{ \prod_{j=1}^k \mathbb{E}_f \left[ \prod_{\ell=1}^p f_s(x_{e_{\ell}}^j) \right] \right\} \right\rangle_{r,o} = \sum_{s \in S^p} b^p(s) \left\langle \mathcal{I}_{W_2}(x) \mathcal{I}_{V_2}(x) \right\rangle_{r,o},
$$

where, for $W = U$ or $W = V$, we define

$$
\mathcal{I}_{W_2}(x) \equiv \frac{1}{|\delta W_{r,o}|} \sum_{e \in \delta W_{r,o}} \mathbb{E}_f \left[ \prod_{\ell=1}^p f_s(x_{e_{\ell}}^j) \right].
$$

Summing over $p \geq 1$ gives that, on the event COUP_{≤r},

$$
\mathbb{E}_{r,o} \ln \frac{Z(G_r)}{Z(G_{r,o})} = \sum_{p \geq 1} \frac{1}{p} \sum_{s \in S^p} b^p(s) \mathbb{E}_{r,o} \left\langle \mathcal{I}_{W_2}(x) \mathcal{I}_{V_2}(x) \right\rangle_{r,o} + \text{err}_{r,1},
$$

where $|\text{err}_{r,1}| \leq O(1) \min \left\{ \frac{k^2}{|\delta U_{r,o}|}, 1 \right\}$. 

---

3The event COUP_{≤r} is measurable with respect to $F_{r,o}$, since $\delta' V_{r,o}, \delta' U_{r,o}$ would remain less than $k$ if the coupling fails at an earlier iteration.
A similar comparison between $G_{r+1}$ and $G_{r,0}$ gives
\[
\mathbb{E}_{r,0} \ln \frac{Z(G_r)}{Z(G_{r,0})} = \sum_{p \geq 1} \frac{1}{p} \mathbb{E}_{r,0} \left[ \sum_{S \in \mathcal{S}_p} b^p(S) \left( \frac{k-1}{k} I_{U_{r,0}}(x) + \frac{1}{k} I_{V_{r,0}}(x) \right)^k \right] + \text{err}_{r,2},
\]
\[
|\text{err}_{r,2}| \leq O_{\epsilon}(1) \min \left\{ \frac{k^2}{\min\{|\delta'U_{r,0}|, |\delta'V_{r,0}|\}}, 1 \right\}.
\]

We now argue that the sum of the error terms $\text{err}_{r,1}, \text{err}_{r,2}$, over $0 \leq r \leq nd - 1$, is small in expectation. First note that for a constant $C = C(k, \epsilon)$,
\[
\sum_{r=0}^{nd-1} \mathbb{E}[\text{err}_{r,1} + \text{err}_{r,2}] \leq C n^{2/3} + \mathbb{P}\left( \min\{|\delta'V_{r,0}|, |\delta'U_{r,0}|\} \leq n^{2/3} \text{ for some } r \leq nd \right).
\]

The process $(|\delta'V_{r,0}|)_{r \geq 0}$ is an unbiased random walk started from $m' + 1 = 2n^{2/3} + 1$. In each step it goes up by 1 with chance $(k - 1)/k$, and down by $k - 1$ with chance $1/k$; it is absorbed if it hits $k$ before time $nd - m'$. Similarly, $(|\delta'U_{r,0}|)_{r \geq 0}$ is an unbiased random walk started from $(m' + 1)(k - 1)$ with an absorbing barrier at $k$. By the Azuma–Hoeffding bound, there is a constant $c = c(k)$ such that
\[
\mathbb{P}(|\delta'V_{r,0}| \leq |\delta'V_{0,0}| - n^{2/3}) + \mathbb{P}(|\delta'U_{r,0}| \leq |\delta'U_{0,0}| - n^{2/3}) \leq \exp\{-cn^{1/3}\}
\]

Taking a union bound over $r$ shows that with very high probability, neither of the walks $|\delta'V_{r,0}|, |\delta'U_{r,0}|$ is absorbed before time $nd - m'$, and (adjusting the constant $C$ as needed)
\[
\sum_{r=0}^{nd-1} \mathbb{E}[\text{err}_{r,1} + \text{err}_{r,2}] \leq C n^{1/3}.
\]

Altogether this gives
\[
\ln \frac{Z(G_0)}{Z(G_{nd})} = O(n^{1/3})
\]
\[
= \sum_{r=0}^{nd-1} \sum_{p \geq 1} \frac{1}{p} \sum_{S \in \mathcal{S}_p} b^p(S) \mathbb{E}_{r,0} \left\langle I_{V_{r,0}}(x) I_{U_{r,0}}(x) I_{V_{r,0}}(x) I_{V_{r,0}}(x) \right\rangle_{r,0}.
\]

Using the fact that $x^k - kxy^{k-1} + (k - 1)y^k \geq 0$ for all $x, y \in \mathbb{R}$ and even $k \geq 2$, or $x, y \geq 0$ and odd $k \geq 3$ finishes the proof. \(\square\)

**Corollary 2.8.7.** In the setting of Lemma 2.8.6,
\[
\mathbb{E} \ln Z(G_{r+1}) \geq \mathbb{E} \ln Z(G_{nd+1}) - O(n^{2/3}),
\]
where the expectation $\mathbb{E}$ is over the sequence of random graphs $(G_r)_{-1 \leq r \leq nd+1}$.
**Proof.** Adding or removing a clause can change the partition function by at most a multiplicative constant (depending on $\epsilon$). On the event that the coupling succeeds for all $r$,

$$\left| \ln \frac{Z(G_0)}{Z(G_{-1})} \right| + \left| \ln \frac{Z(G_{nd+1})}{Z(G_{nd})} \right| = O(\epsilon^2) = O(n^{2/3}).$$

On the event that the coupling fails, the difference is crudely $O(\epsilon(n))$. We saw in the proof of Lemma 2.8.6 that the coupling fails with probability exponentially small in $n$, so altogether we conclude

$$\mathbb{E} \left| \ln \frac{Z(G_0)}{Z(G_{-1})} \right| + \mathbb{E} \left| \ln \frac{Z(G_{nd+1})}{Z(G_{nd})} \right| = O(n^{2/3}).$$

Combining with the result of Lemma 2.8.6 proves the claim. □

**Proof of Theorem 2.8.5.** In the interpolation, the initial graph $G_{-1}$ consists of $n$ disjoint trees $T_v$, each rooted at a variable $v \in V$. Thus

$$n^{-1} \mathbb{E} \ln Z(G_{-1}) = \mathbb{E} \ln Z(T_v) = \mathbb{E} \ln \left( \sum_{x \in X} h_v(x) \prod_{a=1}^d u_a(x) \right).$$

The final graph $G_{nd+1}$ is comprised of two disjoint subgraphs — one subgraph $G_V$ has the same law as the graph $G$ of interest, while the other subgraph $G_U = (U, F_U, E_U)$ consists of $na(k-1)$ disjoint trees $S_c$, each rooted at a clause $c \in A_U$. Thus

$$n^{-1} \mathbb{E} \ln Z(G_{nd+1}) = \alpha(k-1) \mathbb{E} \ln Z(S_c) + n^{-1} \mathbb{E} \ln Z(G) = \alpha(k-1) \mathbb{E} \ln u_0 + F_n.$$

The theorem follows by substituting these into the bound of Corollary 2.8.7. □

### 2.8.3 1RSB bound

For the proof of Theorem 2.8.3, we take $G_{-1}$ as before and modify it as follows. Where previously each $u \in U$ had spin value $x_u \in X$, it now has the augmented spin $(x_u, \gamma_u)$ where $\gamma$ goes over the positive integers. Let $\gamma \equiv (\gamma_u)_u$. Next, instead of labeling $u$ with $(h_u, \eta_u, \rho_u)$ as before, we now label it with $(h_u, \eta_u, (\rho_u^{\gamma})_{\gamma \geq 1})$ where $(\rho_u^{\gamma})_{\gamma \geq 1}$ is an infinite sequence of i.i.d. samples from $\eta_u$. Lastly, we join all variables in $U$ to a new clause $a_*$ (Figure 2.8.2), which is labelled with the function

$$\varphi_{a_*}(\gamma) = \sum_{\gamma_{\gamma \geq 1}} z_{\gamma} \prod_{u \in U} 1\{\gamma_u = \gamma\}$$

for some sequence of (random) weights $(z_{\gamma})_{\gamma \geq 1}$. Let $H_{-1}$ denote the resulting graph.

Given $H_{-1}$, let $\mu_{H_{-1}}$ be the associated Gibbs measure on configurations $(\gamma, x)$. Due to the definition of $\varphi_{a_*}$, the support of $\mu_{H_{-1}}$ contains only those configurations where all the $\gamma_u$ share a common value $\gamma$, in which case we denote $(\gamma, x) \equiv (\gamma, \underline{x})$. Explicitly,

$$\mu_{H_{-1}}(\gamma, \underline{x}) = \frac{1}{Z(H_{-1})} z_{\gamma} \prod_{x \in V} h_v(x) \prod_{a \in A} \left[ 1 - \theta_a(\underline{x}, \rho_a^{\gamma}) \right] \prod_{u \in U} (\rho_u^{\gamma} h_u(x_u)).$$
We can then define an interpolating sequence $H_{-1}, \ldots, H_{nd+1}$ precisely as in the proof of Theorem 2.8.5, leaving $a_*$ untouched. Let $\mathcal{G}_r$ denote the graph $H_r$ without the clause $a_*$, and let $Z_\gamma(\mathcal{G}_r)$ denote the partition function on $\mathcal{G}_r$ restricted to configurations where $\gamma_u = \gamma$ for all $u$. Then, for each $0 \leq r \leq nd + 1$,

$$Z(H_r) = \sum_\gamma z_\gamma Z_\gamma(\mathcal{G}_r).$$

The proofs of Lemma 2.8.6 and Corollary 2.8.7 carry over to this setting with essentially no changes, giving

**Corollary 2.8.8.** Under the assumptions above,

$$\mathbb{E} \ln Z(H_{-1}) \geq \mathbb{E} \ln Z(H_{nd+1}) - O_\epsilon(n^{2/3}),$$

where the expectation $\mathbb{E}$ is over the sequence of random graphs $(H_r)_{-1 \leq r \leq nd+1}$.

The result of Corollary 2.8.8 applies for any choice of $(z_\gamma)_{\gamma \geq 1}$. Let us now take $(z_\gamma)_{\gamma \geq 1}$ to be a Poisson–Dirichlet process with parameter $\lambda \in (0, 1)$. The process has the following invariance property (see e.g. [Pan13, Ch. 2]):

**Proposition 2.8.9.** Let $(z_\gamma)_{\gamma \geq 1}$ be a Poisson–Dirichlet process with parameter $\lambda \in (0, 1)$. Independently, let $(\xi_\gamma)_{\gamma \geq 1}$ be a sequence of i.i.d. positive random variables with finite second moment. Then the two sequences $(z_\gamma \xi_\gamma)_{\gamma \geq 1}$ and $(z_\gamma (\mathbb{E}\xi_1^{1/\lambda})^{1/\lambda})_{\gamma \geq 1}$ have the same distribution, and consequently

$$\mathbb{E} \ln \sum_{\gamma \geq 1} z_\gamma \xi_\gamma = \frac{1}{\lambda} \ln \mathbb{E} \xi_\lambda.$$

**Proof of Theorem 2.8.3.** Consider

$$Z(\gamma) \equiv (Z_\gamma(\mathcal{G}_r))_{-1 \leq r \leq nd+1}.$$
If we condition on everything else except for the $\rho$'s, then $(\mathcal{Z}(\gamma))_{\gamma \geq 1}$ is an i.i.d. sequence indexed by $\gamma$. Let $\mathbb{E}_{z,\rho}$ denote expectation over the $z$'s and $\rho$'s, conditioned on all else: then applying Proposition 2.8.9 gives

$$n^{-1}\mathbb{E}\ln \mathcal{Z}(\mathcal{H}_{d-1}) = (n\lambda)^{-1}\mathbb{E}\ln \mathbb{E}_{z,\rho}[\mathcal{Z}(\mathcal{G}_{d-1})^\lambda] = \lambda^{-1}\mathbb{E}\ln \mathbb{E}_{z,\rho}\left[\left(\sum_{x \in X} h(x) \prod_{a=1}^{d} u_a(x)\right)^\lambda\right],$$

$$n^{-1}\mathbb{E}\ln \mathcal{Z}(\mathcal{H}_{nd+1}) = F_n + \lambda^{-1}\mathbb{E}\ln \mathbb{E}_{z,\rho}[\langle u_0 \rangle^\lambda].$$

Combining with Corollary 2.8.8 proves the result. \qed

2.8.4 Conclusion of upper bound

We now apply Theorem 2.8.3 to prove the upper bound for the NAE-SAT model, Proposition 2.3.19. Following Example 2.8.1, let $F_n(\beta) \equiv n^{-1}\mathbb{E}\ln \mathcal{Z}_n(\beta)$ be the expected free energy for NAE-SAT at inverse temperature $\beta$. (The expectation is with respect to the law of the random $(d,k)$-regular graph.)

Let $\mu_\lambda$ be the fixed point specified by Proposition 2.1.2, and let $(\rho_{aj})_{a,j \geq 0}$ be an array of i.i.d. samples from $\mu_\lambda$. For each $\rho = \rho_{aj}$ we can define a (random) measure on $X = \{0,1\}$ by giving mass $\rho$ to 1, and giving the remaining mass $1 - \rho$ to 0. Let $\eta \equiv \eta_\lambda$ be the law of this measure, and let $\zeta \equiv \zeta_\lambda$ denote the Dirac mass at $\eta$ (cf. Remark 2.8.4). Recall from Proposition 2.1.2 that $\rho$ has the same distribution as $1 - \rho$. Using this symmetry, the quantities $u_0$ and $u_a(x)$ in Theorem 2.8.3 are equidistributed with $v_0$ and $v_a(x)$ where

$$v_0 \equiv 1 - (1 - e^{-\beta})\left\{\prod_{j=1}^{k} \rho_{0j} + \prod_{j=1}^{k} (1 - \rho_{0j})\right\},$$

$$(v_a(0), v_a(1)) \equiv \left(1 - (1 - e^{-\beta})\prod_{j=1}^{k-1} \rho_{0j}, 1 - (1 - e^{-\beta})\prod_{j=1}^{k-1} (1 - \rho_{0j})\right).$$

In the following calculation we will accumulate some error terms of size $O(e^{-\beta})$, which we will eventually take care of by sending $\beta \to \infty$. It is useful to recall that for any $a, b \geq 0$ and $\lambda \in [0,1]$ we have $(a + b)^\lambda \leq a^\lambda + b^\lambda$. It follows that for any $x \geq 0$ and any $\epsilon \in [-x, \infty)$,

$$|(x + \epsilon)^\lambda - x^\lambda| \leq |\epsilon|^\lambda. \tag{2.8.7}$$

(Note this bound is not useful for $\lambda = 0$, but in that case $(x + \epsilon)^\lambda = 1 = x^\lambda$.)

**Lemma 2.8.10.** Let $\mu_\lambda$ be the fixed point of Proposition 2.1.2. With $\tilde{\mathcal{Z}}_\lambda$ and $\tilde{\mathcal{Z}}_\lambda$ as in (2.1.8),

$$\mathbb{E}[\langle u_0 \rangle^\lambda] = \tilde{\mathcal{Z}}_\lambda + O(e^{-\lambda\beta}),$$

$$\mathbb{E}\left[\left(\sum_{x \in \{0,1\}^k} \prod_{a=1}^{d} u_a(x)\right)^\lambda\right] = (\tilde{\mathcal{Z}}_\lambda/\tilde{\mathcal{Z}}_\lambda)^d \tilde{\mathcal{Z}}_\lambda + O(e^{-\lambda\beta}).$$
Proof. We assume \( \lambda \in (0, 1] \), since for \( \lambda = 0 \) there is nothing to prove. It follows straightforwardly from the above definitions that
\[
\mathbb{E}[(u_0)^\lambda] = \mathbb{E}[(v_0)^\lambda] = \hat{3}_\lambda + O(e^{-\lambda \beta}),
\]
where the \( O(e^{-\lambda \beta}) \) error is by an application of (2.8.7). Next, let
\[
z_a = v_a(0) + v_a(1), \quad r_a = v_a(1)/z_a.
\]
Recall from (2.1.7) the definition of the distributional recursion \( \hat{\hat{R}}_\lambda : \hat{\mu}_\lambda \mapsto \hat{\mu}_\lambda \), and the associated normalizing constant \( \hat{\hat{Z}}(\hat{\mu}_\lambda) \).

For any continuous bounded function \( f : [0, 1]^d \to \mathbb{R} \),
\[
\int f(r_1, \ldots, r_d) \left( \prod_{a=1}^d z_a \right)^\lambda \prod_{a=1}^d \hat{\hat{\mu}}_\lambda(d\rho_a) = \hat{\hat{Z}}(\hat{\hat{\mu}}_\lambda) = \hat{\hat{Z}}_\lambda.
\]
It follows from this that
\[
\mathbb{E} \left[ \left( \sum_{x \in \{0, 1\}^k} \prod_{a=1}^d u_a(x) \right)^\lambda \right] + O(e^{-\lambda \beta})
\]
\[
= \hat{\hat{Z}}(\hat{\mu}_\lambda) \int \left( \prod_{a=1}^d \hat{\rho}_a + \prod_{a=1}^d (1 - \hat{\rho}_a) \right) \lambda \prod_{a=1}^d \hat{\mu}_\lambda(d\hat{\rho}_a) = \hat{\hat{Z}}(\hat{\mu}_\lambda)^d \hat{\hat{Z}}_\lambda.
\]
Finally, it is straightforward to check that for the fixed point \( \hat{\mu}_\lambda \) we have
\[
\hat{\hat{Z}}(\hat{\mu}_\lambda) \hat{3}_\lambda = \hat{3}_\lambda, \quad (2.8.8)
\]
so the lemma follows. \( \Box \)

Proof of Proposition 2.3.19. Applying Lemma 2.8.10 to the bound of Theorem 2.8.3, we have
\[
F_n(\beta) \leq \lambda^{-1} \left( \ln \hat{3}_\lambda + \alpha \ln \hat{3}_\lambda - \ln \hat{3}_\lambda + O(e^{-\lambda \beta}) \right) = \lambda^{-1} \left( \hat{3}(\lambda) + O(e^{-\lambda \beta}) \right).
\]
A standard argument gives that for any finite \( \beta \), \( n^{-1} \ln Z_n(\beta) \) is well-concentrated around its expected value \( F_n(\beta) \).

Thus, for any fixed \( \lambda \in (0, 1] \) and \( \epsilon > 0 \), we can choose \( \beta = \beta(\lambda, \epsilon) \) sufficiently large so that
\[
\limsup_{n \to \infty} \mathbb{P} \left( \left( Z_n(\beta) \right)^{1/n} \geq \exp \{ (1 + \epsilon) \lambda^{-1} \hat{3}(\lambda) \} \right) = 0.
\]
Since \( Z_n \leq Z_n(\beta) \) for any finite \( \beta \), we conclude
\[
f(\alpha) \leq \inf \{ \lambda^{-1} \hat{3}(\lambda) : \lambda \in (0, 1] \}.
\]
For \( \alpha < \alpha_{\text{sat}} \), if \( \lambda = \lambda_* \in (0, 1) \) then \( \lambda^{-1} \hat{3}(\lambda) \leq s_* = f^{\text{RSB}}(\alpha) \). If instead \( \lambda = \lambda_* = 1 \) then again \( \lambda^{-1} \hat{3}(\lambda) = s_* + \Sigma(s_*) = f^{\text{RSB}}(\alpha) \). In any case this proves \( f(\alpha) \leq f^{\text{RSB}}(\alpha) \).

\footnote{Take the Doob martingale of \( \ln Z_n(\beta) \) with respect to the clause-revealing filtration for the random NAE-SAT instance, then apply the Azuma–Hoeffding concentration bound.}
2.9 Contraction estimates

In this section we prove Propositions 2.4.2 and 2.4.3, as well as Lemma 2.4.4.

2.9.1 Single-copy coloring recursions

We first analyze the BP recursions for the single-copy coloring model, and prove Proposition 2.4.2. We first consider the BP recursion with fixed parameters $\lambda \in [0, 1]$ and $1 \leq T \leq \infty$. Recall that we have restricted our attention to measures $\hat{Q}, \hat{Q}$ such that

$$
\hat{Q}(\sigma) \equiv \hat{q}(\sigma) 1\{|\sigma| \leq T\}, \\
\hat{Q}(\sigma) \equiv \hat{q}(\sigma) 1\{|\sigma| \leq T\}
$$

for some probability measures $\hat{q}, \hat{q}$ defined on $\hat{\Omega}_T, \hat{\Omega}_T$. Recall further that we can assume $\hat{q} = \hat{q}^\text{avg}$ and $\hat{q} = \hat{q}^\text{avg}$. For measures of this type we can give a fairly explicit description of the BP recursion. In what follows it will be convenient to take the convention

$$
\hat{m}(r_1) = \hat{m}(b_1) = 1, \quad \hat{m}(r_0) = \hat{m}(b_0) = 0.
$$

(2.9.1)

For $x \in \{0, 1\}$ we abbreviate

$$
g \equiv b \cup f, \quad g_x \equiv bx \cup f, \quad y \equiv r \cup f, \quad p_x \equiv bx \cup rx.
$$

The variable recursion $\hat{\text{BP}} \equiv \hat{\text{BP}}_{\lambda, T}$ is given by

$$(\hat{\text{BP}} \hat{q})(\hat{\sigma}) \equiv \begin{cases} 
\hat{q}(p_1)^{d-1} & \hat{\sigma} \in \{r_0, r_1\}, \\
\hat{q}(p_1)^{d-1} - \hat{q}(b_1)^{d-1} & \hat{\sigma} \in \{b_0, b_1\}, \\
\hat{z}(\hat{\sigma})^\lambda \sum_{\hat{\sigma}_2, \ldots, \hat{\sigma}_d} 1\{\hat{\sigma} = \hat{T}((\hat{\sigma}_i)_{i \geq 2})\} \prod_{i=2}^d \hat{q}(\hat{\sigma}_i) & \hat{\sigma} \in \hat{\Omega}_T \cap \hat{\Omega}_T,
\end{cases}
$$

where $\equiv$ indicates the normalization which makes $\hat{\text{BP}} \hat{q}$ a probability measure on $\hat{\Omega}_T$.

For the clause BP recursion, by symmetry it suffices to consider a clause $a$ with all incident edge literals $L_{a,j} = 0$. We write $\hat{\sigma} \sim \hat{\sigma}$ if $\hat{\sigma} \equiv (\hat{\sigma}_2, \ldots, \hat{\sigma}_k) \in (\hat{\Omega}_T)^{k-1}$ is compatible with $\hat{\sigma}$, in the sense that there is a valid coloring $\sigma$ of $\delta a$ with

$$
\sigma = ((\hat{\sigma}, \hat{\sigma}), (\hat{\sigma}_2, \hat{\sigma}_2), \ldots (\hat{\sigma}_k, \hat{\sigma}_k)) \in (\Omega_T)^k.
$$

(2.9.2)

The clause recursion $\hat{\text{BP}} \equiv \hat{\text{BP}}_{\lambda, T}$ is given by

$$(\hat{\text{BP}} \hat{q})(\hat{\sigma}) \equiv \begin{cases} 
\hat{q}(b_0)^{k-1} & \hat{\sigma} \in \{r_0, r_1\}, \\
\hat{z}(\hat{\sigma})^\lambda \sum_{\hat{\sigma}} 1\{\hat{\sigma} = \hat{T}((\hat{\sigma}_i)_{i \geq 2})\} \prod_{i=2}^k \hat{q}(\hat{\sigma}_i) & \hat{\sigma} \in \hat{\Omega}_T \cap \hat{\Omega}_T, \\
\sum_{\hat{\sigma} \sim b_1} \left(1 - \prod_{i=2}^k \hat{m}(\hat{\sigma}_i)\right) \prod_{i=2}^k \hat{q}(\hat{\sigma}_i) & \hat{\sigma} \in \{b_0, b_1\},
\end{cases}
$$
where the last line uses the convention (2.9.1). Recall that $\text{BP} \equiv \hat{\text{BP}} \circ \text{BP} \equiv \text{BP}_{\lambda,T}$. We will show the following contraction result.

**Proposition 2.9.1.** Suppose $\hat{q}_1, \hat{q}_2$ belong to $\Gamma$, as defined by (2.4.5). Let $\text{BP} \equiv \text{BP}_{\lambda,T}$ for $\lambda \in [0,1]$ and $1 \leq T \leq \infty$. Then $\text{BP}\hat{q}_1, \text{BP}\hat{q}_2 \in \Gamma$ and $\|\text{BP}\hat{q}_1 - \text{BP}\hat{q}_2\|_1 = O(k^2/2^k)\|\hat{q}_1 - \hat{q}_2\|_1$.

Before the proof of Proposition 2.9.1 we deduce the following consequences:

**Proof of Proposition 2.4.2.** Let $\hat{q}^{(0)}$ be the uniform measure on $\{b_0, b_1, r_1, r_0\}$, and recursively define $\hat{q}^{(l)} \equiv \text{BP}(\hat{q}^{(l-1)})$. It is clear that $\hat{q}^{(0)} \in \Gamma$, so Proposition 2.9.1 implies $\hat{q}^{(l)} \in \Gamma$ for all $l \geq 1$, and furthermore that $(\hat{q}^{(l)})_{l \geq 1}$ forms an $\ell^1$ Cauchy sequence. By completeness of $\ell^1$ we conclude that there exists $\hat{q}^{(\infty)} = \hat{q}_* \in \Gamma$ satisfying

$$\lim_{l \to \infty} \|\hat{q}^{(l)} - \hat{q}_*\|_1 = 0, \quad \text{BP}\hat{q}_* = \hat{q}_*.$$  

Applying Proposition 2.9.1 again gives $\|\text{BP}\hat{q} - \hat{q}_*\|_1 = O(k^2/2^k)\|\hat{q} - \hat{q}_*\|_1$ for any $\hat{q} \in \Gamma$, from which it follows that $\hat{q}_*$ is the unique fixed point of $\text{BP}$ in $\Gamma$. \hfill \square

**Corollary 2.9.2.** For $\lambda \in [0,1]$ and $1 \leq T \leq \infty$, let $\hat{q}_{\lambda,T}$ be the fixed point of $\text{BP}_{\lambda,T}$ given by Proposition 2.4.2. Then $\|\hat{q}_{\lambda,T} - \hat{q}_{\lambda,\infty}\|_1 \to 0$ in the limit $T \to \infty$.

**Proof.** For each $1 \leq T \leq \infty$, let $(\hat{q}_{\lambda,T})^{(l)} (l \geq 0)$ be defined in the same way as $\hat{q}^{(l)}$ in the proof of Proposition 2.9.1. It follows from the definition that $(\hat{q}_{\lambda,T})^{(l)} = (\hat{q}_{\lambda,\infty})^{(l)}$ for all $l \leq l_T$, where $l_T \equiv \ln T / \ln(dk)$. By the triangle inequality and Proposition 2.4.2,

$$\|\hat{q}_{\lambda,T} - \hat{q}_{\lambda,\infty}\|_1 \leq \|\hat{q}_{\lambda,T} - (\hat{q}_{\lambda,\infty})^{(l_T)}\|_1 + \|((\hat{q}_{\lambda,\infty})^{(l_T)} - \hat{q}_{\lambda,\infty})\|_1 \leq (C/2^k)^l_T$$

for some absolute constant $k$. The result follows assuming $k \geq k_0$. \hfill \square

We now turn to the proof of Proposition 2.9.1. We work with the non-normalized BP recursions $\text{NB}\text{P} \equiv \text{NB}\text{P}_{\lambda,T}$ and $\hat{\text{NB}\text{P}} \equiv \text{NB}\text{P}_{\lambda,T}$, defined by substituting “$\infty$” with “$\infty$” in the definitions of $\text{BP}$ and $\hat{\text{BP}}$ respectively. One can then recover $\text{BP}, \hat{\text{BP}}$ from $\text{NB}\text{P}, \hat{\text{NB}\text{P}}$ via

$$(\text{BP}\hat{\rho})(\hat{\sigma}) = \frac{(\text{NB}\text{P}\hat{\rho})(\check{\sigma})}{\sum_{\hat{\sigma}' \in \check{\Omega}} (\text{NB}\text{P}\hat{\rho})(\hat{\sigma}')}, \quad (\hat{\text{BP}}\rho)(\hat{\sigma}) = \frac{(\text{NB}\text{P}\hat{\rho})(\check{\sigma})}{\sum_{\hat{\sigma}' \in \check{\Omega}} (\text{NB}\text{P}\hat{\rho})(\hat{\sigma}')}. $$

Let $\hat{\rho}$ be the reweighted measure defined by

$$\hat{\rho}(\hat{\sigma}) = [\hat{\rho}(\hat{\sigma})](\hat{\sigma}) = \frac{\hat{\rho}(\hat{\sigma})}{1 - \hat{\rho}(\check{\sigma})}. \quad (2.9.3)$$

In the above we have assumed that the inputs to $\text{BP}, \hat{\text{BP}}, \text{NB}\text{P}, \hat{\text{NB}\text{P}}$ are probability measures; we now extend them in the obvious manner to non-negative measures with strictly positive total mass.
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Given two measures \( r_1, r_2 \) defined on any space \( \mathcal{X} \), we denote \( \Delta r(x) \equiv |r_1(x) - r_2(x)| \). We regard \( \Delta r \) as a non-negative measure on \( \mathcal{X} \): for any subset \( S \subseteq \mathcal{X} \),

\[
\Delta r(S) = \sum_{x \in S} |r_1(x) - r_2(x)| \geq |r_1(S) - r_2(S)|,
\]

where the inequality may be strict. For any non-negative measure \( \hat{r} \) on \( \hat{\Omega} \), we abbreviate

\[
\hat{m}^\lambda \hat{r}(\hat{\sigma}) = \hat{m}(\hat{\sigma})^\lambda \hat{r}(\hat{\sigma}),
\]

\[
(1 - \hat{m})^\lambda \hat{r}(\hat{\sigma}) = (1 - \hat{m}(\hat{\sigma}))^\lambda \hat{r}(\hat{\sigma}).
\]

In what follows we will begin with two measures in \( \Gamma \), and show that they contract under one step of the BP recursion. Let \( NBP \) and \( \tilde{NBP} \) be the non-normalized single-copy BP recursions at parameters \( \lambda, T \). Starting from \( \tilde{q}_i \in \Gamma \) (\( i = 1, 2 \)), denote

\[
\hat{p}_i = \hat{p}(\tilde{q}_i) \quad (\text{as defined by } (2.9.3)),
\]

\[
\hat{p}_i = NBP(\hat{p}_i) \quad \text{and} \quad \hat{p}_{i,x} = \tilde{NBP}_{\lambda,x}(\hat{p}_i),
\]

\[
\hat{p}_i^u = NBP(\hat{p}_i) \quad \text{and} \quad \tilde{q}_i = BP\hat{p}_i = BP\hat{q}_i.
\]

With this notation in mind, the proof of Proposition 2.9.1 is divided into four lemmas.

**Lemma 2.9.3** (effect of reweighting). Assuming \( \hat{q}_1, \hat{q}_2 \in \Gamma \), \( \|\Delta \hat{p}\|_1 = O(1)\|\hat{q}_1 - \hat{q}_2\|_1 \), where \( O(1) \) indicates a constant depending on the constant appearing in (2.4.5).

**Lemma 2.9.4** (clause BP). Assuming \( \hat{q}_1, \hat{q}_2 \in \Gamma \),

\[
\begin{align*}
\hat{m}^\lambda \hat{p}_i(z) &= 1 - 4/2^k + O(k/4^k), \\
\hat{m}^\lambda \hat{p}_i(f) &= \hat{m}^\lambda \hat{p}_i(z) + O(k/4^k), \\
\hat{m}^\lambda \hat{p}_i(b_1) &= 1 + O(k/2^k), \\
\hat{m}^\lambda \hat{p}_i(x_1) &= (2/2^k)[1 + O(k/2^k)].
\end{align*}
\]  

(2.9.4)

Further, writing \( \Delta \hat{m}^\lambda \hat{p}(\cdot) \equiv \hat{m}^\lambda(\cdot)|\hat{p}_1(\cdot) - \hat{p}_2(\cdot)| \),

\[
\begin{align*}
\Delta \hat{m}^\lambda \hat{p}(f) + \Delta \hat{m}^\lambda \hat{p}(r) &= O(k/2^k)\Delta \hat{p}(f), \\
\|\Delta \hat{m}^\lambda \hat{p}\|_1 &= O(k^2/2^k)\|\Delta \hat{p}\|_1.
\end{align*}
\]  

(2.9.5)

(Recall that \( \hat{p}(\hat{\sigma} \oplus 1) = \hat{p}(\hat{\sigma}) \) and \( \hat{m}(\hat{\sigma} \oplus 1) = 1 - \hat{m}(\hat{\sigma}) \), so \( (1 - \hat{m})^\lambda \hat{p}(\hat{\sigma}) = \hat{m}^\lambda \hat{p}(\hat{\sigma} \oplus 1) \). As a result, the bounds for \( \Delta \hat{m}^\lambda \hat{p} \) imply analogous bounds for \( \Delta (1 - \hat{m})^\lambda \hat{p} \).)

**Lemma 2.9.5** (variable BP, non-normalized). Assuming \( \hat{q}_1, \hat{q}_2 \in \Gamma \),

\[
\begin{bmatrix}
\hat{p}_i^u(f) \\
\hat{p}_i^u(r)
\end{bmatrix} = \begin{bmatrix} O(2^{-k}) \\ 1 + O(2^{-k}) \end{bmatrix} \hat{p}_i^u(b), \quad \begin{bmatrix}
\Delta \hat{p}_i^u(f) \\
\Delta \hat{p}_i^u(b) \\
\Delta \hat{p}_i^u(r)
\end{bmatrix} = \begin{bmatrix} O(k) \\ O(k2^k) \\ O(k2^k) \end{bmatrix} \|\Delta \hat{m}^\lambda \hat{p}\|_1 \max_{i=1,2} \left\{ \hat{p}_i^u(b) \right\}.
\]  

(2.9.6)

**Lemma 2.9.6** (variable BP, normalized). Assuming \( \hat{q}_1, \hat{q}_2 \in \Gamma \), we have \( \tilde{q}_1, \tilde{q}_2 \in \Gamma \) as well, with \( \|\tilde{q}_1 - \tilde{q}_2\|_1 \leq k\|\Delta \hat{m}^\lambda \hat{p}\|_1 \).
Proof of Proposition 2.9.1. Follows by combining the four preceding lemmas 2.9.3–2.9.6. □

We now prove the four lemmas.

Proof of Lemma 2.9.3. This follows from the elementary identity
\[
\frac{a_1}{b_1} - \frac{a_2}{b_2} = \frac{1}{b_1} (a_1 - a_2) + \frac{b_2 - b_1}{b_1 b_2} a_2.
\] (2.9.7)
together with (2.4.5).

In the proof of the next two lemmas, the following elementary fact will be used repeatedly: suppose for \(1 \leq l \leq m\) that we have non-negative measures \(a^l, b^l\) over a finite set \(X^l\). Then, denoting \(X = X^1 \times \cdots \times X^m\), we have
\[
\sum_{x \in X} \left| \prod_{l=1}^m a^l(x^l) - \prod_{l=1}^m b^l(x^l) \right| \leq \sum_{l=1}^m \sum_{x \in X} \left\{ \prod_{1 \leq j < l} b^j(x^j) \right\} \left\{ \prod_{l < j \leq m} a^j(x^j) \right\} \left| a^l(x^l) - b^l(x^l) \right|
\]
\[
\leq \sum_{l=1}^m \|a^l - b^l\|_1 \prod_{j \neq l} \left( \|a^j\|_1 + \|a^j - b^j\|_1 \right). \tag{2.9.8}
\]

If all the \((X^l, a^l, b^l)\) are the same \((X, a, b)\), this reduces to the bound
\[
\sum_{x_1, \ldots, x_m \in X} \left| \prod_{i=1}^m a(x_i) - \prod_{i=1}^m b(x_i) \right| \leq m \|a - b\|_1 \left( \|a\|_1 + \|a - b\|_1 \right)^{m-1}. \tag{2.9.9}
\]
In what follows we will abbreviate (for \(x \in \{0, 1\}\))
\[
\mathbf{a}_x \equiv \left\{ \hat{\sigma} \in \hat{\Omega}_T : \hat{\sigma} \in (g_x)^{k-1} \text{ for all } \hat{\sigma} \sim \hat{\sigma} \right\}. \tag{2.9.10}
\]

Proof of Lemma 2.9.4. From the definition, if \(\hat{p} = \hat{q}(\hat{q})\) then
\[
\hat{p}(\mathbf{b}) = \frac{\hat{q}(\mathbf{b})}{1 - \hat{q}(\mathbf{x})} = \frac{\hat{q}(\mathbf{b})}{\hat{q}(\mathbf{g})} = 1 - \hat{p}(\mathbf{f}).
\]
It follows that for any \(\hat{\mathbf{q}}_1, \hat{\mathbf{q}}_2 \in \Gamma\) we have
\[
\Delta \hat{p}(\mathbf{b}) \leq \Delta \hat{p}(\mathbf{f}) \leq \hat{p}_1(\mathbf{f}) + \hat{p}_2(\mathbf{f}) = O(2^{-k}).
\]
Another consequence of the definition of \(\Gamma\) is that \(\|\Delta \hat{p}\|_1 = O(1)\). We now control \(\Delta \hat{m}^\lambda \hat{p}(\hat{\sigma})\), distinguishing a few cases:

1. We first consider \(\hat{\sigma} \in \hat{\Omega} \setminus \{b, c\}\). For such \(\hat{\sigma}\) we have
\[
\Delta \hat{m}^\lambda \hat{p}(\hat{\sigma}) = \left| \hat{m}(\hat{\sigma}) \hat{z}(\hat{\sigma}) \right|^\lambda \left| \sum_{\hat{\mathbf{q}} \sim \hat{\sigma}} \left( \prod_{j=2}^k \hat{p}_1(\hat{\sigma}_j) - \prod_{j=2}^k \hat{p}_2(\hat{\sigma}_j) \right) \right|.
\]
and it is easy to check that
\[
\hat{m}(\hat{\sigma})\hat{z}(\hat{\sigma}) = 1 - \prod_{j=2}^{k} \hat{m}(\hat{\sigma}_j) \in [0, 1].
\]

Note moreover that any such \(\hat{\sigma}\) must belong to \(a_0\) or \(a_1\). By summing over \(\hat{\sigma} \in a_0\) and applying (2.9.9) we have
\[
\Delta \hat{m}^\lambda \hat{p}(a_0) \leq (k - 1) \Delta \hat{p}(g_0) \left( \hat{p}_1(g_0) + \Delta \hat{p}(f) \right)^{k-2}.
\]

Recalling that \(\hat{p}_1, \hat{p}_2 \in \Gamma\), in the above we have \(\hat{p}_1(g_0) + \Delta \hat{p}(f) \leq [1 + O(2^{-k})]/2\), as well as \(\Delta \hat{p}(g_0) = O(1)\Delta \hat{p}(f)\). Combining these gives
\[
\Delta \hat{m}^\lambda \hat{p}(a_0) = O(k/2^k) \Delta \hat{p}(f),
\]
and the same bound holds for \(\Delta \hat{m}^\lambda \hat{p}(a_1)\).

2. Next consider \(\hat{\sigma} = a\), for which we have \(\hat{m}(\hat{\sigma}) = 1/2\) and \(\hat{z}(\hat{\sigma}) = 2\). Thus
\[
\hat{m}^\lambda \hat{p}(a) = 1 - \hat{p}(g_0)\hat{p}(b_1)^k - \hat{p}(g_1)\hat{p}(b_1)^k + \hat{p}(f)^k. \tag{2.9.11}
\]

Arguing as above gives \(\Delta \hat{m}^\lambda \hat{p}(a) = O(k/2^k) \Delta \hat{p}(f)\), proving the first half of (2.9.5).

3. Lastly consider \(\hat{\sigma} \in \{b_0, b_1\}\). Recalling (2.9.1) we have \(\Delta \hat{m}^\lambda \hat{p}(b_0) = 0\), so let us take \(\hat{\sigma} = b_1\), and consider \(\hat{\sigma} \sim b_1\). Note that if \(\hat{\sigma} \sim b_1\) has no \textit{red} spin, then there must exist some \(\hat{\sigma} \in \hat{\Omega}_t\) such that \(\hat{\sigma} \sim \hat{\sigma}\) as well. Conversely, if \(\hat{\sigma} \in \hat{\Omega}_t \cap \hat{\Omega}_r\) and \(\hat{\sigma} \sim \hat{\sigma}\), then \(\hat{\sigma} \sim b_1\), unless \(\hat{\sigma}\) has exactly one spin \(\hat{\sigma}_i \in \{b_0, f\}\) with the remaining \(k - 2\) spins equal to \(b_1\).\(^6\) Again making use of (2.9.1), this \(\hat{\sigma}\) gives the same contribution to \(\hat{m}^\lambda \hat{p}(\sigma')\) as to \(\hat{m}^\lambda \hat{p}(b_1)\). It follows that
\[
\Delta \hat{m}^\lambda \hat{p}(b_1) \leq \Delta \hat{m}^\lambda \hat{p}_x(y) + \left| k\hat{p}_1(r_0)\hat{p}_1(b_1)^{k-2} - \hat{p}_2(r_0)\hat{p}_2(b_1)^{k-2} \right|.
\]

The first term on the right-hand side captures the contribution from those \(\hat{\sigma}\) with no \textit{red} spin, and by the preceding arguments it is \(O(k/2^k)\Delta \hat{p}(f)\). It is easy to check that the second term is \(O(k^2/2^k)\|\Delta \hat{p}\|_1\), which finishes the second part of (2.9.5).

Combining the above estimates proves (2.9.5). We next prove (2.9.4). Denote \(f_{\geq 1} \equiv \{f\} \setminus \{a\}\). Since \(\hat{p}_i \in \Gamma\), we must have from (2.4.5) that
\[
\hat{m}^\lambda \hat{p}_i(f_{\geq 1}) \leq \sum_{l=1}^{k-1} \binom{k-1}{l} \hat{p}_i(f)^l \hat{p}_i(b_0)^{k-1-l} \leq \hat{p}_i(b_0)^{k-1} \sum_{l=1}^{k-1} \left( \frac{k\hat{p}_i(f)}{\hat{p}_i(b_0)} \right)^l = O(k/4^k). \tag{2.9.12}
\]
On the other hand, we see from (2.9.11) that
\[ \hat{m}^\lambda \hat{p}_i(\varnothing) = 1 - 4/2^k + O(k/4^k). \]

It follows that
\[
\hat{m}^\lambda \hat{p}_i(b_1) = \hat{p}_i(b_1) = \hat{m}^\lambda \hat{p}_{i,x}(f) + (k-1)\left[ \hat{p}_i(r_0) - \hat{p}_i(g_0) \right] \hat{p}_i(b_1)^{k-2} \leq \hat{m}^\lambda \hat{p}_{i,x}(f) + (k-1)\hat{p}_i(r_0)\hat{p}_i(b_1)^{k-2} = 1 + O(k/2^k). \tag{2.9.13}
\]

For a lower bound it suffices to consider the contribution from clauses with all \( k \) incident edges colored blue:
\[
\hat{m}^\lambda \hat{p}_i(b_1) = \hat{p}_i(b_1) \geq \hat{p}_i(b_1)^{k-1}\left[ 1 - O(k/2^k) \right] = 1 - O(k/2^k). \tag{2.9.14}
\]

Lastly, note by symmetry that
\[
\hat{m}^\lambda \hat{p}_i(r_1) = \hat{p}_i(r_1) = \hat{p}_i(b_0)^{k-1} = (2/2^k)\hat{p}_i(b)^{k-1}.
\]

Combining these estimates proves (2.9.4). \hfill \Box

**Proof of Lemma 2.9.5.** We control \( \hat{p}^u \) and \( \hat{d}^u \) in two cases.

1. First consider \( \hat{\sigma} \in \hat{\Omega}_t \). Up to permutation there is a unique \( \hat{\hat{\sigma}} \in (\hat{\Omega}_t)^{d-1} \) such that \( \hat{\sigma} = \hat{T}(\hat{\hat{\sigma}}) \). Let \( \text{comb}(\hat{\sigma}) \) denote the number of distinct tuples \( \hat{\hat{\sigma}}' \) that can be obtained by permuting the coordinates of \( \hat{\hat{\sigma}} \). For this \( \hat{\hat{\sigma}} \) we have
\[
\prod_{j=2}^d \hat{m}(\hat{\sigma}_j)^\lambda \leq \hat{z}(\hat{\sigma})^\lambda \leq \prod_{j=2}^d \hat{m}(\hat{\sigma}_j)^\lambda + \prod_{j=2}^d (1 - \hat{m}(\hat{\sigma}_j))^\lambda, \tag{2.9.15}
\]

where the rightmost inequality uses that \( (a + b)^\lambda \leq a^\lambda + b^\lambda \) for \( a, b \geq 0 \) and \( \lambda \in [0, 1] \). It follows that for \( i = 1, 2 \) we have
\[
\text{comb}(\hat{\sigma}) \prod_{j=2}^d \hat{m}^\lambda \hat{p}_i(\hat{\sigma}_j) \leq \hat{p}_i^u(\hat{\sigma}) \leq \text{comb}(\hat{\sigma}) \left\{ \prod_{j=2}^d \hat{m}^\lambda \hat{p}_i(\hat{\sigma}_j) + \prod_{j=2}^d (1 - \hat{m})^\lambda \hat{p}_i(\hat{\sigma}_j) \right\}.
\]

It follows by symmetry that \( \hat{m}^\lambda \hat{p}_i(f) = (1 - \hat{m})^\lambda \hat{p}_i(f) \), so
\[
[\hat{m}^\lambda \hat{p}_i(\varnothing)]^{d-1} \leq \hat{p}_i^u(f) \leq [\hat{m}^\lambda \hat{p}_i(f)]^{d-1} + [(1 - \hat{m})^\lambda \hat{p}_i(f)]^{d-1} = 2[\hat{m}^\lambda \hat{p}_i(f)]^{d-1}. \tag{2.9.16}
\]

Making use of the symmetry together with (2.9.15) gives
\[
\Delta \hat{p}^u(f) \leq 2 \sum_{\hat{\hat{\sigma}} \in (\hat{\Omega}_t)^{d-1}} \left| \prod_{j=2}^{d-1} \hat{m}^\lambda \hat{p}_1(\hat{\sigma}_j) - \prod_{j=2}^{d-1} \hat{m}^\lambda \hat{p}_2(\hat{\sigma}_j) \right|,
\]
and applying (2.9.9) gives
\[
\Delta \hat{p}^u(f) \leq d \| \Delta \hat{m}^\lambda \hat{p} \|_1 \left( \hat{m}^\lambda \hat{p}_1(f) + \Delta \hat{m}^\lambda \hat{p}_1(f) \right)^{d-2}.
\]

Combining (2.9.4) with the lower bound from (2.9.15) then gives
\[
\Delta \hat{p}^u(f) \leq d \| \Delta \hat{m}^\lambda \hat{p} \|_1 \max_{i=1,2} \left\{ \hat{p}_i^u(f) \right\}.
\]

2. Next consider \( \sigma \in \{ \text{red, blue} \} \): note that \( \hat{p}_i^u(x) = \hat{p}_i(p_x)^{d-1} \), and
\[
\frac{\hat{p}_i^u(x) - \hat{p}_i^u(b)}{\hat{p}_i^u(x)} = \frac{\hat{p}_i(b_x)^{d-1}}{\hat{p}_i(p_x)^{d-1}} = \left( 1 - \frac{\hat{p}_i(x)}{\hat{p}_i(p_x)} \right)^{d-1} = O(2^{-k}),
\]
where the last estimate uses (2.9.4) and \( d/k = 2^{k-1} \ln 2 + O(1) \). Applying (2.9.9) gives
\[
\Delta \hat{p}^u(p_1) \leq d \| \hat{m}^\lambda \hat{p} \|_1 \left( \min_{i=1,2} \left\{ \hat{m}^\lambda \hat{p}_i(p_1) \right\} + \Delta \hat{m}^\lambda \hat{p}_1(p_1) \right)^{d-2}.
\]
Suppose without loss that \( \hat{m}^\lambda \hat{p}_1(b_1) \leq \hat{m}^\lambda \hat{p}_2(b_1) \): then
\[
\hat{m}^\lambda \hat{p}_1(p_1) + \Delta \hat{m}^\lambda \hat{p}_1(p_1) = \hat{m}^\lambda \hat{p}_2(b_1) + \hat{m}^\lambda \hat{p}_1(r_1) + \Delta \hat{m}^\lambda \hat{p}_1(r_1)
\]
\[
\leq \hat{m}^\lambda \hat{p}_2(b_1) + 2 \Delta \hat{m}^\lambda \hat{p}_1(r_1),
\]
and substituting into the above gives
\[
\Delta \hat{p}^u(p_1) \leq d \| \hat{m}^\lambda \hat{p} \|_1 \left( \max_{i=1,2} \left\{ \hat{m}^\lambda \hat{p}_i(p_1) \right\} + \Delta \hat{m}^\lambda \hat{p}_1(p_1) \right)^{d-2}.
\]
From (2.9.5) and the definition (2.4.5) of \( \Gamma \) we have \( \Delta \hat{m}^\lambda \hat{p}(r_1) = O(k/2^k) \| \hat{p}(f) \|_1 = O(k/4^k) \). It follows from (2.9.17) that
\[
\Delta \hat{p}^u(p_1) \leq d \| \hat{m}^\lambda \hat{p} \|_1 \max_{i=1,2} \left\{ \hat{p}_i^u(b_1) \right\}.
\]
It remains to show \( \hat{p}_i^u(f)/\hat{p}_i^u(b) = O(2^{-k}) \). From (2.9.13),
\[
\hat{m}^\lambda \hat{p}_i(f) - \hat{m}^\lambda \hat{p}_i(b_1) = \hat{m}^\lambda \hat{p}_i(\infty) - \hat{m}^\lambda \hat{p}_i(b_1) \leq (k-1) \left[ \hat{p}_i(g_0) - \hat{p}_i(r_0) \right] \hat{p}_i(b_1)^{k-2},
\]
and from the definition of \( \Gamma \) the right-hand side is \( O(k/4^k) \hat{p}_i(b)^{k-1} \). Now recall from (2.9.14) that \( \hat{m}^\lambda \hat{p}_i(b) \geq \hat{p}_i(b)^{k-1} \). Combining these gives
\[
\hat{m}^\lambda \hat{p}_i(f) \leq \left[ 1 + O(k/4^k) \right] \hat{m}^\lambda \hat{p}_i(b).
\]
Recalling (2.9.15), it follows that
\[
\hat{p}_i^u(f) \leq \left( \frac{\hat{m}^\lambda \hat{p}_i(f)}{\hat{m}^\lambda \hat{p}_i(b)} \right)^{d-1} \leq \left( \frac{\hat{m}^\lambda \hat{p}_i(b)}{\hat{m}^\lambda \hat{p}_i(b)} \right)^{d-1} \leq 2^{-k},
\]
where the last step uses (2.9.4). This concludes the proof. \( \square \)
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Proof of Lemma 2.9.6. Denote $\tilde{q}_i \equiv \text{BP}\tilde{q}_i$ and $\Delta \tilde{q} \equiv |\tilde{q}_1 - \tilde{q}_2|$. We first check that $\tilde{q}_i$ lies in $\Gamma$: the first condition of (2.4.5) follows from (2.9.6), and the second is automatically satisfied from the definition of BP. Next we bound $\Delta \tilde{q}$. With some abuse of notation, we shall write $\tilde{q}_i(R) \equiv \tilde{q}_i(r) - \tilde{q}_i(b)$ and

$$\Delta \tilde{q}(R) \equiv |(\tilde{q}_1(r) - \tilde{q}_1(b)) - (\tilde{q}_2(r) - \tilde{q}_2(b))|.$$

Let $\hat{p}_i^n(R)$ and $\Delta \hat{p}_i^n(R)$ be similarly defined. Arguing similarly as in the derivation of (2.9.18),

$$\Delta \hat{p}_i^n(R) = 2|\hat{p}_1(b_1)^{d-1} - \hat{p}_2(b_1)^{d-1}| \leq k\|\Delta \hat{m}^\lambda \hat{p}\|_1 \max_{i=1,2} \left\{ \hat{p}_i^n(b) \right\}$$

(2.9.20)

Recalling $\|\tilde{q}_i\|_1 = 1$, we have

$$2\tilde{q}_i(r) = [1 - \tilde{q}_i(f)] + [\tilde{q}_i(b)] \text{ and } 2\tilde{q}_i(b) = [1 - \tilde{q}_i(f)] - [\tilde{q}_i(b)],$$

and

$$\|\Delta \tilde{q}\|_1 \leq \Delta \tilde{q}(R) + \Delta \tilde{q}(R).$$

If we take $a \in \{1, 2\}$ and $b = 2 - a$, and write $\hat{Z}_i \equiv \|\hat{p}_i^n\|_1$, then

$$\Delta \tilde{q}(f) + \Delta \tilde{q}(R) \leq \frac{\Delta \hat{p}_i^n(f) + \Delta \hat{p}_i^n(R)}{\hat{Z}_a} + \frac{[\hat{Z}_a - \hat{Z}_b]}{\hat{Z}_a} \frac{[\hat{p}_i^n(f) + \hat{p}_i^n(b)]}{\hat{Z}_b}.$$

If we take $a = \arg \max_i \hat{p}_i^n(b)$, then, by (2.9.6) and (2.9.20), the first term on the right-hand side is

$$\leq \frac{k\|\Delta \hat{m}^\lambda \hat{p}\|_1 \hat{p}_i^n(b)}{\hat{Z}_a} \leq k\|\Delta \hat{m}^\lambda \hat{p}\|_1,$$

where the rightmost inequality uses $\hat{Z}_i \geq \hat{p}_i^n(b)$. As for the second term, (2.9.6) gives

$$\frac{[\hat{Z}_a - \hat{Z}_b]}{\hat{Z}_a} \leq d\|\Delta \hat{m}^\lambda \hat{p}\|_1 \text{ and } \frac{[\hat{p}_i^n(f) + \hat{p}_i^n(b)]}{\hat{Z}_b} \leq 2^{-k}.$$

Combining these estimates yields the claimed bound. 

2.9.2 Pair coloring recursions

In this section we analyze the BP recursions for the pair coloring model and prove Proposition 2.4.3 and Lemma 2.4.4. Recall that we have restricted our attention to measures $\tilde{Q}, \tilde{Q}$ such that

$$\tilde{Q}(\sigma^1, \sigma^2) \equiv \tilde{q}(\sigma^1, \sigma^2)1\{|\sigma^1|, |\sigma^2| \leq T\},$$

$$\tilde{Q}(\sigma^1, \sigma^2) \equiv \tilde{q}(\sigma^1, \sigma^2)1\{|\sigma^1|, |\sigma^2| \leq T\}$$

for probability measures $\tilde{q}, \tilde{q}$ defined on $(\tilde{\Omega}_T)^2, (\tilde{\Omega}_T)^2$. Recall further that we assume $\tilde{q} = \tilde{q}^{\text{avg}}$ and $\tilde{q} = \tilde{q}^{\text{avg}}$. For any measure $p(x)$ defined on $x \equiv (x^1, x^2)$ in $(\tilde{\Omega}_T)^2$ or $(\hat{\Omega}_T)^2$, define

$$(F_p)(x) \equiv p(Fx) \quad \text{where } Fx \equiv x \oplus (0, 1) \equiv (x^1, x^2 \oplus 1).$$

Recall the definition (2.4.6) of $\Gamma(c, k)$. We will prove that
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Proposition 2.9.7. For any constant \( c \in (0, 1) \) and probability measures \( \hat{q}_1, \hat{q}_2 \in \Gamma(c, 1) \), we have \( \text{BP}\hat{q}_1, \text{BP}\hat{q}_2 \in \Gamma(1, 1) \) and

\[
\|\text{BP}\hat{q}_1 - \text{BP}\hat{q}_2\|_1 = O(k^4/2^k)\|\hat{q}_1 - \hat{q}_2\|_1 + O(k^4/2^k) \sum_{i=1,2} \|\hat{q}_i - \text{F}\hat{q}_i\|_1.
\]  

(2.9.21)

Assuming this result, it is straightforward to deduce Proposition 2.4.3:

Proof of Proposition 2.4.3. Let \( \hat{q}(0) \) be the uniform probability measure on \( \{b_0, b_1, r_1, r_0\}^2 \), and define recursively \( \hat{q}(l) = \text{BP}(\hat{q}(l-1)) \) for \( l \geq 1 \). It is clear that \( \hat{q}(0) \in \Gamma(1, 1) \) and \( \hat{q}(0) = \text{F}\hat{q}(0) \).

Since \( \hat{q}(l) = \text{F}\hat{q}(l) \) for all \( l \geq 1 \), it follows from (2.9.21) that \( \{\hat{q}(l)\}_{l \geq 1} \) forms an \( \ell^1 \) Cauchy sequence. It follows by completeness of \( \ell^1 \) that \( \hat{q}(\infty) = \hat{q}_* \in \Gamma(1, 1) \), satisfying \( \hat{q}_* = \text{F}\hat{q}_* = \text{BP}\hat{q}_* \). This implies that for any probability measure \( \hat{q} \),

\[
\|\hat{q} - \text{F}\hat{q}\|_1 \leq \|\hat{q} - \hat{q}_*\|_1 + \|\hat{q}_* - \text{F}\hat{q}\|_1 = 2\|\hat{q} - \hat{q}_*\|_1.
\]

Applying (2.9.21) again gives

\[
\|\text{BP}\hat{q} - \hat{q}_*\|_1 = O(k^4/2^k)\|\hat{q} - \hat{q}_*\|_1 + O(k^4/2^k)\|\hat{q} - \text{F}\hat{q}\|_1 = O(k^4/2^k)\|\hat{q} - \hat{q}_*\|_1,
\]

proving the claimed contraction estimate. Uniqueness of \( \hat{q}_* \) can be deduced from this contraction.

We now turn to the proof of Proposition 2.9.7. The proof of Lemma 2.4.4 is given after the proof of Proposition 2.9.7. Let \( \text{NBP}, \text{NBP}^\text{\#} \) now denote the non-normalized BP recursions for the pair model. Let \( \hat{p} \equiv \hat{p}(\hat{q}) \) be the reweighted measure

\[
\hat{p}(\sigma) = \frac{\hat{q}(\sigma)}{1 - \hat{q}(\{x|\sigma[0] > 0\})}.
\]  

(2.9.22)

Recalling convention (2.9.1), we will denote

\[
\hat{m}(\hat{\sigma}^1, \hat{\sigma}^2) \equiv [\hat{m}(\sigma^1) \hat{m}(\sigma^2)]^\text{\#}(\hat{\sigma}^1, \hat{\sigma}^2).
\]

Let \( \text{NBP} \) and \( \text{NBP}^\text{\#} \) be the non-normalized pair BP recursions at parameters \( \lambda, T \). Starting from \( \hat{q}_i \in \Gamma(c, \kappa) \) \( (i = 1, 2) \), we denote

\[
\hat{p}_i \equiv \hat{p}(\hat{q}_i) \text{ (as defined by (2.9.22))},
\]

\[
\hat{p}_i \equiv \text{NBP}(\hat{p}_i) \text{ and } \hat{p}_{i,\infty} \equiv \text{NBP}_\lambda,\kappa(\hat{p}_i),
\]

\[
\hat{p}_i \equiv \text{NBP}(\hat{p}_i) \text{ and } \hat{q}_i \equiv \text{BP}\hat{p}_i = \text{BP}\hat{q}_i.
\]

With this notation in mind, the proof of Proposition 2.9.7 is divided into the following lemmas.

Lemma 2.9.8 (effect of reweighting). Suppose \( \hat{q}_1, \hat{q}_2 \in \Gamma(c, \kappa) \) for \( c \in (0, 1) \) and \( \kappa \in [0, 1] \). Then

\[
\|\Delta \hat{p}\|_1 = O(2^{(1-\kappa)k})\|\Delta \hat{q}\|_1,
\]

\[
\|\hat{p}_i - \text{F}\hat{p}_i\|_1 = O(2^{(1-\kappa)k})\|\hat{q}_i - \text{F}\hat{q}_i\|_1.
\]
Lemma 2.9.9 (clause BP contraction). Suppose \( \hat{q}_1, \hat{q}_2 \in \Gamma(c, \kappa) \) for \( c \in (0, 1) \) and \( \kappa \in [0, 1] \): then

\[
\Delta \hat{m}^\lambda \hat{p}(yy) = O(k^3/2^k)\Delta \hat{p}(gg) = O(k^3/2^{(1+c)k}),
\]

\[
\Delta \hat{m}^\lambda \hat{p}(\{br, bf\geq 1\}) = O(k^3/2^k)[\Delta \hat{p}(gg) + 2^{-k} \Delta \hat{p}(\Omega^2 \setminus \{rr\})] = O(k^3/2^{(1+c)k}),
\]

\[
\|\Delta \hat{m}^\lambda \hat{p}\|_1 = O(k^3/2^k)\|\Delta \hat{p}\|_1 = O(k^32^{(1-2c)k}),
\]

and the same estimates hold with \( \hat{F} \hat{p} \) in place of \( \hat{p} \). For both \( i = 1, 2 \),

\[
\|\hat{m}^\lambda \hat{p}_i - \hat{m}^\lambda \hat{F} \hat{p}_i\|_1 = O(k^3/2^{(1+c)k})\|\hat{p}_i - \hat{F} \hat{p}_i\|_1 = O(k^32^{2ck})\|\hat{q}_i - \hat{F} \hat{q}_i\|_1.
\]

Lemma 2.9.10 (clause BP output values). Suppose \( \hat{q}_1, \hat{q}_2 \in \Gamma(c, \kappa) \) for \( c \in (0, 1) \) and \( \kappa \in [0, 1] \). For \( s, t \subseteq \Omega \) let \( st \equiv s \times t \). Then it holds for all \( s, t \in \{r_1, b_1, f, c\} \) that

\[
\hat{m}^\lambda \hat{p}_i(s, t) = \begin{cases} 1 + O(k^3/2^k) & r[s] + r[t] \leq 1, \\ 1 + O(k^3/2^{ck}) & r[s] + r[t] = 2. \end{cases}
\]

Furthermore we have the bounds

\[
\hat{m}^\lambda \hat{p}_i(f \geq 1) + \hat{m}^\lambda \hat{p}_i(tf \geq 1) \leq O(k/4^k) \text{ for all } t \in \{r_1, b_1, f, c\},
\]

\[
\hat{m}^\lambda \hat{p}_i(f \times \Omega) - \hat{m}^\lambda \hat{p}_i(b_1 \times \Omega) \leq O(k/4^k).
\]

The same estimates hold with \( \hat{F} \hat{p}_i \) in place of \( \hat{p}_i \).

Lemma 2.9.11 (variable BP). Suppose \( \hat{q}_1, \hat{q}_2 \in \Gamma(c, \kappa) \) for \( c \in (0, 1) \) and \( \kappa \in [0, 1] \). Then we have \( \hat{B} \hat{p}_1, \hat{B} \hat{p}_2 \in \Gamma(c', 1) \) with \( c' = \max\{0, 2\kappa - 1\} \), and

\[
\|\hat{B} \hat{q}_1 - \hat{B} \hat{q}_2\|_1 = O(k)(\|\Delta \hat{m}^\lambda \hat{p} + \Delta \hat{m}^\lambda \hat{F} \hat{p}\|_1) + O(k2^k)\sum_{i=1,2} \|\hat{m}^\lambda \hat{p}_i - \hat{m}^\lambda \hat{F} \hat{p}_i\|_1.
\]

Proof of Proposition 2.9.7. Follows by combining the preceding lemmas 2.9.8–2.9.11. \( \square \)

Proof of Lemma 2.4.4. If \( \hat{q} \in \Gamma(c, 0) \) is a fixed point of \( \hat{B} \hat{p} \), then it follows from the preceding lemmas 2.9.9–2.9.11 that \( \hat{q} \in \Gamma(c, 0) \land \Gamma(0, 1) = \Gamma(c, 1) \). \( \square \)

We now prove the three lemmas leading to Proposition 2.9.7.

Proof of Lemma 2.9.8. Applying (2.9.7) we have

\[
|\hat{p}_1(\hat{\sigma}) - \hat{p}_2(\hat{\sigma})| \leq \frac{|\hat{q}_1(\hat{\sigma}) - \hat{q}_2(\hat{\sigma})|}{\hat{q}_1(\hat{g}\hat{g})} + \frac{|\hat{q}_1(\hat{g}\hat{g}) - \hat{q}_2(\hat{g}\hat{g})|}{\hat{q}_1(\hat{g}\hat{g})\hat{q}_2(\hat{g}\hat{g})}\hat{q}_2(\hat{\sigma}),
\]

and summing over \( \hat{\sigma} \in \hat{\Omega}^2 \) gives

\[
\|\Delta \hat{p}\|_1 \leq \frac{|\hat{q}_1 - \hat{q}_2|}{\hat{q}_1(\hat{g}\hat{g})} + \frac{|\hat{q}_1(\hat{g}\hat{g}) - \hat{q}_2(\hat{g}\hat{g})|}{\hat{q}_1(\hat{g}\hat{g})\hat{q}_2(\hat{g}\hat{g})} \leq \frac{2|\hat{q}_1 - \hat{q}_2|}{\hat{q}_1(\hat{g}\hat{g})\hat{q}_2(\hat{g}\hat{g})}.
\]
Since \(q_i \in \Gamma\), we have
\[
\hat{p}_i(\Omega^2 \setminus \{rr\}) = O(1) \quad \text{by part (A) of (2.4.6)},
\]
and \(\hat{p}_i(rr) = O(2^{(1 - \kappa)k})\) by part (B) of (2.4.6).

Consequently \(q_i(\Omega)^{-1} \leq O(1)2^{(1 - \kappa)k}\), and the claimed bound on \(\|\Delta\hat{p}\|_1\) follows. The bound on \(\|\hat{p}_i - F\hat{p}_i\|_1\) follows by noting that if \(q_2 = Fq_1\), then \(q_1(\Omega) = q_2(\Omega)\).

**Proof of Lemma 2.9.9.** We will prove (2.9.23) for \(\hat{p}_i\); the proof for \(\hat{F}_i\) is entirely similar. It follows from the symmetry \(\hat{p}_i = (\hat{p}_i)^\text{avg}\) that for any \(x, y \in \{0, 1\}\),
\[
\left| \hat{p}_i(bb) - 4\hat{p}_i(bxb_y) \right| = 2\left| \hat{p}_i(bxb_y) - \hat{p}_i(bxb_y) \right| = 2\left| \hat{p}_i(b_0b_0) - \hat{p}_i(b_0b_1) \right|,
\]
from which we obtain that
\[
\Delta\hat{p}(bb) = |\hat{p}_1(bb) - \hat{p}_2(bb)| + O(1)\max_{i=1,2}\left| \hat{p}_i(b_0b_0) - \hat{p}_i(b_0b_1) \right|.
\]

Recall \(g = \{b, f\}\) and \(\hat{p}_i(\Omega) = 1\). Combining the above with (2.4.6) gives
\[
\Delta\hat{p}(g) \leq \Delta\hat{p}(b) + \Delta\hat{p}(gf) + \Delta\hat{p}(fg)
\]
\[
\leq \sum_{i=1,2}\left( \hat{p}_i(b_0b_0) - \hat{p}_i(b_0b_1) \right) + \hat{p}_i(gf) + \hat{p}(fg) = O(2^{-ck}).
\]

**Step 1.** We first control \(\Delta\hat{m}^\lambda\hat{p}(\hat{\sigma})\). As before, by symmetry it suffices to analyze the BP recursion at a clause with all literals \(L_j = 0\). We distinguish the following cases of \(\hat{\sigma} \in \hat{\Omega}^2\):

1. Recall \(y \equiv r \cup f\), and note \(\{y\} \setminus \{\circ\} \subseteq a_0 \cup a_1\) (as defined by (2.9.10)). Thus
\[
\Delta\hat{m}^\lambda\hat{p}(\{y\} \setminus \{\circ\}) \leq \sum_{x \in \{0, 1\}} \left[ \Delta\hat{m}^\lambda\hat{p}(ax) + \Delta\hat{m}^\lambda\hat{p}(ay) \right]
\]

Consider \(\hat{\sigma} \in \{a, y\}\); in order for \(\hat{\sigma} \in (\hat{\Omega}^2)^{k-1}\) to be compatible with \(\hat{\sigma}\), it is necessary that \(\hat{\sigma}_j \in \{g, x\}\) for all \(2 \leq j \leq k\). Combining with (2.9.9) gives
\[
\Delta\hat{m}^\lambda\hat{p}(ax) \leq \sum_{\hat{\sigma} \in \{g, x\}^{k-1}} \left| \prod_{j=2}^k \hat{p}_1(\hat{\sigma}_j) - \prod_{j=2}^k \hat{p}_2(\hat{\sigma}_j) \right| \leq k\Delta\hat{p}(g) \left( \hat{p}_1(gx) + \hat{p}(gg) \right)^{k-2}.
\]

It follows from (2.4.6) that \(\hat{p}_1(A) + \Delta\hat{p}(gg) = \frac{1}{2} + O(2^{-ck})\), so we conclude
\[
\Delta\hat{m}^\lambda\hat{p}(\{y\} \setminus \{\circ\}) = O(k/2^k)\Delta\hat{p}(gg).
\]
2. Now take $\hat{\sigma} = 0$: for $\hat{\sigma} \in (\hat{\Omega}^2)^k$ to be compatible with $\hat{\sigma}$, it is necessary that $\hat{\sigma} \in \{\text{gg}\}^{k-1}$. On the other hand, it is sufficient that $\hat{\sigma} \in \{\text{gg}\}^{k-1}$ does not belong to any of the sets $\{\text{g}_x\}^{k-1}, \{\text{gg}_x\}^{k-1}, x \in \{0, 1\}$. Therefore

$$\Delta \hat{m}^\lambda \hat{p}(00) \leq \sum_{x \in \{0, 1\}} \sum_{\hat{\sigma} \in \{\text{g}_x\}^{k-1} \cup \{\text{gg}_x\}^{k-1}} \left| \prod_{j=2}^k \hat{p}_1(\hat{\sigma}_j) - \prod_{j=2}^k \hat{p}_2(\hat{\sigma}_j) \right| = O(k/2^k) \Delta \hat{p}(\text{gg}),$$

where the last estimate follows by the same argument that led to (2.9.30). This concludes the proof of the first line of (2.9.23).

3. Now consider $\hat{\sigma}$ with exactly one coordinate in $\{b\}$, meaning the other must be in $\{y\}$. Recalling convention (2.9.1), we assume without loss that $\hat{\sigma} \in \{b_1y\}$ and proceed to bound $\Delta \hat{m}^\lambda \hat{p}(\hat{\sigma})$. Let $\hat{\sigma} \in (\hat{\Omega}^2)^{k-1}$ be compatible with $\hat{\sigma}$. There are two cases:

a. If $\hat{\sigma}$ contains no red spin, it must also be compatible with some $\hat{\sigma}' \in \{yy\}$, as long as we permit the possibility that $|\hat{\sigma}'| > T$. Such $\hat{\sigma}'$ gives the same contribution to $\Delta \hat{m}^\lambda \hat{p}(\hat{\sigma})$ as to $\Delta \hat{m}^\lambda \hat{p}_x(yy)$. It follows from the preceding estimates that the contribution to $\Delta \hat{m}^\lambda \hat{p}(b_1y)$ from all such $\hat{\sigma}$ is upper bounded by

$$\Delta \hat{m}^\lambda \hat{p}_x(yy) = O(k/2^k) \Delta \hat{p}(\text{gg})$$

(2.9.31)

b. The only remaining possibility is that some permutation of $\hat{\sigma}$ belongs to $A \times B^{k-2}$ for $A = \{r_0\}$ and $B = \{b_1\}$: the contribution to $\Delta \hat{m}^\lambda \hat{p}(b_1y)$ from all such $\hat{\sigma}$ is

$$\leq (k-1) \sum_{\hat{\sigma} \in A \times B^{k-2}} \left| \prod_{j=2}^k \hat{p}_1(\hat{\sigma}_j) - \prod_{j=2}^k \hat{p}_2(\hat{\sigma}_j) \right| = O(k^2/2^k) \|\Delta \hat{p}\|_1,$$

(2.9.32)

where the last estimate follows using (2.9.8) and (2.9.27).

Combining the above estimates (and using the symmetry between $b_1y$ and $yb_1$) gives

$$\Delta \hat{m}^\lambda \hat{p}(b_1y) + \Delta \hat{m}^\lambda \hat{p}(yb_1) = O(k^2/2^k) \|\Delta \hat{p}\|_1.$$  

(2.9.33)

If we further assume $\hat{\sigma} \in \{b_1\} \times \{r, f_{\geq 1}\}$, then, arguing as above, $\hat{\sigma}$ either contributes to $\Delta \hat{m}^\lambda \hat{p}_x(y \times \{r, f_{\geq 1}\})$, or else belongs to $A_x \times B^{k-2}$ for $A_x = \{r_0g_x\}$, $B_x = \{b_1g_x\}$ and $x \in \{0, 1\}$. The contribution from first case is bounded by (2.9.30). The contribution from the second case, using (2.9.8) and (2.9.27), is

$$\leq k \Delta \hat{p}(\hat{\Omega}^2\{rr\}) \left( \max_{x \in \{0, 1\}} \hat{p}_1(B_x) + \hat{p}(\text{gg}) \right)^{k-2} = O(k^2/4^k) \Delta \hat{p}(\hat{\Omega}^2\{rr\}).$$

The second claim of (2.9.23) follows by combining these estimates and recalling (2.9.28).

4. Lastly we consider $\hat{\sigma} \in \{bb\}$. Without loss of generality, we take $\hat{\sigma} = b_1b_1$ and proceed to bound $\Delta \hat{m}^\lambda \hat{p}(b_1b_1)$. Let $\hat{\sigma} \in (\hat{\Omega}^2)^{k-1}$ be compatible with $\hat{\sigma}$. We distinguish three cases:
a. For at least one $i \in \{1, 2\}$, $\hat{\sigma}^i$ contains no red spin. In this case $\hat{\sigma}$ is also compatible with some $\hat{\sigma}' \in \{b_1, y\} \cup \{y_b, 1\}$, as long as we permit the possibility that $|\hat{\sigma}'|^2 > T$. The contribution of all such $\hat{\sigma}$ to $\Delta \hat{m}^\lambda \hat{p}(b_1 b_1)$ is therefore upper bounded by

$$\Delta \hat{m}^\lambda \hat{p}_x(b_1 y) + \Delta \hat{m}^\lambda \hat{p}_x(y b_1) = O(k^2 / 2^k)\|\Delta \hat{p}\|_1,$$

(2.9.34)

where the last step is by the same argument as for (2.9.33).

b. The next case is that $\hat{\sigma}$ is a permutation of $(r_0 r_0, (b_1 b_1)^{k-2})$. The contribution to $\Delta \hat{m}^\lambda \hat{p}(b_1 b_1)$ from this case is at most

$$(k - 1) \left| \hat{p}_1(r_0 r_0) \hat{p}_1(b_1 b_1)^{k-2} - \hat{p}_2(r_0 r_0) \hat{p}_2(b_1 b_1)^{k-2} \right|.$$

Using (2.9.8) and (2.4.6), this is at most

$$O(k^2 / 4^k) \left( \Delta \hat{p}(r_0 r_0) + \hat{p}(r_0 r_0) \cdot \Delta \hat{p}(b_1 b_1) \right) = O(k^2 / 4^k) \|\Delta \hat{p}\|_1 = O(k^2 / 2^{(1+\epsilon)k}) \|\Delta \hat{p}\|_1.$$  

(2.9.35)

c. The last case is that $\hat{\sigma}$ is a permutation of $(r_0 b_1, (b_1 b_1)^{k-3})$. The contribution to $\Delta \hat{m}^\lambda \hat{p}(b_1 b_1)$ from this case is at most

$$k^2 \left| \hat{p}_1(r_0 b_1) \hat{p}_1(b_1 b_1)^{k-3} - \hat{p}_2(r_0 b_1) \hat{p}_2(b_1 b_1)^{k-3} \right|.$$

This is at most $O(k^2 / 4^k) \|\Delta \hat{p}\|_1$ by another application of (2.9.8) and (2.4.6). The above estimates together give

$$\Delta \hat{m}^\lambda \hat{p}(b_1 b_1) = O(k^2 / 2^k)\|\Delta \hat{p}\|_1,$$

(2.9.36)

where the main contribution comes from (2.9.34). Combining with the previous bound (2.9.33) yields the last part of (2.9.23).

**Step II.** Next we prove (2.9.24) by improving the preceding bounds in the special case that $\hat{p}_1 = \hat{p}$ and $\hat{p}_2 = \hat{F}(\hat{p})$. Recall $\hat{p}_1 = \hat{F}(\hat{p}_1)$; it follows that $\hat{p}_2 = \hat{F}(\hat{p}_1)$. Thus, for any $\hat{\sigma} \in \hat{\Omega}^2$ with $\hat{\sigma}^2 = \hat{\sigma}$, we have $\hat{\sigma} = \hat{F}(\hat{\sigma})$, so $\hat{p}_2(\hat{\sigma}) = \hat{p}_1(\hat{F}(\hat{\sigma})) = \hat{p}_1(\hat{\sigma})$. For any $\hat{\sigma} \in \hat{\Omega}^2$ with $\hat{\sigma}^\dagger = \hat{\sigma}$, we have $\hat{\sigma} = \hat{F}(\hat{\sigma}) \oplus 1$, so $\hat{p}_2(\hat{\sigma}) = \hat{p}_1(\hat{F}(\hat{\sigma})) = \hat{p}_1(\hat{\sigma})$, where the last step uses that $\hat{p}_1 = (\hat{p}_1)^{\text{avg}}$. It follows that instead of (2.9.29) and (2.9.31) we have the improved bound

$$\Delta \hat{m}^\lambda \hat{p}_x(y y) = \Delta \hat{m}^\lambda \hat{p}_x(y y) \setminus \{\{y y\} \cup \{y y\}\} \leq \sum_{x \in \{0, 1\}} \Delta \hat{m}^\lambda \hat{p}_x(a_x a_y)$$

$$= O(k) \|\Delta \hat{p}\|_1 \sum_{x, y \in \{0, 1\}} \left( \hat{p}_1(g_x g_y) + \Delta \hat{p}(g g) \right)^{k-2} = O(k / 4^k) \|\Delta \hat{p} - \hat{F}(\hat{p})\|_1.$$
Similarly, instead of (2.9.32) we would only have a contribution from $\hat{\sigma}$ belonging to either $A_0 \times (B_0)^{k-2}$ or $A_1 \times (B_1)^{k-2}$, where $A_x = \{ r_0 g_x \}$ and $B_x = \{ b_1 g_x \}$. It follows that instead of (2.9.33) and (2.9.34) we have the improved bound
\[
\Delta \hat{m}^\lambda \hat{p}_x(b_1 y) + \Delta \hat{m}^\lambda \hat{p}_x(y b_1) = O(k^4/4^k) \|\Delta \hat{p}\|_1.
\]
Previously the main contribution in (2.9.36) came from (2.9.34), but now it comes instead from (2.9.35). This gives the improved bound $\Delta \hat{m}^\lambda \hat{p}(b_1 b_1) = O(k^2/2^{(1+\epsilon)k})$, which proves the first part of (2.9.24). The second part follows by applying Lemma 2.9.8.

Proof of Lemma 2.9.10. We first prove (2.9.25). Assume $s, t \in \{ b_1, f, \Box \}$, and write $st \equiv s \times t \subseteq \Omega^2$. Then for a lower bound we have
\[
\hat{m}^\lambda \hat{p}_i(st) \geq [1 - O(k/2^k)] \hat{p}_i(bb)^{k-1} = 1 - O(k/2^k).
\]
for an upper bound we have
\[
\hat{m}^\lambda \hat{p}_i(st) \leq \hat{p}_i(gg)^{k-1} + k \hat{p}_i(r_0 g) \hat{p}_i(b_1 g)^{k-2} + k \hat{p}_i(g r_0) \hat{p}_i(b_1 b)^{k-2}
\]
\[
+ k \hat{p}_i(r_0 r_0) \hat{p}_i(b_1 b_1)^{k-2} + k^2 \hat{p}_i(r_0 b_1) \hat{p}_i(b_1 r_0) \hat{p}_i(b_1 b_1)^{k-3} = 1 + O(k^2/2^k).
\]
Writing $r_1 t \equiv r_1 \times t$ for $t \in \{ b_1, f, \Box \}$, a similar argument gives
\[
\hat{m}^\lambda \hat{p}_i(r_1 t) \geq [1 - O(k/2^k)] \hat{p}_i(bb)^{k-1} = 1 - O(k/2^k) \cdot (2/2^k),
\]
\[
\hat{m}^\lambda \hat{p}_i(r_1 t) \leq \hat{p}_i(b_0 g)^{k-1} + k \hat{p}_i(r_0 b_0) \hat{p}_i(b_0 b)^{k-2} = [1 + O(k/2^k)] \cdot (2/2^k).
\]
Lastly, it is easily seen that
\[
\hat{m} \hat{p}_i(r_1 r_1) = \hat{p}_i(b_0 b_0)^{k-1} = [1 - O(k/2^{ck})] \cdot (2/2^k)^2.
\]
This concludes the proof of (2.9.25), and we turn next to the proof of (2.9.26). Arguing similarly as for (2.9.12) gives
\[
\hat{m}^\lambda \hat{p}_i(\{ ff \} \setminus \{ \Box \}) \leq \hat{m}^\lambda \hat{p}_i(\{ f \geq 1 \}) + \hat{m}^\lambda \hat{p}_i(\{ ff \geq 1 \}) = O(k/4^k).
\]
Next, suppose $\hat{\sigma}$ is compatible with $\hat{\sigma} \in \{ f \geq 1 \}$: if $\hat{\sigma}$ has no red spin, then it is also compatible with some $\hat{\sigma}' \in \{ ff \geq 1 \}$, provided we allow $|\langle \hat{\sigma}' \rangle|^1 > T$. Therefore
\[
\hat{m}^\lambda \hat{p}_i(b_1 \{ f \geq 1 \}) - \hat{m}^\lambda \hat{p}_i(\{ ff \geq 1 \})
\]
\[
\leq \sum_{g \in \{ 0, 1 \}} \left[ k \hat{p}_i(r_0 f) \hat{p}_i(b_1 g)^{k-2} + k^2 \hat{p}_i(r_0 b) \hat{p}_i(b_1 f) \hat{p}_i(b_1 g)^{k-3} \right],
\]
and applying (2.4.6) this is $O(k/4^k)$. Finally,
\[
\hat{m}^\lambda \hat{p}_i(r_1 \{ f \geq 1 \}) \leq \sum_{g \in \{ 0, 1 \}} k \hat{p}_i(b_0 f) \hat{p}_i(b_0 g)^{k-2} = O(k/8^k),
\]
which proves the first part of (2.9.26). For the second part, arguing similarly as for (2.9.19), we have for any \( \xi \in \hat{\Omega} \) that

\[
\hat{m}^\lambda \hat{p}_i(f \xi) - \hat{m}^\lambda \hat{p}_i(b_1 \xi) \leq (k - 1) \sum_{\hat{\sigma} \sim \xi} [\hat{p}_i(g_0 \hat{\sigma}_2) - \hat{p}_i(r_0 \hat{\sigma}_2)] \prod_{j=3}^k \hat{p}_i(b_1 \hat{\sigma}_j).
\]

Note that \( \hat{\sigma} \) has at most one red spin. If \( \hat{\sigma}_2 = r_0 \), then \( \hat{\sigma}_j = b_1 \) for all \( j \geq 3 \). Since \( \hat{q}_i \in \Gamma(c, \kappa) \) (which means also that \( \hat{q}_i = (\hat{q}_i)^{\text{avg}} \)), we have

\[
\sum_{\hat{\sigma} \sim \xi} 1\{\hat{\sigma}_2 = \xi\} \prod_{j=3}^k \hat{p}_i(b_1 \hat{\sigma}_j) \leq \begin{cases} \hat{p}_i(b_1 b_1)^{k-2} & \text{if } \xi = r_0, \\ \hat{p}_i(b_1 g)^{k-3} & \text{if } \xi \in \hat{\Omega} \setminus \{r_0\}. \end{cases}
\]

On the other hand, \( \hat{q}_i \in \Gamma(c, \kappa) \) also implies

\[
\hat{p}_i(g_0 \xi) - \hat{p}_i(r_0 \xi) \leq O(2^{-k}) \hat{p}_i(b_0 \xi) + \hat{p}_i(f \xi) \leq \begin{cases} O(1) & \text{if } \xi = r_0, \\ O(2^{-k}) & \text{if } \xi \in \hat{\Omega} \setminus \{r_0\}. \end{cases}
\]

Combining these estimates and summing over \( \xi \) proves the second part of (2.9.26). \( \square \)

An immediate application of (2.9.25), which will be useful in the next proof, is that

\[
\frac{\hat{m}^\lambda \hat{p}_i(x^t)}{\hat{m}^\lambda \hat{p}_i(b^t)} \geq \left[ 1 + O(k^2/2^k) \right] \cdot (2/2^k).
\]

(2.9.37)

for all \( t \in \{b_0, b_1, f, 0\} \).

Proof of Lemma 2.9.11. We divide the proof in two parts.

Step I. Non-normalized messages.

1. First consider \( \hat{\sigma} \in \{ff\} \). Recalling \( (a + b)^\lambda \leq a^\lambda + b^\lambda \) for \( a, b \geq 0 \) and \( \lambda \in [0, 1] \),

\[
\Delta \hat{p}^u(ff) \leq 2 \sum_{\hat{r} \in \hat{\mathbf{F}} \hat{p}} \sum_{\hat{\sigma} \in \{rt\}^{k-1}} \left| \hat{m}^\lambda \hat{r}_1(\hat{\sigma}_j) - \hat{m}^\lambda \hat{r}_2(\hat{\sigma}_j) \right|
\]

where the \( \hat{r} = \hat{F} \hat{p} \) term arises from the fact that

\[
\hat{m}(\hat{\sigma}_2^{\lambda}[1 - \hat{m}(\hat{\sigma}_2)^\lambda] \hat{p}(\hat{\sigma}) = \hat{m}(\hat{\sigma}_2^{\lambda} \hat{m}(\hat{\sigma}_2^{\lambda} + 1) \hat{\lambda}(\hat{F} \hat{p})(\hat{F} \hat{\sigma}) = \hat{m}^\lambda \hat{F} \hat{p}(\hat{F} \hat{\sigma}).
\]

Applying (2.9.9) gives

\[
\Delta \hat{p}^u(ff) = O(d) \sum_{\hat{r} \in \hat{\mathbf{F}} \hat{p}} \Delta \hat{m}^\lambda \hat{r}(ff) \left( \hat{m}^\lambda \hat{r}_1(ff) + \Delta \hat{m}^\lambda \hat{r}(ff) \right)^{d-2}.
\]

We have from (2.9.23) and (2.9.25) that \( \hat{m}^\lambda \hat{p}_i(ff) = 1 \) and \( \Delta \hat{m}^\lambda \hat{p}(ff) = O(k^3/2^{(1+c)k}) \), so

\[
\Delta \hat{p}^u(ff) = O(d) \|\Delta \hat{m}^\lambda \hat{p} + \Delta \hat{m}^\lambda \hat{F} \hat{p}\|_1 \cdot \hat{p}_i^u(ff).
\]

(2.9.38)
2. Next consider $\hat{\sigma} \in \{p_1 \mid f\}$. Let $\hat{r}_{\text{max}}(\hat{\sigma}) \equiv \max_{i=1,2} \hat{r}_i(\hat{\sigma})$ — in this notation,

$$\hat{r}_{\text{max}}(\hat{\Omega}) = \sum_{i=1,2} \max_{\hat{\sigma} \in \hat{\Omega}} \hat{r}_i(\hat{\sigma}) \geq \max_{\hat{\sigma} \in \hat{\Omega}} \sum_{i=1,2} \hat{r}_i(\hat{\sigma}) = \max_{i=1,2} \hat{r}_i(\hat{\Omega})$$

where the inequality may be strict. Then

$$\Delta \hat{p}^u(p_1 f) = O(d) \sum_{r \in \{\hat{p}, \hat{\nu}\}} \Delta \hat{m}^\lambda \hat{r}(p_1 f)[\hat{m}^\lambda \hat{r}_{\text{max}}(p_1 f)]^{d-2}.$$ 

Let $a \in \arg\max_{i} \hat{r}_i(b_1 \varnothing)$, so that

$$0 \leq \hat{m}^\lambda \hat{r}_{\text{max}}(p_1 f) - \hat{m}^\lambda \hat{r}_a(p_1 f) \leq \Delta \hat{m}^\lambda \hat{r}(r_1 f) + \Delta \hat{m}^\lambda \hat{r}(b_1 f_{\neq 1}) = O(2^{-(1+c)k}),$$

where the last estimate is by (2.9.23) and (2.9.26). On the other hand, we have from (2.9.25) that $\hat{m}^\lambda \hat{p}(p_1 f) \geq \hat{m}^\lambda \hat{p}(b_1 f) = 1$, and it follows that

$$[\hat{m}^\lambda \hat{r}_{\text{max}}(p_1 f)]^{d-2} = [\hat{m}^\lambda \hat{r}_a(p_1 f)]^{d-1}. \quad (2.9.39)$$

Applying (2.9.25) and (2.9.26) again, we have (for $i = 1, 2$)

$$[\hat{m}^\lambda \hat{r}_i(p_1 f)]^{d-1} = [\hat{m}^\lambda \hat{r}_i(p_1 \varnothing)]^{d-1}.$$ 

On the other hand, assuming $T \geq 1$, we have

$$\hat{p}_i^u(r_1 f) \geq [\hat{m}^\lambda \hat{r}_i(p_1 \varnothing)]^{d-1} - [\hat{m}^\lambda \hat{r}_i(b_1 \varnothing)]^{d-1} = [\hat{m}^\lambda \hat{r}_i(p_1 \varnothing)]^{d-1}$$

where the last step follows by (2.9.37). Similarly,

$$\hat{p}_i^u(r_1 f) - \hat{p}_i^u(b_1 f) = O(1) \sum_{r \in \{\hat{p}, \hat{\nu}\}} \hat{m}^\lambda \hat{r}_i(b_1 f)^{d-1} = O(2^{-k}) \sum_{r \in \{\hat{p}, \hat{\nu}\}} \hat{m}^\lambda \hat{r}_i(p_1 f)^{d-1}$$

$$= O(2^{-k}) \hat{p}_i^u(r_1 f) = O(2^{-k}) \hat{p}_i^u(b_1 f), \quad (2.9.40)$$

where the last step follows by rearranging the terms. Combining the above gives

$$\Delta \hat{p}^u(p_1 f) \leq O(d) \|\Delta \hat{m}^\lambda \hat{p} + \Delta \hat{m}^\lambda \hat{F} \hat{p}\|_1 \max_{i=1,2} \hat{p}_i^u(b_1 f). \quad (2.9.41)$$

Clearly, similar bounds hold if we replace $p_1 f$ with any of $p_0 f$, $fp_1$, or $fp_0$.

3. Lastly we bound $\Delta \hat{p}^u(p_x p_y)$. As in the single-copy recursion, for $x, y \in \{0, 1\}$ we denote

$$\hat{r}(R_x \hat{\sigma}) \equiv \hat{r}(R_x \hat{\sigma}) - \hat{r}(b_x \hat{\sigma}),$$

$$\hat{r}(\hat{\sigma} R_x) \equiv \hat{r}(\hat{\sigma} R_x) - \hat{r}(\hat{\sigma} b_x),$$

$$\hat{r}(R_x R_y) \equiv \hat{r}(R_x R_y) - \hat{r}(R_x b_y) - \hat{r}(b_x R_y) + \hat{r}(b_x b_y).$$
Applying (2.9.37) gives
\[
\hat{p}_i^u(R_x r_y) = \hat{p}_i(b_x p_y)]d^{-1} = O(2^{-k})[\hat{p}_i(p_x p_y)]d^{-1} = O(2^{-k})\hat{p}_i^u(r_x r_y),
\]
\[
\hat{p}_i^u(R_y R_y) = \hat{p}_i(b_y b_y)]d^{-1} = O(2^{-k})\hat{p}_i^u(r_x r_y).
\]
Combining the above estimates gives
\[
\hat{p}_i^u(r_x r_y) - \hat{p}_i^u(b_x b_y) = \hat{p}_i^u(R_x r_y) + \hat{p}_i^u(R_y R_y) - \hat{p}_i^u(R_x R_y) = O(2^{-k})\hat{p}_i^u(r_x r_y).
\]
Further, it follows from the bp equations that
\[
\max\{\hat{p}_i^u(r_x r_y), \hat{p}_i^u(b_x R_y), \hat{p}_i^u(R_x r_y), \hat{p}_i^u(R_y b_y)\} \leq \hat{p}_i^u(r_x r_y) - \hat{p}_i^u(b_x b_y),
\]
so \(\hat{p}_i^u(st) = [1 + O(2^{-k})]\hat{p}_i^u(b_x b_y)\) for all \(s \in \{r_x, b_x\}, t \in \{r_y, b_y\}\). \(2.9.42\)

Similarly, we can upper bound
\[
\Delta \hat{p}_i^u(p_x p_y) \leq 4[\Delta \hat{p}_i^u(r_x r_y) + \Delta \hat{p}_i^u(R_x r_y) + \Delta \hat{p}_i^u(R_y R_y) + \Delta \hat{p}_i^u(R_x R_y)].
\]
\[
\leq O(d) \sum_{t \in \{p_x, p_y\}} \sum_{s \in \{p_x, b_x\}} \|\Delta \hat{m}^\lambda \hat{r}_i(st)\|_1 \hat{m}^\lambda \hat{r}_i(s t) d^{-2}. \tag{2.9.43}
\]
For \(\hat{r} \in \{\hat{p}, \hat{F}\hat{p}\}\), let \(a = \max_{i=1,2} \hat{m}^\lambda \hat{r}_i(b_1 b_1)\): then, for any \(s \in \{p_x, b_x\}, t \in \{p_y, b_y\}\),
\[
0 \leq \hat{m}^\lambda \hat{r}_i(s t) - \max_{i=1,2} \hat{m}^\lambda \hat{r}_i(s t) \leq \hat{m}^\lambda \hat{r}_i(s t) - \hat{m}^\lambda \hat{r}_i(s t) \leq O(1) \Delta \hat{m}^\lambda \hat{r}_i(s t) \leq O(1/2^{(1+\epsilon)k}),
\]
where the last estimate is by (2.9.23). Combining with (2.9.4) and (2.9.42) gives
\[
\sum_{s \in \{p_x, b_x\}} \sum_{t \in \{p_y, b_y\}} \|\hat{m}^\lambda \hat{r}_i(s t)\|_1 \hat{m}^\lambda \hat{r}_i(s t) d^{-2} = O(1) \sum_{i=1,2} \max_{i=1,2} \hat{m}^\lambda \hat{r}_i(p_x p_y) \|_1 \hat{m}^\lambda \hat{r}_i(b b) \|_1 = O(1) \max_{i=1,2} \hat{p}_i^u(b b).
\]
Substituting into (2.9.43) gives
\[
\Delta \hat{p}_i^u(p_x p_y) \leq O(d) \|\Delta \hat{m}^\lambda \hat{p} + \Delta \hat{m}^\lambda \hat{F}\hat{p}\|_1 \max_{i=1,2} \hat{p}_i^u(b b). \tag{2.9.44}
\]
Further, for any \(s t \in \{r_x R_y, R_x r_y, R_y R_y\}\), we have
\[
\Delta \hat{p}_i^u(s t) \leq O(k) \|\Delta \hat{m}^\lambda \hat{p} + \Delta \hat{m}^\lambda \hat{F}\hat{p}\|_1 \max_{i=1,2} \hat{p}_i^u(b b). \tag{2.9.45}
\]
Lastly, in the special case \(\hat{p}_2 = \hat{F}\hat{p}_1\), (2.9.44) reduces to
\[
\|\hat{p}_i^u(b_0 b_0) - \hat{p}_i^u(b_0 b_1)\|_1 \leq O(d) \|\hat{m}^\lambda \hat{p}_1 - \hat{m}^\lambda \hat{F}\hat{p}_1\|_1 \hat{p}_i^u(b b) \leq k^{5/2(1-2\epsilon)k} \|\hat{p}_i - \hat{F}\hat{p}_i\|_1. \tag{2.9.46}
\]
where the last estimate is by (2.9.24).
Step II. Normalized messages. Recall $\tilde{q}_i \equiv \mathbb{B} \hat{q}_i$. It remains to verify that $\tilde{q}_i \in \Gamma(c', 1)$ with $c' = \max\{0, 2\kappa - 1\}$: recalling (2.4.6), this means

\[
\begin{align*}
(A) \quad & \sum_{\delta \in \{bb\}} (2^{-k})^{\delta \sigma} \hat{p}(\hat{\sigma}) = O(2^{-k}) p(bb), \quad |p(b_0b_0) - p(b_0b_1)| \leq (k^3 / 2^{c'k}) p(bb), \\
(B) \quad & p(\mathbb{R}f) = O(2^{-k}) p(bb), \quad p(\mathbb{R}f) = O(1) p(bb), \\
(C) \quad & p(x \hat{\sigma}) \geq [1 - O(2^{-k})] p(b_x \hat{\sigma}) \text{ for all } x \in \{0, 1\} \text{ and } \hat{\sigma} \in \hat{\Omega}.
\end{align*}
\]  

(2.9.47)

Condition (c) is automatically satisfied due to the BP equations. The second part of (b) follows from (2.9.42). The second part of (A) holds trivially in the case $c' = 0$, and otherwise follows from (2.9.46). We claim that

\[
\tilde{q}_i(\{rf, fr, ff\}) = O(2^{-k}) \hat{q}_i(bb).
\]  

(2.9.48)

This immediately implies the first part of (b). Further, the BP equations give $\hat{q}_i(bf) \leq \hat{q}_i(rf)$ and $\hat{q}_i(fb) \leq \hat{q}_i(fr)$, so the first part of (A) also follows. To see that (2.9.48) holds, note that the second part of (2.9.26) gives

\[
\begin{align*}
\hat{p}^{\mathbb{R}}_i(ff) & \leq O(1) \sum_{\tilde{\sigma} \in \{p, \mathbb{R}f\}} [\tilde{m} \tilde{\lambda} \tilde{\alpha}(ff)]^{d-1} \leq O(1) \sum_{\tilde{\sigma} \in \{p, \mathbb{R}f\}} [\tilde{m} \tilde{\lambda} \tilde{\alpha}(b_1b_1)]^{d-1}, \\
\hat{p}^{\mathbb{R}}_i(r_1f) & \leq O(1) \sum_{\tilde{\sigma} \in \{p, \mathbb{R}f\}} [\tilde{m} \tilde{\lambda} \tilde{\alpha}(p_1f)]^{d-1} \leq O(1) \sum_{\tilde{\sigma} \in \{p, \mathbb{R}f\}} [\tilde{m} \tilde{\lambda} \tilde{\alpha}(p_1b_1)]^{d-1}.
\end{align*}
\]

Combining with (2.9.37) gives $\hat{p}^{\mathbb{R}}_i(\{r_1f, ff\}) = O(2^{-k}) \hat{p}^{\mathbb{R}}_i(r_1r_1)$. Recalling (2.9.42) (and making use of symmetry) gives (2.9.48). Finally, we conclude the proof of the lemma by bounding the difference $\Delta \tilde{q} \equiv |\tilde{q}_1 - \tilde{q}_2|$. Recalling the definition of $\mathbb{R}_x$, we have

\[
\begin{align*}
\Delta \tilde{q}(\mathbb{R}^2\{pp\}) & \leq O(1) \Delta \tilde{q}(\{bb, \mathbb{R}f, \mathbb{R}f, \mathbb{R}f\}), \\
\Delta \tilde{q}(\hat{\Omega}^2\{pp\}) & \leq O(1) \Delta \tilde{q}(\{bf, fb, ff, fr, fb\})
\end{align*}
\]

We next bound $\Delta \tilde{q}(bb)$, which is the sum of $\Delta \tilde{q}(b_xb_y)$ over $x, y \in \{0, 1\}$. By symmetry let us take $x = y = 0$. Since $\tilde{q}_i = (\tilde{q}_i)^{\text{avg}}$, $\tilde{q}_i(b_0b_0) = \frac{1}{2} \tilde{q}_i(bb) + \frac{1}{2} [\tilde{q}_i(b_0b_0) - \tilde{q}_i(b_0b_1)]$, so

\[
\Delta \tilde{q}(b_0b_0) \leq |\tilde{q}_1(bb) - \tilde{q}_2(bb)| + \sum_{i=1,2} |\tilde{q}_i(b_0b_0) - \tilde{q}_i(b_0b_1)|.
\]

Since the $\tilde{q}_i$ are normalized to be probability measures,

\[
1 - \tilde{q}_i(\hat{\Omega}^2\{pp\}) = \tilde{q}_i(pp) = 2\tilde{q}_i(\mathbb{R}f) + 2\tilde{q}_i(\mathbb{R}f) - 3\tilde{q}_i(\mathbb{R}f) + 4\tilde{q}_i(bb),
\]

from which it follows that

\[
|\tilde{q}_1(bb) - \tilde{q}_2(bb)| \leq |\tilde{q}_1(\hat{\Omega}^2\{pp\}) - \tilde{q}_2(\hat{\Omega}^2\{pp\})| + \Delta \tilde{q}(\{r_1r_1, \mathbb{R}f, \mathbb{R}f, \mathbb{R}f\}).
\]

Combining the above estimates gives

\[
\|\Delta \tilde{q}\|_1 \leq \Delta \tilde{q}(A) + \sum_{i=1,2} |\tilde{q}_i(b_0b_0) - \tilde{q}_i(b_0b_1)|, \quad A \equiv \{bf, fb, ff, fr, fb, \mathbb{R}f, \mathbb{R}f, \mathbb{R}f, \mathbb{R}f, \mathbb{R}f, \mathbb{R}f\}.
\]
Write $\hat{Z}_i \equiv \|\hat{p}^u_i\|_1$. Taking $a \in \{1, 2\}$ and $b = 2 - a$,

$$\|\Delta \hat{q}\|_1 \leq e_1 + e_2 e_3 + e_4 \quad \text{with} \quad e_1 \equiv \frac{\Delta \hat{p}_A^u}{\hat{Z}_a}, \quad e_2 \equiv \frac{\|\hat{Z}_1 - \hat{Z}_2\|}{\hat{Z}_a} \leq \frac{\|\Delta \hat{p}_A^u\|_1}{\hat{Z}_a},$$

$$e_3 \equiv \frac{\hat{p}_b^u(\mathcal{A})}{\hat{Z}_b}, \quad e_4 \equiv \sum_{i=1,2} \left| \frac{\hat{p}_i^u(b_0 b_0) - \hat{p}_i^u(b_0 b_1)}{\hat{Z}_i} \right| \cdot$$

It follows from (2.9.38), (2.9.41), (2.9.45) and (2.9.48), and taking $a = \arg \max_i \hat{p}_i^u(bb)$, that

$$e_1 \leq \|\Delta \hat{m}^\lambda \hat{p} + \Delta \hat{m}^\lambda \hat{p}_bb\|_1 (d/2^k) \max_{i=1,2} \hat{p}_i^u(bb) / \hat{Z}_a \leq k \|\Delta \hat{m}^\lambda \hat{p} + \Delta \hat{m}^\lambda \hat{p}_bb\|_1.$$

Further, recalling (2.9.44) gives

$$e_2 \leq k 2^k \|\Delta \hat{m}^\lambda \hat{p} + \Delta \hat{m}^\lambda \hat{p}_bb\|_1.$$

Combining (2.9.40), (2.9.42), and (2.9.48) gives $e_3 = O(2^{-k})$. Finally, (2.9.46) gives

$$e_4 \leq k 2^k \|\hat{m}^\lambda \hat{p} - \hat{m}^\lambda \hat{p}_bb\|_1.$$

Combining the pieces together finishes the proof. \hfill \Box

\section{2.10 The 1RSB free energy}

\subsection*{2.10.1 Equivalence of recursions}

In this section, we relate the coloring recursion (2.4.4) to the distributional recursion (2.1.7). The main task of this section is to show the following

\textbf{Proposition 2.10.1.} Let $\hat{q}_\lambda$ be the fixed point given by Proposition 2.4.2 for parameters $\lambda \in [0, 1]$ and $T = \infty$. Let $H_\lambda = (H_\lambda, \hat{H}_\lambda, \bar{H}_\lambda)$ be the associated triple of measures defined by Proposition 2.3.7. Then $(s(H_\lambda), \Sigma(H_\lambda), F(H_\lambda)) = (s_\lambda, \Sigma(s_\lambda), \mathcal{F}(\lambda))$.

In the course of proving Proposition 2.10.1, we will obtain Proposition 2.1.2 as a corollary. Throughout the section we take $T = \infty$ unless explicitly indicated otherwise. We begin with some notations. Recall that $\mathcal{P}(\mathcal{X})$ is the space of probability measures on $\mathcal{X}$. Given $\hat{q} \in \mathcal{P}(\hat{\Omega})$, we define two associated measures $\hat{m}^\lambda \hat{q}, (1 - \hat{m})^\lambda \hat{q}$ on $\hat{\Omega}$ by

$(\hat{m}^\lambda \hat{q})(\hat{\sigma}) \equiv \hat{m}(\hat{\sigma})^\lambda \hat{q}(\hat{\sigma}), \quad ((1 - \hat{m})^\lambda \hat{q})(\hat{\sigma}) \equiv (1 - \hat{m}(\hat{\sigma}))^\lambda \hat{q}(\hat{\sigma}),$

We let $\hat{\pi} \equiv \hat{\pi}(\hat{q})$ be the probability measure on $\mathcal{M} \setminus \{\ast\}$ given by

$$\hat{\pi}(\hat{\tau}) = \begin{cases} [1 - \hat{q}(x)]^{-1} \hat{q}(\hat{\tau}) & \text{if } \hat{\tau} \in \hat{\Omega}_t, \\ [1 - \hat{q}(x)]^{-1} \hat{q}(b_x) & \text{if } \hat{\tau} = x \in \{0, 1\}. \end{cases}$$
Recalling the definition (2.2.4) of the mapping \( \hat{m} : \hat{\Omega} \to [0, 1] \), we denote the pushforward measure \( \hat{u} \equiv \hat{u}(\hat{q}) \equiv \pi \circ \hat{m}^{-1} \), so that \( \hat{u} \) belongs to the space \( \mathcal{P} \) of discrete probability measures on \([0, 1]\). Analogously, given \( \hat{q} \in \mathcal{P}(\hat{\Omega}) \), we define two associated measures \( \hat{m}^\lambda \hat{q}, (1 - \hat{m})^\lambda \hat{q} \) on \( \hat{\Omega} \). We let \( \hat{\pi} \equiv \hat{\pi}(\hat{q}) \) be the probability measure on \( \mathcal{M} \setminus \{\star\} \) given by

\[
\hat{\pi}(\hat{\tau}) = \begin{cases} [1 - \hat{q}(\hat{b})]^{-1}\hat{q}(\hat{\tau}) & \text{if } \hat{\tau} \in \hat{\Omega}_T, \\ [1 - \hat{q}(\hat{b})]^{-1}\hat{q}(\hat{x}) & \text{if } \hat{\tau} = x \in \{0, 1\}. \end{cases}
\]

Recalling the definition (2.2.5) of the mapping \( \hat{m} : \hat{\Omega} \to [0, 1] \), we denote the pushforward measure \( \hat{u} \equiv \hat{u}(\hat{q}) \equiv \hat{\pi} \circ \hat{m}^{-1} \), so that \( \hat{u} \in \mathcal{P} \) also. The next two lemmas follow straightforwardly from the above definitions, and we omit their proofs:

**Lemma 2.10.2.** Suppose \( \hat{q} \in \mathcal{P}(\hat{\Omega}) \) satisfies \( \hat{q} = \hat{q}^{\text{avg}} \) and

\[
\hat{m}^\lambda \hat{q}(\hat{f}) = \hat{q}(\hat{r}_1) - \hat{q}(\hat{b}_1) = \hat{q}(\hat{r}_0) - \hat{q}(\hat{b}_0) = (1 - \hat{m})^\lambda \hat{q}(\hat{f}) \tag{2.10.1}
\]

Then \( \hat{q} \equiv \hat{\mathcal{B}} \hat{p} \hat{q} \in \mathcal{P}(\hat{\Omega}) \) must satisfy \( \hat{q} = \hat{q}^{\text{avg}} \) and

\[
\hat{m}^\lambda \hat{q}(\hat{f}) = \hat{q}(\hat{b}_1) = \hat{q}(\hat{b}_0) = (1 - \hat{m})^\lambda \hat{q}(\hat{f}), \tag{2.10.2}
\]

Let \( \hat{z} \equiv (\mathcal{NBP} \hat{q})/(\mathcal{B} \hat{p} \hat{q}) \) be the normalizing constant. Then \( \hat{u} \equiv \hat{u}(\hat{q}) \) and \( \hat{u} \equiv \hat{u}(\hat{q}) \) satisfy

\[
\hat{u} = \hat{\mathcal{R}}_\lambda(\hat{u}), \quad \hat{\mathcal{L}}_\lambda(\hat{u}) = \frac{\hat{z}(1 - \hat{q}(\hat{b}))}{(1 - \hat{q}(\hat{r}))^{k-1}}. \tag{2.10.3}
\]

**Lemma 2.10.3.** Suppose \( \hat{q} \in \mathcal{P}(\hat{\Omega}) \) satisfies \( \hat{q} = \hat{q}^{\text{avg}} \) and (2.10.2). Then \( \hat{q} \equiv \hat{\mathcal{NBP}} \hat{q} \in \mathcal{P}(\hat{\Omega}) \) must satisfy \( \hat{q} = \hat{q}^{\text{avg}} \) and (2.10.1). Let \( \hat{z} \equiv (\mathcal{NBP} \hat{q})/(\mathcal{B} \hat{p} \hat{q}) \) be the normalizing constant: then

\[
\hat{u} = \hat{\mathcal{R}}_\lambda(\hat{u}), \quad \hat{\mathcal{L}}_\lambda(\hat{u}) = \frac{\hat{z}(1 - \hat{q}(\hat{r}))}{(1 - \hat{q}(\hat{b}))^{d-1}}. \tag{2.10.4}
\]

**Proof of Proposition 2.1.2.** This is simply a rephrasing of the proof of Proposition 2.4.2, using Lemma 2.10.2 and Lemma 2.10.3. \( \square \)

We next prove Proposition 2.10.1. In the remainder of this section, fix \( \lambda \in [0, 1] \) and \( T = \infty \). Let \( \hat{q} \equiv \hat{q}_\lambda \) be the fixed point of \( \mathcal{B} \hat{p} \equiv \mathcal{B} \hat{p}_{\lambda, \infty} \) given by Proposition 2.4.2. Let \( \hat{q} \equiv \hat{q}_\lambda \) denote the image of \( \hat{q} \) under the mapping \( \mathcal{B} \hat{p} \equiv \mathcal{B} \hat{p}_{\lambda, \infty} \). Denote the associated normalizing constants

\[
\hat{z} \equiv \hat{z}_\lambda \equiv (\mathcal{NBP} \hat{q})/(\mathcal{B} \hat{p} \hat{q}), \quad \hat{z} \equiv \hat{z}_\lambda \equiv (\mathcal{NBP} \hat{q})/(\mathcal{B} \hat{p} \hat{q}).
\]

Let \( H_\lambda \equiv (\hat{H}_\lambda, \hat{H}_\lambda, \hat{H}_\lambda) \) be the triple of associated measures defined as in Proposition 2.3.7, with normalizing constants \( (\hat{Z}_\lambda, \hat{Z}_\lambda, \hat{Z}_\lambda) \). Recall from (2.1.9) that \( \hat{F}(\lambda) = \ln \hat{Z}_\lambda + \alpha \ln \hat{Z}_\lambda - d \ln \hat{Z}_\lambda \). We now show that it coincides with \( F(H_\lambda) \):
Lemma 2.10.4. Under the above notations, $F(H_\lambda) = \ln \hat{Z}_\lambda + \alpha \ln \hat{Z}_\lambda - d \ln \hat{Z}_\lambda$, and

$$\hat{\mathcal{F}}(\lambda) = F(H_\lambda).$$

Proof. It follows from (2.3.9) and (2.3.5) that $\hat{\Phi}(\sigma)^\lambda = \hat{\Phi}^{\max}(\sigma)^\psi(\sigma)$ that

$$F(H_\lambda) = \langle \ln(\hat{\Phi}^{\lambda}/\hat{H}), \hat{H}_\lambda \rangle + \alpha \langle \ln(\hat{\Phi}^{\lambda}/\hat{\Lambda}), \hat{\Lambda}_\lambda \rangle + d \langle \ln(\hat{\Phi}^{\lambda} \hat{H}_\lambda), \hat{H}_\lambda \rangle.$$ 

Substituting in (2.3.12) and rearranging gives

$$F(H_\lambda) - \left( \ln \hat{Z}_\lambda + \alpha \ln \hat{Z}_\lambda - d \ln \hat{Z}_\lambda \right)$$

$$= -\left( \sum_{i=1}^d \ln \hat{q}_i(\hat{\sigma}_i), \hat{H}_\lambda \right) - \alpha \left( \sum_{i=1}^k \ln \hat{q}_i(\hat{\sigma}_i), \hat{H}_\lambda \right) + d \langle \ln \hat{q}_i(\hat{\sigma}), \hat{H}_\lambda \rangle.$$ 

This equals zero by (2.3.13). The proof of (2.10.5) is straightforward from the preceding definitions, and is omitted.

Proof of Proposition 2.10.1. By similar calculations as above, it is straightforward to verify that $s_\lambda = s(H_\lambda)$. Since by definition $\mathcal{F}(\lambda) = \lambda s_\lambda + \Sigma(s_\lambda)$ and $F(H_\lambda) = \lambda s(H_\lambda) + \Sigma(H_\lambda)$, it follows that $\Sigma(s_\lambda) = \Sigma(H_\lambda)$, concluding the proof.

2.10.2 Large-$k$ asymptotics

We now evaluate the large-$k$ asymptotics of the free energy, beginning with (2.1.9). Let $\mu_\lambda$ be as given by Proposition 2.1.2, and write $\hat{\mu}_\lambda = \hat{\Phi}_\lambda(\hat{\mu}_\lambda)$. In what follows it will be useful to denote

$$\psi_\lambda \equiv \int x^\lambda 1\{x \in (0,1)\} \hat{\mu}_\lambda(dx), \quad \rho_\lambda \equiv \int y^\lambda 1\{y \in (0,1)\{\frac{1}{2}\}} \hat{\mu}_\lambda(dy).$$

Proposition 2.10.5. For $k \geq k_0$, $\alpha_{\text{ubd}} \leq \alpha = (2^{k-1} - c) \ln 2 \leq \alpha_{\text{ubd}}$, and $\lambda \in [0, 1]$,

$$\ln \hat{\mathcal{F}}(\lambda) = \ln 2 - (1 - 2^{-\lambda_1}/2^k) + d \ln \left( \frac{2^{-\lambda} \hat{\mu}_\lambda(\frac{1}{2}) + \hat{\mu}_\lambda(1) + \rho_\lambda}{\hat{\mu}_\lambda(\frac{1}{2}) + \hat{\mu}_\lambda(1) + \rho_\lambda} \right) + \text{err},$$

$$-d \ln \hat{\mathcal{F}} = -d \ln \left( \frac{2^{-\lambda} \hat{\mu}_\lambda(\frac{1}{2}) + \hat{\mu}_\lambda(1) + \rho_\lambda}{\hat{\mu}_\lambda(\frac{1}{2}) + \hat{\mu}_\lambda(1) + \rho_\lambda} \right) - (k \ln 2)[\hat{\mu}_\lambda(\hat{\sigma}) + 2 \psi_\lambda] + \text{err},$$

$$\alpha \ln \hat{\mathcal{F}} = \alpha \ln \left( \frac{1 - 2^{-\lambda_1}/2^k}{1 - 2^{-\lambda_1}/2^k} \right) + (k \ln 2)(\hat{\mu}_\lambda(\hat{\sigma}) + 2 \psi_\lambda) + \text{err},$$

where $\text{err}$ denotes any error bounded by $k^{O(1)}/4^k$. Altogether this yields

$$\mathcal{F}(\lambda) = \mathcal{F}^{\text{res}}(\alpha) - (1 - 2^{-\lambda_1}/2^k) + \text{err} = [(2c - 1) \ln 2 - (1 - 2^{1-\lambda_1})]/2^k + \text{err}.$$ 

On the other hand $\lambda s_\lambda = \lambda (\ln 2)2^{\lambda_1-1}/2^k + \text{err}$. 


Proof of Proposition 2.1.5. Apply Proposition 2.10.5: setting $\tilde{F}(\lambda) = \lambda s_\lambda$ gives

$$\alpha_\lambda = (2^{k-1} - c_\lambda) \ln 2 + \text{err}, \quad c_\lambda = \frac{1}{2} + \frac{1 - 2^{\lambda-1}(1 - \lambda \ln 2)}{2 \ln 2}.$$ 

Substituting the special values $\lambda = 1$ and $\lambda = 0$ gives

$$c_{\text{cond}} = c_1 = 1, \quad c_{\text{sat}} = c_0 = \frac{1}{2} + \frac{1}{4 \ln 2},$$

as claimed.

Proof of Proposition 2.10.5. Throughout the proof we abbreviate $\epsilon_k$ for a small error term which may change from one occurrence to the next, but is bounded throughout by $k^C/4^k$ for a sufficiently large absolute constant $C$. Note that

$$\hat{\mu}_\lambda(\frac{1}{2}) = 1 - 2 \cdot \frac{2^{1-\lambda}}{2^k} + \epsilon_k, \quad \hat{\mu}_\lambda(1) = \hat{\mu}_\lambda(0) = \frac{2^{1-\lambda}}{2^k} + \epsilon_k, \quad \hat{\mu}_\lambda((0, 1)\setminus\{\frac{1}{2}\}) = \epsilon_k,$$

from which it follows that $\rho_\lambda = \epsilon_k$. Meanwhile, $\psi_\lambda$ is upper bounded by $\hat{\mu}_\lambda(\mathbf{f}) \equiv \hat{\mu}_\lambda((0, 1))$, and we will show below that

$$\hat{\mu}_\lambda(\mathbf{f}) = \frac{2^{\lambda-1}}{2^k} + \epsilon_k. \quad (2.10.9)$$

Estimate of $\tilde{F}_\lambda$. Recall from the definition (2.1.8) that

$$\tilde{F}_\lambda = \int \left( \prod_{i=1}^d y_i + \prod_{i=1}^d (1 - y_i) \right) \lambda \prod_{i=1}^d \hat{\mu}_\lambda(dy_i).$$

Let $\tilde{F}_\lambda(\mathbf{f})$ denote the contribution to $\tilde{F}_\lambda$ from free variables, meaning $y_i \in (0, 1)$ for all $i$. This can be decomposed further into the contribution $\tilde{F}_\lambda(\mathbf{f}_1)$ from isolated free variables (meaning $y_i = 1/2$ for all $i$) and the remainder $\tilde{F}_\lambda(\mathbf{f}_{\geq 2})$. We then calculate

$$\tilde{F}_\lambda(\mathbf{f}_1) = 2^\lambda \left( 2^{-\lambda} \hat{\mu}_\lambda(\frac{1}{2}) \right)^d.$$

This dominates the contribution from non-isolated free variables:

$$\tilde{F}_\lambda(\mathbf{f}_{\geq 2}) = \sum_{j=1}^d \binom{d}{j} \left( \int y^\lambda \mathbf{1}_{\{y \in (0, 1)\setminus\{\frac{1}{2}\}\}} \hat{\mu}_\lambda(dy) \right)^j \left( 2^{-\lambda} \hat{\mu}_\lambda(\frac{1}{2}) \right)^{d-j} \leq O(1) d \hat{\mu}_\lambda((0, 1)\setminus\{\frac{1}{2}\}) \left( 2^{-\lambda} \hat{\mu}_\lambda(\frac{1}{2}) \right)^d \leq \tilde{F}_\lambda(\mathbf{f}_1) k^{O(1)}/2^k.$$

Next let $\tilde{F}_\lambda(1)$ denote the contribution from variables frozen to 1:

$$\tilde{F}_\lambda(1) = \left( \int y^\lambda \hat{\mu}_\lambda(dy) \right)^d - \left( \int y^\lambda \mathbf{1}_{\{y \in (0, 1)\}} \hat{\mu}_\lambda(dy) \right)^d = \left( 2^{-\lambda} \hat{\mu}_\lambda(\frac{1}{2}) + \hat{\mu}_\lambda(1) + \rho_\lambda \right)^d - 2^{-\lambda} \tilde{F}_\lambda(\mathbf{f}_1) + \epsilon_k.$$
The ratio of free to frozen variables is given by
\[
\frac{\tilde{\zeta}_\lambda(x)}{2[\tilde{\zeta}_\lambda(1) + 2^{-\lambda}\tilde{\zeta}_\lambda(x) + 2^{-\lambda}\tilde{\zeta}_\lambda(y)]} = \frac{2^{\lambda}}{2} \left( \frac{\hat{\mu}_\lambda(\frac{1}{2})}{\hat{\mu}_\lambda(1) + 2^{\lambda}\hat{\mu}_\lambda(1)} \right)^{d} + \epsilon_k = \frac{2^{\lambda-1}}{2^k} + \epsilon_k.
\]
Combining these yields (2.10.6). The proof of (2.10.9) is very similar.

**Estimate of \(\tilde{\zeta}_\lambda\).** Recall from the definition (2.1.8) that
\[
\tilde{\zeta}_\lambda = \int \left( xy + (1 - x)(1 - y) \right)^{\lambda} \hat{\mu}_\lambda(dx) \hat{\nu}_\lambda(dy).
\]
The contribution to \(\tilde{\zeta}\) from \(x = 1\) is given by
\[
\tilde{\zeta}_\lambda(x = 1) = \hat{\mu}_\lambda(1) \left( 2^{-\lambda} \hat{\mu}_\lambda(\frac{1}{2}) + \hat{\mu}_\lambda(1) + \rho_\lambda \right).
\]
There is an equal contribution from the case \(x = 0\). Next, the contribution from \(x \in (0, 1)\) and \(y = 1/2\) is given by
\[
\tilde{\zeta}_\lambda(x \in (0, 1), y = 1/2) = \hat{\mu}_\lambda(f) 2^{-\lambda} \hat{\mu}_\lambda(\frac{1}{2}).
\]
Lastly, the contribution from \(x \in (0, 1)\) and \(y = 1\) is given by
\[
\tilde{\zeta}_\lambda(x \in (0, 1), y = 1) = \hat{\mu}_\lambda(1) \psi_\lambda,
\]
and there is an equal contribution from the case \(x \in (0, 1)\) and \(y = 0\). The contribution from the case that both \(x, y \in (0, 1)\) is \(\leq k^{O(1)/8^k}\). Combining these estimates gives
\[
d \ln \tilde{\zeta}_\lambda = d \ln \left( 2^{-\lambda} \hat{\mu}_\lambda(\frac{1}{2}) + 2 \hat{\mu}_\lambda(1) \hat{\mu}_\lambda(1) + 2 \hat{\mu}_\lambda(1) \rho_\lambda + 2 \hat{\mu}_\lambda(1) \psi_\lambda \right) + \epsilon_k
\]
\[
= d \ln \left( 2^{-\lambda} \hat{\mu}_\lambda(\frac{1}{2}) + \hat{\mu}_\lambda(1) + \rho_\lambda \right) + d \ln \left( 1 + \frac{\hat{\mu}_\lambda(1) \left[ -\hat{\mu}_\lambda(f) + 2 \psi_\lambda \right]}{2^{-\lambda} \hat{\mu}_\lambda(\frac{1}{2}) + \hat{\mu}_\lambda(1)} \right) + \epsilon_k.
\]
Recalling \(\hat{\mu}_\lambda = \hat{\zeta}_\lambda \hat{\nu}_\lambda\) gives
\[
d \ln \left( 1 + \frac{\hat{\mu}_\lambda(1) \left[ -\hat{\mu}_\lambda(f) + 2 \psi_\lambda \right]}{2^{-\lambda} \hat{\mu}_\lambda(\frac{1}{2}) + \hat{\mu}_\lambda(1)} \right) = d \hat{\mu}_\lambda(0) k^{-1} \left[ -\hat{\lambda}_\lambda(f) + 2 \psi_\lambda \right] + \epsilon_k,
\]
and (2.10.7) follows.

**Estimate of \(\tilde{\zeta}_\lambda\).** Recall from the definition (2.1.8) that
\[
\tilde{\zeta}_\lambda = \int \left( 1 - \prod_{i=1}^{k} x_i - \prod_{i=1}^{k} (1 - x_i) \right) \prod_{i=1}^{k} \hat{\mu}_\lambda(x_i).
\]
The contribution to \(\tilde{\zeta}\) from separating clauses is
\[
1 - 2 \hat{\mu}_\lambda(0) f^k + \hat{\mu}_\lambda(f)^k = 1 - (2/2^k)(1 + k \hat{\mu}(f)) + k^{O(1)/8^k}.
\]
The contribution from clauses which are forcing to some variable that is not forced by any other clause is \(2^{k\mu_{\lambda}}(0)^{k-1}\psi_{\lambda}\). The contribution from all other clause types is \(\lambda p_{0} q_{k} \psi_{\lambda}\). The contribution from all other clause types is \(\lambda p_{0} q_{k} \psi_{\lambda}\). The contribution from all other clause types is \(\lambda p_{0} q_{k} \psi_{\lambda}\). The contribution from all other clause types is \(\lambda p_{0} q_{k} \psi_{\lambda}\).

Estimate of \(s_{\lambda}\). Recall from (2.10.10) the definition of \(s_{\lambda}\). By similar considerations as above, it is straightforward to check that the total contribution from frozen variables, edges incident to frozen variables, and separating or forcing clauses is zero. The dominant term is the contribution of isolated free variables, and the estimate follows.

2.10.3 Properties of the complexity function

We conclude by deducing some properties of the complexity function \(\Sigma(s)\).

Lemma 2.10.6. For fixed \(1 \leq T < \infty\), the fixed point \(\hat{q}_{\lambda,T}\) is continuously differentiable as a function of \(\lambda \in [0, 1]\).

Proof. Fix \(T < \infty\) and define \(f_{T}[\hat{q}, \lambda] \equiv \text{BP}_{\lambda,T}[\hat{q}] - \hat{q}\) as the mapping from \(\mathcal{P}(\hat{\Omega}_{T}) \times [0, 1]\) to the set of signed measures on \(\hat{\Omega}_{T}\). Since function \(\hat{z}(\hat{\sigma}) (\hat{z}(\hat{\sigma})\), respectively) can take only finitely many values on \(\hat{\Omega}_{T}\) (\(\hat{\Omega}_{T}\), respectively) and therefore must be uniformly bounded away from 0. It is straightforward to check that for any \(\lambda \in [0, 1]\),

\[
f_{T}[\hat{q}_{\star}(\lambda, T), \lambda](\hat{\sigma}) = 0, \quad \forall \hat{\sigma} \in \hat{\Omega}_{T},
\]

and is uniformly differentiable in a neighborhood of \(\{\hat{q}_{\star}(\lambda, T), \lambda) : \lambda \in [0, 1]\}\).

For any other \(\hat{q}\) in the contraction region (2.4.5), Proposition 2.9.1 guarantees that

\[
\|f_{T}[\hat{q}, \lambda] - f_{T}[\hat{q}_{\star}(\lambda, T), \lambda]\|_{1} \geq \|\hat{q} - \hat{q}_{\star}(\lambda)\|_{1} - \|\text{BP}_{\lambda,T}[\hat{q}] - \text{BP}_{\lambda,T}[\hat{q}_{\star}(\lambda, T)]\|_{1} \\
\geq (1 - O(k^{2}2^{-k}))\|\hat{q} - \hat{q}_{\star}(\lambda, T)\|_{1}.
\]

Therefore the Jacobian matrix

\[
\left(\frac{\partial f_{T}(\hat{\sigma}_{i})}{\partial \hat{q}(\hat{\sigma}_{j})}\right)_{\hat{\Omega} \times \hat{\Omega}}
\]

is invertible at each \(\hat{q}_{\star}(\lambda, T), \lambda)\). By implicit function theorem, \(\hat{q}_{\star}(\lambda, T)\), as the solution of \(f_{T}[\hat{q}, \lambda] = 0\), is uniformly differentiable in \(\lambda\).

Let us first fix \(T < \infty\) and consider the clusters encoded by \(T\)-colorings. We have explicitly defined \(\Sigma(H)\) and \(s(H)\). Let

\[
S(s) \equiv \sup\{\Sigma(H) : s(H) = s\},
\]

with the convention that a supremum over an empty set is \(-\infty\). Thus \(S(s)\) is a well-defined function which captures the spirit of the function \(\Sigma(s)\) discussed in the introduction. (Note \(S\) implicitly depends on \(T\) since the maximum is taken over empirical measures \(H\) which are supported on \(T\)-colorings.) Recall that the physics approach [Krz+07] takes \(S(s)\) as a
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conceptual starting point. However, for purposes of explicit calculation the actual starting point is the Legendre dual

$$
\mathcal{F}(\lambda) \equiv (-\mathcal{S})^*(\lambda) = \sup_{s \in \mathbb{R}} \left\{ \lambda s + \mathcal{S}(s) \right\} = \sup_H F_\lambda(H),
$$

where $F_\lambda(H) \equiv \lambda s(H) + \Sigma(H)$. The replica symmetry breaking heuristic gives an explicit conjecture for $\mathcal{F}$. One then makes the assumption that $\mathcal{S}(s)$ is concave in $s$: this means it is the same as

$$
\mathcal{R}(s) \equiv -\mathcal{F}^*(s) = -(\mathcal{S})^{**}(s),
$$

so if $\mathcal{S}$ is concave then it can be recovered from $\mathcal{F}$.

We do not have a proof that $\mathcal{S}(s)$ is concave for all $s$, but we will argue that this holds on the interval of $s$ corresponding to $\lambda \in [0, 1]$. Formally, for $\lambda \in [0, 1]$, we proved that $F_\lambda(H)$ has a unique maximizer $H_\lambda \equiv H_\lambda$. This implies that there is a unique $s_\lambda$ which maximizes $\lambda s + \mathcal{S}(s)$, given by

$$
s_\lambda = s(H_\lambda).
$$

Recall that $H_\lambda$ and $s_\lambda$ both depend implicitly on $T$. We also have from Lemma 2.10.6 that for any fixed $T < \infty$, $s_\lambda$ is continuous in $\lambda$, so it maps $\lambda \in [0, 1]$ onto some compact interval $\mathcal{I} \equiv [s_-, s_+]$. Define the modified function

$$
\overline{\mathcal{S}}(s) \equiv \begin{cases} 
\mathcal{S}(s) & s \in \mathcal{I}, \\
-\infty & \text{otherwise}.
\end{cases}
$$

Lemma 2.10.7. For all $s \in \mathbb{R}$, $\overline{\mathcal{S}}(s) = -(\overline{\mathcal{S}})^**(s)$. Consequently the function $\overline{\mathcal{S}}$ is concave, and $s_\lambda$ is nondecreasing in $\lambda$.

Proof. The function $-\mathcal{S}(s)$ has Legendre dual

$$
\overline{\mathcal{S}}(\lambda) = \sup_{s \in \mathbb{R}} \left\{ \lambda s + \overline{\mathcal{S}}(s) \right\} = \sup_{s \in \mathcal{I}} \left\{ \lambda s + \overline{\mathcal{S}}(s) \right\} \leq \mathcal{F}(\lambda).
$$

For $\lambda \in [0, 1]$ it is clear that $\overline{\mathcal{S}}(\lambda) = \mathcal{F}(\lambda)$. It is straightforward to check that if $\lambda < 0$ then

$$
\overline{\mathcal{S}}(\lambda) \leq \max_{s \in \mathcal{I}} \lambda s + \max_{s \in \mathcal{I}} \mathcal{S}(s) = \lambda s_{\min} + \mathcal{S}(s_0),
$$

so if $s < s_{\min}$ then

$$
(\overline{\mathcal{S}})^**(s) = (\overline{\mathcal{S}})^*(s) \geq \sup_{\lambda < 0} \left\{ \lambda s - \overline{\mathcal{S}}(\lambda) \right\} \geq \sup_{\lambda < 0} \left\{ \lambda(s - s_{\min}) - \mathcal{S}(s_0) \right\} = +\infty.
$$

A symmetric argument shows that $(\overline{\mathcal{S}})^**(s) = +\infty$ also for $s > s_{\max}$. If $s \in \mathcal{I}$, we must have $s = s_{\lambda_0}$ for some $\lambda_0 \in [0, 1]$, and so

$$
(\overline{\mathcal{S}})^**(s) \geq \lambda_0 s - \overline{\mathcal{S}}(\lambda_0) = -\mathcal{S}(s).
$$

This proves $(\overline{\mathcal{S}})^**(s) \geq -\overline{\mathcal{S}}(s)$ for all $s \in \mathbb{R}$. On the other hand, it holds for any function $f$ that $f^{**} \leq f$, so we conclude $(\overline{\mathcal{S}})^**(s) = -\overline{\mathcal{S}}(s)$ for all $s \in \mathbb{R}$. This implies that $\overline{\mathcal{S}}$ is concave, concluding the proof. \qed
Proof of Proposition 2.1.4. We can obtain $\Sigma(s)$ as the limit of $\overline{S}(s)$ in the limit $T \to \infty$. It follows from Lemma 2.10.7 together with Corollary 2.9.2 that it is strictly decreasing in $s$. \qed

2.11 Constrained entropy maximization

In this section we review some general theory for entropy maximization problems under affine constraints.

2.11.1 Constraints and continuity

We will optimize a functional over non-negative measures $\nu$ on a finite space $X$ (with $|X| = s$), subject to some affine constraints $M\nu = b$. We begin by discussing basic continuity properties. Denote

$$\mathbb{H}(b) \equiv \{\nu \geq 0\} \cap \{M\nu = b\} \subseteq \mathbb{R}^s.$$ 

Let $\Delta \equiv \{\nu \geq 0\} \cap \{\langle 1, \nu \rangle = 1\}$, and let $B$ denote the space of $b \in \mathbb{R}^r$ for which

$$\emptyset \neq \mathbb{H}(b) \subseteq \Delta.$$ 

Then $B$ is contained in the image of $\Delta$ under $M$, so $B$ is a compact subset of $\mathbb{R}^r$.

**Proposition 2.11.1.** If $F$ is any continuous function on $\Delta$ and

$$F(b) = \max\{F(\nu) : \nu \in \mathbb{H}(b)\},$$

then $F$ is (uniformly) continuous over $b \in B$.

Proposition 2.11.1 is a straightforward consequence of the following two lemmas.

**Lemma 2.11.2.** For $b \in B$ and any vector $u$ in the unit sphere $S^{r-1}$, let

$$d(b, u) \equiv \inf\{t \geq 0 : b + tu \notin B\}.$$ 

There exists $\delta = \delta(b) > 0$ such that

$$d(b, u) \in \{0\} \cup [\delta, \infty) \quad \text{for all } b \in B.$$ 

**Proof.** $B$ is a polytope, so it can be expressed as the intersection of finitely many closed half-spaces $H_1, \ldots, H_k$, where $H_i = \{x \in \mathbb{R}^r : \langle a_i, x \rangle \leq c_i\}$. Consequently there is at least one index $1 \leq i \leq k$ such that

$$d(b, u) = \inf\{t \geq 0 : b + tu \notin H_i\}.$$
It follows that $\langle a_i, u \rangle > 0$ and
\[
d(b, u) = \frac{c_i - \langle a_i, b \rangle}{\langle a_i, u \rangle} = \frac{c_i - \langle a_i, b \rangle}{|a_i|} = d(b, \partial H_i)
\]
where $d(b, \partial H_i)$ is the distance between $b$ and the boundary of $H_i$. In particular, $d(b, u) > 0$ if and only if $\langle a_i, b \rangle < c_i$, which in turn holds if and only if $d(b, \partial H_i) > 0$. It follows that for all $u \in S^{r-1}$ we have $d(b, u) \in \{0\} \cup [\delta, \infty)$ with
\[
\delta = \delta(b) = \min\{d(b, \partial H_i) : d(b, \partial H_i) > 0\};
\]
$\delta$ is a minimum over finitely many positive numbers so it is also positive. \qed

**Lemma 2.11.3.** The set-valued function $\mathbb{H}$ is continuous on $B$ with respect to the Hausdorff metric $d_\mathcal{H}$, that is to say, if $b_n \in B$ with $\lim_{n \to \infty} b_n = b$ then
\[
\lim_{n \to \infty} d_\mathcal{H}(\mathbb{H}(b_n), \mathbb{H}(b)) = 0.
\]

**Proof.** Recall that the Hausdorff distance between two subsets $X$ and $Y$ of a metric space is
\[
d_\mathcal{H}(X, Y) = \inf\{\epsilon \geq 0 : X \subseteq Y^\epsilon \text{ and } Y \subseteq X^\epsilon\},
\]
where $X^\epsilon, Y^\epsilon$ are the $\epsilon$-thickenings of $X$ and $Y$. Any sequence $\nu_n \in \mathbb{H}(b_n)$ converges along subsequences to limits $\nu \in \mathbb{H}(b)$, so for all $\epsilon > 0$ there exists $n_0(\epsilon)$ large enough that
\[
\mathbb{H}(b_n) \subseteq (\mathbb{H}(b))^\epsilon, \quad n \geq n_0(\epsilon).
\]
In the other direction, we now argue that if $\nu \in \mathbb{H}(b)$ and $b' = b + tu$ for $u \in S^{r-1}$ and $t$ a small positive number, then we can find $\nu' \in \mathbb{H}(b')$ which is close to $\nu$. For $u \in S^{r-1}$ let $d(b, u)$ be as in Lemma 2.11.2, and take $\nu(b, u)$ to be any fixed element of $\mathbb{H}(b + d(b, u)u)$ (which by definition is nonempty). Since we consider $b' = b + tu$ for $t > 0$, we can assume that $d(b, u)$ is positive, hence $\geq \delta(b)$ by Lemma 2.11.2. We can express $b' = b + tu$ as the convex combination
\[
b' = (1 - \epsilon)b + \epsilon[b + d(b, u)u], \quad \epsilon = \frac{t}{d(b, u)} = \frac{|b' - b|}{d(b, u)} \leq \frac{|b' - b|}{\delta}.
\]
Then $\nu' = (1 - \epsilon)\nu + \epsilon\nu(b, u) \in \mathbb{H}(b')$, so
\[
|\nu' - \nu| = \epsilon|\nu(b, u) - \nu| \leq \frac{(\text{diam } \Delta)|b - b'|}{\delta}
\]
This implies $H(b) \subseteq (H(b_n))^\epsilon$ for large enough $n$, and the result follows. \qed
Proof of Proposition 2.11.1. Take \( \nu \in \mathbb{H}(b) \) so that \( F(b) = F(\nu) \). If \( b' = b + tu \in B \) for \( u \in \mathbb{S}^{r-1} \), then Lemma 2.11.3 implies that we can find \( \nu' \in \mathbb{H}(b') \) with \( |\nu' - \nu| = o_t(1) \), where \( o_t(1) \) indicates a function tending to zero in the limit \( t \downarrow 0 \), uniformly over \( u \in \mathbb{S}^{r-1} \). It follows that \( F(\nu) = F(\nu') + o_t(1) \), since \( F \) is uniformly continuous on \( \Delta \) by the Heine–Cantor theorem. Therefore \[
F(b) = F(\nu) = F(\nu') + o_t(1) \leq F(b') + o_t(1).
\]
By the same argument \( F(b') \leq F(b) + o_t(1) \), concluding the proof.

When solving (2.11.1) for a fixed value of \( b \in B \), it will be convenient to make the following reduction:

Remark 2.11.4. Suppose \( M \) is an \( r \times s \) matrix where \( s = |X| \). We can assume without loss that \( M \) has full rank \( r \), since otherwise we can eliminate redundant constraints. We consider only \( b \in B \), meaning \( \emptyset \neq \mathbb{H}(b) \subseteq \Delta \). The affine space \( \{M\nu = b\} \) has dimension \( s - r \); we assume this is positive since otherwise \( \mathbb{H}(b) \) would be a single point. Then, if \( \mathbb{H}(b) \) does not contain an interior point of \( \{\nu \geq 0\} \), it must be that

\[
X_o \equiv \{x \in X : \exists \nu \in \{\nu \geq 0\} \cap \{M\nu = b\} \text{ so that } \nu(x) > 0\}
\]

is a nonempty subset of \( X \). In this case, it is equivalent to solve the optimization problem over measures \( \nu_o \) on the reduced alphabet \( X_o \), subject to constraints \( M'\nu_o = b \) where \( M' \) is the submatrix of \( M \) formed by the columns indexed by \( X_o \). Then, by construction, the space

\[
\mathbb{H}_o(b) = \{\nu_o \geq 0\} \cap \{M'\nu_o = b\}
\]

contains an interior point of \( \{\nu_o \geq 0\} \). The matrix \( M' \) is \( r \times s_o \) where \( s_o = |X_o| \); and if \( M' \) is not of rank \( r \) then we can again remove redundant constraints, replacing \( M' \) with an \( r_o \times s_o \) submatrix \( M_o \) which has full rank \( r_o \). We emphasize that the final matrix \( M_o \) depends on \( b \). In conclusion, when solving (2.11.1) for a fixed \( b \in B \), we may assume with no essential loss of generality that the original matrix \( M \) is \( r \times s \) with full rank \( r \), and that \( \mathbb{H}(b) = \{\nu \geq 0\} \cap \{M\nu = b\} \) contains an interior point of \( \{\nu \geq 0\} \). It follows that this space has dimension \( s - r > 0 \), and its boundary is contained in the boundary of \( \{\nu \geq 0\} \).

### 2.11.2 Entropy maximization

We now restrict (2.11.1) to the case of functionals \( F \) which are concave on the domain \( \{\nu \geq 0\} \). It is straightforward to verify from definitions that the optimal value \( F(b) \) is (weakly) concave in \( b \). Recall that the convex conjugate of a function \( f \) on domain \( C \) is the function \( f^* \) defined by

\[
f^*(x^*) = \sup \{ \langle x^*, x \rangle - f(x) : x \in C \}.
\]

Denote \( G(\gamma) \equiv (-F)^*(M^t\gamma) \), and consider the Lagrangian functional

\[
\mathcal{L}(\gamma; b) = \sup \{ F(\nu) + \langle \gamma, M\nu - b \rangle : \nu \geq 0 \} = -\langle \gamma, b \rangle + G(\gamma).
\]
It holds for any $\gamma \in \mathbb{R}^r$ that $\mathcal{L}(\gamma; b) \geq F(b)$, so
\[
F(b) \leq \inf \{ \mathcal{L}(\gamma; b) : \gamma \in \mathbb{R}^r \} = -G^*(b). \tag{2.11.2}
\]

Now assume $\psi$ is a positive function on $X$, and consider (2.11.1) for the special case
\[
F(\nu) = \mathcal{H}(\nu) + \langle \nu, \ln \psi \rangle = \sum_{x \in X} \nu(x) \ln \frac{\psi(x)}{\nu(x)}. \tag{2.11.3}
\]

We remark that the supremum in $(-\mathcal{H})^*(\nu^*) = \sup \{ \langle \nu^*, \nu \rangle + \mathcal{H}(\nu) : \nu \geq 0 \}$ is uniquely attained by $\nu^{\text{opt}}(x) = \exp \{-1 + \nu^*(x)\}$, yielding
\[
(-\mathcal{H})^*(\nu^*) = \langle \nu^{\text{opt}}(\nu^*), 1 \rangle = \sum_x \exp \{-1 + \nu^*(x)\}.
\]

This gives the explicit expression
\[
G(\gamma) = (-F)^*(M^t \gamma) = (-\mathcal{H})^*(\ln \psi + M^t \gamma) = \sum_x \psi(x) \exp \{-1 + (M^t \gamma)(x)\}. \tag{2.11.4}
\]

**Lemma 2.11.5.** Assume $\psi$ is a strictly positive function on a set $X$ of size $s$ and that $M$ is $r \times s$ with rank $r$. Then the function $G(\gamma)$ of (2.11.4) is strictly convex in $\gamma$.

**Proof.** Let $\nu \equiv \nu(\gamma)$ denote the measure on $X$ defined by
\[
\nu(x) = \psi(x) \exp \{-1 + (M^t \gamma)(x)\},
\]
and write $\langle f(x) \rangle_\nu \equiv \langle f, \nu \rangle$. The Hessian matrix $H \equiv \text{Hess} G(\gamma)$ has entries
\[
H_{i,j} = \frac{\partial^2 \mathcal{L}(\gamma; b)}{\partial \gamma_i \partial \gamma_j} = \sum_{x \in X} \nu(x) M_{i,x} M_{j,x} = \langle M_{i,x} M_{j,x} \rangle_\nu.
\]

Let $M_x$ denote the vector-valued function $(M_{i,x})_{i \leq r}$, so
\[
\alpha^t H \alpha = \langle (\alpha^t M_x)^2 \rangle_\nu.
\]

This is zero if and only if $\nu(\{ x \in X : \alpha^t M_x = 0 \}) = 1$. Since $\nu$ is a positive measure, this can only happen if $\alpha^t M_x = 0$ for all $x \in X$, but this contradicts the assumption that $M$ has rank $r$. This proves that $H$ is positive-definite, so $G$ is strictly convex in $\gamma$. \hfill \Box

**Proposition 2.11.6.** Let $b \in B$ such that $\mathbb{H}(b) = \{ \nu \geq 0 \} \cap \{ M \nu = b \}$ contains an interior point of $\{ \nu \geq 0 \}$, and consider the optimization problem (2.11.1) for $F$ as in (2.11.3). For this problem, the inequality (2.11.2) becomes an equality,
\[
F(b) = \inf \{ \mathcal{L}(\gamma; b) : \gamma \in \mathbb{R}^r \} = -G^*(b).
\]

Further, $\mathcal{L}(\gamma; b)$ is strictly convex in $\gamma$, and its infimum is achieved by a unique $\gamma = \gamma(b)$. The optimum value of (2.11.1) is uniquely attained by the measure $\nu = \nu^{\text{opt}}(b)$ defined by
\[
\nu(x) = \psi(x) \exp \{-1 + (M^t \gamma)(x)\}. \tag{2.11.5}
\]

For any $\mu \in \mathbb{H}(b)$, $F(\nu) - F(\mu) = \mathcal{H}(\mu | \nu) \geq \|\nu - \mu\|^2$. Finally, in a neighborhood of $b$ in $B$, $\gamma'(b)$ is defined and $F(b)$ is strictly concave in $b$. 

Proof. Under the assumptions, the boundary of the set $\mathbb{H}(b)$ is contained in the boundary of \( \{ \nu \geq 0 \} \). The entropy $\mathcal{K}$ has unbounded gradient at this boundary, so for $F$ as in (2.11.3), the optimization problem (2.11.1) must be solved by a strictly positive measure $\nu > 0$. Since $\nu > 0$, we can differentiate in the direction of any vector $\delta$ with $M\delta = 0$ to find

$$0 = \frac{d}{dt} \left[ \mathcal{K}(\nu + t\delta) + \langle \ln \psi, \nu + t\delta \rangle \right]_{t=0} = \langle \delta, -1 - \ln \nu + \ln \psi \rangle.$$ 

Recalling Remark 2.11.4, we assume without loss that $M$ is $r \times s$ with rank $r$, since otherwise we can eliminate redundant constraints. Then, since $M\delta = 0$, for any $\gamma \in \mathbb{R}^r$ we have

$$0 = \langle \delta, \epsilon \rangle \quad \text{where} \quad \epsilon = -1 - \ln \nu + \ln \psi + M^T\gamma.$$

We can then solve for $\gamma$ so that $M\epsilon = 0$: \(^7\)

$$\gamma = (MM^t)^{-1}M(\ln \nu - \ln \psi + 1).$$

Setting $\delta = \epsilon$ in the above gives $0 = \| \epsilon \|^2$, therefore we must have $\epsilon = 0$. This proves the existence of $\gamma = \gamma(b) \in \mathbb{R}^r$ such that (2.11.1) is optimized by $\nu = \nu_{\text{opt}}(b)$, as given by (2.11.5). The optimal value of (2.11.1) is then

$$F(b) = \langle 1, \nu_{\text{opt}}(b) \rangle - \langle M^t\gamma(b), \nu_{\text{opt}}(b) \rangle$$

$$= \sum_x \psi(x) \exp \{-1 + (M^t\gamma)(x)\} - \langle \gamma, b \rangle \bigg|_{\gamma = \gamma(b)} = \mathcal{L}(\gamma(b), b).$$

In view of (2.11.2), this proves that in fact

$$-G^*(b) = \inf \{ \mathcal{L}(\gamma, b) : \gamma \in \mathbb{R}^r \} = \min \{ \mathcal{L}(\gamma, b) : \gamma \in \mathbb{R}^r \} = \mathcal{L}(\gamma(b), b) = F(b)$$

as claimed. Now recall from Lemma 2.11.5 that $G(\gamma)$ is strictly convex, which implies that $\mathcal{L}(\gamma; b)$ is strictly convex in $\gamma$. Thus $\gamma = \gamma(b)$ is the unique stationary point of $\mathcal{L}(\gamma; b)$.

These conclusions are valid under the assumption that $\mathbb{H}(b)$ contains an interior point of $\{ \nu \geq 0 \}$, which is valid in a neighborhood of $b$ in $B$. Throughout this neighborhood, $\gamma(b)$ is defined by the stationarity condition $b = G'(\gamma)$. Differentiating again with respect to $\gamma$ gives

$$b'(\gamma) = \text{Hess} G(\gamma), \quad \gamma'(b) = [\text{Hess} G(\gamma(b))]^{-1}. \quad (2.11.6)$$

We also find (in this neighborhood) that

$$F'(b) = -\gamma(b), \quad F''(b) = -\gamma'(b) = -[\text{Hess} G(\gamma(b))]^{-1},$$

so $F$ is strictly concave.

---

\(^7\)The matrix $MM^t$ is invertible: if $MM^tx = 0$ then $M^tx \in \ker M = (\text{im } M^t) \perp$. On the other hand clearly $M^tx \in \text{im } M^t$, so $M^tx \in (\text{im } M^t) \cap (\text{im } M^t) \perp = \{0\}$. Therefore $x \in \ker M^t$, but $M^t$ is injective by assumption.
Recall Remark 2.11.4, let of (2.11.1) is the measure \( \nu \) constraint that \( F \) We then wish to solve the optimization problem (2.11.1) for \( M \nu \). Let \( \hat{\nu} = \nu \) well known and straightforward to verify.) For any measure \( \mu \),

\[
-\mathcal{H}(\mu|\nu) = \mathcal{H}(\mu) + \langle \mu, \ln(\psi \exp\{-1 + M^t \gamma\}) \rangle.
\]

Applying this with \( \mu = \nu \) gives

\[
0 = -\mathcal{H}(\nu|\nu) = \mathcal{H}(\nu) + \langle \mu, \ln(\psi \exp\{-1 + M^t \gamma\}) \rangle.
\]

Subtracting these two equations gives

\[
-\mathcal{H}(\mu|\nu) = \mathcal{H}(\mu) - \mathcal{H}(\nu) + \langle \mu - \nu, \ln \psi \rangle + \langle \mu - \nu, \ln(\exp\{-1 + M^t \gamma\}) \rangle.
\]

If \( M \mu = M \nu = b \) then the last term vanishes, giving \( -\mathcal{H}(\mu|\nu) = F(\mu) - F(\nu) \).

**Remark 2.11.7.** Our main application of Proposition 2.11.6 is for the depth-one tree \( \mathcal{D} \) as shown in Figure 2.5.3. In the notation of the current section, \( X \) is the space of valid \( T \)-colorings \( \sigma \) of \( \mathcal{D} \), and \( \psi : X \rightarrow (0, \infty) \) is defined by

\[
\psi(\sigma) = w_\mathcal{D}(\sigma) = \left\{ \Phi(\sigma_{av}) \prod_{a \in \delta v} \left[ \Phi(\sigma_{av}) \Phi(\sigma_{a \delta}) \right] \right\}^\lambda.
\]

We then wish to solve the optimization problem (2.11.1) for \( F(\nu) \) as in (2.11.3), under the constraint that \( \nu \) has marginals \( \hat{h} \) on the boundary edges \( L(\mathcal{D}) \). This can be expressed as \( M \nu = \hat{h} \) where \( M \) has rows indexed by the spins \( \hat{\sigma} \in \hat{\Omega} \), columns indexed by valid \( T \)-colorings \( \zeta \) of \( \mathcal{D} \) the \( (\hat{\sigma}, \zeta) \) entry of \( M \) is given by

\[
M(\hat{\sigma}, \zeta) = |L(\mathcal{D})|^{-1} \sum_{e \in L(\mathcal{D})} 1\{ \hat{\zeta}_e = \hat{\sigma} \}.
\]

Recall Remark 2.11.4, let \( \hat{\Omega}_+ = \{ \hat{\sigma} \in \hat{\Omega} : \hat{h} \neq 0 \} \), and \( X_0 = \{ \zeta \in X : M(\hat{\sigma}, \zeta) = 0 \ \forall \hat{\sigma} \notin \hat{\Omega}_+ \} \). Let \( M_+ \) be the \( \Omega_+ \times X_0 \) submatrix of \( M \), and set \( \hat{q}(\hat{\sigma}) = 0 \) for all \( \hat{\sigma} \notin \Omega_+ \). Next, in the matrix \( M_+ \), if the \( \hat{\zeta} \) row is a linear combination of other rows, then set \( \hat{q}(\hat{\zeta}) = 1 \) and remove this row. Repeat until we arrive at an \( \hat{\Omega}_+ \times X_0 \) matrix \( M_0 \) of full rank \( r_0 = |\hat{\Omega}_+| \). The original problem reduces to an optimization over \( \{ \nu_0 \geq 0 \} \cap \{ M_0 \nu_0 = b_0 \} \) where \( b_0 \) denotes the entries of \( b \) indexed by \( \hat{\Omega}_+ \). It follows from Proposition 2.11.6 that the unique maximizer of (2.11.1) is the measure \( \nu = \nu^\text{opt}(b) \) given by

\[
\nu(\sigma) = \frac{1}{Z} w_\mathcal{D}(\sigma)^\lambda = \frac{1}{Z} \left( \Phi(\sigma_{av}) \prod_{a \in \delta v} \left[ \Phi(\sigma_{av}) \Phi(\sigma_{a \delta}) \right] \right)^\lambda \prod_{e \in L(\mathcal{D})} \hat{q}(\sigma_e).
\]

Note however that if \( M_+ \) is not of full rank then \( \hat{q} \) need not be unique.
Chapter 3

Reconstruction threshold of graph coloring

In this chapter we study the reconstruction threshold for $k$-coloring model on $d$-regular trees, the main result is Theorem 2. We first give a formal definition of reconstruction threshold using the broadcasting models on trees.

3.1 Introduction

The broadcast model on a tree is the process where information is sent from the root downward, along edges acting as noisy channels, to the leaves of the tree. Given a tree $T = (V, E)$, a finite set $[k] = \{1, \ldots, k\}$ of $k$ values and a $[k] \times [k]$ probability matrix $M$ as the noisy channel, the broadcast model on tree $T$ is the probability measure on the space of configurations $[k]^V$ defined as follows: The spin $\sigma_\rho$ at the root $\rho$ is chosen according to the stationary distribution of $M$, denoted by $\pi$. Then for each vertex $v \in T$ with parent $u$, the spin $\sigma_v$ is chosen according to the conditional distribution $P(\sigma_v = i \mid \sigma_u = j) = M(i,j)$. For example, the coloring model has alphabet $[k]$ and probability matrix $M(i,j) = \frac{1}{k-1} \mathbf{1}\{i \neq j\}$. One can check that the measure defined by the broadcasting process is the same as the Gibbs measure defined in Definition 1.1.1 with $G = T$.

For technical convenience and independent interest, we allow randomness in the underlying trees. For any probability distribution $\xi$ on the set of non-negative integers $\mathbb{Z}_+$, we let $\mathcal{T}_\xi$ denote the distribution of Galton-Watson tree with offspring distribution $\xi$. Two special cases of interest are the $d$-ary tree $\mathcal{T}_d$ and the Galton-Watson tree $\mathcal{T}_{\text{Pois}(d)}$ with Poisson offspring distribution of average degree $d$, which are the local weak limit of random $d$-regular graphs and Erdős-Rényi random graphs respectively. The definition of broadcast model can be easily generalized to the (first finite levels of) Galton-Watson trees.

Given a (possibly random) infinite tree, the reconstruction problem asks if the distribution of the state of the root is affected by the configuration on the $n$'th level as $n$ goes to infinity. More precisely, let $T_n$ be the first $n$ levels of tree $T$ and $L_n$ be its set of vertices at level $n$. 
Write \( T_n = T, L_n = \emptyset \) if \( T \) has fewer than \( n \) levels.

**Definition 3.1.1** (Reconstruction). Given a family of Galton-Watson trees \( \mathcal{T}_\xi \), we say that the broadcast model with alphabet \([k]\) is reconstructible for \( \mathcal{T}_\xi \) if there exist \( i, j \in [k] \) such that,

\[
\limsup_{n \to \infty} \mathbb{E}_{\mathcal{T} \sim \mathcal{T}_\xi} d_{TV}(\mathbb{P}(\sigma_{L_n} = \cdot \mid T, \sigma_\rho = i), \mathbb{P}(\sigma_{L_n} = \cdot \mid T, \sigma_\rho = j)) > 0,
\]

where \( d_{TV} \) is the total-variation distance. Otherwise, we say that it is non-reconstructible.

Non-reconstruction implies that on average the spins on the distant levels have a vanishing effect on the root. Equivalently, it corresponds to the mutual information between the root and the leaves going to 0 (see e.g. [Mos04] for more equivalent definitions). Apart from the study of random CSPs, reconstruction of broadcast models also emerge in many other settings, for example in biology it determines a phase transition for the information requirements for phylogenetic reconstruction [DMR11].

Locating the exact reconstruction threshold has only been achieved in a small number of spin systems, the symmetric [Eva+00] and near-symmetric binary channels [Bor+06] and the three state symmetric channel with large degrees [Sly11]. For the \( k \)-coloring model only bounds are known which match in the first and second order asymptotic term. In one direction, the model is non-reconstructible whenever [Bha+11; Sly09; Eft15]

\[
d < k(\ln k + \ln \ln k + 1 - \ln 2 + o_k(1)). \tag{3.1.1}
\]

In the other direction, one need to find algorithms that reconstruct the root better than random guess. One simple algorithm is to reconstruct the root only when it is uniquely determined by the leaves. Calling the root in such case *frozen*. We define the freezing threshold as follows.

**Definition 3.1.2** (Freezing). Given a family of Galton-Watson tree \( \mathcal{T}_\xi \), we say that the broadcast model with alphabet \([k]\) is frozen for \( \mathcal{T}_\xi \) if

\[
\limsup_{n \to \infty} \mathbb{P}_{\mathcal{T} \sim \mathcal{T}_\xi} (\sigma_\rho \text{ is uniquely determined by } \sigma_{L_n}) > 0.
\]

The exact location of the freezing threshold for Poisson tree \( \mathcal{T}_{\text{Pois}(d)} \) has been calculated in [Mol12]. Following a similar calculation for \( \mathcal{T}_d \), one can show that for \( k \geq k_0 \), the \( k \)-coloring model is frozen if and only if (see also [MP03; Sem08])

\[
d > d_k^f := \begin{cases} 
\inf_{x > 0} x \ln^{-1} \left( 1 - \frac{(1-e^{-x})^k}{k-1} \right) & \text{if } \mathcal{T}_d \\
\inf_{x > 0} \frac{(k-1)x}{(1-e^{-x})^k} & \text{if } \mathcal{T}_{\text{Pois}(d)}
\end{cases}
\]

\[
= k(\ln k + \ln \ln k + 1 + o_k(1)). \tag{3.1.2}
\]

Moreover, [Mol12] proves that the freezing threshold for \( k \)-colorings on \( \mathcal{T}_{\text{Pois}(d)} \) corresponds to the rigidity threshold on Erdős-Rényi graph.

It is easy to see that the \( k \)-coloring problem is reconstructible on \( \mathcal{T}_\xi \) if it is frozen. Indeed, the freezing threshold gives the best known upper bound for reconstruction threshold with
the only exception of $d = 5$ and $k = 14$, in which case reconstruction is proved in [MM06] using a variational principle. The main result of this chapter is the following theorem showing that the reverse statement is not true for large $k$. Throughout we will assume that $k$ exceeds a large enough absolute constant $k_0$, where the exact value may vary from place to place.

**Theorem 2.** There exists a constant $\beta^* < 1$ such that for any $k \geq k_0$ the $k$-coloring model is reconstructible for both $\mathcal{T}_d$ and $\mathcal{T}_{\text{Pois}(d)}$ for $d$ satisfying

$$d \geq k(\ln k + \ln \ln k + \beta^*).$$

(3.1.3)

**Remark 3.1.3.** The numerical result in [ZK07] suggests that the actual reconstruction threshold has a constant term roughly in the middle of $1 - \ln 2$ and $1$, for technical reasons we only show reconstruction for $\beta$ close to the freezing threshold $1$.

We hope that the result of this chapter can contribute to the study of clustering phase transition of random CSPs in two directions. First, we show for the first time that the gap between reconstruction threshold and freezing threshold on trees is linear in $k$. This combined with the conjecture that reconstruction coincides with clustering strongly suggests a distinct phase where the solution space are clustered but non-frozen. It will be of great interest to analyze algorithms in this region. Secondly, the distributional recursion involved in the reconstruction problem (known as the averaged 1RSB equation in physics jargon [MM09]) is closely related to the BP recursion, thus in bounding the fixed point of the reconstruction recursion, we hope to provide additional information on the fixed point of the BP recursion, and shed light on the structure of the clusters.

### 3.1.1 Outline of the proof

Theorem 2 follows from a detailed analysis of the distributional tree recursion. We begin by specifying the distribution of the reconstruction probability $\mathbb{P}(\sigma_p = \cdot \mid \sigma_{L_n})$ on $n$-level trees as a function of the distribution on $(n - 1)$-level trees $\mathbb{P}(\sigma_p = \cdot \mid \sigma_{L_{n-1}})$. This defines a distributional recursion on the set of probability measures on the $k$ dimensional simplex $\Delta^k$. For the purpose of proving reconstruction, it is enough to show that the recursion has a non-trivial fixed point, which is done in two steps: First we show that there exists a non-trivial measure $\mu$ on $\Delta^k$ such that after one step of the recursion the new measure stochastically dominates the original one. This step is done in Section 3.3. Given the result of stochastic dominance, we provide a randomized algorithm such that the distribution of the reconstruction probability equals $\mu$ on trees of any depth, which is done in Section 3.2.

### 3.2 Reconstruction algorithm

We begin by introducing the notations we will be using throughout the proof. In general, we will use $U, V \ldots$ for random variables and $\mu, \nu$ for measures. To avoid complicated subscripts,
we will use both $U$ and $\mu_U$ for the distribution of $U$ and use $f_U$ for its density (using delta functions for atoms). For any function $\phi$, we write $\phi \circ \mu$ for the distribution of $\phi(X)$, where $X$ is a random sample of $\mu$, denoted as $X \sim \mu$. We will use $B \oplus C$ to denote the (measure of) the sum of two independent copies of $B$ and $C$, and $a \otimes B$ to denote the sum of $a$ i.i.d. copies of $B$. One should distinguish these two operators with $+$ and $\cdot$, the usual addition and scaler multiplication of measures. By definition, we have

$$
\mu_{B \oplus C} = \mu_B \ast \mu_C, \quad \mu_{a \otimes B} = \underbrace{\mu_B \ast \mu_B \ast \cdots \ast \mu_B}_{a \text{ times}}.
$$

For any space $\Omega$, we will use $M(\Omega)$ to denote the space of probability measures on $\Omega$. A substantial portion of our proof will be comparing different measures. For that sake, we define the following partial order on $M(\mathbb{R})$, where $\mathbb{R} \equiv \mathbb{R} \cup \{-\infty, \infty\}$ is the extended real numbers.

**Definition 3.2.1** (Stochastic dominance). For $\mu, \nu \in M(\mathbb{R})$, we say that $\nu$ stochastically dominates $\mu$, denoted by $\mu \preceq \nu$, if for any $x \in \mathbb{R}$, $\mu([-\infty, x]) \geq \nu([-\infty, x])$. Moreover, for any $\epsilon > 0$, we say that $\nu$ stochastically dominates $\mu$ by $\epsilon$, denoted by $\mu \prec_\epsilon \nu$, if for any $x \in \mathbb{R}$, we have either $\mu([-\infty, x]) = 1$ or $\nu([-\infty, x]) = 0$ or $\mu([-\infty, x]) - \epsilon \geq \nu([-\infty, x])$.

The following proposition gives two sufficient conditions of stochastic dominance that will be used throughout the proof. The proof of proposition should be trivial.

**Proposition 3.2.2.** Let $X, Y$ be two arbitrary independent random variables

1. If $\mu_X, \mu_Y$ are absolutely continuous and $f_X(y) \leq f_Y(y)$ for all $y$ satisfying $\mathbb{P}(Y \geq y) > 0$, then $X \succ Y$.

2. If $X$ stochastically dominates $Y$ by $\epsilon$, then for any random variable $X'$ such that $\mathbb{P}(X \neq X') \leq \epsilon$ and $\{x' : \mathbb{P}(X' < x') = 0\} \subseteq \{y : \mathbb{P}(Y < y) = 0\}$, $X'$ also stochastically dominates $y$.

### 3.2.1 $k$-coloring model and the tree recursion

In this section we give the distributional recursion involved in the reconstruction problem. Recall that $[k] = \{1, \ldots, k\}$ denotes the set of $k$-colors and let $T = (V, E) \sim \mathcal{T}_\xi$ be an instance of the Galton-Watson tree of offspring distribution $\xi$ with root $\rho$. For each $n \geq 1$, let $T_n = (V_n, E_n)$ denote the restriction of $T$ to its first $n$ levels and let $L_n$ be the leaves of $T_n$. For each $n$, the $k$-coloring model restricted on $T_n$ is the uniform measure on the set of proper colorings

$$
\Omega_n := \{\sigma \in [k]^{V_n} : \sigma_u \neq \sigma_v, \text{ for all } e = (u, v) \in E_n\}.
$$

And we will use $\Omega(L_n)$ to denote the set of possible configurations on $L_n$. 
For any $\eta \in \Omega(L_n)$ and $l \in [k]$, let $f_n$ be the (deterministic) function defined as follows:

$$f_n(l, \eta; T) := \mathbb{P}(\sigma_\rho = l | T_n, \sigma_{L_n} = \eta).$$

Given tree $T_n$ and the observed configuration $\eta \in \Omega(L_n)$, the maximum likelihood estimator of $\sigma_\rho$ is the color $l$ that achieves the maximum of $f_n(l, \eta; T)$, and this estimation is correct with probability $\max_l f_n(l, \eta; T)$. Let $d_\rho$ be the degree of the root $\rho$ of $T$, and $u_1, \ldots, u_{d_\rho}$ be the $d_\rho$ offspring of the root $\rho$. For each $1 \leq i \leq d_\rho$, let $T_i$ be the subtree rooted at $u_i$ and $L_i^n = L_n \cap T_i$ be the subset of $L_n$ restricted to $T_i$. Given the color of $u_i$, the configuration on $T_i$ is independent of the configuration on $T \setminus T_i$. A standard recursive calculation shows that, for each $\eta \in \Omega(L_n)$ and $l \in [k]$,

$$f_{n+1}(l, \eta; T) = \frac{\prod_{i=1}^{d_\rho} (1 - f_n(l, \eta; T_i))}{\sum_{m=1}^{k} \prod_{i=1}^{d_\rho} (1 - f_n(m, \eta; T_i))}.$$  

(3.2.1)

To study one step of the recursion from a vertex, one first samples the number of offspring from $\xi$ then decides the color of each offspring accordingly. Let $\Xi^l = \Xi^l(n; \xi)$ denote the distribution of $(T_n, \sigma_{L_n})$ given $\sigma_\rho = l$ and let $(T_n, \eta^l)$ be a sample from $\Xi^l$. Then the vector of posterior probability $\tilde{X}_n := (f_n(1, \eta^1; T), \ldots, f_n(k, \eta^1; T))$ is a random vector in the $k$-dimensional simplex $\Delta^k := \{ (x_1, \ldots, x_n) : x_i \geq 0, \sum_i x_i = 1 \}$. Let $(T_i, \eta_i^l)$ be the restriction of $(T_n, \eta_i^l)$ onto $T_i$. By the symmetry between branches of Galton-Watson trees and the symmetry between colors, we have that

$$(f_n(m, \eta_i^l; T))^k \stackrel{d}{=} (X_n^{(m-l+1)})_{m=1}^k,$$

where we uses the notation $x_i^{(l)}$ to denote the $l$-th entry of vector $x$, modulo $k$ when necessary. Furthermore, conditioned on the value of $\tilde{X}_n^{(1)}$, $(\tilde{X}_n^{(2)}, \ldots, \tilde{X}_n^{(k)})$ are exchangeable. In particular, $\tilde{X}_n^{(l)} \stackrel{d}{=} \tilde{X}_n^{(2)}$ for all $l \neq 1$.

The distribution of $\tilde{X}_n$ can be solved recursively using the following $\Delta^k$-valued function $\Gamma$ that takes an indefinite number of variables: Let

$$\Gamma^{(m)}(\tilde{x}_{i,l}, l = 1, \ldots, k, i = 1, \ldots, b_l) := \frac{\prod_{i=1}^k \prod_{i=1}^{b_l} (1 - \tilde{x}_{i,l}^{(m-l+1)})}{\sum_{i=1}^k \prod_{i=1}^{b_l} (1 - \tilde{x}_{i,l}^{(m-l+1)})}, \forall m \in [k],$$

(3.2.2)

where we adopt the convention of $\prod_{i \in \emptyset} x_i = 1$. Here $b_l$ represent the number of $u_i$’s with color $l$. Given $d_\rho$ and $\sigma_\rho = 1$, the joint distribution of $(b_1, \ldots, b_k)$ follows the multinomial distribution with sum $d_\rho$ and probability $(\frac{1}{k}, \ldots, \frac{1}{k})$ and $b_1 = 0$. Let $D_\rho, (B_1, \ldots, B_k)$ be an i.i.d. copy of $d_\rho, (b_1, \ldots, b_k)$ and $\tilde{X}_{i,l}$ be i.i.d. samples of $\tilde{X}_n$, (3.2.1) implies that

$$\tilde{X}_{n+1} \stackrel{d}{=} \left( \frac{\prod_{i=1}^k \prod_{i=1}^{B_l} (1 - \tilde{X}_{i,l}^{(m-l+1)})}{\sum_{m=1}^k \prod_{i=1}^k \prod_{i=1}^{B_l} (1 - \tilde{X}_{i,l}^{(m-l+1)})} \right)^k = \Gamma(\tilde{X}_{i,l}, l = 1, \ldots, k, i = 1, \ldots, B_l).$$

(3.2.3)
Let \( \tilde{\Xi} \) be the distribution of \((T_n, \sigma_{L_n})\) without conditioning on the value of \( \sigma_\rho \) and define the unconditional posterior probability \( \tilde{X}_n := (f_n(1, \tilde{\eta}; T), \ldots, f_n(k, \tilde{\eta}; T)) \) similarly, where \( \tilde{\eta} \) is sampled from \( \tilde{\Xi} \). The distribution of \( \tilde{X}_n \) and \( \tilde{X}_n \) satisfies that at each point \( x \in \Delta^k \),

\[
\mathbb{P}(\tilde{X}_n \in dx) = k \mathbb{P}(\sigma_\rho = 1, (\mathbb{P}(\tau_\rho = j \mid T_n, \tau_{L_n} = \sigma_{L_n}))_{j=1}^k \in dx)
= k \mathbb{P}(\tilde{X}_n \in dx) \mathbb{P}(\sigma_\rho = 1 \mid (\mathbb{P}(\tau_\rho = j \mid T_n, \tau_{L_n} = \sigma_{L_n}))_{j=1}^k \in dx)
= k x^{(1)} \mathbb{P}(\tilde{X}_n \in dx).
\tag{3.2.4}
\]

Equation (3.2.3) and (3.2.4) are all we need to describe the distributional recursion. To be more concrete, we introduce some further notations. Let \( M \) be more concrete, we introduce some further notations. Let \( M \) be more concrete, we introduce some further notations. Let \( \Lambda \) be the "star-shaped" image of \( \Lambda \), \( \mathcal{M}_s(\Delta^k) = \mathcal{M}(\Delta^k) \) be the subset of measures in \( \mathcal{M}(\Delta^k) \) that are invariant under permutations of the coordinates. With some abuse of notation, we allow extra randomness to be used to break difficulties for analyzing graph colorings is that the dimension of the recursion grows linearly in \( k \). Luckily, as it will become clear in the proof, it is sufficient to consider only the largest coordinate of \( \tilde{X}_n \). All the other entries are w.h.p. negligible as \( k \to \infty \). Since we are not aiming at the tightest possible bound, we shall discard this extra information reducing the recursion to \( \mathbb{R} \).

Define \( \lambda(\bar{x}) = (\lambda^{(0)}, \lambda^{(1)})(\bar{x}) := (\|\bar{x}\|_\infty, \arg \max \bar{x}) \) and \( \Lambda : \Delta^k \to \Delta^k \) to be

\[
\Lambda^{(m)}(\bar{x}) = \begin{cases} \|\bar{x}\|_\infty & m = \arg \max \|\bar{x}\|_\infty \\ 1 - \|\bar{x}\|_\infty & \text{otherwise} \end{cases} \tag{3.2.6}
\]

We are mostly interested in the transformation \( \lambda \) and \( \Lambda \) induces on spaces of probability measures. With some abuse of notation, we allow extra randomness to be used to break ties in the arg max of \( \lambda \) and \( \Lambda \) independently and uniformly randomly. For example if \( X = (\frac{1}{2}, \frac{1}{2}, 0, \ldots, 0) \) with probability 1, then \( \lambda(X) \) equals \((\frac{1}{2}, 1)\) or \((\frac{1}{2}, 2)\) with probability \( \frac{1}{2} \). Let \( \tilde{\Lambda}^k = \Lambda(\Delta^k) \subset \Delta^k \) be the “star-shaped” image of \( \Lambda \), \( \lambda(\bar{x}) \) gives a bijection between \( \tilde{\Lambda}^k \setminus \left( \frac{1}{k}, \frac{1}{k}, \ldots, \frac{1}{k} \right) \) and \((\frac{1}{k}, 1) \times [k] \). Hence there is a bijection between \( \mathcal{M}([\frac{1}{k}, 1]) \) and \( \mathcal{M}_s(\Lambda^k) := \)
\( \mathcal{M}_s(\Delta^k) \cap \mathcal{M}(\Lambda^k) \)

is sampled from some distribution \( \nu \) with probability \( f_k \).

In this section we provide a reconstruction algorithm such that its estimator of \( \sigma \) group of degree \( \sigma \) root, from \( \mathcal{M}(\Lambda^k) \) and its unique correspondence in \( \mathcal{M}_s(\Lambda_k) \) and use \( \Lambda \circ \Gamma_s \) for both transformations. Also for \( \mu, \nu \in \mathcal{M}_s(\Lambda_k) \), we say \( \mu < \nu \) iff \( \mu < \nu \) as elements of \( \mathcal{M}([\frac{1}{k}, 1]) \).

The main technical result of this chapter is the following theorem, which will be proved in Section 3.3.

**Theorem 3.2.3.** There exist \( \beta^0 < 1, c > 0 \) such that for any \( k > k_0, d \geq k(\ln k + \ln \ln k + \beta^0) \), and \( T \sim \mathcal{F}_{\text{Pois}(d)} \), one can construct \( \mu_k \in \mathcal{M}([\frac{1}{k}, 1]) \) such that \( (\Lambda \circ \Gamma_s)\mu_k \) stochastically dominates \( \mu_k \) by \( c/\ln k \).

Using the fact that \( \|\Lambda(\bar{x})\|_\infty = \|\bar{x}\|_\infty \), Theorem 3.2.3 is equivalent to the statement that \( \|\Gamma_s \mu_k\|_\infty \) stochastically dominates \( \mu_k \) by \( c/\ln k \). It follows that if at some level we can reconstruct the root with success probability \( \|\bar{X}_n\|_\infty \) for some \( \bar{X}_n \sim \mu_k \in \mathcal{M}_s(\Lambda_k) \), then in the level above we can do strictly better with success probability \( \|\bar{X}_{n+1}\|_\infty > \|\bar{X}_n\|_\infty \).

However this does not directly imply reconstruction due to two reasons. First, the proof of Theorem 3.2.3 depends heavily on the low-dimensional structure of \( \mu_k \in \mathcal{M}_s(\Lambda_k) \), but in general after one step \( \Gamma_s \mu_k \) no longer belongs to \( \mathcal{M}_s(\Lambda_k) \). Secondly, due to the non-linearity of \( \Lambda \circ \Gamma_s \), it is not clear whether \( (\Lambda \circ \Gamma_s)\mu_k \) would imply \( (\Lambda \circ \Gamma_s)^2 \mu_k \geq (\Lambda \circ \Gamma_s)\mu_k \). We address both problems in next subsection by intentionally manipulating the observed configuration and thus manually maintaining a nontrivial fixed point for the “manipulated recursion”.

### 3.2.2 Manipulating the tree recursions

In this section we provide a reconstruction algorithm such that its estimator of \( \sigma_\rho \) satisfies a modified recursion with the fixed point \( \mu_k \) defined in Theorem 3.2.3. Let \( S_k \) be the symmetric group of degree \( k \). For any \( \pi \in S_k, \eta \in \Omega(L_n) \) and \( X \in \Delta^k \), define \( \pi \circ \eta \in \Omega(L_n) \) to be the configuration specified by \( (\pi \circ \eta)^{\ell} = \pi(\eta^{\ell}) \) and \( \pi \circ X \in \Delta^k \) to be the vector with \( (\pi \circ X)^{(\ell)} = X^{(\pi(\ell))} \). We first illustrate the main idea with an example:

Suppose that two people, Alice and Bob, are trying to reconstruct \( \sigma_\rho \), the color of the root, from \( \sigma_{L_n} \). Observing \( T \) and \( \sigma_{L_n} = \eta \in \Omega(L_n) \), Bob knows that root \( \rho \) has color \( l \) with probability \( f_n(l, \eta; T) \). Then Alice tells Bob that \( \eta \) he observed was not the actual \( \sigma_{L_n} \), but the \( \sigma_{L_n} \) after a randomly selected permutation \( \pi \). Namely, \( \eta = \pi \circ \sigma_{L_n} \) where \( \pi \) is sampled from some distribution \( \nu \in \mathcal{M}(S_k) \). Let \( F(\eta) := \{f_n(l, \eta; T)\}_{l=1}^{\Delta^k} \in \Delta^k \) be the
original estimator of the root with $T$ omitted for brevity. Bob’s estimation of $\sigma_\rho$ after Alice’s permutation becomes

$$F(\eta; \nu) := \left(\mathbb{P}_{\pi \sim \nu}(\sigma_\rho = l \mid \pi \circ \sigma_L = \eta)\right)_{l=1}^k = \sum_{\pi \in S_k} \nu(\pi) F(\pi^{-1} \circ \eta) = \sum_{\pi \in S_k} \nu(\pi) (\pi \circ F)(\eta).$$

Thus if Alice chooses the distribution $\nu$ carefully, she can manipulate Bob’s estimation to any vector in the convex hull of $\{(\pi \circ F)(\eta) : \pi \in S_k\}$. And that’s essentially what we will do in this section. In particular, we consider the following two families of $\nu$:  

1. For each $l \in [k]$, let $\nu_1(l)$ be the uniform distribution on $S_k[l] := \{\pi \in S_k : \pi_l = l\}$. For any $\eta \in \Omega(L_n)$ and $m \in [k]$,  
   $$F^{(m)}(\eta; \nu_1(l)) = \begin{cases} 
   f_n(m, \eta) & m = l \\
   \frac{1}{k-1} \sum f_n(m, \eta) & m \neq l
   \end{cases} \quad m \neq l . \quad (3.2.7)$$

2. For each $p \in [0,1]$, let $\nu_2(p) := p \nu_{\text{unif}} + (1-p) \delta_{\text{id}}$ where $\nu_{\text{unif}}$ is the uniform distribution on $S_k$ and $\delta_{\text{id}}$ is the point mass at the identity permutation id. For any $\eta \in \Omega(L_n)$,  
   $$F(\eta; \nu_2(p)) = (1-p)F(\eta) + \frac{p}{k!} \sum_{\pi \in S_k} (\pi \circ F)(\eta) = (1-p)F(\eta) + p \cdot \left(\frac{1}{k}, \ldots, \frac{1}{k}\right). \quad (3.2.8)$$

In the proof, we will use $\nu_1(l)$ to simulate the transformation $\Lambda$ defined in (3.2.6) and $\nu_2(p)$ to reduce the distribution $(\Lambda \circ \Gamma_s)\mu_k$ to $\mu_k$. For the later purpose, we show the following lemma.

**Lemma 3.2.4.** For any $\mu_1, \mu_2 \in \mathcal{M}([\frac{1}{k}, 1])$ such that $\mu_1 > \mu_2$, there exist function $q : [\frac{1}{k}, 1] \times [0,1] \to [\frac{1}{k}, 1]$, such that $q(y, u) \leq y$ for all $y \in [\frac{1}{k}, 1], u \in [0,1]$ and for any independent random variables $Y \sim \mu_1$ and $U \sim \text{Unif}[0,1]$, $q(Y, U) \sim \mu_2$. We say that such function $q$ reduces $\mu_1$ to $\mu_2$.

**Proof.** Let $G_1, G_2$ be the c.d.f. of $\mu_1, \mu_2$, and $G_1(x - 0)$ be the left limit of $G_1$ at $x$. For $y \geq \frac{1}{k}$, define

$$q(y, u) := \inf \left\{ x \geq \frac{1}{k} : G_2(x) \geq G_1(y - 0) + u(G_1(y) - G_1(y - 0)) \right\}.$$ 

Note that $\mu_1 > \mu_2$ implies that $G_2(y) \geq G_1(y)$ for all $y \geq \frac{1}{k}$. Hence $q(y, u) \in [\frac{1}{k}, y]$. Let $y_x = \sup\{y : G_1(y - 0) \leq G_2(x)\}$. A direct calculation shows that for $x \geq \frac{1}{k}$,

$$\mathbb{P}(q(Y, U) \leq x) = \mathbb{P}(G_2(x) \geq G_1(Y - 0) + U(G_1(Y) - G_1(Y - 0)))$$

$$= G_1(y_x - 0) + (G_1(y_x) - G_1(y_x - 0)) \frac{G_2(x) - G_1(y_x - 0)}{G_1(y_x) - G_1(y_x - 0)} = G_2(x).$$
Recalling the 1-to-1 correspondence between $\mathcal{M}(\Lambda^k)$ and $\mathcal{M}([1,1])$, we define $q_0$ to be the function that reduces $\mu_0 = \frac{1}{k} (\delta_{(1,0,\ldots,0)} + \cdots + \delta_{(0,\ldots,0,1)})$ to $\mu_k$ and $q_0$ to be the function that reduces $(\Lambda \circ \Gamma_s)\mu_k$ to $\mu_k$, where the later one exists because $(\Lambda \circ \Gamma_s)\mu_k > \mu_k$. We further define for each $\bullet \in \{0, \ast\}$ that

$$
\tilde{q}_\ast(y, u) := \frac{ky - q_\ast(y, u)}{ky - 1} \in [0, 1] \quad \text{such that} \quad (1 - \tilde{q}_\ast(y, u)) \cdot y + \tilde{q}_\ast(y, u) \cdot \frac{1}{k} = q_\ast(y, u). \tag{3.2.9}
$$

Let us introduce further notations for the algorithm: Let $U := (U_v)_{v \in T}$ be an array of independent $\text{Unif}[0,1]$ random variables indexed by the vertices of $T$ and let $U_v := (U_w)_{w \in T_v}$ be the sub-array indexed over $T_v$, the subtree rooted at $v$. For each $v \in T$ and $w \in T_v$, we will encode Alice’s action on $T_v$ and Bob’s information at $w$ after Alice’s actions on $T_v$ as

$$a_v := (p_v, l_v, \pi_v) \in [0,1] \times [k] \times S_k \quad \text{and} \quad b_{w,v} := (p_{w,v}, \eta_{w,v}) \in [0,1] \times [k].$$

Let $A_v$ and $B_v$ be arrays of $a_v$ and $b_{w,v}$ indexed over $w \in T_v$ respectively. Letting $L^1_v$ denote the set of offspring of $v$, we define $B_{L^1_v} := (b_{w,u})_{w \in L^1_v, u \in T_v}$ as the concatenation of $(b_u)_{u \in L^1_v}$ for each $v \notin L_n$ and define $B_{L^2_v} := (\sigma_v)$ otherwise. With the meaning of $a_v$ and $b_{w,v}$ to be given in a moment, we formally define

$$
P_v := P_v(B_{L^1_v}) = \begin{cases} 
(P(\sigma_v = l \mid \sigma_v)_{l=1}^{k} & v \in L_n, \\
(P(\sigma_v = l \mid B_{L^1_v}))_{l=1}^{k} & v \notin L_n,
\end{cases}
$$

as Bob’s belief on $\sigma_v$ before and after Alice’s actions on $T_v$ (if he is given $B_{L^1_v}$ or $B_v$ respectively).

We now define the actions of Alice, namely what $a_v, b_v$ means and how she recursively constructs them from the leaves up to the root as a function of $T_v$, $\sigma_{T_v \cap L_n}$, and $U_v$:

1. For each leaf vertex $v \in L_n$, $T_v = \{v\}$. Bob’s belief before Alice’s action is simply

$$P_v = (P(\sigma_v = l \mid \sigma_v))_{l=1}^{k} = (1{\{\sigma_v = l\}}_{l=1}^{k}.$$

Alice then sets $l_v = \sigma_v$, $p_v = q_0(1, U_v)$ and $\pi_v = \pi_v^1 \circ \pi_v^2$, where $\pi_v^1$ is a sample of $\nu_1(l_v)$ and $\pi_v^2$ is an independent sample of $\nu_2(p_v)$. Finally, she permute $\sigma_v$ by $\pi_v$ (which has the same effect as using $\pi_v^2$) and prepares Bob’s share of information as $B_v = (b_{w,v})$, where

$$b_{w,v} = (q_{w,v}, \eta_{w,v}) = (p_v, \pi_v^2(l_v)) = (p_v, \pi_v^2(\sigma_v)).$$

2. Suppose that for each $w \in L_{m+1}$, Alice has recorded her actions on $T_w$ as $A_w$ and prepared the information for Bob as $B_w$, where $A_w$ is a function of $(T_w, \sigma_{T_w \cap L_n}, U_w)$ and $B_w$ is a function of $A_w$. We now describe Alice’s actions on $T_v$, namely how she constructs $A_v$ and $B_v$ for each $v \in L_m$ as a function of $(B_u)_{u \in L^1_v}$ and $U_v$. 

CHAPTER 3. RECONSTRUCTION THRESHOLD OF GRAPH COLORING

110

Proof. For each permutation \( \pi \) follows the distribution of \( \mu_k \) to prove the claim of Theorem 3.2.5 together with the result that

\[ P_\pi = \left( \frac{\prod_{u \in L_1^v} (1 - P_{\pi}^{(l)})}{\sum_{m=1}^{k} \prod_{u \in L_1^v} (1 - P_{\pi}^{(m)})} \right)^{t-1}, \]

b) Let \( U_v^i, i = 1, 2, 3 \) be three independent Unif[0, 1] random variables constructed from \( U_v \). Let \( l_v = l_v(P_\pi, U_v^0) \) be uniformly picked from \( \{ l : (P_\pi^{(l)}) = \|P_\pi\|_\infty \} \), the set of largest coordinates of \( P_\pi \), using the randomness of \( U_v^1 \) and let \( p_v = \tilde{q}_v(\|P_\pi\|_\infty, U_v^2) \). Alice then uses the randomness \( U_v^3 \) to sample \( \pi_v^1 \) from \( \nu_1(l_v) \) and \( \pi_v^2 \) from \( \nu_2(p_v) \) independently and sets \( \pi_v = \pi_v^2 \circ \pi_v^1 \). This gives \( a_v = (p_v, l_v, \pi_v) \) and completes the construction of \( A_v \).

c) Finally, Alice “permutes” Bob’s current observation of \( T_T \cap L_n \) and all the previous information she prepares for Bob by \( \pi_v \). This, in the language of \( A_v \) and \( B_v \), corresponds to setting \( q_{v,w} = p_v, \eta_{v,w} = \pi_v^2(l_v) \) and setting for each \( w \in T_T \setminus \{v\} \) that \( q_{w,v} = p_w \) and

\[ \eta_{w,v} = \pi_v(\eta_{w,w_1}) = \pi_{w_0}(\pi_{w_1}(\ldots \pi_{w_{r-1}}(\pi_{w_r}(l_w)) \ldots)) \],

where \( w_0 = v, w_1 \in L_1^v, \ldots, w_{r-1}, w_r = w \) is the unique path connecting \( v \) to \( w \). This completes the definition of \( B_v = (b_{w,v})_{w \in T_T} \).

3. As a final step, Alice tells Bob the array \( B_v \) as partial information of her actions, which in particular includes Bob’s final observation as \((\eta_{v,w})_{v \in L_n}\). We emphasis that \( B_{\rho} \) is the only piece of information given to Bob. All the intermediate \( B_v \)'s exist only in Alice’s deduction and remain unknown to Bob.

The main result of the section is the following theorem.

**Theorem 3.2.5.** For any \( n \geq 1 \), let \( T \) be a \( n \)-level tree sampled from \( \mathcal{T}_{\text{Pois}} \) and \( \sigma_L \) be generated by the coloring model on \( T \). Let \( U \) be a \( T \)-indexed array of independent Unif[0, 1] random variables. If Alice performs her actions as described above, then Bob’s final belief of \( \sigma_\rho \) after all Alice’s actions, represented as

\[ P_\rho = P_\rho(B_\rho) = (P(\sigma_\rho = l \mid B_\rho))_{l=1}^k \in \Delta^k, \]

follows the distribution of \( \mu_k \).

**Proof.** For each permutation \( \pi \in S_k \) and \( T \)-indexed array \( B = (b_v)_{v \in T} \in ([0, 1] \times [k])^T \), let \( \pi \circ b_v := (p_v, \pi(\eta_v)) \) and \( \pi \circ B := (\pi \circ b_v)_{v \in T} \). We induct on the number of levels in tree \( T \) to prove the claim of Theorem 3.2.5 together with the result that

\[ P_\rho(\pi \circ B_\rho) = \left( P(\sigma_\rho = l \mid \pi \circ B_\rho) \right)_{l=1}^k = \pi^{-1} \circ P_\rho(B_\rho). \quad (3.2.10) \]
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For \( n = 0, T = \{ \rho \} \) is the singleton tree and \( P_0^\rho = (1{\{\sigma_\rho = l}\})_{l=1}^k \). Bob’s belief before Alice’s action, follows distribution \( \mu_0 \). Given \( b_{\rho, \rho} = (p_\rho, \eta_{\rho, \rho}) \), Bob’s posterior estimation of \( \sigma_\rho \) satisfies

\[
P(\sigma_\rho = \tilde{\pi}^{-1}(\eta_{\rho, \rho}) \mid b_{\rho, \rho}) = \nu_2(p_\rho)(\tilde{\pi}), \quad \forall \tilde{\pi} \in S_k.
\]

Therefore, applying (3.2.8), Bob’s belief of \( \sigma_\rho \) after Alice’s action at \( \rho \) becomes

\[
P_\rho = \left( P(\sigma_\rho = l \mid \pi_\rho(\sigma_\rho) = \eta_{\rho, \rho}) \right)_{l=1}^k = (1 - p_\rho)P_\rho^0 + p_\rho \cdot \left( \frac{1}{k}, \ldots, \frac{1}{k} \right).
\]

Observe that by definition \( p_\rho = \tilde{q}_0(1, U_\rho) = \tilde{q}_0(\|P_\rho^0\|_\infty, U_\rho) \). Lemma 3.2.4 and (3.2.9) then imply that \( P_\rho \) follows the distribution of \( \mu_k \). It is not hard to check that (3.2.10) also holds.

Suppose we have proved Theorem 3.2.5 and (3.2.10) for trees no greater than \( n - 1 \) levels, we now proceed to trees of \( n \) levels. By the induction hypothesis, for each \( u \in L_1 \), \( P_u = P_u(B_u) \), Bob’s belief of \( \sigma_u \) after Alice’s actions on \( T_u \), follows the distribution \( \mu_k \). Following a similar calculation of (3.2.4), we can show that conditioning on \( \sigma_\rho = l \) but not \( T \) and \( \sigma_{T\setminus\{\rho\}} \), \( (P_u)_{u \in L_1} \) has the same joint distribution as \( \text{Pois}(d) \) independent samples of \( \Pi_{\rho, \mu_k} \). Therefore

\[
P_\rho = \left( \prod_{u \in L_1} (1 - P_u^{(l)}(\pi \circ B_u)) \right)_{l=1}^k \sim \Gamma_{s} \mu_k.
\]

Now we turn to \( P_\rho = P_\rho(B_\rho) \). For each \( u \in L_1 \), let \( B_{\rho, u} := (b_{w, \rho})_{w \in T_u} \), \( B_{\rho, L_1} := (b_{w, \rho})_{w \in \rho, \rho} \) be sub-arrays of \( B_\rho \). Using the induction hypothesis on (3.2.10), for each \( \pi \in S_k \) we have

\[
P_\rho^\pi(\pi \circ B_{L_1}) = \left( \frac{\prod_{u \in L_1} (1 - P_u^{(l)}(\pi \circ B_u))}{\sum_{m=1}^k \prod_{u \in L_1} (1 - P_u^{(m)}(\pi \circ B_u))} \right)_{l=1}^k = \left( \frac{\prod_{u \in L_1} (1 - P_u^{(\pi^{-1}(l))}(B_u))}{\sum_{m=1}^k \prod_{u \in L_1} (1 - P_u^{(m)}(B_u))} \right)_{l=1}^k
\]

\[
= \pi^{-1} \circ P_\rho^\pi(B_{L_1}).
\]

Hence set \( \{ l : (P_\rho^\pi(\pi \circ B_{L_1}))^{(l)} = \|P_\rho^\pi(B_{L_1})\|_\infty \} \) has the same size for all \( \pi \in S_k \) and contains \( l_\rho \) if \( \pi \in \text{supp} \nu_1(l_\rho) \). Furthermore, by the symmetry of \( \sigma_{L_1} \), each element of \( \{ \pi \circ B_\rho \}_{\pi \in S_k} \) is equally likely to happen. Therefore by (3.2.7), the belief of Bob after the first action of Alice on \( T_\rho \) satisfies that

\[
P_\rho^1 = P_\rho^1(l_\rho, \pi_\rho^1 \circ B_{L_1}) := \left( P(\sigma_\rho = l \mid \pi_\rho, \pi_\rho \circ B_{L_1}) \right)_{l=1}^k
\]

\[
= \sum_{\pi \in S_k} \nu_1(l_\rho)(\pi)P^\pi_\rho(\pi^{-1} \circ \pi_\rho \circ B_{L_1}) = \Lambda(P_\rho^1),
\]

where the same randomness \( U_\rho^1 \) is used in breaking ties of \( \Lambda \). It follows that \( P_\rho^1 \sim \Lambda \circ \Gamma_s \mu_k \).

Next we note that for any \( \tilde{\pi} \in S_k \), \( \|P_\rho^\pi(\pi \circ B_{L_1})\|_\infty = \|P_\rho^\pi(B_{L_1})\|_\infty \). Therefore \( p_\rho \), as a function of \( \|P_\rho^\pi(B_{L_1})\|_\infty \) and \( U_\rho^2 \), is invariant under permutations of \( B_{L_1} \). Given \( b_{\rho, \rho} = (p_\rho, \eta_{\rho, \rho}) \), Bob’s posterior estimation of \( l_\rho \) and \( \pi_\rho^1 \circ B_{L_1} \) satisfies that
\[ \mathbb{P}(l_\rho = \tilde{\pi}^{-1}_2(\eta_{\rho,\rho}), \pi_\rho \circ B_{L_1} = \tilde{\pi}^{-1}_2 \circ B_{\rho,L_1} | B_\rho) = \nu_2(\rho)(\tilde{\pi}_2). \]

Applying (3.2.8), we have that
\[ P_\rho(B_\rho) = \sum_{\tilde{\pi}_2 \in S_k} \nu_2(\rho)(\tilde{\pi}_2)P_\rho^1(\tilde{\pi}^{-1}_2(\eta_{\rho,\rho}), B_{\rho,L_1}) = (1 - p_\rho)P_\rho^1(\eta_{\rho,\rho}, B_{\rho,L_1}) + p_\rho \cdot \left( \frac{1}{k}, \ldots, \frac{1}{k} \right). \]

Recall that \( p_\rho = \tilde{q}_\ast(\|P^0_\rho\|_\infty, U^2_\rho) = \tilde{q}_\ast(\|P^1_\rho\|_\infty, U^2_\rho) \) where \( q_\ast \) is the function that reduces \((\Lambda \circ \Gamma_k)\mu_k\) to \( \mu_k \) and \( \tilde{q}_\ast \) is defined in (3.2.9). Lemma 3.2.4 then implies that \( P_\rho \) follows the distribution of \( \mu_k \).

Finally, we finish the induction hypothesis of (3.2.10). Observe that for \( \tilde{\pi} \sim \nu_1(l), \pi \circ \tilde{\pi} \circ \pi^{-1} \) follows the distribution \( \nu_1(\pi(l)) \). For each \( \pi \in S_k \), we have
\[ P^1_\rho(\pi(l_\rho), \pi(\pi_\rho \circ B_{L_1})) = \sum_{\pi \in S_k} \nu_1(\pi(l_\rho))(\tilde{\pi})P^0_\rho(\tilde{\pi}^{-1} \circ \pi \circ B_{L_1}) \]
\[ = \sum_{\pi \in S_k} \nu_1(\pi(l_\rho))(\tilde{\pi})P^0_\rho(\pi \circ \tilde{\pi}^{-1} \circ \pi^{-1} \circ \pi \circ B_{L_1}) \]
\[ = \sum_{\pi \in S_k} \nu_1(\pi(l_\rho))(\tilde{\pi})P^0_\rho(\pi \circ \tilde{\pi}^{-1} \circ B_{L_1}) = \pi^{-1} \circ P^1_\rho(l_\rho, \pi_\rho \circ B_{L_1}). \]

It follows that
\[ P_\rho(\pi \circ B_\rho) = (1 - p_\rho)P^1_\rho(\pi(\eta_{\rho,\rho}), \pi \circ B_{\rho,L_1}) + p_\rho \cdot \left( \frac{1}{k}, \ldots, \frac{1}{k} \right) = \pi^{-1} \circ P_\rho(B_\rho). \]

And that finishes the proof the induction hypothesis.

\[ \square \]

Theorem 3.2.3 and Theorem 3.2.5 immediately imply the following result.

**Corollary 3.2.6.** For any \( d, k \) such that Theorem 3.2.3 holds, there exist independent random array \( U \) and measurable function \( B_\rho(T, \sigma_{L_n}, U) \) such that
\[ \liminf_{n \to \infty} \mathbb{E} \sup_{l \in [k]} \left| \mathbb{P}(\sigma_\rho = l \mid B_\rho(T_n, \sigma_{L_n}, U)) - \frac{1}{k} \right| > 0. \]

### 3.2.3 Regular trees

The result of Theorem 3.2.5 and Corollary 3.2.6 can be modified to regular trees by, roughly speaking, truncating \( T \sim \mathcal{T}_d \) into a smaller tree: Let \( t\text{Pois}(d', d) \) be the truncated Poisson distribution defined as the distribution of \( D' \cdot 1\{D' \leq d\} \) where \( D' \sim \text{Pois}(d') \) and let \( \mathcal{T}_{t\text{Pois}(d',d)} \) be the Galton-Watson tree of offspring distribution \( t\text{Pois}(d', d) \). There exists a natural coupling between \( T_1 \sim \mathcal{T}_{t\text{Pois}(d',d)}, T_2 \sim \mathcal{T}_{\text{Pois}(d')} \) and \( T \sim \mathcal{T}_d \) such that \( T_1 \) is a subtree of \( T_2 \) and \( T \) with probability 1.
Recall that $\mathcal{M}(\Delta^k)$-operator $\Gamma$ defined in (3.2.3) depends implicitly on the offspring distribution $\xi$. We differentiate the two operators under $\xi = \mathcal{T}_{\text{Pois}(d')}$ and $\xi = \mathcal{T}_{t\text{Pois}(d',d)}$ as $\Gamma^p$ and $\Gamma'$ respectively. Fix $\beta^* \in (\beta^0, 1)$. For any $d, k$ satisfying (3.1.3), let $d' := [d - (\beta^* - \beta^0)k]$. For $k \geq k_0(\beta^*, c)$,

$$d_{TV}(\Lambda \circ \Gamma^p_s \mu_k, \Lambda \circ \Gamma' \mu_k) \leq \mathbb{P}(\text{Pois}(d') > d) < c(k \ln k)^{-1}. \quad (3.2.11)$$

Therefore if $(d', k)$ further satisfies Theorem 3.2.3, then $(\Lambda \circ \Gamma')_s \mu_k$ stochastically dominates $\mu_k$. Thus we can find function $q_k$ that reduces $(\Lambda \circ \Gamma')_s \mu_k$ to $\mu_k$ and define $\tilde{q}_k$ similarly.

Let $T \sim \mathcal{T}_d$ be the $n$-level $d$-ary tree and $D := (D_v)_{v \in T}$ be a $T$-indexed array of independent $t\text{Pois}(d', d)$ random variables. We now describe the necessary modification such that $\tilde{A}_v, \tilde{B}_v, \tilde{P}_v, \tilde{P}_v$ can be constructed in a similar fashion as $A_v, B_v, P_v, P_v$. The construction remains the same for each $v \in L_n$. For each $v \neq L_n$, we proceed with the following changes:

1. In step 2(a), instead of considering all $u \in L_i^\ast$, Alice now only uses the first $D_v$ vertices and discards the rest. Namely, letting $u_1, \ldots, u_d$ be the $d$ offspring of $v$, she calculates

$$\tilde{P}_v := \left( \frac{\prod_{i=1}^{D_v} (1 - \tilde{P}_{u_i}^{(l)})}{\sum_{m=1}^{k} \prod_{i=1}^{D_v} (1 - \tilde{P}_{u_i}^{(m)})} \right)^k,$$

and sets $\tilde{b}_{w,v} = (\ast, \ast)$ for each $w \in T_{u_i}, i > D_v$. She then continues to set $\tilde{a}_v$ and the rest of $\tilde{B}_v$ using $\tilde{P}_v$ and $U_v$.

2. In step 2(b), instead of setting $p_v = \tilde{q}_k(\|P_v\|_\infty, U_v^2)$, Alice sets $p_v = \tilde{q}_k(\|\tilde{P}_v\|_\infty, U_v^2)$.

In short, Bob now has to reconstruct $\sigma_\rho$ based only on the information $\tilde{B}_v$ of a truncated tree of $T$ sampled from $\mathcal{T}_{t\text{Pois}(d',d)}$, as the information on the rest of the vertices are erased and set to $(\ast, \ast)$.

**Corollary 3.2.7.** Fix $\beta^* \in (\beta^0, 1)$. For any $d, k$ such that $(d' := [d - (\beta^* - \beta^0)k], k)$ satisfies Theorem 3.2.3 and (3.2.11), there exist independent random arrays $U, D$ and measurable function $\tilde{B}_\rho(\sigma_{L_n}, U, D)$ such that

$$\liminf_{n \to \infty} \mathbb{E}_{\max}\left[ l \in [k] \right] \mathbb{P}\left( \sigma_\rho = l \mid \tilde{B}_\rho(\sigma_{L_n}, U, D) \right) - \frac{1}{k} > 0.$$

**Proof.** By an essentially parallel argument of Theorem 3.2.5, we can inductively show that $\tilde{P}_v$, as a function of $(T, \sigma_{T_v \cap L_n}, U_v, D_v)$, follows the distribution of $\Gamma' \mu_k$ and hence $\tilde{P}_v \sim \mu_k$ for each $v \in T$. Corollary 3.2.7 then follows immediately. □

**Proof of Theorem 2.** Let $\beta^0, c$ be the constant in Theorem 3.2.3 and $\beta^*$ be selected in Corollary 3.2.7. For any $k \geq k_0$ and $d, k$ satisfying (3.1.3), they also satisfy the conditions of
Theorem 3.2.3 and Corollary 3.2.6. Therefore if the $k$-coloring model on $T \sim T_{\text{Pois}}(d)$ is not reconstructible for some $d, k$ in the same region, then we must have

$$\limsup_{n \to \infty} \mathbb{E}_{T \sim T_{\text{Pois}}(d)}[\text{Var}(\sigma_\rho \mid B_\rho(T_n, \sigma_{L_n}, D))] \leq \limsup_{n \to \infty} \mathbb{E}_{T \sim T_{\text{Pois}}(d)}[\text{Var}(\sigma_\rho \mid T_n, \sigma_{L_n})] = 0,$$

where the first step follows from the fact that $B_\rho = B_\rho(T_n, \sigma_{L_n}, U)$ is independent of $\sigma_\rho$ given $\sigma_{L_n}$. But that conflicts with the result of Corollary 3.2.6. The same confliction exists with $T \sim T_d$, $B_\rho = B_\rho(\sigma_{L_n}, U, D)$ and Corollary 3.2.7. Therefore both models are reconstructible.

3.3 Proof of Theorem 3.2.3

In this section we prove the stochastic dominance result of Theorem 3.2.3. In Section 3.3.1, we first analyse the transformation $\Gamma$ induced on $M(\Lambda^k)$ by (3.2.3) and give a parameterized candidate of $\mu_k$. In the remaining sections, we verify that the candidate does indeed satisfy Theorem 3.2.3.

3.3.1 Reformulating the recursion

Recall the notations in the definition of $\Gamma_\mu$ in (3.2.3), where $\mu = \Pi \mu_s$ for some $\mu_s \in M_s(\Lambda^k)$. For each $l \in [k], 1 \leq i \leq B_l$, let $m_{i,l} := m(\vec{X}_{i,l}, l) := \arg \max_{m \in [k]} \vec{X}_{i,l}^T (m-l+1)$ be the coordinate of $\vec{X}_{n+1}$ that contains the largest entry of $\vec{X}_{i,l}$ and draw $m_{i,l}$ from $[k]$ uniformly at random if $\vec{X}_{i,l} = (\frac{1}{k}, \ldots, \frac{1}{k})$. Since $\mu$ is tilted from some symmetric measure $\mu_s$, similar to (3.2.4),

$$\mathbb{P}(m_{i,l} = m \mid \|\vec{X}_{i,l}\|_\infty = x) = \begin{cases} \frac{x}{1-x} & m = l, \\ \frac{1}{k-1} & m \neq l. \end{cases}$$

Let $\mu^\sigma(dx) := x\mu(dx)$ and $\mu^\#(dx) := (1-x)\mu(dx)$. The joint distribution of $(\|\vec{X}_{i,l}\|_\infty, m_{i,l})$ satisfies

$$\mathbb{P}((\|\vec{X}_{i,l}\|_\infty \in dx, m_{i,l} = m) = \begin{cases} \mu^\sigma(dx) & l = m, \\ \frac{1}{k-1} \mu^\#(dx) & l \neq m, \end{cases} \quad \forall x \in [0, 1], m \in [k].$$

For each $m \in [k]$, define

$$C^\sigma_m := \{(i, m) : m_{i,m} = m\}, \quad C^\#_m := \{(i, l) : l \neq m, m_{i,l} = m\} \quad \text{and} \quad C_m := C^\sigma_m \cup C^\#_m.$$ 

Let $c^\sigma_m, c^\#_m$ be the cardinality of $C^\sigma_m$ and $C^\#_m$ respectively and set $p_\# := \mu^\#([\frac{1}{k}, 1]) = 1 - \mu^\sigma([\frac{1}{k}, 1])$ to be the probability of $\{(i, l) \notin C^\sigma_m\}$. Note that no offspring of the root has color 1. Given $d_\rho = \sum_{l=1}^k B_l$, $(c_1^\sigma, c_2^\sigma, \ldots, c_k^\sigma, c_1^\#, c_2^\#, \ldots, c_k^\#)$ follows multinomial distribution of sum $d_\rho$ and probability

$$\frac{1}{k-1} \left(0, 1-p_\#, \ldots, 1-p_\#, p_\sigma, k-2-p_\#, \ldots, k-1-p_\#\right). \quad (3.3.1)$$
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We now use the new notations to rewrite (3.2.3). For each $\bar{X}_{i,l} \neq (\frac{1}{k}, \ldots, \frac{1}{k})$, the entries of $\bar{X}_{i,l}$ take only two values: $\|\bar{X}_{i,l}\|_\infty$ and $(1-\|\bar{X}_{i,l}\|_\infty)/(k-1)$. And $\bar{X}^{(m-l+1)}_{i,l} = \|\bar{X}_{i,l}\|_\infty$ if and only if $m = m_{i,l}$. Let $\phi(x) := \ln \left(\frac{1-\frac{1-x}{k-1}}{1-x}\right)$, which is an increasing function mapping $[0, 1]$ to $[-\infty, \infty]$. By taking out the common factor of $\prod_{i,l} (1-\frac{1-\|\bar{X}_{i,l}\|_\infty}{k-1})$, we rewrite (3.2.3) as

$$X^{(m)}_{n+1} = \frac{\prod_{(i,l)\in C_m}(1-\|\bar{X}_{i,l}\|_\infty)/(1-\frac{1-\|\bar{X}_{i,l}\|_\infty}{k-1})}{\sum_{m'=1}^{k} \prod_{(i,l)\in C_{m'}}(1-\|\bar{X}_{i,l}\|_\infty)/(1-\frac{1-\|\bar{X}_{i,l}\|_\infty}{k-1})} = \frac{\prod_{(i,l)\in C_m} e^{-\phi(\|\bar{X}_{i,l}\|_\infty)}}{\sum_{m'=1}^{k} \prod_{(i,l)\in C_{m'}} e^{-\phi(\|\bar{X}_{i,l}\|_\infty)}}. \quad (3.3.2)$$

Note that the exact value of $m_{i,l}$ when $\bar{X}_{i,l} = (\frac{1}{k}, \ldots, \frac{1}{k})$ does not matter since $\phi(\frac{1}{k}) = 0$. We further rewrite (3.3.2) as

$$X^{(m)}_{n+1} = \frac{\prod_{i=1}^{c_m} \exp(-\phi(Y_{i,m}^=)) \prod_{i=1}^{c_m} \exp(-\phi(Y_{i,m}^\neq))}{\sum_{i=1}^{k} \left(\prod_{i=1}^{c_m} \exp(-\phi(Y_{i,l}^=)) \prod_{i=1}^{c_m} \exp(-\phi(Y_{i,l}^\neq))\right)} = \frac{\exp(-Z_m)}{\sum_{m=1}^{k} \exp(-Z_m)}. \quad (3.3.3)$$

where $Y_{i,l}^=$ and $Y_{i,l}^\neq$ are i.i.d. samples of $\frac{1}{1-p^s} \mu^=$ and $\frac{1}{p^s} \mu^\neq$ respectively and

$$Z_m := \sum_{i=1}^{c_m} \phi(Y_{i,m}^=) + \sum_{i=1}^{c_m} \phi(Y_{i,m}^\neq).$$

We conclude our calculation so far in the following claim.

**Proposition 3.3.1.** For any $d, k$, if there exists $\nu_k \in \mathcal{M}(\overline{[\frac{1}{k}, 1]})$ (with its unique correspondence in $\mathcal{M}(\Lambda^k)$) and $c > 0$, such that $\mu_s = \Pi_{i=1}^{-1} (\phi^{-1} \circ \nu_k) \in \mathcal{M}_s(\Lambda^k)$ and for the $(Z_m)_{m=1}^{k}$ defined as above using $\mu_s$,

$$W := \ln \left[\frac{k-2}{k-1} + \frac{1}{\sum_{m=2}^{k} \exp(Z_1 - Z_m)}\right] > 0 > c/\ln k \nu_k, \quad (3.3.4)$$

then $\mu_s$ satisfies the requirement of Theorem 3.2.3.

**Proof.** Maximizing (3.3.3) over $m \in [k]$, we have that

$$\|\bar{X}_{n+1}\|_\infty = \max \left\{1, \exp(Z_1 - Z_m), m = 2, \ldots, k\right\} \geq \frac{1}{1 + \sum_{m=2}^{k} \exp(Z_1 - Z_m)} \geq \frac{1}{1 + \sum_{m=2}^{k} \exp(Z_1 - Z_m)} \geq \frac{1}{k}. $$

Composing $\phi$ to both side yields that $\phi(\|\bar{X}_{n+1}\|_\infty) > W$. Theorem 3.2.3 then follows from the fact that $\|\Lambda(\bar{X}_{n+1})\|_\infty = \|\bar{X}_{n+1}\|_\infty$. ☐
We now propose a parameterized candidate of $\nu_k$: Let $\delta, \kappa \in (0, 1)$, $M \gg 0$, $0 < \gamma, \alpha_0, \sigma, \epsilon \ll 1$ be parameters to be determined in the order of $(\delta, \kappa, \alpha_0, M, \sigma, \gamma, \epsilon)$ and write $\alpha = \phi(\frac{1}{2} - \alpha_0) = \ln 2 - O(\alpha_0) + o_k(1)$. Let $\nu_\ast$ be an infinite-volume measure defined as (recalling that $\phi(\frac{1}{2}) = 0$)

$$\nu_\ast(dy) := \kappa \delta_0(dy) + (1 - \kappa)\delta_\alpha(dy) + \frac{\gamma}{y^2} e^{\delta y} 1\{y > M\} dy,$$

(3.3.5)

where $\delta_x$ is the Dirac measure at $x$, and write $\nu_r(dy) := \frac{\gamma}{y^2} e^{\delta y} 1\{y > M\} dy$ for the right tail of $\nu_\ast$. We will use $\nu_\ast$ as a “scaling limit” of $\nu_k$ and show that the assumption of Prop. 3.3.1 is satisfied with

$$\nu_k(dy) := \frac{1}{\ln k} \nu_\ast(dy) 1\{0 \leq y \leq a_k\},$$

for some choice of $(\delta, \kappa, \alpha_0, M, \sigma, \gamma, \epsilon)$ and $k \gg k_0 = k_0(\delta, \kappa, \alpha_0, M, \sigma, \gamma, \epsilon)$, where $a_k$ is the constant such that $\nu_k$ is a probability measure.

For convenience of notation, we will write $k \gg k_0$ where $k_0$ depends on all six parameters. We will use $1_{\leq a_k}$ or $1_{\geq c_k}$ to cut (part of) a measure above or below such that the total mass is 1. The exact value of $a_k$ and $c_k$ can be derived implicitly and may vary from line to line. Let $\nu_\ast(dy) := \phi \circ \mu^\ast(dx) = \phi \circ x_\mu(dx) = \phi^{-1}(y) \nu_\ast(dy)$, where $\phi^{-1}(y) = 1 - (e^y + (k - 1)^{-1})^{-1}$ and define $\nu^\ast_\ast, \nu^\ast_r, \nu^\ast_\ast_r, \nu^\ast_k, \nu^\ast_\ast_k$ similarly. We define the tail weights

$$p^\ast_r := \frac{1}{\gamma} \nu^\ast_r([1/k, 1)) = \int_{1/k}^1 \frac{e^{\delta y}}{y^2(e^y + 1/k - 1)} dy < \infty$$

and

$$p^\ast_k := \mu^\ast_k([1/k, 1)) = \nu^\ast_k([0, \infty))$$

$$\leq \frac{1}{\ln k} \left[ \frac{1}{k} (1 - \kappa) + \left( \frac{1}{2} - \alpha_0 \right) \kappa + \gamma p^\ast_r \right] = (1 - o(1)) \frac{\gamma p^\ast_r}{\ln k}.$$

### 3.3.2 Distribution of $Z_m$

In this section we bound the distribution of $Z_m$ in terms of $\nu_\ast$. Let $D := d/(k - 1) = \ln k + \ln \ln k + \beta$. For $T \sim \text{Pois}(d)$, (3.3.1) implies that $(c_m, c_m^\ast)$'s are independent Poisson random variables with rate $(0, p^\ast_k D)$ for $m = 1$ and $((1 - p^\ast_k D), k - 2 p^\ast_k D)$ for $m \geq 2$. Hence, for $m \geq 2$,

$$Z_m \overset{d}{=} \left( \text{Pois}((1 - p^\ast_k D) \otimes \frac{1}{1 - p^\ast_k} \nu^\ast_k) + \text{Pois}\left( \frac{k - 2}{k - 1} p^\ast_k D \otimes \frac{1}{p^\ast_k} \nu^\ast_k \right) \right)$$

$$= \text{Pois}\left( (1 - \frac{p^\ast_k}{k - 1} D) \otimes \frac{\nu^\ast_k + \frac{k - 2}{k - 1} \nu^\ast_k}{1 - \frac{1}{k - 1} p^\ast_k} \right) \overset{d}{=} \text{Pois}\left( (1 - \frac{p^\ast_k}{k - 1} D) \otimes \frac{\nu_k}{1 - \frac{1}{k - 1} p^\ast_k} \right) 1_{\leq a_k},$$

where the last line follows from that $(\nu^\ast_k + \frac{k - 2}{k - 1} \nu^\ast_k)(dy) \leq \nu_k(dy)$. Namely, $Z_m$ stochastically dominates the sum of points in a Poisson point process with intensity $D\nu_k 1_{\leq a_k}$, where $a_k$ satisfies $\nu_k([0, a_k]) = 1 - \frac{1}{k - 1} p^\ast_k$. We expand the summation according to the three parts of $\nu_k$ as in (3.3.5). Firstly, $\delta_0$ does not contribute to the summation. For the second term,
we define $S_1 := \text{Pois}(\kappa) \otimes \delta_\alpha$ and note that $\kappa \leq \frac{\kappa D}{\ln k}$. Finally for $k \geq k_0$, the total intensity coming from the right tail of $\nu_k$ satisfies
\[ D\nu_k([M, a_k^0]) = D(\nu_k([0, a_k^0]) - \ln^1 k) = D - 1 - O(k^{-1} \ln k) \geq D - 1 - \gamma. \]
and $(1 - \frac{1}{k-1} p_k)^{-1} \nu_k(dy) \leq \frac{1+\gamma}{D-1-\gamma} \nu_r(dy)$. Therefore defining
\[ S_0 := \text{Pois}(D - 1 - \gamma) \otimes \frac{1 + \gamma}{D - 1 - \gamma} \nu_r 1_{\leq a_k}, \]
it follows that $Z_m > S_0 + S_1$. We first show the following bound for $S_0$.

**Lemma 3.3.2.** For any $M > M(\alpha_0) \lor \frac{2}{\delta}$, there exists constant $C_M > 0$ such that
\[ S_0 > \frac{e^{\gamma+1-\beta}}{k \ln k} (\delta_0 + (1 + C_M \gamma) \nu_r 1_{\leq a_k^1}), \quad (3.3.6) \]
where $a_k^1$ satisfies $1 + (1 + C_M \gamma) \nu_r([M, a_k^1]) = k \ln ke^{-(\gamma+1-\beta)}$.

**Proof.** Let $B_0 \sim \text{Pois}(D - 1 - \gamma)$ and $Y_i$ be i.i.d. samples of distribution $\frac{1+\gamma}{D-1-\gamma} \nu_r 1_{\leq a_k}$. We have
\[ \mathbb{P}(S_0 = 0) = \mathbb{P}(B_0 = 0) = e^{-(D-1-\gamma)} \leq \frac{1}{k \ln k} e^{1+\gamma-\beta}. \]
Since $\nu_r$ is supported on $[M, \infty)$ and is absolutely continuous, for $z \geq M$,
\[ f_{S_0}(z) = \frac{d}{dz} \left( \sum_{i=1}^{B_0} Y_i \leq z \right) \leq \sum_{n=1}^{\lfloor z/M \rfloor} \mathbb{P}(B_0 = n) \frac{d}{dz} \left[ \int_{\sum y_i \leq z} \left( \frac{1 + \gamma}{D - 1 - \gamma} \right)^n \nu_r(dy_1) \cdots \nu_r(dy_n) \right] \]
\[ \leq \frac{e^{1+\gamma-\beta}}{k \ln k} \sum_{n=1}^{\lfloor z/M \rfloor} \frac{1}{n!} d\left[ \int_{y_i \geq M, \sum y_i \leq z} \frac{(1 + \gamma)^n \gamma^n}{y_1^2 \cdots y_n^2} e^{\delta(y_1 + \cdots + y_n)} dy_1 \cdots dy_n \right] \]
\[ = \frac{e^{1+\gamma-\beta}}{k \ln k} \sum_{n=1}^{\lfloor z/M \rfloor} \frac{(1 + \gamma)^n \gamma^n}{n!} \int_{y_i \geq M, \sum y_i \leq z-M} \frac{1}{y_1^2 \cdots y_n^2} dy_1 \cdots dy_n - 1. \]

Applying Fact 3.3.3 below for $n \geq 2$, we have that for $z \geq M$,
\[ f_{S_0}(z) dz \leq \frac{e^{1+\gamma-\beta}}{k \ln k} \left( (1 + \gamma) \gamma + \sum_{n=2}^{\infty} \frac{(1 + \gamma)^n C_M^n}{n!} \right) \frac{1}{z^2} e^{\delta z} dz \]
\[ \leq \frac{e^{1+\gamma-\beta}}{k \ln k} (1 + C_M' \gamma) \frac{\gamma}{z^2} e^{\delta z} dz = \frac{e^{1+\gamma-\beta}}{k \ln k} (1 + C_M' \gamma) \nu_r(dz). \]
The desired result follows from the last equation and the fact that $\mathbb{P}(S_0 \in (0, M)) = 0$.

**Fact 3.3.3.** There exist constant $C_M$ such that for $n \geq 2$ and $z \geq nM$,
\[ \int_{y_i \geq M, \sum y_i \leq z-M} \frac{1}{y_1^2 \cdots y_n^2} dy_1 \cdots dy_n - 1 \leq \frac{C_M^n}{z^2}. \]
The proof of Fact 3.3.3 is postponed to Section 3.4. Next consider the independent sum of $S_0 + S_1$.

**Lemma 3.3.4.** For any $M > M(\alpha_0) \lor \frac{2}{\delta}$ and constant $C_M$ specified in Lemma 3.3.2,

$$Z_m > S_0 + S_1 > \frac{e^{\gamma_1 + \beta}}{k \ln k} \left[ \nu_{S_1} + (1 + \alpha_0)(1 + C_M \gamma) \exp \left( \kappa (e^{-\alpha \delta} - 1) \right) \nu_r 1_{\leq a_k} \right]. \quad (3.3.7)$$

**Proof.** Letting $\nu_{S_0}^\ast := \nu_r 1_{\leq a_k}$ where $a_k$ is defined in (3.3.6), we have

$$\nu_{S_0 + S_1} = \frac{e^{1 \gamma - \beta}}{k \ln k} (\delta_0 * \nu_{S_0} + (1 + C_M \gamma) \nu_{S_0}^\ast \nu_{S_1}) = \frac{e^{1 \gamma - \beta}}{k \ln k} (\nu_{S_1} + (1 + C_M \gamma) \nu_{S_0}^\ast \nu_{S_1}). \quad (3.3.8)$$

It is left to verify that $\nu_{S_0 + S_1} := \nu_{S_0}^\ast \nu_{S_1} > (1 + \alpha_0) \exp \left( \kappa (e^{-\alpha \delta} - 1) \right) \nu_r 1_{\leq a_k}$ where $a_k$ is chosen such that RHS of (3.3.8) has total mass 1. Recall that $S_1 \overset{d}{=} \alpha \cdot \text{Pois}(\kappa)$. $\nu_{S_0 + S_1}$ is absolutely continuous and supported on $[M, \infty)$. For $z \geq M$ we have

$$f_{S_0 + S_1}^+(z) = \sum_{n=0}^{\infty} \frac{\kappa^n e^{-\kappa}}{n!} f_{S_0}^+(z - n\alpha) \leq \sum_{n=0}^{\infty} \frac{\kappa^n e^{-\kappa}}{n!} \frac{\gamma e^{\delta(z - n\alpha)}}{(z - n\alpha)^2} 1\{z - n\alpha \geq M\}$$

To control the $(z - n\alpha)^{-2}$ term, we first choose for any $\alpha > 0$ a $N = N(\alpha_0)$ such that $\sum_{n=N+1}^{\infty} \frac{1}{n!} \leq \frac{1}{2\delta} \alpha_0$ and then choose $M(\alpha_0)$ such that for $M > M(\alpha_0)$, $n \leq N$ and $z \geq M$,

$$(1 - n\alpha / z)^{-2} \leq (1 - \alpha_0 / z)^{-2} \leq 1 + \alpha_0 / 2. \quad (3.3.9)$$

Observe that $\frac{\gamma \delta^2 e^{\delta z}}{z^2}$ is monotone increasing for $z \in (\frac{2}{\delta}, \infty)$. For all $M > M(\alpha_0) \lor \frac{2}{\delta}$ and $z \geq M$,

$$f_{S_0 + S_1}^+(z) \prod_{n=0}^{N} \frac{\kappa^n e^{-\kappa}}{n!} \frac{e^{-n(\alpha \delta)}}{(1 - n\alpha / z)^2} + \frac{\gamma \delta^2 e^{\delta z}}{z^2} \prod_{n=N+1}^{\infty} \frac{\kappa^n e^{-\kappa}}{n!} \nu_r(dz).$$

The proof finishes by cutting $\nu_r$ at the place such that (3.3.8) has the total mass 1. \hfill \square

Finally, for $m = 1$ and $k \geq k_0$ such that $\frac{D}{\ln k} \leq (1 + \gamma) \lor (1 + \alpha_0)$, we have

$$Z_1 \overset{d}{=} \text{Pois}(p_k^x D) \otimes \frac{1}{p_k^x} \nu_k^x < \left( \text{Pois} \left( \frac{1}{2} \kappa \right) \otimes \delta_0 \right) + \left( \text{Pois} \left( \gamma p_r^x \right) \otimes \frac{1}{\gamma p_r^x} \nu_r^x \right), \quad (3.3.10)$$

where the second term is 0 with probability $\exp(-\gamma p_r^x)$. 

3.3.3 Distribution of $\sum_{m=2}^{k} \exp(-Z_m)$

In this section we analyze the distribution of $\sum_{m=2}^{k} \exp(-Z_m) = (k-1) \otimes \exp(-Z_m)$. Let $\psi(x) := e^{-x}$. An easy calculation gives that

$$\psi \circ \nu_*(dx) = (1 - \kappa)\delta_1(dx) + \kappa \delta_{\psi(x)}(dx) + \frac{\gamma}{(\ln x)^2} \frac{1}{x^{1+\delta}} \mathbb{1}\{0 < x < \psi(M)\}dx.$$  

Define

$$C_Z := C_Z(\delta, \kappa, \alpha_0, M, \gamma) = (1 + \alpha_0)(1 + C_M \gamma) \exp\left(\kappa(e^{-\alpha \delta} - 1)\right).$$  

(3.3.11)

Now (3.3.7) can be rewritten as

$$\psi(Z_m) < \frac{1}{k \ln k} \exp^{\gamma - 1 - \beta} \left[ \psi \circ \nu_{S_1} + C_Z \frac{\gamma}{(\ln x)^2} \frac{1}{x^{1+\delta}} \mathbb{1}\{c_k < x < \psi(M)\}\right].$$  

(3.3.12)

As $k$ grows, the density of $\psi(Z_m)$ diverges quickly around 0 and the probability of seeing $Z_m \geq x$ for more than one $m \in [k]$ is $o(\frac{1}{x})$ for any fixed $x > 0$. Hence intuitively,

$$\nu_{k \otimes \psi(Z_m)} \approx \nu_{\max_{m \in [k]} \psi(Z_m)} \approx k \cdot \nu_{\psi(Z_m)}.$$  

Lemma 3.3.5. Fix $\delta = \frac{1}{2}$. For any $M > M(\alpha_0) \lor \frac{2}{\delta}$ such that (3.3.8) holds and $\sigma, \epsilon > 0$, $k \geq k_0$,

$$(k - 1) \otimes \psi(Z_m) < \frac{e^{\gamma - 1 - \beta}}{\ln k} \left[ (\psi + \sigma) \circ \nu_{S_1} + (1 + \epsilon)C_Z \frac{\gamma}{(\ln x)^2} \frac{1}{x^{1+\delta}} \mathbb{1}\{x \leq \psi(M)\}\right]_{\geq \epsilon k} + \frac{\epsilon}{\ln k} \delta x,$$

where $(\psi + \sigma)(x) := \psi(x) + \sigma$ and $C_Z$ is defined in (3.3.11).

Proof. We recall the RHS of (3.3.12) and treat its discrete part and continuous part separately. Let $p_1 := \frac{e^{\gamma - 1 - \beta}}{\ln k}$, $\mu^1_Z := \psi \circ \nu_{S_1}$ and $\mu^2_Z(dx) := \frac{p_1}{(1 - p_1)(\ln x)} x^{-(1+\delta)} \mathbb{1}\{1 < x \leq \psi(M)\}dx$. Among the $(k-1)$ i.i.d. samples from the RHS of (3.3.12), $b \sim \text{Binom}(k-1, p_1)$ of them comes from $\mu^1_Z$ and the rest comes from $\mu^2_Z$. Choose $C_b > 0$ such that for any $k \geq k_0$, $\mathbb{P}(b \geq 2) \leq C_b \ln^{-\gamma} k$.

It follows that

$$(k - 1) \otimes \psi(Z_m) < \left[ \text{Binom}(k, p_1) \otimes \mu^1_Z \right] + \left( k \otimes \mu^2_Z \right) < \left[ (1 - kp_1) \cdot k \otimes \mu^2_Z + kp_1 \cdot \left( \mu^1_Z \otimes (k \otimes \mu^2_Z) \right) \right]_{\geq \epsilon k} + \frac{\epsilon}{\ln^2 k} \delta x.$$  

(3.3.13)

We will show in Lemma 3.3.8 that for any $\epsilon > 0$ and $k \geq k_0$,

$$k \otimes \mu^2_Z < (1 + \epsilon)k \cdot \mu^2_Z \geq \epsilon k + \frac{\epsilon}{2 \ln k} \delta x.$$  

(3.3.14)
Therefore for any $\sigma > 0$, there exists $C_\sigma > 0$ such that for $k \geq k_0$, $\mathbb{P}(k \otimes \mu_Z^2 \geq \sigma) \leq C_\sigma \ln^{-1} k$ and

$$\text{RHS of (3.3.13)} < \left[ (1 - kp_1) \cdot k \otimes \mu_Z^2 + kp_1 \cdot \mu_Z^1 \ast \delta_\sigma + \frac{kp_1 C_\sigma}{\ln k} \cdot \delta_\sigma \right]_{1 > c_k} + \frac{C_b}{\ln^2 k} \delta_\sigma$$

$$< \left[ (1 + \epsilon)k(1 - kp_1) \cdot \mu_Z^2 1_{\geq c_k} + kp_1 \cdot \mu_Z^1 \ast \delta_\sigma \right]_{1 > c_k} + \frac{\epsilon}{\ln k} \delta_\sigma$$

$$< \frac{e^{\gamma + 1 - \beta}}{\ln k} \left[ (\psi + \sigma) \circ \nu_{S_1} + (1 + \epsilon)C_Z \frac{\gamma}{(\ln x)^2 x^{1+\delta}} \right]_{1 > c_k} + \frac{\epsilon}{\ln k} \delta_\sigma.$$ 

where in the last step, we observe that removing the $1_{\geq c_k}$ after $\mu_Z^2$ will only make the measure inside the square bracket stochastically larger after cutting from below. \( \Box \)

In the remaining of the section, we check that (3.3.14) is true. We will henceforth omit the $O(1)$ factor $(\ln k) \cdot \frac{\mu}{1-p_1}$ by absorbing it into $\gamma$ and let

$$U \sim \mu_U := \mu_Z^2 = \frac{1}{k \ln k} \frac{\gamma}{(\ln x)^2} x^{-(1+\delta)} \{ c_k < x \leq \psi(M) \} dx. \quad (3.3.15)$$

Measure $\mu_U$ resembles distributions that converge to stable law. However, we can not directly apply the usual proof of convergence for stable laws (cf. Section 3.7 of [Dur10], or the reference there) to $k \otimes U$, since the expression of $\mu_U$ also depends on $k$. With some modification, we show the following result.

**Lemma 3.3.6.** For any $\delta, \gamma \in (0, 1)$, $M > \frac{2}{\delta}$, let $t_k := \inf\{ t : \mu_U([t, \infty)) < 1/k \}$, then $k \otimes (t_k^{-1} U)$ converges weakly to the stable law with index $\delta$ and characteristic function

$$\exp\{-b_\ast \rho^{\delta}(1 + \text{sgn}(t) \tan(\pi \delta/2))\},$$

where $\text{sgn}$ is the sign function and $b_\ast = \delta \int_0^\infty (\cos x - 1)x^{-(1+\delta)}dx = -\cos(\frac{\pi}{2}\delta)\Gamma(1 - \delta)$. 

In the proof we use the following calculus result, the proof of which is deferred to Section 3.4.

**Fact 3.3.7.** Let $t_k$ be defined as in Lemma 3.3.6, we have

1. $t_k = (1 + o_k(1))(\frac{\gamma \delta}{\ln k(\ln \ln k)^2})^{1/\delta}$ and therefore

$$\frac{\gamma}{\delta} t_k^{-\delta} \ln^{-2} t_k = (1 + o_k(1)) \ln k.$$

2. For any constant $c > 0$,

$$\lim_{k \to \infty} k \mathbb{P}(U \geq ct_k) = \lim_{k \to \infty} t_k^{-1} \int_{ct_k}^\infty \frac{1}{k \ln k} \frac{\gamma}{\ln^2 x} \frac{1}{x^{1+\delta}} dx = c^{-\delta},$$

$$\lim_{k \to \infty} k \mathbb{E}(t_k^{-1} U 1_{U \leq ct_k}) = \lim_{k \to \infty} t_k^{-1} k \int_0^{ct_k} \frac{1}{k \ln k} \frac{\gamma}{\ln^2 x} \frac{x}{x^{1+\delta}} dx = c^{1-\delta} \frac{\delta}{1 - \delta},$$

$$\lim_{k \to \infty} k \mathbb{E}(t_k^{-2} U^2 1_{U \leq ct_k}) = \lim_{k \to \infty} t_k^{-2} k \int_0^{ct_k} \frac{1}{k \ln k} \frac{\gamma}{\ln^2 x} \frac{x^2}{x^{1+\delta}} dx = c^{2-\delta} \frac{\delta}{2 - \delta}.$$
Proof of Lemma 3.3.6. Let $U_i, i = 1, 2, \ldots, k$ be i.i.d. copies of $U$ and let $S_k := \sum_{i=1}^{k} U_i$. Given $\omega \in (0, 1)$, let $m_{<\omega} := \mathbb{E}(U1\{U \leq \omega t_k\})$, $S_k^\omega := \sum_{i=1}^{k} U_i1\{U_i \geq \omega t_k\}$ and $T_k^\omega := \sum_{i=1}^{k} U_i1\{U_i < \omega t_k\} - km_{<\omega}$. We have

$$S_k = S_k^\omega + T_k^\omega + k \cdot m_{<\omega}.$$ 

For the first term $S_k^\omega$, let $F_k^\omega$ and $\psi_k^\omega$ be the c.d.f. and characteristic function of $t_k^{-1}U_i$ conditioned on $\{t_k^{-1}U_i \geq \omega\}$. By Fact 3.3.7(2), for any $\omega > 0$ and any $x > \omega$,

$$1 - F_k^\omega(x) = (1 + o_k(1))(x/\omega)^{-\delta} \to (x/\omega)^{\delta}, \quad \text{as } k \to \infty.$$ 

Hence for any $t \in \mathbb{R}$, $\psi_k^\omega(t) \to \psi^\omega(t) := \int_\omega^{\infty} e^{itx} \cdot \delta x \cdot x^{-(\delta+1)} dx$. Meanwhile by Fact 3.3.7(2), the distribution of the number of $i \in [k]$ such that $U_i \geq \omega t_k$ converges weakly to Pois($\omega^{-\delta}$), hence

$$\lim_{k \to \infty} \mathbb{E} \exp(itS_k^\omega/t_k) = \exp[-\omega^{-\delta}(1 - \psi^\omega(t))] = \exp \left( \int_\omega^{\infty} (e^{itx} - 1)\delta x \cdot x^{-(\delta+1)} dx \right).$$

For the second term $T_k^\omega$, observe that $\mathbb{E}T_k^\omega = 0$. By Fact 3.3.7,

$$t_k^{-2}\mathbb{E}(T_k^\omega)^2 = t_k^{-2}\text{Var}(T_k^\omega) \leq k t_k^{-2} \mathbb{E}U_i^2 1\{U_i < \omega t_k\} \leq (1 + o_k(1)) \frac{\delta}{2} \omega^{2-\delta}.$$ 

For each $t \in \mathbb{R}$, $\exp(itx)$ is a Lipschitz function with Lipschitz constant $t$. By Jensen’s inequality,

$$|\mathbb{E} \exp(it(t_k^{-1}S_k)) - \mathbb{E} \exp(it(t_k^{-1}S_k^\omega))| \leq t \left( \mathbb{E}|t_k^{-1}T_k^\omega| + t_k^{-1}km_{<\omega} \right) \leq O(\omega^{1-\delta/2}).$$

Let $\omega \to 0$. By dominated convergence theorem, we have

$$\lim_{k \to \infty} \mathbb{E}(\exp(itS_k/t_k)) = \exp \left( \int_0^{\infty} (e^{itx} - 1)\delta x \cdot x^{-(\delta+1)} dx \right).$$

The rest of the proof follows from complex analysis: Let $\Gamma$ denote the gamma function (not to be confused with the recursion $\Gamma_s$ defined before). For $t > 0$, (the case of $t < 0$ is parallel)

$$\int_0^{\infty} (e^{itx} - 1)\delta x \cdot x^{-(\delta+1)} dx = t^\delta \int_0^{\infty} (e^{ix} - 1)\delta x \cdot x^{-(1+\delta)} dx$$

$$= it^\delta \int_0^{\infty} x^{-\delta}e^{ix} dx = i\delta t^\delta \int_0^{\gamma} (ix)^{-\delta}e^{ix} d(ix)$$

$$= \Gamma(1-\delta)e^{ix}d(ix)$$

$$= \Gamma(1-\delta)e^{ix}d(ix)$$

$$= \Gamma(1-\delta)\Gamma(1-\delta)1 + i \tan(\pi\delta/2)),$$

where the second equality follows by integration by part and the last equality follows by doing contour integral on region $\{re^{\theta} : \omega \leq r \leq R, \theta \in [0, \frac{\pi}{2}]\}$ and letting $\omega \to 0, R \to \infty$. \qed
Let \( \widetilde{U} \) denote the limiting stable law specified in Lemma 3.3.6. When \( \delta = \frac{1}{2} \), \( \widetilde{U} \) follows the Levy distribution with parameter \( \frac{\pi}{2} \). Since this is the only value of \( \delta \) for which we have a closed formula for \( f_{\widetilde{U}} \), here and henceforth we will take \( \delta = 1/2 \). The result, however, should hold for all \( \delta \leq \frac{1}{2} \) as long as (3.3.16) holds. Plugging in the formula of Levy distribution and comparing with Fact 3.3.7, we have

\[
\mathbb{P}(\widetilde{U} \leq c) = \frac{2}{\sqrt{\pi}} \int_{\frac{\pi}{2}}^{\infty} e^{-t^2} dt \leq \frac{2}{\sqrt{\pi}} \left( \frac{\pi}{2c} \right) e^{-\pi/2c} \leq c^{-1/2} e^{-\pi/2c}
\]

Thus we can upper-bound \( \mu_{k \otimes U}(dx) \) by \( (1 + o_k(1))k \cdot \mu_U(dx) \) for small \( x \approx O(t_k) \). In the next lemma, we bound larger values of \( k \otimes U \) using the intuition of \( k \otimes U \approx \max_{i=1,...,k} U_i \).

**Lemma 3.3.8.** Fix \( \delta = 1/2 \). For any \( M \geq \frac{1}{2} \), \( \gamma, \epsilon \in (0,1) \), and \( k \geq k_0 \),

\[
k \otimes \mu_U < (1 + \epsilon)k \cdot \mu_U 1_{\geq \epsilon k} + \frac{\epsilon}{\ln k} \delta x.
\]

**Proof.** Let \( U_1, \ldots, U_k \) be i.i.d. copies of \( U \) and define \( U^{(1)} := \max_{i=1,...,k} U_i \), \( U_R := \sum_{i=1}^{k} U_i - U^{(1)} \). Let \( c = c(\delta, M, \gamma, \epsilon) > 0 \) be some small constant to be determined. We write

\[
\mathbb{P}\left( \sum_{i=1}^{k} U_i \geq z \right) \leq \mathbb{P}(U^{(1)} \geq (1 - c)z) + \int_0^{1-c} f_{U^{(1)}}(x) \mathbb{P}(U_R \geq z - x \mid U^{(1)} = x) dx,
\]

where \( f_{U^{(1)}}(z) = kf_{U}(z)F_U(z)^{-1} \leq kf_{U}(z) \). Fix \( \sigma = \sigma(\delta, M, \gamma, \epsilon) \in (0, \frac{1}{2}) \) such that

\[
\mathbb{P}(U \geq (1 - \sigma) \psi(M)) \leq \frac{1}{\ln k} \int_{1-(1-\sigma)\psi(M)}^{\psi(M)} \frac{\gamma}{\ln^2 x} x^{-(1+\sigma)} dx \leq \frac{\epsilon}{2 \ln k}.
\]

We will split the proof into three cases: \( x \in [c_k, Nt_k] \), \( x \in [Nt_k, (1 - \sigma) \psi(M)] \) and \( x \geq (1 - \sigma) \psi(M) \) where \( N = N(\delta, M, \gamma, \epsilon, \sigma, c) \) is a large constant to be determined.

1. \( x \in [Nt_k, (1 - \sigma) \psi(M)] \): To bound the first term of (3.3.18), we observe that \( f_U \) is a decreasing function and for \( z \leq (1 - \sigma) \psi(M) \), \( (1 + \sigma)z \leq \psi(M) \) in supp \( U \). Therefore

\[
\frac{\mathbb{P}(U^{(1)} \in [(1 - c)z, z])}{\mathbb{P}(U^{(1)} \in [z, (1 + \sigma)z])} \leq \frac{czf_U((1-c)z)F_U^{k-1}(z)}{\sigma zf_U((1+\sigma)z)F_U^{k-1}(z)} \leq \frac{c}{\sigma} \frac{f_U(z/2)}{f_U((1+\sigma)z)} \leq C_{\sigma,M} \cdot c,
\]

for all \( c \leq 1/2 \) and \( z \leq (1 - \sigma) \psi(M) \). It follows that

\[
\mathbb{P}(U^{(1)} \geq (1 - c)z) \leq (1 + C_{\sigma,M} \cdot c) \mathbb{P}(U^{(1)} \geq z) \leq (1 + C_{\sigma,M} \cdot c)k \mathbb{P}(U \geq z).
\]
For the second term of (3.3.18), a similar calculation of Fact 3.3.7 gives that for any $x \leq \psi(M)$,

$$
k \ln k \mathbb{E}(U | U \leq x) = \frac{k \ln k}{F_U(x)} \int_0^x z f_U(z) dz \leq \frac{\gamma}{1 - \delta} \frac{1}{F_U(x) \ln^2 x} x^{1-\delta},$$

$$
k \ln k \mathbb{E}(U^2 | U \leq x) = \frac{k \ln k}{F_U(x)} \int_0^x z^2 f_U(z) dz \leq \frac{\gamma}{2 - \delta} \frac{1}{F_U(x) \ln^2 x} x^{2-\delta}.
$$

Recall the expression of $t_k$ from Fact 3.3.7. For any $c > 0$ we choose $N = N(M, \gamma, \epsilon, c)$ such that for $k \geq k_0$ and $x \geq Nt_k$,

$$
k \mathbb{E}(U | U \leq x) \leq \frac{1 + o_k(1)}{\ln k} \frac{\gamma}{1 - \delta} \frac{x(Nt_k)^{1-\delta}}{\ln^2 t_k} = (1 + o_k(1)) N^{1-\delta} \frac{\delta}{1 - \delta} x \leq \frac{1}{2} ex. \quad (3.3.20)
$$

Given $U_{(1)} = x$, $U_R$ is distributed as the sum of $(k - 1)$ i.i.d. copies of $U$ conditioned on $U \leq x$. By Chebyshev inequality, for any $z \in [2Nt_k, \psi(M)]$ and $x \leq (1-c)z$,

$$
\mathbb{P}(U_R \geq z - x | U_{(1)} = x) \leq \frac{k \cdot \mathbb{E}(U^2 | U \leq x)}{(z - x - k \mathbb{E}(U | U \leq x))^2} \leq \frac{4}{c^2z^2} \frac{1}{\ln k} \frac{\gamma}{2 - \delta} \frac{x^{2-\delta}}{\ln^2 x},
$$

where in the second step, we use the fact that $\mathbb{E}(U | U \leq x)$ is monotone decreasing in $x$. Plugging the estimation into the RHS of (3.3.18), for $z \leq \psi(M)$, we have that

$$
\int_0^{(1-c)\gamma} k f_U(x) F_U(x) (1 - \mathbb{P}(U_R \geq z - x | U_{(1)} = x)) dx \leq \int_{c_k}^{(1-c)\gamma} \frac{1}{\ln k} \frac{\gamma}{\ln^2 x} x^{1-\delta} \cdot \frac{4}{c^2z^2} \frac{1}{\ln^2 x} \frac{\gamma}{2 - \delta} \frac{x^{2-\delta}}{\ln^2 x} dx \leq \frac{C_{c,\gamma,\sigma,M}}{\ln^2 k \cdot z^{2\delta} \ln^2 z}. \quad (3.3.21)
$$

Meanwhile, for $z \leq (1 - \sigma)\psi(M)$,

$$
k \mathbb{P}(U \geq z) \geq k \cdot \sigma z f_U((1 + \sigma)z) = \frac{C_{\gamma,\sigma,M}}{\ln k \cdot z^\delta \ln^2 z}. \quad (3.3.22)
$$

Comparing (3.3.21) and (3.3.22) and using Fact 3.3.7(1), we have for all $z \geq Nt_k$ that

$$
\int_0^{(1-c)\gamma} f_U(x) \mathbb{P} \left( \sum_{i=1}^n U_i \geq z \mid U_{(1)} = x \right) dx \leq C_{c,\gamma,\sigma,M} N^{-\delta} k \mathbb{P}(U \geq z). \quad (3.3.23)
$$

Combine (3.3.19) and (3.3.23). For each $\epsilon > 0$, we can first pick $c = \epsilon/2C_{\sigma,M}$ and then choose $N = N(M, \gamma, \epsilon, \sigma, c)$ such that (3.3.20) is true and for all $k \geq k_0$, $z \in [Nt_k, (1-\sigma)\psi(M)]$,

$$
\mathbb{P} \left( \sum_{i=1}^k U_i \geq z \right) \leq k \mathbb{P}(U \geq z) \left( 1 + C_{\sigma,M} \cdot c + \frac{C_{c,\gamma,\sigma,M}}{N^\delta} \right) \leq (1 + \epsilon) k \mathbb{P}(U \geq z). \quad (3.3.24)
$$
2. \( z \in [c_k, Nt_k] \): Lemma 3.3.6 implies that for \( z' \in (1, N] \), \( \mathbb{P}(\sum_{i=0}^k U_i \geq z't_k) \) converges uniformly to \( 1 \wedge \mathbb{P}(\tilde{U} > z') \) as \( k \to \infty \) and \( \tilde{U} \) follows the Levy distribution with parameter \( \frac{\pi}{2} \). Comparing the \( c_k \) in the RHS of (3.3.17) to the definition of \( t_k \) yields that \( c_k \geq t_k \) for any \( \epsilon > 0 \). Therefore for \( k > k_0 \) and \( z \in [c_k, Nt_k] \) with \( z' = z/t_k \in (1, N] \),

\[
\mathbb{P}\left( \sum_{i=1}^k U_i \geq z \right) \leq (1 + \epsilon/2)\mathbb{P}(\tilde{U} > z') \leq (1 + \epsilon)k\mathbb{P}(U \geq z't_k),
\]

(3.3.25)

where the last step uses (3.3.16).

3. Finally using (3.3.24) and recall the definition of \( \sigma \), we have for all \( z \geq (1 - \sigma)\psi(M) \) that

\[
\mathbb{P}\left( \sum_{i=1}^k U_i \geq z \right) \leq \mathbb{P}\left( \sum_{i=1}^k U_i \geq (1 - \sigma)\psi(M) \right) \leq (1 + \epsilon)k\mathbb{P}(U \geq (1 - \sigma)\psi(M)) \leq \frac{\epsilon}{\ln k}.
\]

(3.3.26)

Combining (3.3.24), (3.3.25) and (3.3.26) completes the proof.

\[\square\]

3.3.4 Distribution of \( \ln(\sum_{m=2}^k \exp(Z_1 - Z_m)) \)

In this section we bound the distribution of \( W_0 := -\ln(\sum_{m=2}^k e^{Z_1 - Z_m}) \). First we rewrite (3.3.10) as

\[
Z_1 \leq \left( \text{Pois}\left( \frac{1}{2} \kappa \right) \otimes \delta_\alpha \right) \oplus \left( \text{Pois}(\gamma p_r^\#) \otimes \frac{1}{\gamma p_r^\#} \nu_r^\# \right) =: R_0 + R_r =: \tilde{Z}_1,
\]

and let \( \tilde{\nu}_{-Z_1} \) be the distribution of \( -\tilde{Z}_1 \). Then we define \( V := -\ln(\sum_{m=2}^k e^{-Z_m}) \). The conclusion of Lemma 3.3.5 can be rewritten as

\[
\nu_V \geq \frac{e^{\gamma+1-\beta}}{\ln k} \left[ \psi^{-1} \circ (\psi + \sigma) \circ \nu_{S_1} + (1 + \epsilon)C_Z \nu_r \right] 1_{\leq a_k} + \frac{\epsilon}{\ln k} \tilde{\nu}_{-\infty} =: \tilde{\nu}_V + \tilde{\nu}_V^C =: \hat{\nu}_V.
\]

(3.3.27)

Let \( \hat{V} \) be sampled from \( \tilde{\nu}_V \). Note that \( Z_1 \) is independent of \( \sum_{m=2}^k Z_m \). We finally define

\[
\widehat{W}_0 := \hat{V} - \tilde{Z}_1 < V - Z_1 = W_0,
\]

(3.3.28)

Lemma 3.3.9. Assume that \( (\delta, \kappa, \alpha_0, M, \sigma, \gamma, \epsilon) \) satisfies the conditions of Lemma 3.3.4 and 3.3.5.

1. If \( \delta \leq \frac{1}{2} \), then there exists constant \( C_{\delta,M} > 0 \) such that for each \( y \geq M \),

\[
(\nu_r * \tilde{\nu}_{-Z_1})(dy) \leq (1 + C_{\delta,M} \gamma) \exp(\kappa(e^{\alpha_0} - 1)/2) \nu_r(dy).
\]
2. There exists constant \( C_{\delta,\alpha,M} > 0 \) such that \( \langle \nu_r \ast \tilde{\nu}_{-Z_1} \rangle((\infty, M]) \leq \gamma \cdot C_{\delta,\alpha,M}^\ast. \)

3. For any fixed \( \kappa, \alpha_0 \) and \( y_1, y_2 \geq M \),

\[
\liminf_{\sigma, \gamma \to 0} \left( \nu^1_V \ast \tilde{\nu}_{-Z_1} \right)([y_1, y_2]) \geq \frac{e^{-\kappa^2/2}}{2 \ln k} \mathbb{P}(\text{Pois}(\kappa) \cdot \alpha \in (y_1, y_2)).
\]

**Proof.** **Part 1:** By definition, for any \( y \geq M \)

\[
\nu_r \ast \tilde{\nu}_{-Z_1}(dy) = \int_0^y \frac{\gamma e^{\delta(y-z)}}{y^2} \nu_r \ast \tilde{\nu}_{-Z_1}(dz) \leq \frac{\gamma e^{\delta y}}{y^2} \cdot \int_0^y e^{-\delta z} \nu_r \ast \tilde{\nu}_{-Z_1}(dz) = \nu_r(dy) e^{\delta \tilde{Z}_1}. \quad (3.3.29)
\]

Hence it is enough to bound \( \mathbb{E} \exp(\delta \tilde{Z}_1) = \mathbb{E} \exp(\delta R_0) \mathbb{E} \exp(\delta R_r) \). For the first term,

\[
\mathbb{E} \exp(\delta R_0) = \mathbb{E} \exp (\delta \alpha \cdot \text{Pois}(\kappa/2)) = \exp (\kappa(e^\alpha - 1)/2). \quad (3.3.30)
\]

For the second term, \( R_r \) has the same distribution as the sum of points from the Poisson point process with intensity \( \nu^\#_r(dy) \). Recall that

\[
\nu^\#_r(dy) = \left( e^y + (k-1)^{-1} \right)^{-1} \nu_r(dy) \leq \frac{\gamma}{y^2} e^{(\delta-1)y} dy
\]

and \( p^\#_r = \frac{1}{\gamma} \nu^\#_r([M, \infty)) \) depends only on \( \delta, M \). By Campbell’s Theorem, for any \( \delta \leq \frac{1}{2} \) and \( \gamma \leq 1 \),

\[
\mathbb{E} \exp(\delta R_r) = \exp \left( \int_M^\infty (e^{\delta y} - 1) \nu^\#_r(dz) \right) \leq \exp \left( \gamma \int_M^\infty y^{-2} e^{(2\delta-1)y} dy \right) \leq 1 + \gamma C_{\delta,M}, \quad (3.3.31)
\]

where in the last step we use the inequality \( e^x \leq 1 + xe^x, \forall x \geq 0 \). Plugging (3.3.30) and (3.3.31) back into (3.3.29) yields the desired result.

**Part 2:** Expanding the convolution of \( \nu_r \ast \tilde{\nu}_{-Z_1} \) yields that

\[
\nu_r \ast \tilde{\nu}_{-Z_1}((-\infty, M]) \leq \int_0^\infty \left( \int_M^\infty \frac{\gamma e^{\delta y}}{y^2} \nu^\#_r(dz) \right) dy = \frac{\gamma e^{\delta M}}{\delta M^2} \int_0^\infty e^{\delta z} \tilde{\nu}_{-Z_1}(dz) = \frac{\gamma e^{\delta M}}{\delta M} \mathbb{E} e^{\delta \tilde{Z}_1}.
\]

Applying (3.3.30) and (3.3.31) to \( \mathbb{E} e^{\delta \tilde{Z}_1} \) gives one possible \( C_{\delta,\alpha,M}^\ast \).

**Part 3:** Noting that \( \psi^{-1}(\psi(y) + \sigma) = -\ln(e^{-y} - \sigma) \), we have that

\[
\tilde{\nu}_{-Z_1}^1 \ast \tilde{\nu}_{-Z_1}([y_1, y_2]) \geq \frac{e^{\gamma+1-\beta}}{\ln k} \mathbb{P}(\tilde{Z}_1 = 0) \cdot \mathbb{P}(\text{Pois}(\kappa) \cdot \alpha \in [\ln(e^{-y_1} - \sigma), \ln(e^{-y_2} - \sigma)])
\]

\[
\geq \frac{1}{\ln k} e^{-\frac{1}{2} \kappa^2 - \gamma \rho^2} \mathbb{P}(\text{Pois}(\kappa) \cdot \alpha \in (\ln(-e^{-y_1} - \sigma), -\ln(e^{-y_2} - \sigma))).
\]

\( \text{Pois}(\kappa) \cdot \alpha \) takes values from the discrete set \( \alpha \mathbb{Z}_+ \). For any fixed \( y_1, y_2 \), there exists \( \sigma = \sigma(\alpha, y_1, y_2) \) such that there is no points of \( \alpha \mathbb{Z}_+ \) between \( -\ln(e^{-y_i} - \sigma) \) and \( y_i, i = 1, 2 \). Hence in the last line we can substitute the probability by \( \mathbb{P}(\text{Pois}(\kappa) \cdot \alpha \in (y_1, y_2)). \) Letting \( \gamma \to 0 \) finishes the proof.
3.3.5 Final step

Finally we are ready to prove Theorem 3.2.3.

Proof of Theorem 3.2.3. By Proposition 3.3.1, it suffices to show that under certain choice of parameters \((\delta, \kappa, \alpha_0, M, \sigma, \gamma, \epsilon)\), the random variable \(W\) defined in (3.3.4) stochastically dominates \(\nu_k\) by \(c/\ln k\) for some fixed \(c > 0\). For any \(\alpha_0 > 0\) and \(\alpha = \phi(\frac{1}{2} - \alpha_0)\), we first choose \(\sigma < \sigma_1(\alpha_0)\) such that \(\ln(1 + e^{-\sigma}) > \frac{1}{2}(1 - \alpha_0)\). Thus for \(k \geq k_0\) we can write

\[
W > \ln \left( \frac{k - 2}{k - 1} + \exp(\widetilde{W}_0) \right) \lor 0 \geq \begin{cases} 
\widetilde{W}_0 \geq M \\
\alpha \\
M > \widetilde{W}_0 \geq -\sigma \\
0 \quad -\sigma > \widetilde{W}_0
\end{cases}.
\tag{3.3.32}
\]

Comparing the RHS of last equation with the definition of \(\nu_k\), it is suffices show that

\[
\mathbb{P}(\widetilde{W}_0 < -\sigma) \leq \frac{1}{\ln k} (1 - \kappa) - \frac{c}{\ln k} \quad \text{and}
\]

\[
\mathbb{P}(\widetilde{W}_0 \leq x) \leq \nu_k([0, x]) - \frac{c}{\ln k} \quad \text{for all } x \geq 0 \text{ such that } \nu_k([0, x]) < 1.
\tag{3.3.34}
\]

Recall the three parts of \(\tilde{\nu}_V\) in (3.3.27) and define \(\tilde{\nu}_W^\bullet (dx) := \tilde{\nu}_V^\bullet * \tilde{\nu}_{-Z_1} (dx)\) for \(\bullet \in \{1, r, \infty\}\). Figure 3.3.1 gives an illustration of \(\tilde{\nu}_W^0\) and \(\nu_k\), where bars represent the discrete parts, curves represent the continuous parts and the left two dotted boxes corresponds to last two cases of (3.3.32). Fix \(\delta = \frac{1}{2}\). To show (3.3.33) is to show that the weight in the first dotted box is strictly smaller than \(\nu_k([0]) = \kappa\). We set \(\kappa = \frac{1}{2}\) such that

\[
\mathbb{P}(\text{Pois}(\kappa/2) = 0) = e^{-1/4} > \frac{3}{4} > \frac{1}{2} = \kappa.
\]
Recall the definition of $C_Z = C_Z(\delta, \kappa, \alpha_0, M, \gamma)$ in (3.3.11). By Lemma 3.3.9(2), for each fixed $\delta, \kappa, \alpha_0, M$, we can choose $\epsilon_0, \gamma_0, \beta_0$ such that for all $\epsilon < \epsilon_0, \gamma < \gamma_0$, $\beta_0 < \beta < 1$ and $c_0 = \frac{1}{10}$,

$$P(\hat{W}_0 < -\sigma) \leq \frac{e^{\gamma + 1 - \beta}}{\ln k} \left[ P(\hat{Z}_1 \neq 0) + (1 + \epsilon)C_Z \gamma \cdot C^*_{\delta, \alpha, M} + \epsilon \right]$$

$$\leq \frac{e^{\gamma + 1 - \beta}}{\ln k} \left[ 1 - e^{-\frac{3}{2}\kappa - \gamma \rho_x} + 2C_Z C^*_{\delta, \alpha, M} \gamma + \epsilon \right]$$

$$= \frac{4/3}{\ln k} \left[ \frac{1}{4} + \epsilon + o_\gamma(1) \right] \leq \frac{2}{5} \frac{1}{\ln k} = \left( \frac{1}{2} - c_0 \right) \frac{1}{\ln k}.$$

The proof of (3.3.34) is roughly done in three parts. We first show that the asymptotically, $\tilde{\nu}_{\hat{W}_0}^r$ is smaller than $\nu_\kappa^r$ by a multiplicative constant factor. Then we show that the underflow of $\tilde{\nu}_{\hat{W}_0}^r$ below $M$ (the vertical stripped area in Figure 3.3.1) can be compensated by the overflow of $\tilde{\nu}_{\hat{W}_0}^1$ above $M$ (the $q_{\tilde{M}}$ box in Figure 3.3.1). Finally we make sure that the compensation is can be absorbed into the gap of $\tilde{\nu}_{\hat{W}_0}^r$ and $\nu_\kappa^r$ (the wide stripped area in Figure 3.3.1).

We first look at sufficiently large values of $x$. By Lemma 3.3.9(1),

$$\tilde{\nu}_{\hat{W}_0}^r(dx) \leq \frac{e^{\gamma + 1 - \beta}}{\ln k} (1 + \alpha_0)(1 + C_{\delta, M}(\gamma + \epsilon)) \exp(\kappa(e^{\alpha \delta} + 2e^{-\alpha \delta} - 3)/2)\nu_r(dx), \quad \forall x \geq M. \quad (3.3.35)$$

Let $\alpha_0$ be a small constant such that (note that $\phi(\frac{1}{2}) = \ln 2 - o_\kappa(1)$ and $\exp(\sqrt{2} - 3/2) \approx 0.92 < \frac{12}{13}$)

$$(1 + \alpha_0) \exp(\kappa(e^{\alpha \delta} + 2e^{-\alpha \delta} - 3)/2) = (1 + o_\alpha(1)) \exp(\sqrt{2} - 3/2) < \frac{12}{13} < 1,$$

and let $M > M(\alpha_0) \vee \frac{2}{3}$ such that Lemma 3.3.4 is satisfied. Recall the definition of constant $C_{\delta, M}$ from the constants in Lemma 3.3.2 and Lemma 3.3.9. Given our choice of $\delta, \kappa, \alpha_0, M$ so far, we can choose $\gamma_1, \epsilon_1, \beta_1$ such that for all $\gamma \leq \gamma_1, \epsilon \leq \epsilon_1, 1 - \beta < 1 - \beta_1$ and all $x \geq M$,

$$\text{RHS of (3.3.35)} \leq \frac{12}{13} \cdot \frac{1}{\ln k} e^{1+\gamma-\beta} \nu_r(dx) \leq \frac{14}{15} \frac{1}{\ln k} \nu_r(dx). \quad (3.3.36)$$

Next we consider the values of $x$ near $M$. We first choose $\tilde{M} = \tilde{M}(\delta, \alpha, M) > M \vee 2\alpha$ such that

$$\frac{1}{15} \nu_r([M, \tilde{M}]) = \frac{1}{15} \int_M^{\tilde{M}} dy \gamma y^\gamma e^{\delta y} \geq e^{\gamma_1 + 1 - \beta_1}(C^*_{\delta, \alpha, M} + 2e^{\gamma_1 + \epsilon_1}) \gamma, \quad (3.3.37)$$

where $C^*_{\delta, \alpha, M}$ is the constant in Lemma 3.3.9(2). Let $q_{\tilde{M}} := \frac{1}{2} P(\text{Pois}(\kappa) \cdot \alpha \in (\tilde{M}, 2\tilde{M}))$. $q_{\tilde{M}}$ is strictly positive since $\tilde{M} > 2\alpha$. By Lemma 3.3.9(3), we can choose $\sigma_2, \gamma_2$ such that for all $\sigma < \sigma_2, \gamma < \gamma_2$,

$$\tilde{\nu}_{\hat{W}_0}^1([\tilde{M}, 2\tilde{M}]) = \tilde{\nu}_V^1 \ast \tilde{\nu}_{-Z_1}([\tilde{M}, 2\tilde{M}]) \geq q_{\tilde{M}} > 0. \quad (3.3.38)$$
We further choose $\gamma_3, \epsilon_3, \beta_2$ such that for all $\gamma \leq \gamma_3$, $\epsilon \leq \epsilon_2 < 1$, $1 - \beta \leq 1 - \beta_2$ and some $c_1 \in (0, q_{\widetilde{M}})$,
\[
e^{\gamma + 1 - \beta} [(1 - q_{\widetilde{M}}) + \gamma C_{\delta, \alpha, M}^* + \epsilon] \leq 1 - c_1 < 1.
\] (3.3.39)\(^{(3.3.36), (3.3.38)}\) and (3.3.39) together implies for $x \leq \widetilde{M}$, (note that $\nu_k([0, M]) = 1/\ln k$)
\[
\begin{align*}
\bar{v}_{W_0}([-\infty, x]) &= (\bar{v}_{W_0} + \bar{v}_{W_0} + \bar{v}_{W_0})([-\infty, x]) \\
&\leq \frac{e^{\gamma + 1 - \beta}}{\ln k} \left( (1 - q_{\widetilde{M}}) + \gamma C_{\delta, \alpha, M}^* + \epsilon \right) + \frac{14}{15} \frac{1}{\ln k} \nu_r([M, x \vee M]) \\
&\leq \frac{1 - c_1}{\ln k} + \frac{14}{15} \frac{1}{\ln k} \nu_r([M, x \vee M]) \leq \nu_k([0, x]) - \frac{c_1}{\ln k}.
\end{align*}
\]
Finally, for $x \geq \widetilde{M}$ such that $\nu_k([0, x]) < 1$, we can choose $c_2, \beta_3$ such that for $\gamma = (\gamma_0 \wedge \gamma_1 \wedge \gamma_2 \wedge \gamma_3)$ and $1 - \beta < 1 - \beta_3$, we have $e^{\gamma + 1 - \beta} + c_2 < 1 + 2\gamma e^\gamma$. Using (3.3.37), we have
\[
\begin{align*}
\bar{v}_{W_0}([-\infty, x]) &\leq \frac{e^{\gamma + 1 - \beta}}{\ln k} \left( 1 + \gamma C_{\delta, \alpha, M}^* + \epsilon \right) + \frac{14}{15} \frac{1}{\ln k} \nu_r([M, \widetilde{M}]) + \frac{14}{15} \frac{1}{\ln k} \nu_r([\widetilde{M}, x]) \\
&\leq \frac{1}{\ln k} + \frac{1}{\ln k} \left( e^{\gamma + 1 - \beta} (1 + \gamma C_{\delta, \alpha, M}^* + \epsilon) - 1 - \frac{1}{15} \nu_r([M, \widetilde{M}]) + \frac{1}{15} \nu_r([\widetilde{M}, x]) \right) \\
&\leq \frac{1}{\ln k} + \frac{1}{\ln k} \nu_r([M, x]) = \nu_k([0, x]) - \frac{c_2}{k \ln k}.
\end{align*}
\]
Combining all pieces together, we have the desired result with $\delta, \kappa, \alpha_0, M, \gamma$ set as specified before, $\sigma = \sigma_1 \wedge \sigma_2$, $\epsilon = \epsilon_0 \wedge \epsilon_1 \wedge \epsilon_2$, and $\beta^0 = \beta_0 \vee \beta_1 \vee \beta_2 \vee \beta_3$, $c = c_0 \wedge c_1 \wedge c_2$.

3.4 Remaining Calculations

Proof of Fact 3.3.3. First fix $n = 2$ and $t' \geq 2M$. For each $x_1 \geq M$, either $x_1$ or $t' - x_1$ is larger than $t'/2$, hence
\[
\int_{M}^{t' - M} \frac{1}{x_1^2 (t - x_1)^2} dx_1 \leq \frac{2}{(t'/2)^2} \int_{M}^{\infty} \frac{1}{x^2} dx_1 = \frac{8}{Mt'^2}.
\] (3.4.1)

Recursively apply (3.4.1) with $t' = t - \sum_{i=1}^{n-1} x_i$, $j = 2, \ldots, n - 1$, we have
\[
\begin{align*}
&\int_{x_i \geq M, \sum_{i=1}^{n-1} x_i \leq t-M} \frac{1}{x_1^2 \cdots x_{n-1}^2} d x_1 \cdots d x_{n-1} \\
&= \int_{x_i \geq M, \sum_{i=1}^{n-2} x_i \leq t-2M} \frac{1}{x_1^2 \cdots x_{n-2}^2} \left( \int_{M}^{t - \sum_{i=1}^{n-2} x_i - M} \frac{1}{x_{n-1}^2(t - \sum_{i=1}^{n-2} x_i)^2} dx_{n-1} \right) dx_1 \cdots dx_{n-2} \\
&\leq \frac{8}{M} \int_{x_i \geq M, \sum_{i=1}^{n-2} x_i \leq t-M} \frac{1}{x_1^2 \cdots x_{n-2}(t - \sum_{i=1}^{n-2} x_i)^2} d x_1 \cdots d x_{n-2} \leq \cdots \leq \left( \frac{8}{M} \right)^n \frac{1}{t^2}.
\end{align*}
\]
Proof of Fact 3.3.7. Let \( s_k = (\frac{\gamma}{\ln k(\ln \ln k)^{1/\delta}})^{1/\delta} \), it is easy to check that

\[
\frac{\gamma}{\delta} s_k^{-\delta} \ln^{-2} s_k = (1 + o_k(1)) \ln k.
\]

For any \( \epsilon > 0 \), let \( c \) be large enough such that \((1 - \epsilon)^{\delta} - 2c^{1/\delta} > 1\). It follows that

\[
\int_{(1-\epsilon)s_k}^{\infty} k \ln k \cdot \mu_U(dx) = \int_{(1-\epsilon)s_k}^{\psi(M)} \frac{\gamma}{(\ln x)^2 x^{-(1+\delta)}dx} \geq \frac{\gamma}{\ln^2(1-\epsilon)s_k} \int_{(1-\epsilon)s_k}^{c s_k} x^{-(1+\delta)}dx
\]

\[
= \frac{\gamma}{\delta \ln^2(1-\epsilon)s_k} s_k^{-\delta} ((1 - \epsilon)^{\delta} - c^{1/\delta}) > (1 + c^{-\delta} + o_k(1)) \ln k.
\]

Therefore \( t_k > (1 - \epsilon)s_k \) for \( k \geq k_0 \). In the other direction, let \( s'_k = (c' \ln k)^{-1/\delta} \) for some large constant \( c' > 0 \), \( \ln(s'_k) = (1 + o_k(1)) \frac{1}{\delta} \ln \ln k = (1 + o_k(1)) \ln s_k \), we have

\[
\int_{(1+\epsilon)s_k}^{\infty} k \ln k \cdot \mu_U(dx) = \int_{(1+\epsilon)s_k}^{\psi(M)} \frac{\gamma}{(\ln x)^2 x^{1+\delta}dx} \leq \frac{\gamma}{\ln^2(1+\epsilon)s_k} \int_{s'_k}^{\infty} x^{-(1+\delta)}dx + \frac{\gamma}{\ln^2(s'_k)} \int_{(1+\epsilon)s_k}^{\psi(M)} x^{-(1+\delta)}dx
\]

\[
\leq \frac{\gamma}{\delta \ln^2(1+\epsilon)s_k} c'^{-\delta} \ln k + (1 + o_k(1))(1 + \epsilon)^{-\delta} \ln k.
\]

Let \( c' \) be large enough such that \( \frac{\gamma}{\ln^2 \psi(M)} c'^{-\delta} + (1 + \epsilon)^{-\delta} < 1 - c'^{-1} < 1 \), we have for \( k \geq k_0 \) that \( t_k < (1 + \epsilon)s_k \). This completes the Part 1. Part 2 can be derived similarly. \( \square \)
Chapter 4

Reconstruction threshold of NAE-SAT problems

4.1 Introduction

In this chapter we show that the reconstruction threshold of the NAE-SAT problem on trees is strictly smaller than the freezing threshold. One immediate difference between $k$-coloring model and $k$-NAE-SAT is that the later is described by factor graph. Thus to describe the local weak limit of random $d$-regular $k$-factor graphs and random Erdős-Rényi $k$-factor graph, we define the $k$-factor tree as the tree with vertices on even levels being variables, the vertices on odd levels clauses and each clause having $k$ children (i.e. degree $k + 1$).

Since we will be working on factor trees throughout the chapter, up to recursively flipping all labels on some of the subtrees, we can ignore the literals and stay with the easier definition that every clause is adjacent to at least one 0 and one 1 (which is also known as hyper-graph 2-coloring in literature). The broadcast process on a $k$-factor tree that generates a uniform NAE-SAT solution can be defined as follows:

1. Choose the root uniformly randomly from $\{0, 1\}$.

2. For each clause, if we have set the value of the parent variable to be $x \in \{0, 1\}$ in previous round, we then choose the value of the rest $k$ variables together according to the uniform distribution on $\{0, 1\}^k \setminus \{x\}^k$.

We will focus on the $(k + 1)$-NAE-SAT problem on infinite $d$-ary $k$-factor trees $T_{d,k}$—$k$-factor trees such that every vertex on even levels has $d$ children. As in the case of Chapter 3, we also consider the Galton Watson tree $T_{\text{Pois}(d), k}$ where the number of offspring of each variable follows the Poisson distribution with parameter $d$. The definition of reconstruction and freezing (Definition 3.1.1 and Definition 3.1.2) can be generalized to factor trees in natural way.

The main result of this chapter is the following theorem. (The exact value of $k_0$ and $\beta^*$ may be different than the $k_0$ and $\beta^*$ in Theorem 2)
Theorem 3. There exists a constant $\beta^* \in (1 - \ln 2, 1)$ such that for any $k \geq k_0$, the $(k + 1)$-NAE-SAT problem on both $\mathcal{T}_{d,k}$ and $\mathcal{F}_{\text{Pois}(d),k}$ is reconstructible for

$$d \geq (2^k - 1)(\ln k + \ln \ln k + \beta^* + o_k(1)).$$

(4.1.1)

As comparison, we will show

Theorem 4.1.1. For $(k + 1)$-NAE-SAT problem on both $\mathcal{T}_{d,k}$ and $\mathcal{F}_{\text{Pois}(d),k}$, there exist constants $d^f_k$ (depending on the model) such that the root is frozen with high probability if $d > d^f_k$ and unfrozen for $d < d^f_k$. More specifically,

$$d^f_k = \begin{cases} 
\inf_{x > 0} x \ln^{-1} \left(1 - \frac{(1-e^{-x})^k}{2^k-1}\right) & \text{for } \mathcal{T}_{d,k} \\
\inf_{x > 0} \frac{(2^k-1)x}{(1-e^{-x})^k} & \text{for } \mathcal{F}_{\text{Pois}(d),k}
\end{cases}
= (2^k - 1)(\ln k + \ln \ln k + 1 + o_k(1)).$$

For a complete picture, it can be shown following a similar argument of [Sly09] that the NAE-SAT problem is non-reconstructible for

$$d \leq (2^k - 1)(\ln k + \ln \ln k + 1 - \ln 2 - o_k(1)).$$

(4.1.2)

We does not go into its proof here due to the limitation of space.

4.1.1 Outline of proof

The proof of Theorem 3 follows a similar argument of Chapter 3. In Section 4.2 we give the distributional recursion of reconstruction probability on trees and give the reconstruction algorithm assuming certain stochastic dominance result. We then prove the stochastic dominance result in Section 4.3. For completeness, we prove the freezing threshold in Section 4.4.

4.2 Reconstruction algorithm

4.2.1 Tree recursions

We begin by specifying the distributional recursion of the posterior probabilities. Let $T = (V, F, E) \sim \mathcal{T}_{k,\xi}$ be sampled from the Galton-Watson $k$-factor tree with offspring distribution $\xi$, $T_n = (V_n, F_n, E_n)$ its restriction onto the first $2n$ levels, and $L_n$ the set of variables on level $2n$ (the $n$th level of variables). Denote the set of solutions on $T_n$ as

$$\Omega_n := \{\sigma \in \{0, 1\}^{V_n} : \text{for each } a \in F, \exists u, v \in \partial a, \text{such that } \sigma_u \neq \sigma_v\}$$

and its restriction onto $L_n$ as $\Omega(L_n)$. Define deterministic functions $f_n$ such that for each $\eta \in \Omega(L_n)$

$$f_n(x, \eta; T) := P(\sigma_p = x | T, \sigma_{L_n} = \eta), x \in \{0, 1\}.$$
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Function $f_n(\cdot; \eta; T)$ gives the distribution of the root given boundary condition $\eta$ and tree structure $T$. By symmetry, $f_n(1, \eta) = f_n(0, 1 \oplus \eta)$, where $1 \oplus \eta$ is the configuration obtained from $\eta$ by flipping the value of every variable. Let $d_\rho$ denote the degree of the root and $u_{i,j}, i = 1, \ldots, d_\rho, j = 1, \ldots, k$ be the $j$th variable in $L_1$ attached to the $i$th clause. Let $T_{i,j}$ denote the subtree rooted at $u_{i,j}$ and let $L^T_{i,j} = L_n \cap T_{i,j}$ be the subset of $L_n$ in $T_{i,j}$. Given vertex $u_{i,j}$, the configuration on $T_{i,j}$ is independent of $T \backslash T_{i,j}$. Standard recursive calculation gives that, for each $\eta \in \Omega(L_n)$ and $\eta_{i,j} = \eta_{L_{i,j}} \in \Omega(L_{n-1})$,

$$f_{n+1}(0, \eta; T) = \frac{\prod_{i=1}^{d_\rho} (1 - \prod_{j=1}^{k} f_n(0, \eta_{i,j}; T_{i,j}))}{\prod_{i=1}^{d_\rho} (1 - \prod_{j=1}^{k} f_n(1, \eta_{i,j}; T_{i,j})) + \prod_{i=1}^{d_\rho} (1 - \prod_{j=1}^{k} f_n(0, \eta_{i,j}; T_{i,j}))}.$$  \hspace{1cm} (4.2.1)

For $s \in \{0, 1\}$, let $\Xi^s = \Xi^s(n; \xi)$ denote the joint distribution of $(T_n, \sigma_{L_n})$ given $\sigma_\rho = s$ and let $(T_n, \eta^s)$ be sampled from $\Xi^s$. Write $\eta^s_{i,j} = \eta^s_{i,j}(n)$ for the restriction of $\eta^s$ onto $L^s_{i,j}$. Let $\Delta := \{(x^0, x^1) : x^0 + x^1 = 1, x^0, x^1 \geq 0\}$. We consider the posterior distribution

$$X_{n+1} = (X^s_{n+1})_{s \in \{0, 1\}} := (f_{n+1}(s, \eta^s; T_{n+1}))_{s \in \{0, 1\}} \in \Delta,$$

which is a deterministic function of $\eta^s$. By the conditional independence of Gibbs measure and the symmetry between the two states, we have

$$f_n(s, \eta^s_{i,j}; T_{i,j}) |_{\sigma(u_{i,j}) = t} \overset{d}{=} X^s_n \overset{d}{=} \begin{cases} X^0_n & s \neq t \\ 1 - X^0_n & s = t \end{cases} \text{ for all } s, t \in \{0, 1\}. \hspace{1cm} (4.2.2)$$

Further more, $(\eta^s_{i,1}, \ldots, \eta^s_{i,k})_{1 \leq i \leq d_\rho}$ are i.i.d. with respect to $i$ and for each $i$, $(\eta^s_{i,j})_{1 \leq j \leq k}$ are exchangeable with respect to $j$. And hence are $(X_{i,j})_{1 \leq i \leq d_\rho, 1 \leq j \leq k}$.

To describe the one step recursion of the law of $X_n$, let $\Gamma^s, s \in \{0, 1\}$ be the following functions that take an indefinite number of variables:

$$\Gamma^s(\bar{b}, \bar{x}) := \frac{\Lambda^s}{\Lambda^0 + \Lambda^1}(\bar{b}, \bar{x}),$$

where $\bar{b} = (b_l)_{0 \leq l \leq k-1} \in \mathbb{Z}_{\geq 0}^{k-1}$, $\bar{x} = (x^l_{i,j})_{i,l \geq 0, 1 \leq j \leq k}$ such that each $x^l_{i,j} \in \Delta$, and

$$\Lambda^s(\bar{b}, \bar{x}) := \prod_{l=0}^{k-1} \prod_{i=1}^{b_l} \left[ 1 - \prod_{j=1}^{l} x^l_{i,j} \prod_{j=l+1}^{k} x^{l+1}_{i,j} \right].$$

In the formula above, $b_l$ represents the number of clauses adjacent to the root such that $l$ of its variable children have value $s$, namely $b_l := |\{i : |\{j : \sigma(u_{i,j}) = s\} = l\}|$. Thus by the property of “not all equal”, $b_k = 0$ and we omit it from the definition. Given the degree of the root $d_\rho$, $(b_0, \ldots, b_{k-1})$ follows multinomial distribution of sum $d_\rho$ and probability $p_l = \binom{k}{l}/2^{k-1}$.

Let $D_\rho$ be sampled from $\xi$, $\bar{B} = (B_0, \ldots, B_{k-1})$ be sampled from the conditional distribution, and $\bar{X} = (X^l_{i,j})_{i,l \geq 0, 1 \leq j \leq k}$ be i.i.d. samples of $X_n$, (4.2.1) and (4.2.2) implies that

$$X_{n+1} \overset{d}{=} \Gamma(\bar{B}, \bar{X}) := (\Gamma^0(\bar{B}, \bar{X}), \Gamma^1(\bar{B}, \bar{X})). \hspace{1cm} (4.2.3)$$
Let $\tilde{X}_n(s) := f_n(s, \tilde{\eta})$, $s \in \{0, 1\}$ be the posterior probability where $\tilde{\eta}$ is the restriction of an unconditional sample $(T, \sigma)$ onto $L_n$. The distributions of $X_n$ and $\tilde{X}_n$ satisfies that for each $x = (x^0, x^1) \in \Delta$,

$$\mathbb{P}(X_n \in dx) = 2\mathbb{P}(\sigma_{\rho} = 1, \tau_{\rho} = 0 \mid \tau_{L_n} = \sigma_{L_n}) \in dx^0)$$

$$= 2\mathbb{P}(X_n \in dx)\mathbb{P}(\sigma_{\rho} = 1 \mid \mathbb{P}(\tau_{\rho} = 0 \mid \tau_{L_n} = \sigma_{L_n}) \in dx^0)$$

$$= 2(1 - x^0)\mathbb{P}(\tilde{X}_n^0 \in dx) = 2x^1\mathbb{P}(\tilde{X}_n^1 \in dx). \quad (4.2.4)$$

Let $\mathcal{M}_s(\Delta) \subset \mathcal{M}(\Delta)$ be the subset of probability measures on $\mathcal{M}(\Delta)$ that are invariant under flip of the two coordinates. As in the definition leading to (3.2.5) in Chapter 3, we again use $\Gamma$ to denote the transformation it induces on $\mathcal{M}(\Delta)$ and for each $\nu \in \mathcal{M}(\Delta)$, define $(\Pi^s\nu)(dx) := kx^s\nu(dx)$ for all $x \in \Delta$. Following (4.2.1) and (4.2.3), the distributional recursion of $\tilde{X}_n$ can then be written as

$$\tilde{\Gamma}\nu := \frac{1}{2}\left[(\Gamma \circ \Pi^0)\nu + (\Gamma \circ \Pi_1^1)\nu\right], s \in \{0, 1\}. \quad (4.2.5)$$

In particular, if $\tilde{X}_n \sim \nu$, then $X_n \sim \Pi^1\nu$, $X_{n+1} \sim \Gamma \circ \Pi^1\nu$ and $\tilde{X}_n \sim \tilde{\Gamma}\nu$.

Observe that for every $\nu \in \mathcal{M}(\Delta)$, there is a nature correspondence in $\mathcal{M}(\{\frac{1}{2}, 1\})$ by mapping $x = (x^0, x^1)$ to $\max_x x_s$. With some abuse of notations, for any $\mu, \nu \in \mathcal{M}(\Delta)$, we say that $\nu$ stochastically dominate $\nu$ (by $\epsilon$) if the statement is true with respect to their correspondence in $\mathcal{M}(\{\frac{1}{2}, 1\})$. We prove the following result in Section 4.2.

**Theorem 4.2.1.** There exist $\beta^0 < 1, c > 0$ such that for any $k > k_0$, $d \geq (2^k - 1)(\ln k + \ln \ln k + \beta^0)$, and $T \sim \mathcal{T}_{\text{Pois}(d), k}$, one can constructs $\mu_k \in \mathcal{M}(\Delta)$ such that when both translated into $\mathcal{M}(\{\frac{1}{2}, 1\})$, $\tilde{\Gamma}\mu_k$ stochastically dominates $\mu_k$ by $c/\ln k$.

From there, repeating the arguments in Section 3.2.2 and Section 3.2.3 with $k = 2$ and modifying to factor trees when necessary, one can show the following two results.

**Theorem 4.2.2.** For any $d, k$ such that Theorem 4.2.1 holds, there exist independent random array $U$ and measurable function $B_\rho(T, \sigma_{L_n}, U)$ such that

$$\liminf_{n \to \infty} \mathbb{E}\left| \mathbb{P}(\sigma_{\rho} = 0 \mid B_\rho(T_n, \sigma_{L_n}, U)) - \frac{1}{2} \right| > 0.$$  

**Corollary 4.2.3.** Fix $\beta^* \in (\beta^0, 1)$. For any $d, k$ such that $(d := |d - (\beta^* - \beta^0)2^k|, k)$ satisfies Theorem 4.2.1 and (3.2.11), there exist independent random arrays $U, D$ and measurable function $\tilde{B}_\rho(\sigma_{L_n}, U, D)$ such that

$$\liminf_{n \to \infty} \mathbb{E}\left| \mathbb{P}\left(\sigma_{\rho} = 0 \mid \tilde{B}_\rho(\sigma_{L_n}, U, D) \right) - \frac{1}{2} \right| > 0.$$  

**Proof of Theorem 3 (Reconstruction).** The reconstruction part of Theorem 3 follows from Theorem 4.2.1, Theorem 4.2.2 and Corollary 4.2.3. \qed
4.3 Proof of Theorem 4.2.1

In this section we prove Theorem 4.2.1. We first rewrite the transformation $\Gamma$ on $M(\Delta)$ defined in (4.2.3) in a way easier for analyze and a give a parameterized candidate of $\mu_k$. We then verify Theorem 4.2.1 using the candidate in the remaining sections.

4.3.1 Reformulating the recursion

To analyze (4.2.3), it is easier to work the symmetrized log-version of $X_n^0$. Define for each $x = (x^0, x^1) \in \Delta$ that

$$\phi(x) = \ln(x^1/x^0), \quad \phi^{-1}(y) = (1/(1 + e^y), e^y/(1 + e^y)).$$

$\phi(x)$ is a function mapping $\Delta$ to $\mathbb{R} = [-\infty, \infty]$. Recall that $\phi \circ \mu$ is the distribution of $\phi(X)$ where $X$ is sampled from $\mu$. Let $M_s(\mathbb{R})$ denote the space of probability distributions on $\mathbb{R}$ that are symmetric about 0. We can rewrite (4.2.3) as

$$\phi \circ \Gamma^0(\bar{B}, \bar{X}) = \ln \left( \frac{\Gamma^1(\bar{B}, \bar{X})}{\Gamma^0(\bar{B}, \bar{X})} \right) = \ln \left( \frac{\Lambda^1(\bar{B}, \bar{X})}{\Lambda^0(\bar{B}, \bar{X})} \right)$$

$$= \sum_{l=0}^{k-1} \sum_{i=1}^{B_l} \left[ \ln \left( 1 - \prod_{j=1}^{l} X_{i,j}^{l,1} \prod_{j=l+1}^{k} X_{i,j}^{l,0} \right) - \ln \left( 1 - \prod_{j=1}^{l} X_{i,j}^{l,0} \prod_{j=l+1}^{k} X_{i,j}^{l,1} \right) \right], \quad (4.3.1)$$

We now split the construction of $\phi \circ \Gamma^0(\bar{B}, \bar{X})$ into steps.

1. For each $\nu \in M_s(\mathbb{R})$, let $\nu^1 := \phi \circ \Pi^1 \circ \phi^{-1}$. By (4.2.4), if $\phi^{-1}(\nu)$ is the distribution of $\bar{X}_n^0$, then $\phi^{-1}(\nu^1)$ is the distribution of $X_n^0$. A straightforward calculation gives that

$$\frac{d\nu^1}{d\nu}(y) = 2[\phi^{-1}(y)]^1 = \frac{2e^y}{1 + e^y}.$$

2. Observe that on the RHS of (4.3.1), the summand for each fixed $l$ is i.i.d. with respect to index $i$. For each $l = 0, \ldots, k - 1$, Define

$$Y_l = (Y_{l,0}^i, Y_{l,1}^i) := \left( -\ln \left( 1 - \prod_{j=1}^{l} X_{j}^{l,0} \prod_{j=l+1}^{k} X_{j}^{l,1} \right), -\ln \left( 1 - \prod_{j=1}^{l} X_{j}^{l,1} \prod_{j=l+1}^{k} X_{j}^{l,0} \right) \right), \quad (4.3.2)$$

where $\{X_j^l\}$’s are i.i.d. samples of $\phi^{-1} \circ \nu^1$. Vector $Y_l$ evaluates the contribution from a clause with $l$ children being 1 to the posterior distribution.

3. For each $l = 0, \ldots, k - 1$, let $B_l \sim \text{Pois}((k^l) D)$ and $(Y_{l,0}^i, Y_{l,1}^i)$ be i.i.d. copies of $(Y_{l,0}^i, Y_{l,1}^i)$. Define

$$Z_{l}^0, Z_{l}^1 := \left( \sum_{i=1}^{B_l} Y_{l,0}^i, \sum_{i=1}^{B_l} Y_{l,1}^i \right) \quad (4.3.3)$$

to be the total contribution of clauses with $l$ children equaling to 1.
Finally define two more functions, both of which are monotone decreasing:

\[ \nu_k([-t, t]) \geq \min\{1, \nu_W((-\infty, t]) + c/k \ln k\}, \quad \text{for all } t \geq 0, \]

then \( \mu_k = \phi^{-1} \circ \nu_k \) satisfies the condition of Theorem 4.2.1.

\[ \text{Proof. This is just a rewriting of (4.2.5) and (4.3.1).} \]

We now propose a parameterized candidate of \( \nu_k \): Let \( \delta, M \gg 0, 0 < \gamma, \sigma, \epsilon \ll 1 \) be parameters to be determined in the order of \( (\delta, M, \gamma, \epsilon, k) \). Let \( \nu_* \) be an infinite-volume measure defined as (recalling that \( \phi(\frac{1}{k}) = 0 \))

\[ \nu_*(dx) := \delta_0(dx) + \frac{\gamma}{x^2} e^{\delta |x|} 1\{|x| > M\}dx, \quad (4.3.4) \]

where \( \delta_x \) is the Dirac measure at \( x \), and write \( \nu_k(dx) := \frac{\gamma}{x^2} e^{\delta x} 1\{|x| > M\}dx \) for the right tail of \( \nu_* \). We will use \( \nu_* \) as a “scaling limit” of \( \nu_k \) and show that the assumption of Claim 4.3.1 is satisfied with

\[ \nu_k(dx) := \frac{1}{k \ln k} \nu_*(dx) 1\{0 \leq x \leq a_k\}, \]

for some choice of \( (\delta, M, \gamma, \epsilon) \) and \( k \geq k_0 = k_0(\delta, M, \gamma, \epsilon) \), where \( a_k \) is the constant such that \( \nu_k \) is a probability measure.

Let \( X, X_i \sim \phi \circ \nu_k^1 \) throughout the section. The idea is to view the recursion (4.3.1) as sum of points from some Poisson point process where the main contribution comes from \( Z_0^0 \) while \( Z_1^1 \) add a symmetric noise of \( O(1) \) order. All other terms and the dependence between \( Z_1^1 \) and \( Z_0^0 \) are negligible. To taken into account of the “approximation error” between \( \nu_k \) and \( \nu_* \), we will also introduce extra error terms \( \alpha \) and \( \epsilon \) in later sections. As it will be clear in the proof, we will decide these parameters in the order of \( \delta, \alpha, M, \gamma, \epsilon, k \).

Recall the notations from the beginning of Section 3.2 and further define \( B \circ a \) to be the product of a i.i.d. of \( B \). We will use \( 1_{\leq a_k} \) or \( 1_{\geq c_k} \) to truncate (part of) a measure above or below such that the total mass is 1. The specific value of \( a_k \) and \( c_k \) may be different from line to line. We assume \( M > 2/\delta \) so that \( x^{-2} e^{\delta |x|} \) is an increasing function in \( |x| \). Let

\[ \nu_c(dx) = \frac{\gamma}{x^2} e^{\delta |x|} 1_{|x|\leq M}dx, \quad \nu_r(x) = \frac{\gamma}{x^2} e^{\delta x} 1_{x \geq M} \]

denote the continuous part of \( \nu \) and its right tail. Define \( \nu_r^1, \nu_c^1 \) similarly. As \( x \) goes to \(-\infty \), \( \nu^1(dx) \approx 2\gamma x^{-2} e^{-(1-\delta)x}dx \) is integrable, hence we denote the normalized weight of left tail as

\[ p_0 = p_0(\delta, M) = \nu^1((-\infty, -M])/2\gamma \]

Finally define two more functions, both of which are monotone decreasing:

\[ \psi_1 : \mathbb{R} \to [0, \infty], \ln((1-x)/x) \mapsto -\ln(1-x), y \mapsto \ln(1+e^{-y}) \quad (4.3.5) \]
\[ \psi_2 : [0, \infty] \to [0, \infty], y \mapsto -\ln(1-e^{-y}), -\ln(1-x) \mapsto -\ln(x) \quad (4.3.6) \]
4.3.2 The distribution of $Y_0^0$

Recall that $X, X_i$’s are i.i.d. samples of $\phi \circ \nu$. Let $U := -\ln(1-X) \sim \psi_1 \circ \nu^1_k$. By definition $Y_0^0 \overset{d}{=} -\ln(1 - (1 - X)^\otimes k)$, hence $\psi_2^{-1}(Y_0^0) \overset{d}{=} k \otimes U$. A direct calculation gives that

$$k \ln k \cdot \nu_U(dx) = \delta \ln 2(dx) + \frac{2\gamma(e^x - 1)^{-1} - \delta \text{sgn}(\psi_1^{-1}(x))}{\ln^2(e^x - 1)} dx \cdot 1_{M \leq |\psi_1^{-1}(x)| \leq a_k} \quad (4.3.7)$$

When $k$ is large, $\nu_U$ is highly concentrated around 0 and the density as $x \searrow 0$ is asymptotically equal to the density in 3.3.15. Thus following a similar argument of Lemma 3.3.6, we can show the following result.

**Lemma 4.3.2.** For any $\delta, \gamma \in (0, 1)$, $M > \frac{2}{\delta}$, let $t_k := \inf\{t : \nu_U([-t, \infty)) < 1/k\}$, then $k \otimes (t_k^{-1}U)$ converges weakly to stable law with index $\delta$ and characteristic function

$$\exp(-b|t|^\delta (1 + \text{sgn}(t) \tan \left(\frac{\pi}{2}\delta\right)),$$

where $b = \delta \int_0^\infty (\cos x - 1)x^{-(1+\delta)}dx = -(\cos(\frac{\pi}{2}\delta))\Gamma(1 - \delta)$.  

The proof to Lemma 4.3.2 follows exactly the same as the proof of Lemma 3.3.6 and we omit the proof from here.

Let $\tilde{U}$ denote limiting stable law specified in Lemma 4.3.2. For $\delta = \frac{1}{2}$, $\tilde{U}$ follows Levy distribution with parameter $c = \frac{\pi}{2}$. We henceforth set $\delta = 1/2$. In particular, this implies

$$\mathbb{P}(\tilde{U} \leq c) = \frac{2}{\sqrt{\pi}} \int_0^\infty e^{-t^2} dt \leq \frac{2}{\sqrt{\pi}} \int_0^{\sqrt{2}/c} e^{-t^2} dt \leq c^{-1/2} e^{-\pi/2c}$$

$$c^{-1/2} < c^{-1/2} = (1 + o(1))k\mathbb{P}(U < ct_k).$$

This implies that $\nu_k \otimes U(dx)$ is upper-bounded by $(1 + o_k(1))k \cdot \nu_U(dx)$ for small $x \approx O(t_k)$. On the other end of the spectrum, for any fix $x > 0$, $k \ln k \cdot \nu_U([-x, \infty)) \approx \psi_1(\nu)([x, \infty))$. Hence among $k$ i.i.d. copies of $U$, the probability of seeing more than one of them larger than $x$ is $O(\frac{1}{\ln^2 k})$, and we would expect

$$\nu_k \otimes U(dx) \approx \nu_{\min U_i, i=1,\ldots,k}(dx) \approx k \nu_U(dx) \approx \frac{1}{\ln k}(\psi_1 \circ \nu^1)(dx).$$

And indeed, that’s the motivation of the following lemma.

**Lemma 4.3.3.** Fix $\delta = 1/2$, for any $M > \frac{2}{\delta}$, $\gamma, \epsilon, \alpha \in (0, 1)$, and $k \geq k_0$

$$\psi_2^{-1}(Y_0^0) \overset{d}{=} k \otimes U \prec \frac{1}{\ln k}(1 + \epsilon)\left[\psi_1 \circ \nu^1 + \delta \psi_1(-\alpha) + 2\gamma p_0 \delta x\right] 1_{x \geq c_k}$$
Proof. For each $\alpha \in (0, 1)$, let $M'$ be the chosen such that

$$\psi_1(M') + \psi_1(0) = \psi_1(M') + \ln 2 < \psi_1(\alpha).$$

(4.3.8)

Recall the definition of $\nu_l$ in 4.3.7. The probability that a sample of $U$ is bigger than $\psi_1(M')$ is $O(1/k \ln k)$. Therefore out of $k$ i.i.d. samples of $U$, the probability that more than one sample come is larger than $\psi_1(M')$ is $o(1/\ln k)$. Namely,

$$k \otimes (U1\{U \geq \psi_1(M')\}) < \left(1 - \frac{w_k}{\ln k}\right)\delta_0 + \frac{1}{\ln k} [\psi_1 \circ \nu^1 \chi_{\nu \geq \psi_1(M')} + \delta_{\psi_1(0)} + (2\gamma p_\nu + \epsilon)\delta_x],$$

where $w_k$ is chosen such that the RHS has weight 1.

For the rest of the mass, a similar argument of Lemma 3.3.8 shows that the contribution from samples smaller than $\psi_1(M')$ can be bounded as

$$k \otimes (U1\{U \leq \psi_1(M')\}) < \frac{1}{\ln k} (1 - \epsilon) [\psi_1 \circ \nu^1 \chi_{\nu \leq \psi_1(M')} + \epsilon\delta_x].$$

Taking convolution of the last two equations and using (4.3.8) finishes the proof.  

Now we recover $Y_0$ from $\psi_2^{-1}(Y_0)$. Observe that $\psi_2$ is a decreasing function with

$$\psi_2 \circ \psi_1(y) = \ln(1 + e^y) \geq y, \quad \psi_2 \circ \psi_1(-\alpha) = \ln 2 - O(\alpha), \quad \psi_2(\infty) = 0.$$  

By passing a different $\alpha', \epsilon' \in (0, 1)$ into Lemma 4.3.3 when necessary, we have for $k \geq k_0$,

$$Y_0^0 > \frac{1}{\ln k} (1 + \epsilon) [\psi_2 \circ \psi_1 \circ \nu^1 + \delta_{\ln 2 - \alpha} + 2\gamma p_\nu\delta_0]1_{\leq ak} =: \tilde{Y}_0^0.$$  

(4.3.9)

4.3.3 The distribution of $Y_0^l, l \geq 1$

In this section, we bound the effect of $Y_0^l$ for $l = 1, \ldots, k - 1$. By definition

$$Y_0^l \overset{\text{d.}}{=} Y_{k-l} \overset{\text{d.}}{=} -\ln(1 - (1 - X)^{\otimes(k-l)}X^{\otimes l}) < -\ln(1 - X^{\otimes l}) =: \tilde{Y}_l,$$

where the second last step corresponds to ignoring the contribution of variables with the same value as the parent variable. In particular setting $l = 1$, we have

$$\tilde{Y}_1 \overset{\text{d.}}{=} -\ln(1 - X) = \frac{1}{k \ln k} \psi_1 \circ \nu^1 \chi_{\nu \geq c_k}.$$  

The next lemma gives a crude bound of $\tilde{Y}_l$ using $\tilde{Y}_1$ and shows that it is negligible for $l \geq 2$.

Lemma 4.3.4. There exist constant $C = C(\delta, \gamma, M)$ such that for all $l = 1, \ldots, k$

$$\psi_2(\tilde{Y}_l) = l \otimes (-\ln X) \overset{\text{d.}}{=} \frac{C^{l-1}}{(k \ln k)^l} \psi_2 \circ \psi_1 \circ \nu^1 \chi_{\nu \equiv a_k},$$

and hence $\tilde{Y}_l < \frac{(C_{k \ln k})^{l-1}}{(k \ln k)^l} \psi_1 \circ \nu^1 \chi_{\nu \geq c_k}$. 


Proof. For each \( l \), we truncate \( \psi_2 \circ \psi_1 \circ \nu^l \) at different places and apply different scalings.

For convenience of notation, write \( \tilde{\nu}_V := \psi_2 \circ \psi_1 \circ \nu^l \) (resp. \( \tilde{f}_V \)) for the untruncated measure (resp. density) and let \( V := -\ln X \sim \frac{1}{k \ln k} \tilde{\nu}_V 1_{\alpha_k} \). Recall that \( \psi_2 \circ \psi_1 (x) = x + \ln(1 + e^{-x}) \).

A direct calculation gives

\[
\tilde{\nu}_V(dx) = \delta_{\ln 2}(dx) + \frac{2\gamma(e^x - 1)^\delta}{\ln^2(e^x - 1)}1_{\psi_2 \circ \psi_1 (M) \leq x} dx + \frac{2\gamma(e^x - 1)^{-\delta}}{\ln^2(e^x - 1)}1_{0 < x \leq \psi_2 \circ \psi_1 (-M)} dx
\]

\[
\leq \delta_{\ln 2}(dx) + \frac{2\gamma}{x^2} e^{\delta x} 1_{\psi_2 \circ \psi_1 (M) \leq x} dx + \frac{2\gamma}{x^\delta \ln^2 x} 1_{0 < x \leq \psi_2 \circ \psi_1 (-M)} dx.
\]  
(4.3.10)

We will prove by induction that for any \( t \geq 0 \),

\[
\mathbb{P}(\psi_2(Y_t^0) \leq t) = \mu_{\otimes \nu}([0, t]) = \frac{1}{k \ln k} \left( \frac{C}{k \ln k} \right)^{t-1} \tilde{\nu}_V([0, t]),
\]  
(4.3.11)

which together with proper truncation will imply the desired result.

The base case of \( l = 1 \) is trivial. Let \( C \) be a constant to be determined. Suppose (4.3.11) is true for \( l - 1 \) and all \( t > 0 \). Let \( \tilde{M} = \psi_2 \circ \psi_1 (M) \) and \( C_1 = \tilde{\nu}_V([0, 2\tilde{M}]) \). For \( t \leq 2\tilde{M} \),

\[
\mathbb{P}(l \otimes V \leq t) = \int_0^t \mathbb{P}((l - 1) \otimes V \leq t - s) \nu_V(ds) \leq \mathbb{P}((l - 1) \otimes V \leq t) \int_0^{2\tilde{M}} \nu_V(ds)
\]

\[
= \frac{C_1}{k \ln k} \mathbb{P}((l - 1) \otimes V \leq t) \leq \frac{C_1 \cdot C^{l-2}}{(k \ln k)^t} \tilde{\nu}_V([0, t]).
\]

For \( t \geq 2\tilde{M} \), by induction hypothesis,

\[
\mathbb{P}(l \otimes V \leq t) = \int_0^t \mathbb{P}((l - 1) \otimes V \leq t - s) \nu_V(ds) \leq \frac{C_1^{l-2}}{(k \ln k)^t} \int_0^t \tilde{\nu}_V([0, t - s]) \tilde{\nu}_V(ds).
\]

Again, we have

\[
\int_0^{\tilde{M}} \tilde{\nu}_V([0, t - s]) \tilde{\nu}_V(ds) \leq C_1 \tilde{\nu}_V([0, t])
\]

By integrating by part, it is enough to show that

\[
\int_{\tilde{M}}^{t} \tilde{\nu}_V([0, t - s]) \tilde{\nu}_V(ds) = \int_0^{t - \tilde{M}} \tilde{\nu}_V([\tilde{M}, t - s]) \tilde{\nu}_V(ds) \leq C \tilde{\nu}_V([0, t]).
\]

Since \( f_V(t) \) is well-defined for \( \tilde{t} \geq \tilde{M} \), differentiating the last two steps of the last equation with respect to \( t \) yields

\[
\int_0^{t - \tilde{M}} \tilde{f}_V(t - s) \tilde{\nu}_V(ds) \leq C \tilde{f}_V(t).
\]
To prove the last inequality. Recall the upperbound (4.3.10) and note that \( \tilde{\nu}_V((0, \psi_2 \circ \psi_1(-M)]) = \nu^1((-\infty, -M]) = 2\gamma p_0 \). For \( t \geq 2M \),
\[
\int_0^t \tilde{f}_V(t - s)\tilde{\nu}_V(ds) = 2 \int_0^{t/2} \tilde{f}_V(t - s)\tilde{\nu}_V(ds) = 2\tilde{f}_V(t - \ln 2) + 2 \int_{2M}^{t/2} \tilde{f}_V(t - s)\tilde{f}_V(s)ds + 2 \int_0^{\psi_2 \circ \psi_1(-M)} \tilde{f}_V(t - s)\tilde{f}_V(s)ds \leq (2 + 4\gamma p_0)\frac{2\gamma e^{\delta t}}{t^2} + 2 \int_{2M}^{(t-\delta t)/2} \frac{8\gamma^2 e^{\delta t}}{(t-\delta t)^2 s^2}ds \leq (2 + 4\gamma p_0 + 4\gamma C_{\delta t})\frac{2\gamma e^{\delta t}}{t^2},
\]
where in the last step constant \( C_{\delta t} \) is finite because \( \int_{\delta t}^\infty 1/t^2 dt < \infty \).

In particular, for \( Y_0^1 \overset{d}{=} Y_1^0 \overset{d}{=} \psi_2(k \otimes V) \), a crude application of Lemma (4.3.4) yields
\[
\mathbb{P}(Y_0^1 > k^{-3}) \leq k^{-3}. \tag{4.3.12}
\]
We will use this to give a bound for \( Y_0^0 - Y_0^1 \) regardless of their dependency.

**Corollary 4.3.5.** For fixed \( \delta = \frac{1}{2}, M, \gamma > 0 \) and any \( \alpha, \epsilon > 0 \), for \( k > k(\delta, \alpha, M, \gamma, \epsilon) \), \( Y_0^0 - Y_0^1 \) satisfies that
\[
Y_0^0 - Y_0^1 > \frac{1}{\ln k}[(1 + \epsilon)(\nu^1 + 2\gamma p_0\delta_0) + \delta_{\ln 2-\alpha}]1_{\leq a_k} + \frac{1}{k^2}\delta_{-\infty} =: \tilde{Y}_0. \tag{4.3.13}
\]

**Proof.** By (4.3.9) and (4.3.12), for all \( y > 0 \) and \( k \geq k_0 \),
\[
\mathbb{P}(Y_0^0 - Y_0^1 \leq y) \leq \mathbb{P}(Y_0^0 \leq y + \alpha) + \mathbb{P}(Y_0^1 > \alpha) \leq (1 + \epsilon)\mathbb{P}(Y_0^0 \leq y) + \frac{1}{\ln k}1_{y \in [\ln 2-\alpha, \ln 2-\alpha]} + \frac{1}{k^3}.
\]
Hence passing a different \( \epsilon, \alpha \) onto Lemma 4.3.3 if necessary, it is enough to show that \( \mathbb{P}(Y_0^0 - Y_0^1 < 0) < \frac{1}{k^3} \), which is equivalent to \( \mathbb{P}(k \otimes \ln((1 - X)/X) < 0) < \frac{1}{k^3} \). Recall by definition \( \ln((1 - X)/X) = \phi(X) \sim \nu_k^1 \), there exist constant \( C_{\gamma, M} \) such that
\[
\mathbb{E}e^{-\frac{1}{2}\ln((1-X)/X)} \leq \frac{1}{k \ln k} \int_{-\infty}^{\infty} e^{-\frac{1}{2}s\nu^1}(ds) = \frac{1}{k \ln k} C_{\gamma, M}.
\]
Applying Markov inequality yields
\[
P(k \otimes \ln \frac{1 - X}{X} < 0) < \mathbb{E}e^{-\frac{1}{2}k \otimes \ln((1-X)/X)} \leq (\frac{C_{\gamma, M}}{k \ln k})^k < \frac{1}{k^3}.
\]
\[\square\]
4.3.4 The distribution of $Z_0^0 - Z_0^1$

Let $D := d/(2^k - 1) = \ln k + \ln \ln k + \beta$. Recall from definitions (4.3.3) and (4.3.13) that

$$Z_0^0 - Z_0^1 \overset{d}{=} \text{Pois}(D) \otimes (Y_0^0 - Y_0^1) > \text{Pois}(D) \otimes \tilde{Y}_0,$$

where $\tilde{Y}_0$ is a mixture of Dirac measure $\delta_{\ln 2-\alpha}, \delta_0, \delta_{-\infty}$ and a continuous part $(1 + \epsilon)\nu_1^r 1_{\leq a_k}$ with mass $\frac{1}{\ln k}, \frac{(1+\epsilon)2\gamma \nu_0}{\ln k}, \frac{1}{k^3}$ and $1 - \frac{(1+\epsilon)2\gamma \nu_0 + 1}{\ln k}$. Define $p_- := (1 + \epsilon)2\gamma \nu_0 + 1$ and

$$S_1 := \text{Pois}(1) \otimes \delta_{\ln 2-\alpha}, \ S_0 := \text{Pois}\left((1 - \frac{p_-}{\ln k})D\right) \otimes (1 + \epsilon)\nu_1^r 1_{\leq a_k}, \ S_{-\infty} := \text{Pois}(k^{-2}) \otimes \delta_{-\infty}$$

By Poisson thinning and the fact that $\ln k \leq D \leq k$, $S_1, S_0$ and $S_{-\infty}$ give lower-bounds to the contribution of $\tilde{Y}_0$ samples supported on $\delta_{\ln 2-\alpha}, \nu_1^r$ and $\delta_{-\infty}$ and

$$\text{Pois}(D) \otimes \tilde{Y}_0 > S_1 + S_0 + S_{-\infty}.$$  

(4.3.14)

In particular, $S_{-\infty}$ take two values 0 and $-\infty$ with

$$\mathbb{P}(S_{-\infty} \neq 0) = O(k^{-2}).$$  

(4.3.15)

The next two lemmas follows from a similar argument to Lemma 3.3.2 and Lemma 3.3.4, the proofs of which are omitted to avoid redundancy. Note that the key term $e^{(2e-\alpha)-\delta-1}$ in Lemma 3.3.4 comes from shifting $\nu_r$ by Pois(1) number of $(\ln 2 - \alpha)$’s.

**Lemma 4.3.6.** There exists constant $C_M$ such that for any parameter $(\delta, \alpha, M, \gamma, \epsilon)$ and $k \geq k_0$ satisfying the condition of Corollary 4.3.5 holds, we have

$$S_0 > \frac{1}{k \ln k} e^{\gamma + p_- - \beta} \left[ \delta_0 + (1 + C_M(\gamma + \epsilon))2\nu_1 1_{\leq a_k} \right].$$  

(4.3.16)

**Lemma 4.3.7.** For any $\alpha > 0$, there exist constant $M(\alpha)$ such that for all $M > M(\alpha) \lor 4$ and $(\delta, \alpha, M, \gamma, \epsilon)$ satisfying Lemma 4.3.6, we have

$$S_0 + S_1 > \frac{e^{p_- + \gamma - \beta}}{k \ln k} \left[ \nu_{S_0} + (1 + \alpha)(1 + C_M(\gamma + \epsilon))e^{(2e-\alpha)-\delta-1}(2\nu_r)1_{\leq a_k} \right].$$  

(4.3.17)

Corollary 4.3.5, (4.3.14) and (4.3.17) together complete the picture of $Z_0^0 - Z_0^1$.

**Corollary 4.3.8.** Fix $\delta = \frac{1}{2}$, for any $\alpha, \gamma, \epsilon \in (0, 1)$, and all $M > M(\alpha) \lor 4$, there exist constant $C_M$ such that for large enough $k$,

$$Z_0^0 - Z_0^1 > \frac{e^{p_- + \gamma - \beta}}{k \ln k} (\nu_{S_0} + \nu_{S_0+S_1}^r) + \frac{1}{k^2} \delta_{-\infty}$$  

(4.3.18)

where $\nu_{S_0+S_1}^r = (1 + \alpha)(1 + C_M(\gamma + \epsilon))e^{(2e-\alpha)-\delta-1}(2\nu_r)1_{\leq a_k}$ is the continuous part of $S_0 + S_1$. 


4.3.5 The effect of $R = \sum_{l=1}^{k-1} (Z_0^l - Z_1^l)$

Recall from definition that $W = (Z_0^0 - Z_1^0) + \sum_{l=1}^{k-1} (Z_0^l - Z_1^l)$. Define $R := \sum_{l=1}^{k-1} (Z_0^l - Z_1^l)$. $R$ acts as a symmetric perturbation on the leading term $(Z_0^0 - Z_1^0)$. From Corollary 4.3.8,

$$W > (S_0 + S_1) + R + S_{-\infty} > \frac{e^{p+\gamma-\beta}}{k \ln k} (\nu_{S_1} * \nu_R + \nu_{S_0+S_1}^k * \nu_R) + \frac{1}{k^2} \delta_{-\infty}.$$ (4.3.19)

Let $\nu_{\nu}^0 := \nu_{S_1} * \nu_R$, $\nu_{\nu}^1 := \nu_{S_0+S_1}^k * \nu_R$ where $\nu_{S_1+S_0}^k$ is defined in Corollary 4.3.8.

**Lemma 4.3.9.** For any $\delta \in (0, \frac{1}{2}]$, $M > M_*(\delta)$, $(\delta, \alpha, M\gamma, \epsilon)$ satisfying the conditions of Corollary 4.3.8 and Lemma 4.3.4, and $k > k_0$,

1. There exists some constant $C_{\delta,M}$ such that for $x \geq M$,

$$\nu_{\nu}^1(\nu_{\nu}^0, (-\infty, M]) \leq \gamma \cdot C_{\delta,M}.$$ (4.3.20)

2. There is constant $C^*_{\delta,M}$ such that $\nu_{\nu}^1((M, \infty)) \geq \nu_{S_1}([M, 2M]) = \mathbb{P}(\text{Pois}(1) \in [m + 1, 2m + 1]).$

3. For every integer $m \geq 1$ and $M = (m + 1/2) \cdot (\ln 2 - \alpha)$, we have

$$\nu_{\nu}^1([M, \infty)) \geq \nu_{S_1}([M, 2M]) = \mathbb{P}(\text{Pois}(1) \in [m + 1, 2m + 1]).$$

The $M_*(\delta)$ in the proof comes from the following calculus fact, the proof of which is postponed, which will be proved in Sec 4.5.

**Fact 4.3.10.** There exist $M_*(\delta)$ such that for $M > M_*(\delta)$ and $t > t - s > M$

$$\frac{1}{(t-s)^2} e^{-\delta s} + \frac{1}{(t+s)^2} e^{\delta s} \leq \frac{1}{t^2} (e^{-\delta s} + e^{\delta s}).$$ (4.3.20)

**Proof of Lemma 4.3.9.** Part 1: Let $f_r$ denote the density of $\nu_r$. Since $\nu_R$ is symmetric about 0, using Fact 4.3.10 we have

$$(2\nu_r) * \nu_R(dt) \leq \int_{-\infty}^{t-M} 2f_r(t-s)d(t-s)\nu_R(ds) \leq \int_{-\infty}^{t-M} 2\gamma e^{\delta(t-s)} \frac{1}{(t-s)^2} e^{-\delta s} + \frac{1}{(t+s)^2} e^{\delta s} \nu_R(ds)dt$$

$$\leq 2\gamma e^{\delta t} \left( \int_{0}^{t-M} \frac{1}{(t-s)^2} e^{-\delta s} + \frac{1}{(t+s)^2} e^{\delta s} \nu_R(ds) + \int_{t-M}^{\infty} \frac{1}{(t+s)^2} e^{\delta s} \nu_R(ds) \right)$$

$$\leq \frac{2\gamma e^{\delta t}}{t^2} dt \cdot \int_{-\infty}^{\infty} e^{-\delta s} \nu_R(ds) = \nu_1(dt) e^{-\delta R}$$

It is enough to show that $\mathbb{E} e^{-\delta R} \leq (1 + O(\gamma)) \exp(2^\delta + 2^{-\delta} - 2)$ for large $k$. Since $\{(Z_1^l, Z_0^l)\}_{l=1}^k$ are independent random variables with respect to $l$, by Campbell theorem,

$$\mathbb{E} e^{-\delta R} = \mathbb{E} e^{-\delta \sum_{l=1}^{k-1} (Z_0^l - Z_1^l)} = \prod_{l=1}^{k-1} \mathbb{E} e^{-\delta (Z_0^l - Z_1^l)}$$

$$= \prod_{l=1}^{k-1} \mathbb{E} e^{-\delta \text{Pois}(\binom{k}{l} D)(Y_0^l - Y_1^l)} = \exp \left( \sum_{l=1}^{k-1} \binom{k}{l} D \cdot \mathbb{E} (e^{\delta (Y_0^l - Y_1^l)} - 1) \right).$$
For arbitrary $a, b > 0$, we have $e^{a-b} - 1 \leq e^a(e^{-b} - 1) + e^a - 1 \leq (e^{-b} - 1) + (e^a - 1)$. Applying this inequality to $\delta Y^1_k, \delta Y^0_k$ and exchanging the order of summation, the last equation satisfies

$$\mathbb{E}e^{-\delta R} \leq \exp \left( \sum_{l=1}^{k-1} \binom{k}{l} D[\mathbb{E}(e^{-\delta Y^0_k} - 1) + \mathbb{E}(e^{\delta Y^1_k} - 1)] \right)$$

$$= \exp \left( \sum_{l=1}^{k-1} \binom{k}{l} D[\mathbb{E}(e^{-\delta Y^0_k} - 1) + \mathbb{E}(e^{\delta Y^1_{k-l}} - 1)] \right). \quad (4.3.21)$$

Note that by definition $Y^1_k \overset{d}{=} Y^0_{k-1}$. Since $e^{-\delta s} + e^{\delta s} - 2$ is increasing in $s$ for $s > 0$, by properties of stochastic dominance and Lemma 4.3.4, we have

$$\mathbb{E}(e^{-\delta Y^0_k} - 1) + \mathbb{E}(e^{\delta Y^1_{k-1}} - 1) = \mathbb{E}(e^{-\delta Y^0_k} + e^{\delta Y^1_{k-1}} - 2) \leq \mathbb{E}(e^{-\delta Y^0_k} + e^{\delta Y^1_{k-1}} - 2)$$

$$\leq \frac{C^{l-1}}{(k \ln k)^l} \int_0^\infty (e^{-\delta s} + e^{\delta s} - 2)(\psi_1 \circ \nu^1)(ds). \quad (4.3.22)$$

Recall the density of $\psi \circ \nu^1$ calculated in (4.3.7), we have

$$\int_0^\infty (e^{-\delta s} + e^{\delta s} - 2)\psi_1 \circ \nu^1(ds) = (2^{-\delta} + 2^\delta - 2) + \int_0^\infty (e^{-\delta s} + e^{\delta s} - 2)\psi_1 \circ \nu^1(ds)$$

Since $\gamma^{-1}\nu^1_c$ is independent of $\gamma$, for $\delta \leq \frac{1}{2}$, we define

$$C_{\delta,M} := \frac{1}{\gamma} \int_0^\infty (e^{-\delta s} + e^{\delta s} - 2)\psi_1 \circ \nu^1(ds) < \infty.$$

Plugging the last two equations back into (4.3.22) and then (4.3.21), we have

$$\mathbb{E}e^{-\delta R} \leq \exp \left( (2^{-\delta} + 2^\delta - 2) + 2\gamma C_{\delta,M} \cdot \sum_{l=1}^{k-1} \binom{k}{l} D \frac{C^{l-1}}{(k \ln k)^l} \right)$$

$$= \left( 1 + O(\gamma) + O \left( \frac{\ln \ln k}{\ln k} \right) \right) \exp(2^{-\delta} + 2^\delta - 2). \quad (4.3.23)$$

**Part 2:** Again, writing out the integration form of $(2\nu_\tau) \ast \nu_R$ and applying (4.3.23), we have

$$(2\nu_\tau) \ast \nu_R((-\infty, M]) \leq \int_M^{\infty} \int_{t-M}^{\infty} \nu_R(ds) \cdot (2\nu_\tau)(dt) \leq \int_M^{\infty} \left( \int_M^{s+M} \frac{2\gamma}{t^2} e^{\delta t} dt \right) \nu_R(ds)$$

$$\leq \frac{2\gamma e^{\delta M}}{\delta M^2} \int_0^{\infty} e^{\delta s} \nu_R(ds) = \gamma C'_{\delta,M}.$$

Therefore by the definition of $\nu^1_{S_0+S_1}$ in Corollary 4.3.8, there exists $C'_{\alpha,\delta,M}$ depending on the choice of $\alpha, \delta$ and $M$ such that $\hat{\nu}^1_{S_0+S_1}((-\infty, M]) \leq \gamma C'_{\alpha,\delta,M}$. 

Part 3: Finally we bound $\nu_W^0 = \nu_{S_1} \ast \nu_R$ and show that $\mathbb{P}(S_1 + R \geq \tilde{M}) \geq \mathbb{P}(S_1 \in [\tilde{M}, 2\tilde{M}])$. Write $\alpha' = (\ln 2 - \alpha)$ so that $\tilde{M} = (m + 1/2)\alpha'$. Note that $S_1$ only takes values in $\alpha' \mathbb{Z}_+$.

$$\mathbb{P}(S_1 + R \geq \tilde{M}, S_1 < \tilde{M}) = \mathbb{P}(S_1 + R \geq \tilde{M}, S_1 \leq \tilde{M} - \alpha'/2)$$

$$= \sum_{l=0}^{m} \mathbb{P}(S_1 = l\alpha') \mathbb{P}(R \geq \tilde{M} - l\alpha')$$

Since $\mathbb{P}($Pois$(1) = m)$ is decreasing in $m \geq 1$ and $R$ is symmetric about 0, it follows that

$$\sum_{l=0}^{m} \mathbb{P}(S_1 = l\alpha') \mathbb{P}(R \geq \tilde{M} - l\alpha') \geq \sum_{l=0}^{m} \mathbb{P}(S_1 = 2\tilde{M} - l\alpha') \mathbb{P}(R \leq -\tilde{M} + l\alpha')$$

$$= \mathbb{P}(S_1 \in [\tilde{M}, 2\tilde{M}], S_1 + R \leq \tilde{M}).$$

Comparing the last two equations yields the proof. 

\[ \square \]

4.3.6 Final step

Now we have all the ingredients to nail down the parameters and prove Theorem 4.2.1.

Proof of Theorem 4.2.1. Recall from Claim 4.3.1 that it is enough to show that

$$\nu_W((-\infty, t]) \leq \nu_k([-t, t]) - c/k \ln k, \quad \text{whenever } \nu_k([-t, t]) < 1. \quad (4.3.24)$$

for some choice of parameter $(\delta, \alpha, M, \gamma, \epsilon)$, constant $c > 0$ and all $k \geq k_0$. Recall (4.3.19), on the right hand side we can absorb the $1/k^2 \delta_{-\infty}$ term into $c/k \ln k$. Thus it is enough to consider the rest two terms:

$$\nu_W^0 := \frac{e^{p_- + \gamma - \beta}}{k \ln k} \nu_W^0, \quad \nu_W^r := \frac{e^{p_- + \gamma - \beta}}{k \ln k} \nu_W^r = \frac{e^{p_- + \gamma - \beta}}{k \ln k} \nu_{S_0 + S_1} \ast \nu_R.$$

We first consider the right tail of $\nu_W^r$. Combining Lemma 4.3.9 Part 1 and Corollary 4.3.8 and recalling that $|p_- - 1| = (1 + \epsilon)\gamma p_0$, for all $t \geq M$ we have

$$\nu_W^r(dt) \leq \frac{e^{1-\beta}}{k \ln k} (1 + \alpha) e^{(2e^{-\alpha})^{-\delta} + 2^\delta + 2^{-\delta} - 3} (1 + C_{\delta, M}(\gamma + \epsilon))(2\nu_r)(dt). \quad (4.3.25)$$

Fix $\delta = 1/2$ and $\alpha$ small enough such that (note $\exp(2\sqrt{2} - 3) \approx 0.8423$)

$$(1 + \alpha) \exp((2e^{-\alpha})^{-\delta} + 2^\delta + 2^{-\delta} - 3) = (1 + O(\alpha)) \exp(2\sqrt{2} - 3) \leq \frac{17}{20} < 1.$$  

Let $M = (m + 1/2)(\ln 2 - \alpha)$ where $m$ is the smallest integer such that the condition in Fact 4.3.10 and Lemma 4.3.7 is satisfied. Finally for constant $C_{\delta, M}$ depending on $p_0 = p_0(\delta, M)$
and the constants in Corollary 4.3.8 and Lemma 4.3.9, let $\gamma \leq \gamma_1 < 1$, $\epsilon \leq \epsilon_1 < 1$ and $0 < 1 - \beta < 1 - \beta_1$ such that for all $t \geq M$,

$$\text{RHS of (4.3.25)} \leq \frac{9}{10} \frac{e^{1-\beta}}{\ln k}(2\nu_r)(dt) \leq \frac{19}{20} \frac{1}{k \ln k}(2\nu_r)(dt). \quad (4.3.26)$$

Next we prove (4.3.24) for $t$ around $M$. The key idea is to show that the mass of $\nu^0_W$ escaping $[-M, M]$ is smalle than the mass of $\nu^r_W$ dropping below $M$, and those mass can be absorbed by the multiplicative improvement of $\nu^r_W$ in (4.3.26). Let $M = M(\delta, \alpha, M) = (\bar{m} + 1/2)(\ln 2 - \alpha)$ such that for the $C^*_{\delta,\alpha, M}$ in Lemma 4.3.9 Part 2,

$$\frac{1}{20} (2\nu_r)([M, \bar{M}]) = \frac{1}{20} \int_M^{\bar{M}} \frac{2\gamma}{t^2} e^{\delta t} dt \geq e^{1-\beta_1} (C^*_{\delta,\alpha, M} + 1) \gamma. \quad (4.3.27)$$

Write $q_{\bar{M}} := \mathbb{P}(\ln 2 - \alpha) \text{Pois}(1) \in [\bar{M}, 2\bar{M}) > 0$. Given $\alpha$ and $M$, let $\gamma \leq \gamma_2$ and $1 - \beta \leq 1 - \beta_2$ such that for some $c_1 \in (0, q_{\bar{M}})$,

$$e^{1-\beta} \left( (1 - q_{\bar{M}}) + \gamma C^*_{\delta,\alpha, M} \right) \leq 1 - c_1 < 1. \quad (4.3.28)$$

Note for any $t < M$, $\nu_k([-t, t]) = \nu_k(\emptyset) = 1/k \ln k$. By Lemma 4.3.9 Part 3, $\mathbb{P}(S_1 + R \geq M) > q_{\bar{M}}$. By (4.3.26) and (4.3.28), we have for $t \leq \bar{M}$

$$\nu_W((-\infty, t]) \leq \nu^0_W((-\infty, \bar{M}]) + \nu^r_W((-\infty, M]) + \nu^r_W([M, t \vee M])$$

$$\leq \frac{e^{1-\beta}}{\ln k} ((1 - q_{\bar{M}}) + \gamma C^*_{\delta,\alpha, M}) + \frac{19}{20} \frac{1}{k \ln k}(2\nu_r)([M, t \vee M])$$

$$\leq \frac{1 - c_1}{k \ln k} + \frac{19}{20} \frac{1}{k \ln k}(2\nu_r)([M, t \vee M]) \leq \nu_k([-t, t]) - \frac{c_1}{k \ln k}. \quad (4.3.28)$$

Finally we prove (4.3.24) for $t \geq \bar{M}$ and $\nu_k([-t, t]) < 1$. Choose $c_2 > 0$ such that for $\gamma = \gamma_1 \wedge \gamma_2$ and $1 - \beta < 1 - \beta_2$, $e^{1-\beta} + c_2 < 1 + \gamma$. By (4.3.27), we have

$$\nu_W((-\infty, t]) \leq \frac{e^{1-\beta}}{k \ln k} (1 + \gamma C^*_{\delta,\alpha, M}) + \frac{19}{20} \frac{1}{k \ln k}(2\nu_r)([M, \bar{M}]) + \frac{19}{20} \frac{1}{k \ln k}(2\nu_r)([\bar{M}, t])$$

$$\leq \frac{e^{1-\beta} - \gamma}{k \ln k} + \frac{1}{k \ln k}(2\nu_r)([M, t]) + \frac{1}{k \ln k} \left[ e^{1-\beta} (1 + C^*_M) \gamma - \frac{1}{20} (2\nu_r)([\bar{M}, t]) \right]$$

$$\leq 1 - \frac{c_2}{k \ln k} + \frac{1}{k \ln k}(2\nu_r)([M, t]) = \nu_k([-t, t]) - \frac{c_2}{k \ln k}. \quad (4.3.28)$$

Combine all pieces together, we have the desired result with $\beta_* = \beta_1 \vee \beta_2 \vee \beta_3$, $c = c_1 \wedge c_2$, and $k > k_0$. \hfill \Box

### 4.4 Freezing threshold

**Proof of Theorem 4.1.1.** Let $p_n$ denote the probability that the root is uniquely fixed by the configuration on $L_n$. This will happen if and only if there is at least one clause $i$ attached
to $\rho$ such that $\{u_{i,j}\}_{j=1}^{l}$ has the same value under $\sigma$ and each of them is fixed by the subconfiguration $L_{ij}$. Hence $p_0 = 1$ and

$$p_n = 1 - \mathbb{P} (\text{no such } i) = 1 - \mathbb{E} \left( 1 - \frac{1}{2k-1} p_{n-1}^{k} \right)^{d_n}$$

$$= \begin{cases} 1 - (1 - \frac{1}{2k-1} p_{n-1}^{k})^d & T_{d,k} \leq \mathcal{J}_{\text{Pois}(d),k} =: f(p_{n-1}), \\ 1 - e^{-(2k-1)-1}p_{n-1}^{k} & T_{d,k} \geq \mathcal{J}_{\text{Pois}(d),k}. \end{cases}$$

Recall the definition of $d_k^f$ in Theorem 4.1.1, we first prove the correctness of $d_k^f$. For $T \sim \mathcal{J}_{\text{Pois}(d),k}$ and $d > d_k^f$, let $x_d$ be the largest solution of $\frac{2k-1}{2k-2} x_d = d$. $f(p)$ is an increasing function of $p$ and $p_d := 1 - e^{-x_d}$ is a fixed point of $f$. Hence by induction we have $p_n = f(p_{n-1}) \geq f(p_d) = p_d$ and $\lim \inf p_n \geq p_d > 0$, i.e. the model freezes on infinite tree with positive probability.

For each $d < d_k^f$, the definition of $d_k^f$ ensures the existence of $\delta > 0$ such that for every $x > 0$, $\frac{(2k-1)x}{(1-e^{-x})^2} > d(1+\delta)$. For every $p = 1 - e^{-x}$, for every $d$, $f(p) = e^{-(2k-1)-1}p_d \geq e^{-x/(1+\delta)} = (1-p)^{1/(1+\delta)}$.

Note that $1-p_1 = 1-f(1) = (\frac{2k-2}{2k-1})^d > 0$. By induction we have $1-p_n \geq (1-p_1)^{1/(1+\delta)^n} \rightarrow 1$, i.e. with high probability the model will not freeze as the size of the tree tends to infinity.

The proof for $T \sim \mathcal{J}_{d,k}$ is exactly parallel.

To determine the asymptotic of $d_k^f$, we first work with $\mathcal{J}_{\text{Pois}(d),k}$. Split the infimum over $x > 0$ into three cases: $x \in (0, \ln 2]$, $x \in [\ln 2, \ln k]$ and $x \geq \ln k$. For $x \geq \ln k$, let $y = k \ln k \cdot e^{-x} \in (0, \ln k)$. Using the fact that $(1-a)^{-k} \geq (1+a)^k \geq 1 + ka$, we have

$$x(1-e^{-x})^{-k} = (\ln k + \ln \ln k + \ln y)(1 - \frac{y}{k \ln k})^{-k} \geq (\ln k + \ln \ln k - \ln y)(1 + \frac{y}{\ln k})$$

$$\geq \ln k + \ln \ln k + y - \ln y \geq \ln k + \ln \ln k + 1,$$
4.5 Remaining calculation

Proof of Fact 4.3.10. Let \( h(s) = \frac{(1-s)^{-2} - 1}{1-(1+s)^{-2}} = \frac{2-\frac{s}{2+s}}{(1-s)^2} \cdot \frac{(1+s)^2}{(1-s)^2} \). We have \( h(0) = 1 \) and \( h'(s) \) is uniformly bounded on \([0, \frac{1}{2}]\). Let \( m = \sup_{s \in [0, \frac{1}{2}]} h'(s) \) \( \vee \) 1. Rearranging the terms, (4.3.20) is equivalent to

\[
2 \delta s > \frac{1}{1 - (1 + \frac{s}{t})^{-2}} = h(\frac{s}{t}),
\]

(4.5.1)

Both sides of equation (4.5.1) equals to 1 at \( s = 0 \). Differentiate both sides with respect to \( s \) and let \( M \gtrsim M_1 := m/2\delta \), we have for all \( t > M \) and \( 0 < s \leq t/2 \),

\[
\frac{d}{ds} \text{(RHS of (4.5.1))} = \frac{1}{t} h'(\frac{s}{t}) \leq \frac{m}{M_1} \leq 2\delta \leq 2\delta e^{2\delta s} = \frac{d}{ds} \text{(LHS of (4.5.1))}.
\]

Hence (4.5.1) is true for all \( t > M \) and \( 0 < s \leq t/2 \). For any \( s,t \) such that \( t - s > M \) and \( s > t/2 \), we must have \( t > 2M, s > M \). Therefore for \( M > M_2 := \frac{2}{\delta} \vee \frac{1}{2\delta} \ln(36/5) = \frac{2}{\delta} \)

\[
(\text{LHS-RHS}) \text{ of (4.3.20)} \leq \frac{1}{M^2} e^{-\delta s} + \left( \frac{1}{(3/2)^2} - 1 \right) \frac{1}{t^2} e^{\delta s} \leq e^{-\delta s} \left( \frac{1}{M^2} - \frac{5}{9\ell^2} e^{2\delta(t/2)} \right) \\
\leq e^{-\delta s} \left( \frac{1}{M^2} - \frac{5}{36M^2} e^{2\delta M} \right) = e^{-\delta s} \frac{1}{M^2} \left( 1 - \frac{5}{36} e^{2\delta M} \right) < 0.
\]

Letting \( M_*(\delta) = M_1 \vee M_2 \) finishes the proof. \( \square \)
Chapter 5

Rapid mixing of graph colorings on trees

In this chapter we show that the mixing time of the Glauber dynamics of graph colorings (defined in Section 5.2.1) on trees undergoes a phase transition at $d = d_{\text{rec}}$. The main result is following.

**Theorem 4.** There exists absolute constant $k_0$ such that for $k \geq k_0$, $\beta < 1$ and

$$d \leq k[\ln k + \ln \ln k + \beta],$$

if the $k$-coloring model is non-reconstructible on $d$-regular trees, then the mixing time of the Glauber dynamics of the $k$-coloring model on $n$-vertex $d$-ary tree is $O(n \ln n)$.

Theorem 4 and Theorem 2 together implies that for sufficiently large $k$ (the exact value of $k_0$ in the two theorems might be different), the Glauber dynamics has $O(n \ln n)$ mixing time whenever the model is non-reconstructible. The other direction is shown in [Tet+12].

5.1 Introduction

There have been intensive studies on the mixing times of Markov chains for sampling spin systems in both theoretical computer science and statistical physics. Many results have shown that the mixing time of the Glauber dynamics, both for the $k$-coloring model and general spin systems, are related to the spatial properties of the Gibbs measure. Two properties of primary interest are the uniqueness of the infintie-volume Gibbs measure and the reconstructability as defined in Definition 3.1.1.

In a sequence of results by Martinelli, Sinclair and Weitz [MSW04; MSW07; Wei04], it was shown under quite general settings that the Glauber dynamics exhibits rapid mixing on $d$-regular trees regardless of the boundary condition, when the corresponding spin system admits an unique infinite-volume Gibbs measure. Their method uses the decay of correlation between the root and the leaves to bound the log-Soblev constant of the block dynamics.
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Less general results are known beyond the uniqueness threshold. The main obstacle, as in the case of graph colorings, is that the chain might be reducible under certain boundary conditions. Thus one can not hope to get a meaningful bound for all boundary conditions. Notwithstanding this, it is still interesting to consider the mixing time under the free boundary condition. The correlation between the roots and leaves in the absence of boundary conditions is closely related to the problem of reconstructions on trees, as both properties concern about to influences of an average boundary configurations on the root. It is natural to hope that the rapid mixing of the Glauber dynamics holds throughout the non-reconstruction regime.

Restrict our attention to the \(k\)-coloring problem on \(d\)-ary trees for the moment. The uniqueness of the Gibbs measure is shown to hold for \(k \geq d + 2\) by Jonasson [Jon02] and the results of [MSW04; MSW07] imply an \(O(n \ln n)\) mixing time in the same region. Recall the reconstruction threshold \(d_{\text{rec}} = (1 + O(1))k \ln k\) from Section 3.1. Bhatnagar et al. [Bha+11] show that the block dynamics for \(k\)-coloring model mixes in \(O(n \ln n)\) time in the same region using non-reconstruction and following the methods of [MSW04]. However their result can not be easily extended to the Glauber dynamics due to the failure of Markov chain comparison between the two dynamics. Namely, one step in the block dynamics might not be replaced by bounded number of steps in the Glauber dynamics.

For more results in the non-uniqueness regime, Berger et.al. [Ber+05] showed for general models that the mixing time on trees is at most polynomial whenever the dynamics is ergodic, which in the case of coloring corresponds to \(k \geq 3\) and \(d \geq 2\). Goldberg et.al. [GJK10] proved an upper bound of \(n^{O(d/\ln d)}\) for the complete tree with branching factor \(d\). Lucier et.al. [LMP09] showed \(n^{O(1+d/k \ln d)}\) mixing time for all \(d\) and \(k \geq 3\). [Tet+12] proved that the mixing time undergoes a phase transition at the reconstruction threshold \(k = (1+o(1))d/\ln d\), where their upper bound for the mixing time when \(k \geq (1 + o(1))d/\ln d\) is \(O(n^{1+o(1)})\). They also showed that the mixing time is \(\Omega(n^{d/(k \ln d - o(1))})\) for \(k \leq (1-o(1))d/\ln d\), i.e. rapid mixing does not hold in the reconstruction regime.

The main purpose of this chapter is to reduce the mixing time in the non-reconstruction regime from the polynomial upper-bound of \(n^{1+o(1)}\) to the sharp bound of \(O(n \ln n)\). Our proof is based on a modification of the techniques used in [MSW04]. The main obstacle, as hinted above, is the reducibility of the Glauber dynamics on subtrees under fixed boundary condition. Heuristically, in the non-uniqueness regime, vertices may be “freezed” by their neighbors. While the block dynamics can update “frozen” vertices together with their neighbors in one single move, extra efforts are needed for the Glauber dynamics to pass around the barrier and “defreeze” the vertices, leading to the failure of the standard Markov chain comparison result between the two dynamics. With that in mind, we introduce a new variant of the block dynamics that focuses on the connected component on the state space of the usual block dynamics induced by valid moves of the Glauber dynamics. By carefully examining the portion of “frozen” vertices and their influences on nearby sites, we will show rapid mixing of our new version of the block dynamics which implies the final result.

We conclude this section by describing the literature on the mixing times on general graphs. For \(k\)-colorings on graphs with \(n\) vertices and maximal degree \(d\), the Glauber
dynamics is not in general irreducible if \( k \leq d + 1 \). A long-standing conjectured is that the chain exhibits rapid mixing whenever \( k \geq d + 2 \). So far the best result on general graphs is given by Vigoda in [Vig00], where he showed \( O(n^2 \ln n) \) mixing time for \( k \geq \frac{11}{6}d \). A series of improvements on the constant \( \frac{11}{6} \) for rapid mixing have been made with extra conditions on the degree or the girth. See the survey [FV07] for more results toward this direction.

### 5.1.1 General spin system

The correspondence between rapid mixing and spatial correlation decay is not restricted to the coloring model alone, but is a common phenomenon that extends to general spin systems. For instance, Weitz conjectured in [Wei04] that for any \( k \)-state spin system on regular trees, the system mixes in \( O(n \ln n) \) time whenever it admits an unique Gibbs measure and the Glauber dynamics is connected under given boundary condition. He proved the statement for \( k = 2 \) and for the ferromagnetic Potts model and colorings as two special cases of \( k \geq 2 \). He also provided a sufficient condition that applies to a wide range of other models.

As suggested by the case of the coloring model, the mixing time under free boundary condition is more closely related to the reconstruction threshold. In fact, Berger et al. [Ber+05] showed that for general spin systems on trees, \( O(n) \) relaxation time under free-boundary condition implies non-reconstruction. Our methods for the coloring model can also be extended to general \( k \)-state spin systems provided that the spin system satisfies certain mild connectivity conditions. Therefore as an intermediate result, we provide a sufficient condition for spin systems to exhibit rapid mixing in the non-reconstruction region.

In Section 5.2.1, we specify a spin system by its Markov chain kernel \( M \), where \( M(c, c') = \mu(\sigma_y = c' | \sigma_x = c) \) for any \((x, y) \in E\), and restrict our discussion to kernels that are ergodic and reversible (see also [Geo11] for more details). Let \( \lambda \) be the second largest eigenvalue of \( M \). We show that the Glauber dynamics is rapidly mixing for spin systems \( M \) assuming a certain connectivity condition \( C \) that will be specified in Section 5.2.3.

**Theorem 5.1.1.** Let \( M \) be a \( k \)-state spin system on the \( n \)-vertex \( d \)-ary tree \( T \) with second eigenvalue \( \lambda \). If \( M \) satisfies the connectivity condition \( C \), is non-reconstructible on \( T \), and \( d\lambda^2 < 1 \) then the mixing time of Glauber dynamics on \( T \) under free boundary condition is \( O(n \ln n) \).

In the statement of Theorem 5.1.1, the connectivity condition \( C \) mainly concerns about the hard constraints. Roughly speaking, it requires the root to be able to “change freely” between all \( k \) states with high probability as the size of the tree grows. In particular, it includes all models without hard constraints or models with a permissive state, a state that can occur next to all other states (e.g. the hardcore model).

The requirement of \( d\lambda^2 < 1 \) comes from the Kesten-Stigum bound \( d\lambda^2 = 1 \) in reconstruction problems: Whenever \( d\lambda^2 > 1 \), the system is reconstructible by simply counting the number of leaves in each state [Mos04]. Hence non-reconstruction implies \( d\lambda^2 \leq 1 \). The Kestin-Stigum bound is known to be tight for models including the Ising model (symmetric
binary channel) and near-symmetric binary channels [Bor+06]. For other models such as
hardcore model and graph colorings, it is strictly larger than the true threshold. Nonetheless
it has been suggested that the speed of decay of correlation undergoes a phase transition at
the critical value $d\lambda^2 = 1$ with different scalings for $d\lambda^2 = 1$ and $d\lambda^2 < 1$. Indeed, a recent
work of Ding, Lubetzky and Peres [DLP10] showed that the mixing time for the Ising model
is at least of order $n \ln^3 n$ when $d\lambda^2 = 1$. Therefore we can only hope to prove Theorem 5.1.1
for $d\lambda^2$ strictly smaller than 1.

5.2 Preliminaries

5.2.1 Definition of model

**General spin systems:** Throughout the chapter, we will write $T = (V, E)$ for the $d$-ary
tree with root $\rho$ and $|V| = n$ vertices. Denote the $l$-th level of $T$ by $L_l$ starting with $L_0 = \{\rho\}$.
Given vertex $x \in T$, we will use $T_x$ to represent the subtree rooted at $x$ and let $B_{x,l}, L_{x,l}$
denote the first $l$ levels and the $l$-th level of $T_x$ respectively.

Let $[k] = \{1, \ldots, k\}$ denote the set of possible spin values. We are interested in general
$k$-state spin systems specified by potentials $U$ and $W$, where $U$ is a symmetric function from
$[k] \times [k] \to \mathbb{R} \cup \{\infty\}$ and $W$ is a function from $[k] \to \mathbb{R}$. Given $U$ and $W$, the (free-boundary) Gibbs measure on $T$ is the probability measure on configurations $\sigma \in [k]^V$ defined as

$$
\mu(\sigma) = \frac{1}{Z} \exp \left[ - \left( \sum_{(x,y) \in E} U(\sigma_x, \sigma_y) + \sum_{x \in V} W(\sigma_x) \right) \right],
$$

where $Z$, also known as the partition function, is the normalizing constant such that

$$
\sum_{\sigma \in [k]^V} \mu(\sigma) = 1.
$$

We say that a configuration $\sigma$ is proper if $\mu(\sigma) > 0$ and denote the set of proper configurations
on $T$ by $\Omega_T = \{\sigma : \mu(\sigma) > 0\}$. For each pair of states $(i,j) \in [k]^2$, we say that $(i,j)$ is a
hard constraint if $U(i,j) = \infty$, otherwise we say that $i$ and $j$ are compatible. For each
subset of vertices $A \subseteq T$, we will write $\sigma_A$ for the restriction of $\sigma$ to $A$ and use superscript
for boundary conditions. In particular, $\Omega_T^\eta = \{\sigma : \sigma \in \Omega_T, \sigma_{T \setminus A} = \eta_{T \setminus A}\}$ is the set of
configurations compatible with boundary condition $\eta$ and we denote the conditional law on
$\Omega_T^\eta(A)$ as $\mu_A^\eta(\sigma) = \mu(\sigma | \sigma \in \Omega_T^\eta(A))$.

For the reconstruction problem, it is easy to work with the Markov chain construction
of the Gibbs measure on trees, which is just the broadcast model on trees. Recall from Section 3.1. For each probability kernel $M$ with stationary $\pi$, the law of a random configuration
generated by the broadcast model on $T$ is given by

$$
\mu(\sigma) = \pi(\sigma_\rho) \prod_{(x,y) \in E} M(\sigma_x, \sigma_y).
$$
It is easy to check that for any reversible $M$, the aforementioned probability measure corresponds to the spin system with potentials $U, W$ given by

$$U(c_1, c_2) = -\ln \left( \frac{M(c_1, c_2)}{\pi(c_2)} \right), \quad W(c) = -\ln \pi(c). \quad (5.2.1)$$

Note that not all potential pairs $U, W$ can be expressed this way. A necessary condition for (5.2.1) is that

$$\sum_{c' \in [k]} \exp[-(U(c, c') + W(c'))] \equiv C, \quad \forall c \in [k]$$

for some constant $C$. We will henceforth restrict our attention to spin systems that can be expressed as (5.2.1) and refer such systems by their probability kernel $M$. We will also assume that $M$ is ergodic and reversible.

The principal example of spin systems for this chapter is the graph coloring model, where for each $c, c \in [k]$ $W(c) \equiv 0, U(c, c') = \infty \cdot 1(c = c')$, or equivalently $M(c, c') = \frac{1}{k-1} 1(c = c'), \pi(c) \equiv \frac{1}{k}$.

**Uniqueness and reconstruction:** Two key notions of spatial decay of correlation for spin systems on trees are the uniqueness and reconstruction thresholds. Recall the definition of reconstruction from Section 3.1.

**Definition (Reconstruction).** For $k \geq 2$, we say that a $k$-state system $M$ is reconstructible on tree $T$ if there exist two states $c, c' \in [k]$ such that

$$\limsup_{l \to \infty} d_{TV}(\mu(L_l = \cdot | \sigma_\rho = c), \mu(L_l = \cdot | \sigma_\rho = c')) > 0,$$

otherwise we say that the system has non-reconstruction on $T$.

Non-reconstruction corresponds to the vanishing influence of an average boundary condition. A strictly stronger condition is the uniqueness property, which corresponds to the vanishing influence of the worst boundary condition.

**Definition (Uniqueness).** For $k \geq 2$, we say that a $k$-state system $M$ has uniqueness on tree $T$ if

$$\limsup_{l \to \infty} \sup_{\eta, \eta' \in \Omega_{L_l}} d_{TV}(\mu(\sigma_{L_l} = \cdot | \sigma_\rho = \eta), \mu(\sigma_{L_l} = \cdot | \sigma_\rho = \eta')) > 0,$$

where $\Omega_{L_l}$ is the set of configurations restricted to level $l$.

**Glauber dynamics and mixing time:** The Glauber dynamics of a $k$-state spin system $M$ is a Markov chain $X_t$ on state space $\Omega_T$. A step of the Markov chain from $X_t$ to $X_{t+1}$ is defined as follows:

1. Pick a vertex $x$ uniformly at random from $T$;
2. Pick a state \( c \in [k] \) according to the conditional distribution of the spin value of \( x \) given the rest of configuration, i.e. state \( c \) is picked with probability \( \mu^x_y(c) = \mu(c' = c | \sigma_y = \sigma_y, \forall y \neq x) \);

3. Set \( X_{t+1}(x) = c \) and \( X_{t+1}(y) = X_t(y) \), for all \( y \neq x \).

In the case of graph coloring, the second step corresponds to picking uniformly at random colors that do not appear in the neighborhood of \( x \).

To justify our study of the Glauber dynamics under free boundary condition, we first show that the Markov chain is irreducible and hence ergodic on the set of all proper configurations. For the sake of recursive analysis on subtrees later, we also prove irreducibility in a related case where the root of \( T \) is connected to one more vertex, namely its “parent”, and the value of its parent is fixed. For each \( c \in [k] \), let \( \Omega^c_T \) denote the set of configurations with the parent of root \( \rho \) fixed to state \( c \) and let \( \mu^c_T \) be the corresponding conditional Gibbs measure.

Lemma 5.2.1. For any \( k \)-state system \( M \) on \( d \)-ary tree \( T \), if \( M \) is reversible and ergodic, then \( \Omega_T \) is irreducible under the Glauber dynamics and so is \( \Omega^c_T \) for each \( c \in [k] \).

Proof. We first prove the irreducibility of \( \Omega^c_T \) by induction on the number of levels \( l \) in \( T \). For \( l = 0 \), it is trivially true since \( \Omega^c_T \) is simply the set of states compatible of \( c \). Suppose that the Glauber dynamics is irreducible on the \((l-1)\)-level tree. For the \( l \)-level tree \( T \), we need to show that for any two configurations \( \sigma, \sigma' \in \Omega^c_T \), there exists a path of valid moves of the dynamics connecting \( \sigma \) to \( \sigma' \). To construct such a path, one can first change every vertex \( x \in L_1 \) to state \( c \) by a sequence of moves in the tree \( T_x \). This is possible since alternating layers of states \( c \) and \( \sigma_{\rho} \) is a proper configuration in \( \Omega^\sigma_{T_x} \) and any two configurations in \( \Omega^\sigma_{T_x} \) are connected by the inductive hypothesis. One may then change the spin of the root from \( \sigma_{\rho} \) to \( \sigma'_{\rho} \), since both states are compatible with \( c \). Finally we may change the configuration of every subtree \( T_x \) to \( \sigma'_{T_x} \) using the inductive hypothesis, ending in the configuration \( \sigma' \).

To show the irreducibility of \( \Omega_T \), we choose \( \sigma, \sigma' \in \Omega_T \). By the ergodicity of \( M \), there exists a sequence of states \( c_0, \ldots, c_{2m} \in [k] \) such that \( c_0 = \sigma_{\rho}, c_{2m} = \sigma'_{\rho} \), and for each \( 0 \leq i \leq 2m-1 \), \( c_i \) is compatible with \( c_{i+1} \). For each \( 0 \leq i \leq m \), let \( \tau_i \in \Omega_T \) be the configuration with alternating layers of \( c_{2i} \) and \( c_{2i+1} \) (let \( c_{2m+1} \) be an arbitrary state compatible with \( c_{2m} = \sigma'_{\rho} \)). One can first change \( \sigma \) to \( \tau_0 \) using the irreducibility of the Glauber dynamics on \( \Omega^\sigma_{T_x} \) for each \( x \in L_1 \), then for each \( 1 \leq i \leq m \) change from \( \tau_{i-1} \) to \( \tau_i \) by first changing all vertices on even levels to \( c_{2i} \) then vertices on odd levels to \( c_{2i+1} \), and finally change each \( (\tau_m)_{T_x} \) to \( \sigma'_{T_x} \).

Lemma 5.2.1 implies that the Glauber dynamics with free boundary conditions will always converge to the Gibbs measure \( \mu \). The mixing time of the Glauber dynamics is defined as

\[
t_{\text{mix}} = \max_{\sigma \in \Omega_T} \min\{t : d_{TV}(P^t(\sigma, \cdot), \mu) \leq 1/4\},
\]

where \( P \) is the probability kernel of \( X_t \) and \( d_{TV}(\eta, \mu) = \frac{1}{2} \sum_x |\eta(x) - \mu(x)| \) is the total variance distance. To bound the mixing time we will make use of the log-Sobolev constant.
For a non-negative function $f : \Omega_T \to \mathbb{R}$, let $\mu(f) = \sum_{\sigma} \mu(\sigma)f(\sigma)$ be the expectation of $f$ and $\text{Ent}(f) = \mu(f \ln f) - \mu(f) \ln \mu(f)$ be its entropy. The Dirichlet form of $f$ is defined as

$$D(f) = \frac{1}{2} \sum_{\sigma, \sigma' \in \Omega_T} \mu(\sigma)P(\sigma, \sigma')(f(\sigma) - f(\sigma'))^2.$$ 

And the log-Sobolev constant is defined as $\gamma = \inf_{f \geq 0} \frac{2D(f)}{\text{Ent}(f)}$. Applying results in functional analysis to the Glauber dynamics yields the following bound (see e.g. [SC97, Thm 2.2.5]):

**Theorem.** For $k$-state system $M$ on $n$-vertex $d$-ary tree $T$, there exists a constant $C > 0$ such that $t_{\text{mix}} \leq \frac{1}{\gamma} \cdot Cn \ln n$.

Therefore to show rapid mixing it is enough to show that $\gamma$ is uniformly bounded away from zero as $n \to \infty$.

### 5.2.2 Component Dynamics

Next we define a new variant of block dynamics on $T$, which we call the “component dynamics”. Each step of the new dynamics updates a block of vertices each step, but only chooses configurations within the connected component of the Glauber dynamic. In this way we can utilize the techniques in [MSW04] while bypassing the problem that one step of the block dynamics may not be connected in the Glauber dynamics when $k \leq d + 1$. To give a formal definition, for $A \subset T$, we say that $\sigma' \sim_A \sigma$ if $\sigma'|_{T \setminus A} = \sigma|_{T \setminus A}$ and $\sigma_A', \sigma_A$ are connected by valid moves of the Glauber dynamics on $A$ with fixed boundary condition $\sigma|_{T \setminus A}$. We will omit the $A$ in $\sigma \sim_A \sigma'$ when it is clear from context. Let $\Omega_A^{* \sigma} = \{\sigma' \in \Omega_A^\sigma, \sigma' \sim_A \sigma\}$ denote the connected component of $\sigma$ in $\Omega_A^\sigma$, and $\mu_A^{* \sigma}(\sigma') = \mu(\sigma' | \Omega_A^{* \sigma})$ be the Gibbs distribution conditioned on both configuration outside $A$ and the connected component within $A$.

For $l \geq 1$, recall $B_{x,l}$ is the block of $l$ levels rooted at $x$ and $L_{x,l}$ be the $l$-th level of $B_{x,l}$. If $x$ is within distance $l$ of the leaves, let $B_{x,l} = T_x$. We define the component dynamics to be the Markov chain on $\Omega_T$ with the following update rule: In each step,

1. Pick a vertex $x$ uniformly randomly from $T$,
2. Replace $\sigma$ by $\sigma'$ drawn from conditional distribution $\mu^{* \sigma}_{B_{x,l}}$.

The dynamics is reversible with respect to the Gibbs distribution. For test functions $f : \Omega_T \to \mathbb{R}$, let $\mu_A^{* \sigma}(f) = \sum_{\sigma' \in \Omega_A^{* \sigma}} f(\sigma')\mu_A^{* \sigma}(\sigma')$ be the conditional expectation of $f$ on $\Omega_A^{* \sigma}$ and for $f \geq 0$, let

$$\text{Ent}_A^{* \sigma}(f) = \text{Ent}(f | \Omega_A^{* \sigma}) = \mu_A^{* \sigma}(f \ln f) - \mu_A^{* \sigma}(f) \ln \mu_A^{* \sigma}(f)$$

be the conditional entropy of $f$. We write the sum of local entropies of block size $l$ as $E^*_l = \sum_{x \in T} \mu_T(\text{Ent}_{B_{x,l}}^{* \sigma}(f))$. With minor modification, the comparison result of block dynamics
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also works for component dynamics: (see e.g. Prop 3.4 of [Mar99], in the proof substitute $E_D(f, f)$ by $E_l^*$ and note $\sum_{\sigma'} \mu_T^*(\sigma') \mu_{\hat{B}_x,l}^*(\sigma) = \mu_T^*(\sigma)$.)

$$
\gamma \geq \frac{1}{l} \inf_{f \geq 0} \frac{E_l^*}{\text{Ent}(f)} \cdot \min_{\sigma, x} \gamma_{B_x,l}^* \cdot \min_{\sigma, x} \gamma_{B_x,l}^*
$$

where $\gamma_{B_x,l}^*$ is the log-Soblev constant of the Glauber dynamics on $\Omega_{B_x,l}^*$, with the boundary condition on $\hat{B}_x$ given by $\sigma$. From our definition of $\Omega_{B_x,l}^*$, it is easy to see that $\min_{\sigma, x} \gamma_{B_x,l}^*$ is a constant only depending on the branching number $d$, block size $l$ and $M$ itself and is strictly greater than 0 independent of $T$. Thus to show $O(n \ln n)$ mixing time for the Glauber dynamics, it is enough to show $E_l^* \geq \text{const} \times \text{Ent}(f)$ for all $f \geq 0$ and some choice of block size $l$ independent of tree size $|T| = n$.

5.2.3 Connectivity condition

In this section we specify the connectivity condition $C$ mentioned in Theorem 5.1.1. First we will define the notion of free vertices. Let $T$ be a tree of $l$ levels. Given configuration $\sigma \in \Omega_T$ with $\sigma_x = c$, $\sigma_{L_x} = \eta$, we say that the root can change (from $c$) to state $c'$ in one step if and only if there exists a path $\sigma = \sigma_0, \sigma_1, \ldots, \sigma_n \in \Omega_T$ such that

1. $\sigma_i \equiv \eta$ for each $0 \leq i \leq n$. $\sigma_i^0 = c$, for each $0 \leq i \leq n - 1$ and $\sigma_n^n = c'$.

2. For each $0 \leq i \leq n - 1$, configuration $\sigma_i$ differs from $\sigma_{i+1}$ at exactly one vertex.

Put another way, the path is a valid trajectory of the Glauber dynamics with fixed boundary condition which changes the state of $\rho$ only once in the final step. For $x \in T$, we say $x$ is free (in $\sigma$) if, considered as the root of $T_x$, $x$ can change to all the other $(k - 1)$-states in one step. We are interested in the probability that the root of an $l$-level tree is free and we denote it by $p_l^\text{free} = \mu(\rho : \rho$ is free in $\sigma)$.

**Definition.** We say that a $k$-state system $M$ on the $d$-ary tree satisfies the connectivity condition $C$ if $M$ is ergodic, reversible and satisfies the following conditions:

1. If $k \geq 3$, then for any $c_1, c_2, c_3 \in [k]$, there exists $c \in [k]$ such that $c$ is compatible with $c_1, c_2, c_3$.

2. The probability of being free tends to 1 as $l$ tends to infinity, i.e. $\lim_{l \to \infty} p_l^\text{free} = 1$.

Roughly speaking, the connectivity condition controls the behavior of “frozen” vertices in a typical configuration. As will be shown in Section 5.4, under the connectivity condition the probability that a vertex is “frozen” by the boundary condition is extremely small and the extra restriction of the component dynamics is negligible for vertices faraway from the bottom (see the remark after Claim 5.4.2 for more discussions).
5.2.4 Outline of Proof

A key ingredient in [MSW04] is that a certain strong concentration property implies “entropy mixing” in space which in turn implies the fast mixing of the block dynamics. The following Theorem 5.2.2 can be seen as the combination of Theorems 3.4 and 5.3 of [MSW04] adapted to the component dynamics (the notation here is closer to Theorem 5.1 of [Bha+11]). For completeness, we include an outline of the proof in Section 5.5, highlighting the differences from [MSW04].

Theorem 5.2.2. There exists some constant $\alpha > 0$ such that for every $\delta > 0$ and $l \geq 1$ the following statement holds: If for all $x \in T$ that is at least $l$ levels from the leaves and all compatible pairs of states $c, c' \in [k]$, the conditional measure $\mu^c = \mu^c_{T_x}$ satisfies

$$\mathbb{P}_{\tau \sim \mu^c} \left( \left| \frac{\mu^c(\sigma_x = c' \mid \sigma \sim B_{x,l} \tau)}{\mu^c(\sigma_x = c')} - 1 \right| \geq \frac{(1 - \delta)^2}{\alpha(l + 1 - \delta)^2} \right) \leq e^{-2\alpha(l+1-\delta)^2/(1-\delta)^2}, \quad (5.2.2)$$

then for every function $f \geq 0$, $\text{Ent}(f) \leq \frac{2}{\delta} \mathcal{E}^*_f$.

To prove Theorem 5.1.1, it suffices to verify (5.2.2) for some choice of $l$ and $\delta$. We first show a weaker inequality (5.2.3) in the following theorem. Note that the same inequality is proved in Theorem 5.3 of [MSW04] or Theorem 5.1 of [Bha+11] for specific models such as the coloring model. Here we provide a different proof that works for general models using only non-reconstruction.

Theorem 5.2.3. For a $k$-state system $M$, if $M$ is non-reconstructible and $d\lambda^2 < 1$, then for any $\alpha > 0$, $0 < \delta < 1$, there exist $l_0 \geq 1$ such that for all $l \geq l_0$, every $x \in T$ that is at least $l$ levels from the leaves, and any pair of compatible states $c, c' \in [k]$, $\mu^c = \mu^c_{T_x}$ satisfies

$$\mathbb{P}_{\tau \sim \mu^c} \left( \left| \frac{\mu^c(\sigma_x = c' \mid \sigma_{L_{x,l}} = \tau_{L_{x,l}})}{\mu^c(\sigma_x = c')} - 1 \right| \geq \frac{(1 - \delta)^2}{\alpha(l + 1 - \delta)^2} \right) \leq e^{-2\alpha(l+1-\delta)^2/(1-\delta)^2} \quad (5.2.3)$$

The difference between (5.2.2) and (5.2.3) is that in equation (5.2.2), the inner measure $\mu^c$ conditions not only on the boundary condition $\sigma_{L_{x,l}} = \tau_{L_{x,l}}$, but also the connected component of $\tau$. We will show that under connectivity condition $C$, the difference between $\sigma \sim B_{x,l} \tau$ and $\sigma_{L_{x,l}} = \tau_{L_{x,l}}$ is negligible in the upper half of a large block, hence (5.2.2) holds.

Lemma 5.2.4. Let $M$ be a $k$-state system satisfying $C$ such that (5.2.3) holds for $l \geq l_0$ and $\delta = \delta_0$. Then there exist constants $l_1 \geq 2l_0$ and $\delta_1 \geq \delta_0$ such that for all $l \geq l_1$, equation (5.2.2) holds with $\delta = \delta_1$.

Theorems 5.2.2 and 5.2.3 and Lemma 5.2.4 together imply Theorem 5.1.1. The rest of the chapter is structured as follows: We will prove Theorem 5.2.3 in Section 5.3 and Lemma 5.2.4 in Section 5.4, and we will include a sketch of Theorem 5.2.2 in Section 5.5. After that we will apply the result to the $k$-coloring model and prove Theorem 4 in Section 5.6.
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5.3 Proof of Theorem 5.2.3

In this section we prove Theorem 5.2.3. The result for the $k$-coloring model was proved in [Bha+11], which used the specific structure of coloring model. Here we will give a different proof for general systems $M$ using only non-reconstruction and $d\lambda^2 < 1$. We first introduce some notations. Recall that the stationary distribution of $M$ is $\pi$. For $x \in T$, let

$$\tilde{R}_{x,l}(\tau)(c) = \frac{1}{\pi(c)}\mu_{T_x}(\sigma_x = c \mid \sigma_{L_{x,l}} = \tau_{L_{x,l}})$$

denote the ratio of conditional and unconditional distribution at $x$ and write $R_{x,l}(\tau) = \|\tilde{R}_{x,l}(\tau) - 1\|_\infty = \max_{c \in [k]}|\tilde{R}_{x,l}(\tau)(c) - 1|$. We will omit $\tau$ when it is clear from context. In the proof we will work with the unconditional Gibbs measure $\mu = \mu_{T_x}$ and $\pi$ instead of $\mu_{T_x}^c$ and $\mu_{T_x}^c(\sigma_x = c')$ and show the following stronger inequality.

**Theorem 5.3.1.** Under the assumptions of Theorem 5.2.3, there exists constant $\xi > 0$ and $l_0 > 0$, such that for all $l \geq l_0$, every $x \in T$ that is at least $l$ levels from the leaves, $\mu = \mu_{T_x}$ satisfies

$$\mathbb{P}_{\tau \sim \mu} (R_{x,l}(\tau) \geq e^{-\xi l}) \leq \exp(-e^{\xi l}). \quad (5.3.1)$$

**Proof of Theorem 5.2.3.** To see that (5.3.1) implies (5.2.3), consider the Markov chain construction of $\sigma$. Let $E_x$ be the edge set of $T_x$, we have

$$\mu(\sigma) = \pi(\sigma_x) \prod_{(y,z) \in E_x} M(\sigma_y, \sigma_z), \quad \mu^c(\sigma) = M(c, \sigma_x) \prod_{(y,z) \in E_x} M(\sigma_y, \sigma_z).$$

Hence for any event $A \subseteq \Omega_{T_x}$,

$$\mathbb{P}_{\tau \sim \mu^c}(A) = \sum_{\tau \in A} \mu^c(\tau) = \sum_{\tau \in A} \frac{M(c, \tau_x)}{\pi(\tau_x)} \mu(\tau) \leq \pi^{-1}_{\min} \mu(A) = \pi^{-1}_{\min} \mathbb{P}_{\tau \sim \mu}(A),$$

where $\pi_{\min} = \min_{c \in [k]} \pi(c) > 0$. Note that

$$\left| \frac{\mu^c(\sigma_x = c') \mid \sigma_{L_{x,l}} = \tau_{L_{x,l}}}{\mu^c(\sigma_x = c')} - 1 \right| = \left| \frac{1}{\pi(c')} \mu(\sigma_x = c' \mid \sigma_{L_{x,l}} = \tau_{L_{x,l}}) - 1 \right| \leq R_{x,l}(\tau).$$

It follows that

$$\mathbb{P}_{\tau \sim \mu^c} \left( \left| \frac{\mu^c(\sigma_x = c') \mid \sigma_{L_{x,l}} = \tau_{L_{x,l}}}{\mu^c(\sigma_x = c')} - 1 \right| \geq e^{-\xi l} \right) \leq \pi^{-1}_{\min} \exp(-e^{\xi l}).$$

Theorem 5.2.3 then follows by taking $l_0$ large enough such that $\exp(-\xi l_0) \leq (1 - \delta)^2/\alpha(l_0 - 1 + \delta)^2$. \qed

In the rest of the section we assume that $M$ satisfies the assumptions of Theorem 5.3.1. The following lemma gives the recursive relation of $\tilde{R}_{x,l}(c)$. 
Lemma 5.3.2. Fix $\tau \in \Omega_T$ and $x \in T$ and let $x_1, \ldots, x_d$ denote the $d$ children of $x$. $\tilde{R}_{x,l}$ can be written as a rational function of $\tilde{R}_{x,i-1}$:

$$\tilde{R}_{x,l}(c) = \frac{\prod_{i=1}^{d} M \tilde{R}_{x,i-1}(c)}{\prod_{i=1}^{d} M \tilde{R}_{x,i-1}(c)} = \frac{\prod_{i=1}^{d} \sum c_i \in [k] M(c, c_i) \tilde{R}_{x,i-1}(c_i)}{\sum c_i \in [k] \prod_{i=1}^{d} M(c_i) \tilde{R}_{x,i-1}(c_i)}. \tag{5.3.2}$$

Proof. Let $E_x$ and $E_{x_i}$ denote the edge set of $T_x$ and $T_{x_i}$, they satisfy that

$$E_x = \cup_i (E_{x_i} \cup \{(x, x_i)\}).$$

Let $\Omega_x(c) = \{\sigma : \sigma_x = c, \sigma_{L_{x,i}} = \tau_{L_{x,i}}\}$ and $\Omega_{x_i}(c) = \{\sigma : \sigma_{x_i} = c, \sigma_{L_{x,i}, i-1} = \tau_{L_{x,i}, i-1}\}$ be the set of configurations on $T_x$ and $T_{x_i}$ with boundary condition $\tau$. By the Markov chain construction, we have

$$\mu(\Omega_x(c)) = \mu(\sigma_x = c, \sigma_{L_{x,i}} = \tau_{L_{x,i}})$$

$$= \sum_{c \in \Omega_x(c)} \pi(c) \prod_{(y,z) \in E} M(\sigma_y, \sigma_z) = \sum_{c_1, \ldots, c_d \in [k]} \pi(c) \prod_{i=1}^{d} M(c, c_i) \sum_{\sigma_i \in \Omega(c_i)} \prod_{(y,z) \in E_i} M(\sigma_y, \sigma_z).$$

Therefore by Bayes formula,

$$\tilde{R}_{x,l}(c) = \frac{1}{\pi(c)} \mu(\sigma_x = c | \sigma_{L_{x,i}} = \tau_{L_{x,i}}) = \frac{1}{\pi(c)} \frac{\mu(\Omega_x(c))}{\sum c_i \in [k] \mu(\Omega(c))}$$

$$= \frac{\prod_{i=1}^{d} \sum c_i \in [k] \frac{M(c, c_i)}{\pi(c)} \mu(\Omega(c_i))}{\sum c_i \in [k] \pi(c_i) \prod_{i=1}^{d} \sum c_i \in [k] \frac{M(c_i, c_i)}{\pi(c_i)} \mu(\Omega(c_i))}$$

$$= \frac{\prod_{i=1}^{d} \sum c_i \in [k] M(c, c_i) \tilde{R}_{x,i-1}(c_i)}{\sum c_i \in [k] \pi(c_i) \prod_{i=1}^{d} \sum c_i \in [k] M(c_i, c_i) \tilde{R}_{x,i-1}(c_i)}.$$
Proof. Let \( f : \Delta^d_{[k]} \to \Delta_{[k]} \) be the function on the RHS of (5.3.2) such that \( \tilde{R}_{x,l} = f(\tilde{R}_{x_1,l-1}, \ldots, \tilde{R}_{x_d,l-1}) \). Observe from (5.3.2) that \( f \) is a rational function with \( f(1, \ldots, 1) = 1 \). When \( \tilde{R}_{x_2,l-1} = \cdots = \tilde{R}_{x_d,l-1} = 1 \), \( f \) can be simplified as

\[
\tilde{R}_{x,l} = f(\tilde{R}_{x_1,l-1}, 1, \ldots, 1) = \frac{M\tilde{R}_{x_1,l-1}}{\pi M\tilde{R}_{x_1,l-1}} = M\tilde{R}_{x_1,l-1}.
\]

Iterating the function \( m \) times, we can write \( \tilde{R}_{x,l} = f^{(m)}(\tilde{R}_{y_1,l-m}, \ldots, \tilde{R}_{y_{d-m},l-m}) \) where \( f^{(m)} : \Delta^d_{[k]} \to \Delta_{[k]} \) is another rational function. A similar calculation shows when \( \tilde{R}_{y_2,l-m} = \cdots = \tilde{R}_{y_{d-m},l-m} = 1 \),

\[
\tilde{R}_{x,l} = f^{(m)}(\tilde{R}_{y_1,l-m}, 1, \ldots, 1) = M^m\tilde{R}_{y_1,l-m}.
\]

Since \( f^{(m)} \) is a smooth function in any regions without poles, there exists constant \( C_1 = C_1(d, m, M) \) such that in the local neighborhood of \((1, \ldots, 1)\)

\[
\|\tilde{R}_{x,l} - 1 - \sum_{i=1}^{d-m} (M^m\tilde{R}_{y_i,l-m} - 1)\| \leq C_1 \sum_{i=1}^{d-m} \|\tilde{R}_{y_i,l-m} - 1\|^2 \leq C_1 k \sum_{i=1}^{d-m} \|\tilde{R}_{y_i,l-m} - 1\|_\infty^2.
\]

By the ergodicity of \( M \), for sufficiently large \( m \) and all \( \tilde{R} \in \Delta_{[k]} \) we have \( \|M^m\tilde{R} - 1\|_\infty \leq \frac{1}{4} \|\tilde{R} - 1\|_\infty \). Therefore there exists \( \epsilon_1 = \epsilon_1(C_1, k) \) such that if \( \tilde{R}_{y_i,l-m} \leq \epsilon_1 \) for all vertices \( y_i \in L_{x,m} \) then

\[
\|\tilde{R}_{x,l} - 1\|_\infty \leq \left( \frac{1}{4} + C_1 k \epsilon_1 \right) \sum_{i=1}^{d-m} \|\tilde{R}_{y_i,l-m} - 1\|_\infty \leq \frac{1}{2} \sum_{i=1}^{d-m} \tilde{R}_{y_i,l-m}. \quad (5.3.4)
\]

This suffices provided that there are no large \( R_{y_i,l-m} \).

We now consider the case when there is one large \( R_{y_i,l-m} \), which we can without loss of generality assume is \( i = 1 \). Again since \( f^{(m)} \) is smooth, there exists \( C_2, \epsilon_2 > 0 \) such that for all \( \tilde{R}_{y_1,l-m} > \epsilon_1 \), if \( \sup_{i \geq 2} \tilde{R}_{y_i,l-m} \leq \epsilon_2 \) then

\[
\|\tilde{R}_{x,l} - M^m\tilde{R}_{y_1,l-m}\| \leq C_2 \sum_{i=2}^{d-m} \|\tilde{R}_{y_i,l-m} - 1\|.
\]

Let \( \epsilon = \epsilon_2 \wedge (4C_2d^m k)^{-1} \epsilon_1 \), if we moreover have \( \sup_{i \geq 2} \tilde{R}_{y_i,l-m} \leq \epsilon \), then

\[
\|\tilde{R}_{x,l} - 1\|_\infty \leq \frac{1}{4} \|\tilde{R}_{y_1,l-m} - 1\|_\infty + C_2 d^m k \epsilon \leq \frac{1}{4} R_{y_1,l-m} + \frac{1}{4} \epsilon_1 \leq \frac{1}{2} R_{y_1,l-m}. \quad (5.3.5)
\]

Combining equations (5.3.4) and (5.3.5) and noting that \( \epsilon < \epsilon_1 \) completes the proof. \( \square \)

So far we have not used the assumption of non-reconstruction and \( d\lambda^2 < 1 \). In [JM04], Janson and Mossel introduced the notion of “robust reconstruction” and showed the following result: (rephrased to the notations here)
**Theorem 5.3.4** (Lemma 2.7 and Lemma 2.8 of [JM04]). If $M$ is ergodic and $d\lambda^2 < 1$, then there exist constants $C_1 = C_1(d) > 0$ and $\delta = \delta(d) > 0$ such that for any $l \geq 1$ if $d_{TV}(\mu_{L_i}^c, \mu_{L_i}) \leq \delta$ for all $c \in [k]$, then

\[ d_{TV}(\mu_{L_{i+1}}^c, \mu_{L_{i+1}}) \leq e^{-C_1}d_{TV}(\mu_{L_i}^c, \mu_{L_i}), \quad \text{for all } c \in [k]. \]

Theorem 5.3.4 combined with non-reconstruction implies the following weaker concentration inequality.

**Corollary 5.3.5.** Under the assumptions of Theorem 5.3.1, there exists constant $C_1, C_2 > 0$ such that

\[ P_{\tau \sim \mu}(R_{x,l} > z) \leq \frac{C_2}{z} e^{-C_1l}. \quad (5.3.6) \]

**Proof.** By the definition of non-reconstruction, $\lim_{l \to \infty} d_{TV}(\mu_{L_i}^c, \mu_{L_i}) = 0$. Hence for sufficiently large $l$, $d_{TV}(\mu_{L_i}^c, \mu_{L_i}) \leq \delta$ and by induction there exists constant $C_2 > 0$ that

\[ d_{TV}(\mu_{L_i}^c, \mu_{L_i}) \leq C_2e^{-C_1l}. \]

A duality argument then shows that

\[ \mathbb{E}_{\tau \sim \mu} |\tilde{R}_{x,l}(c) - 1| = \mathbb{E}_{\tau \sim \mu} \left| \frac{1}{\tau(c)} \mu(\sigma_x = c) \mid \sigma_{L_x,l} = \tau_{L_x,l} \right| - 1 = \mathbb{E}_{\tau \sim \mu} \left| \frac{\mu^c(\sigma_{L_x,l} \mid \tau_{L_x,l})}{\mu(\sigma_{L_x,l} \mid \tau_{L_x,l})} - 1 \right| = \sum_{\tau} |\mu^c(\sigma_{L_x,l} \mid \tau_{L_x,l}) - \mu(\sigma_{L_x,l} \mid \tau_{L_x,l})| = 2d_{TV}(\mu_{L_i}^c, \mu_{L_i}) \leq 2C_2e^{-C_1l}. \]

Maximizing over $c \in [k]$ we get $\mathbb{E}_{\tau \sim \mu} R_{x,l} \leq C_2e^{-C_1l}$ for some (different) constant $C_1, C_2 > 0$ and (5.3.6) follows by Markov’s inequality.

Finally we improve the concentration bound of (5.3.6) using Lemma 5.3.3.

**Proof of Theorem 5.3.1.** By Lemma 5.3.3, the event $R_{x,l} > z$ implies that either there exist two $i \in [d^m]$ such that $R_{y_i,l-m} > \epsilon$ or $\sum_{i=1}^{d^m} R_{y_i,l-m} > 2z$. In the second case if the event $\sum_{i=1}^{d^m} R_{y_i,l-m} > 2z$ holds and for every $y_i$, $R_{y_i,l-m} \leq \frac{3}{2}z$, then there must exist at least two $i$ such that $R_{y_i,l-m} > \frac{1}{2d^m}z$, otherwise $\sum_{i=1}^{d^m} R_{y_i,l-m} \leq \frac{3}{2}z + \frac{d^m-1}{2d^m}z < 2z$. Therefore we can write

\[ P_{\tau \sim \mu}(R_{x,l} > z) \leq P_{\tau \sim \mu}(\exists \text{ two } y_i \in L_{x,m}, R_{y_i,l-m} > \epsilon) + P_{\tau \sim \mu}(\exists y_i \in L_{x,m}, R_{y_i,l-m} > \frac{3}{2}z) \]

\[ + P_{\tau \sim \mu}(\exists \text{ two } y_i \in L_{x,m}, R_{y_i,l-m} > \frac{1}{2d^m}z). \]

Let $g(z,l) = P_{\tau \sim \mu}(R_{x,l} > z)$ and $C = \max\{2d^m, \frac{1}{c_{\text{min}}}\}$, note $g(z,l)$ is a decreasing function in $z$, the equation above become

\[ g(z,l) \leq d^m g^2(\epsilon, l-m) + d^m g(\frac{3}{2}z, l-m) + d^m g^2(\frac{1}{2d^m}z, l-m) \]

\[ \leq d^m g(\frac{3}{2}z, l-m) + 2d^m g^2(\frac{1}{C}z, l-m). \]
Iterating this estimation \( h \) times, we have
\[
g(z, l) \leq \sum_{i=0}^{h} (2d^{2m})^{2^{h-i}(1+i)} g^{2^{h-i}} \left( (\frac{3}{2}) i \left( \frac{1}{C} \right)^{h-i} z, l - hm \right).
\] (5.3.7)

where the coefficient can be shown by induction on \( h \) using inequality \((a + b)^2 \leq 2(a^2 + b^2)\).

Since for all \( z > \pi_{\min}^{-1} \) we have \( g(z, l) = 0 \), the summand on the RHS of (5.3.7) is zero for large \( i \). Fix \( \kappa = \ln \frac{4}{3} C / \ln \frac{2}{3} C < 1 \), for \( h \geq \ln(\frac{1}{z \pi_{\min}}) / \ln(\frac{4}{3}) \) and \( i > \kappa h \), we have \( (\frac{3}{2}) i \left( \frac{1}{C} \right)^{h-i} z > \pi_{\min}^{-1} \). Therefore
\[
g(z, l) \leq \sum_{i=0}^{\kappa h} (2d^{2m})^{2^{h-i}(1+i)} g^{2^{h-i}} \left( (\frac{3}{2}) i \left( \frac{1}{C} \right)^{h-i} z, l - hm \right) \leq \kappa h \left[ (2d^{2m})^{h} g \left( C^{-h} z, l - hm \right) \right]^{2(1-\kappa)^h}
\]

Now apply (5.3.6) and let \( h = rl/m \) for small \( r > 0 \) such that \((1 - r)C_1 - r \cdot \frac{1}{m} \ln(2Cd^{2m}) > \frac{1}{2} C_1 > 0 \). For large enough \( l \) such that \( \ln l \leq 2 \frac{(1-\kappa)l}{m} \), we have
\[
g(z, l) \leq \kappa l \left( (2d^{2m})^{h} \frac{C_2 C^h}{z} e^{-C_1 (l - hm)} \right) \left( \frac{2^{(1-\kappa)l}}{m} \right)^{2(1-\kappa)^h}.
\]

Let \( C_3 = \frac{2}{C_1}, C_4 = \frac{\kappa r}{m}, C_5 = \frac{(1-\kappa)r}{m} \ln 2 \). For \( l > C_3 (1 + \ln 2C_2 - \ln z) \), we have \( g(z, l) \leq C_4 \exp(-\exp(C_5 l)) \).

Finally define \( \xi = \frac{1}{2} \min\{C_3^{-1}, C_5\} \), plug in \( z_l = \exp(-\xi l) \). When \( l \) is large enough, we have \( C_3 (1 + \ln 2C_2 - \ln z) \leq C_3 (1 + \ln 2C_2) + \frac{1}{2} l < l \) and \( \exp(\exp(\frac{1}{2} C_5 l)) > C_4 \), therefore
\[
\mathbb{P}_{\tau \sim \mu} \left( R_{x,l}(\tau) \geq e^{-\xi l} \right) = g(z_l, l) \leq C_4 \exp(-e^{C_3 l}) \leq \exp(-e^{\xi l}),
\]
completing the proof. \( \square \)

### 5.4 Proof of Lemma 5.2.4

The proof of Lemma 5.2.4 contains two steps. First for block \( B_{x,l} \) with sufficiently large \( l \), we study the measure \( \mu_{B_{x,l}}^{\tau, \nu} \) induced on the upper half of block \( B_{x,l}/2 \) (here and throughout the section, we choose \( l \) to be even) and consider the following subset of \( \Omega_{B_{x,l}}^{\tau} \):
\[
A_{\tau} = \{ \sigma \in \Omega_{B_{x,l}}^{\tau} : \forall x \in L_{x,l/2+2}, \ x \text{ is free w.r.t. } \sigma \}.
\]

\( A_{\tau} \) can be considered as the set of “good” configurations with boundary condition \( \tau \). As we will show later, under connectivity condition \( C \), \( \mu_{B_{x,l}}^{\tau, \nu}(A_{\tau}) \) is close to 1 with high probability.

And as the following lemma claims, conditioning on \( A_{\tau} \) and the configuration on \( L_{x,l/2} \), the
boundary of \( B_{x,l/2} \), the marginal of \( x \) induced by \( \mu^{*,\tau}_{B_{x,l}} \) equals to the marginal induced by \( \mu^c \). Therefore, as a second step we can apply the result of Theorem 5.2.3 to \( B_{x,l/2} \). Let \( \Omega_{L_{x,l/2}} \) be the set of configuration on \( L_{x,l/2} \). Throughout the section, we assume that \( M \) satisfies the connectivity condition \( \mathfrak{C} \).

**Lemma 5.4.1.** For arbitrary \( \tau \in \Omega^c_T \), \( \eta \in \Omega_{L_{x,l/2}} \) and state \( c' \in [k] \) that is compatible with \( c \),

\[
\mu^{*,\tau}_{B_{x,l}}(\sigma_x = c' \mid \sigma_{L_{x,l/2}} = \eta, \sigma \in A_\tau) = \mu^c(\sigma_x = c' \mid \sigma_{L_{x,l/2}} = \eta) = \mu^c(\sigma_x = c \mid \sigma_{L_{x,l/2}} = \eta). \tag{5.4.1}
\]

**Proof.** For convenience of notation, abbreviate \( \sigma_1 = \sigma_{B_{x,l/2} - 1} \), \( \sigma_2 = \sigma_{B_{x,l} \setminus B_{x,l/2}} \), so every configuration \( \sigma \in \Omega_{B_{x,l}} \) can be written as a three tuple \((\sigma_1, \eta, \sigma_2)\). We of course have that \( \sigma_1, \sigma_2 \) are conditionally independent given \( \sigma_{L_{x,l/2}} = \eta \). By the definition of \( A_\tau \), \( \{ \sigma \in A_\tau \} \) only depends on \( \sigma_2 \). Therefore to show (5.4.1), it is enough to show that conditioned on \( \sigma_{L_{x,l/2}} \) and \( \sigma \in A_\tau \), \( \sigma \sim \tau \) is independent of \( \sigma_1 \). From there we have

\[
\mu^{*,\tau}_{B_{x,l}}(\sigma_x = c' \mid \sigma_{L_{x,l/2}} = \eta, \sigma \in A_\tau) = \mu^c(\sigma_x = c' \mid \sigma_{L_{x,l/2}} = \eta, \sigma \sim \tau, \sigma \in A_\tau) = \mu^c(\sigma_x = c \mid \sigma_{L_{x,l/2}} = \eta, \sigma \in A_\tau) = \mu^c(\sigma_x = c \mid \sigma_{L_{x,l/2}} = \eta).
\]

Since “\( \sim \)” is a transitive relation, the conditional independence of \( \sigma \sim \tau \) and \( \sigma_1 \) follows from the following claim. \( \square \)

**Claim 5.4.2.** For each \( \tau \in \Omega^c_T \), \( \eta \in \Omega_{L_{x,l/2}} \) and for all \( \sigma = (\sigma_1, \eta, \sigma_2) \), \( \sigma' = (\sigma_1, \eta, \sigma_2) \in \Omega_{B_{x,l}}^c \) if \( \sigma, \sigma' \in A_\tau \), then \( \sigma \sim \sigma' \).

**Proof.** For each \( x \in T \), let \( p(x) \) denote the parent of \( x \). By Lemma 5.2.1, there exists a path \( \Gamma \) connecting \( \sigma_1 \) to \( \sigma_1' \) in \( \Omega_{B_{x,l}}^c \) via valid moves of the Glauber dynamics on \( B_{x,l/2} \) with \( \sigma_{p(x)} = c \) and free boundary condition on \( L_{x,l/2} \). We will construct a path \( \Gamma' \) in \( \Omega_{B_{x,l}}^c \) connecting \( \sigma \) to \( \sigma' \) by adding steps between steps of \( \Gamma \) which only changes the configuration on \( B_{x,l} \setminus B_{x,l/2} \), such that vertices in \( L_{x,l/2} \) won’t block the moves in \( \Gamma \) and after finishing \( \Gamma \), we can change the configuration on \( B_{x,l} \setminus B_{x,l/2} \) back to the original \( \sigma_2 \). The construction of \( \Gamma' \) is specified below:

1. **Before starting** \( \Gamma \). For each \( y \in L_{x,l/2 + 2} \), \( \sigma \in A_\tau \) implies that there exists a path \( \Gamma_y \) in \( T_y \) changing \( y \) from \( \sigma_y \) to \( \eta_{p(y)} \) in one step. To see \( \Gamma_y \) is also a connected path in \( B_{x,l} \), we have to show that the parent of \( y \) won’t block \( \Gamma_y \). The only neighbor of \( p(y) \) in \( T_y \) is \( y \) and the only move involving \( y \) in \( \Gamma_y \) is the last step changing \( y \) from \( \sigma_y \) to \( \sigma_{p(y)} \). The value of \( p(y) \) won’t block this last step because \( \sigma_{p(y)} \) is compatible with both \( \sigma_y \) and \( \sigma_{p(y)} \) (they are states of neighboring vertices in \( \sigma \)). Now we will concatenate the \( \Gamma_y \)’s for each \( y \in L_{x,l/2 + 2} \) and change \( \sigma_y \) to \( \sigma_{p(y)} \). After that, for each \( w \in L_{x,l/2} \), all vertices in \( L_{w,2} \) are in state \( \sigma_w = \eta_w \). The configuration on and below \( L_{w,2} \) will henceforth remain fixed until we finish \( \Gamma \).

2. **Performing** \( \Gamma \). For each step in \( \Gamma \), the existence of \( B_{x,l-1} \setminus B_{x,l/2} \) might block this move only if it changes the state of some vertex \( w \in L_{x,l/2} \). Suppose it changes \( w \) from \( c_1 \) to \( c_2 \). Remember in the construction above, all vertices in \( L_{w,2} \) have states \( \eta_w \). By part 1 of \( \mathfrak{C} \),
we can find \( c_4 \in [k] \) which is compatible with \( c_1, c_2 \) and \( \eta_w \). Now in order to change \( w \) from \( c_1 \) to \( c_2 \), it suffices to first change the state of every vertex \( z \in L_{w,1} \) to \( c_3 \), and then change \( w \) from \( c_1 \) to \( c_2 \). This construction keeps the configuration on and below \( L_{x,l/2+2} \) unchanged.

(3) After \( \Gamma \). After the moves in \( \Gamma \), the configuration in \( B_{x,l/2} \) is \((\sigma_1, \eta)\). We can change every vertex \( z \in L_{x,l/2+1} \) back to \( \sigma'_z = \sigma_z \) because at this moment its parent \( p(z) \in L_{x,l/2} \) and all children of \( z \) in \( L_{z,1} \) have state \( \eta_p(z) = \sigma_p(z) \), which is compatible with \( \sigma_z \). From there, we can reverse the path \( \Gamma_y \) for each \( y \in L_{x,l/2+2} \) and change the configuration on and below \( L_{x,l/2+2} \) back to the original configuration \( \sigma(2) \). This completes the construction achieving \( \sigma'_2 = \sigma(2) \).

\[ \square \]

**Lemma 5.4.3.** There exist constants \( C_1 > 1, C_2 > 0 \) such that for all \( l \geq 1 \),

\[
1 - p_l^{\text{free}} \leq C_2 \exp(-C_1^l). \tag{5.4.2}
\]

**Proof.** Fix \( x \in T \) and \( \sigma \in \Omega_{T_x} \). First if for all \( 1 \leq i \leq d, z_i \in L_{x,1} \) is free, then \( x \) is also free. To see that, for any \( c \in [k] \), by connectivity condition there exists \( c' \in [k] \) such that \( c' \) is compatible with both \( c \) and \( \sigma_x \), we can first change all \( z_i \) to \( c' \) in one step and then change \( x \) from \( \sigma_x \) to \( c \) as the final step.

Now consider the set of \( y_{ij} \)'s where \( y_{ij} \in L_{z_i,1} \subset L_{x,2} \) for \( 1 \leq i, j \leq d \). If at most one of the \( y_{ij} \)'s is not free, say \( y_{11} \in L_{z_1,1} \), then for each \( i \neq 1 \), \( z_i \) is free and \( z_1 \) can change in one step to all states compatible with \( \sigma_{y_{11}} \). Again by \( \mathcal{C} \), for all \( c \in [k] \) there exists \( c' \in [k] \) such that \( c' \) is compatible with \( c, \sigma_x \) and \( \sigma_{y_{11}} \). By the construction above, we can change \( x \) from \( \sigma_x \) to \( c' \) in one step, hence \( x \) is also free.

This implies if \( x \) is not free, then there exist at least two \( y_{ij} \in L_{x,2} \) that are not free. By part 2 of \( \mathcal{C} \), there exists \( l_0 > 0 \), such that for all \( l > l_0 \) we have \( 1 - p_l^{\text{free}} < 1/d^8 \) and hence

\[
1 - p_l^{\text{free}} \leq \left( \frac{d^2}{2} \right)^2 = d^4(1 - p_{l-2}^{\text{free}})^2 \leq (1 - p_{l-2}^{\text{free}})^{1.5}.
\]

By induction, \( 1 - p_l^{\text{free}} \leq (1 - p_{l_0}^{\text{free}})^{(1.5)^{(l-l_0)/2}} \) which completes the proof. \( \square \)

**Remark 5.4.4.** Claim 5.4.2 and Lemma 5.4.3 are the two main places where connectivity conditions are used: The first part of condition \( \mathcal{C} \) is used in the construction of \( \Gamma \). It might be possible circumvented the assumption by using more carefully constructed paths. However this would be purely technical and not the main interest of this chapter. The second part of condition \( \mathcal{C} \) is used to show that \( A_r \) happens with high probability.

Note that Claim 5.4.2 implies that when restricted to \( A_r \), the fixed boundary Glauber dynamics on \( B_{x,l/2} \) is irreducible as a subgraph of the Glauber dynamic on the larger block \( B_{x,l} \). It is possible to replace the current connectivity condition by general assumptions bounding the probability of the later events directly.

Now we can finish the proof of Lemma 5.2.4, from which Theorem 5.1.1 follows immediately.
Proof of Lemma 5.2.4. Let $C = \alpha(l/2 + 1 - \delta)^2/[(1 - \delta)^2 \mu^c(\sigma_x = c')]$ be the quantity on the left hand side of (5.2.3). It is enough to show that there exist constants $l_1 \geq 2l_0$, $K \geq 1$ such that for all $l \geq l_1$

$$\mathbb{P}_{\tau \sim \mu^c} \left( |\mu^c(\sigma_x = c') - \mu^c(\sigma_x = c')| \geq \frac{K}{C} \right) \leq e^{-2C/K}.$$ 

To see the sufficiency, note that this is just equation (5.2.2) with $\delta_1$ satisfying $1 - \delta_1 = \frac{1}{4K}(1 - \delta)$.

Recall $A_{\tau} = \{ \sigma \in \Omega^r_{B_x,l} : \forall x \in L_{x,l/2+2}, \text{x is free in } \sigma \}$. Lemma 5.4.3 implies that for some constant $C_1 > 1$, $C_2 > 0$, and $l \geq 1$

$$\mathbb{E}_{\tau \sim \mu^c}(\mu_{B_x,l}^* (A_{\tau}^c)) = \mathbb{E}_{\tau \sim \mu^c}(\mu^c(\sigma \notin A_{\tau} \mid \sigma \sim \tau))$$

$$= \mathbb{P}_{\sigma \sim \mu^c}(\exists y \in L_{x,l/2+2}, \text{y is not free})$$

$$\geq d^{l/2+2}(1 - p^\text{free}_{l/2-2}) \leq C_2 d^{l/2+2} \exp(-C_1^{l/2-2}).$$

By Markov inequality,

$$\mathbb{P}_{\tau \sim \mu^c} \left( \mu_{B_x,l}^* (A_{\tau}^c) > \frac{1}{2C} \right) \leq 2C \mathbb{E}_{\tau \sim \mu^c}(\mu_{B_x,l}^* (A_{\tau}^c)) \leq C d^{l/2+2} C_2 \exp(-C_1^{l/2-2}) \to 0,$$  \hspace{1cm} (5.4.3)

as $l \to \infty$. On the event $\{ \tau : \mu_{B_x,l}^* (A_{\tau}^c) \leq \frac{1}{2C} \}$,

$$\mu_{B_x,l}^* (\sigma_x = c' \mid \sigma \in A_{\tau}) \leq \frac{\mu_{B_x,l}^* (\sigma_x = c')}{\mu_{B_x,l}^* (\sigma \in A_{\tau})} \leq \mu_{B_x,l}^* (\sigma_x = c') + \frac{1}{C},$$

$$\mu_{B_x,l}^* (\sigma_x = c' \mid \sigma \in A_{\tau}) \geq \mu_{B_x,l}^* (\sigma_x = c', \sigma \in A_{\tau}) \geq \mu_{B_x,l}^* (\sigma_x = c') - \frac{1}{C}. \hspace{1cm} (5.4.4)$$

Combining the two results together we have

$$\left| \mu_{B_x,l}^* (\sigma_x = c') - \mu_{B_x,l}^* (\sigma_x = c' \mid \sigma \in A_{\tau}) \right| \leq \frac{1}{C}. \hspace{1cm} (5.4.5)$$

Now splitting $\mu_{B_x,l}^* (\sigma_x = c' \mid \sigma \in A_{\tau})$ according to $\sigma_{L_x,l/2}$ and applying Lemma 5.4.1, we have

$$\mu_{B_x,l}^* (\sigma_x = c' \mid \sigma \in A_{\tau}) = \sum_{\eta} \mu_{B_x,l}^* (\sigma_x = c' \mid \sigma \in A_{\tau}, \sigma_{L_x,l/2} = \eta) \mu_{B_x,l}^* (\sigma_{L_x,l/2} = \eta \mid \sigma \in A_{\tau})$$

$$= \sum_{\eta} \mu^c (\sigma_x = c' \mid \sigma_{L_x,l/2} = \eta) \mu_{B_x,l}^* (\sigma_{L_x,l/2} = \eta \mid \sigma \in A_{\tau}). \hspace{1cm} (5.4.6)$$

We would like to estimate the set of $\eta$ such that $\mu^c (\sigma_x = c' \mid \sigma_{L_x,l/2} = \eta)$ has a large bias. Let

$$B = \{ \eta : |\mu^c (\sigma_x = c' \mid \sigma_{L_x,l/2} = \eta) - \mu^c (\sigma_x = c')| \geq \frac{1}{C} \}.$$
Theorem 5.2.3 implies that for \( l/2 \geq l_0 \) and some \( \delta > 0 \), we have \( \mathbb{P}_{\eta \sim \mu^c}(B) \leq e^{-2C} \), where \( \eta \sim \mu^c \) denotes the measure \( \mu^c \) induced on \( L_{x,l/2} \). Again by Markov’s inequality,
\[
\mathbb{P}_{\tau \sim \mu^c}(\mu_{B_{x,l}}^{*,\tau}(\sigma_{L_{x,l/2}}) \in B) > \frac{1}{C} \leq C \mathbb{E}_{\tau \sim \mu^c} \mu_{B_{x,l}}^{*,\tau}(\sigma_{L_{x,l/2}}) = C \mu^c(B) \leq C e^{-2C}.
\]  
(5.4.7)

On the event \( \{\tau : \mu_{B_{x,l}}^{*,\tau}(\sigma_{L_{l/2}}) \leq \frac{1}{C}\} \cap \{\tau : \mu_{B_{x,l}}^{*,\tau}(A^c_{\tau}) \leq \frac{1}{2C}\} \), from (5.4.6) we have
\[
\left| \mu_{B_{x,l}}^{*,\tau}(\sigma_x = c') \mid \sigma \in A_{\tau} \right| - \mu^c(\sigma_x = c') \leq \sum_{\eta} \left| \mu^c(\sigma_x = c' \mid \sigma_{L_{l/2}} = \eta) - \mu^c(\sigma_x = c') \right| \mu_{B_{x,l}}^{*,\tau}(\sigma_{L_{l/2}} = \eta \mid \sigma \in A_{\tau})
\leq \sum_{\eta \in B^c} \frac{1}{C} \mu_{B_{x,l}}^{*,\tau}(\sigma_{L_{l/2}} = \eta \mid \sigma \in A_{\tau}) + \mu_{B_{x,l}}^{*,\tau}(\sigma_{L_{l/2}} = B \mid \sigma \in A_{\tau})
\leq \frac{1}{C} \cdot 1 + \frac{1}{C} \cdot \frac{1}{C} = \frac{3}{C}
\]  
(5.4.8)

where the last inequality follows from similar argument to (5.4.4).

Combining the result of equations (5.4.5) and (5.4.8), on the event \( \{\tau : \mu_{B_{x,l}}^{*,\tau}(\sigma_{L_{l/2}}) \leq \frac{1}{C}\} \cap \{\tau : \mu_{B_{x,l}}^{*,\tau}(A^c_{\tau}) \leq \frac{1}{2C}\} \), we have
\[
\left| \mu_{B_{x,l}}^{*,\tau}(\sigma_x = c') - \mu^c(\sigma_x = c') \right| \leq \frac{3}{C} + \frac{3}{C} = \frac{6}{C}.
\]

Therefore using the bounds from (5.4.3) and (5.4.7), for all \( l \geq 2l_0 \),
\[
\mathbb{P}_{\tau \sim \mu^c}\left( \left| \mu^c(\sigma_x = c' \mid \sigma \sim \tau) - \mu^c(\sigma_x = c') \right| > \frac{6}{C} \right) \leq \mathbb{P}(\mu_{B_{x,l}}^{*,\tau}(\sigma_{L_{l/2}}) \in B) \leq \frac{1}{C} + \mathbb{P}(\mu_{B_{x,l}}^{*,\tau}(A^c_{\tau}) \leq \frac{1}{2C})
\leq C d^{l/2+2} C \exp(-C_1 l^{2/2-2}) + C e^{-2C} \leq e^{-10C},
\]

where the last step is true for large enough constant \( \bar{l} \) depending on \( d, C_1, C_2 \) and \( C' \). This means that the strong concentration inequality (5.2.2) holds for \( K = 6, \delta_1 = 1 - \frac{1}{4K}(1 - \delta) \) and \( l_1 = \max\{2l_0, \bar{l}\} \). Moreover, by taking \( l \) large enough and changing the constant \( C \) to \( 6C \) in (5.4.5) and (5.4.8), we can make \( K \) arbitrarily close to 1.

### 5.5 Component dynamics version of fast mixing results

In this section we prove Theorem 5.2.2. The theorem was originally proved for block dynamics in [MSW04]. Here we give a modification of their theorem adapted to the component dynamics by roughly “adding stars” at all occurrence of \( B_{x,l} \). We will only state the key steps and refer the details to [MSW04]. For the remainder of this section, we let \( \mu = \mu_\tau, \Omega = \Omega_\tau \). Recall that \( \hat{T}_x = T_x \setminus \{x\} \). First we define the entropy mixing condition for Gibbs measure to be the following:
Definition (Entropy Mixing). We say that \( \mu \) satisfies \( EM^*(l, \epsilon) \) if for every \( x \in T, \eta \in \Omega \) and any \( f \geq 0 \) that does not depend on the connected component of \( B_{x,i} \), i.e. \( f(\sigma) = \mu^*_{B_{x,i}}(f), \forall \sigma \in \Omega \), we have \( \text{Ent}^\eta_{T_\eta} [\mu_{T_\eta}(f)] \leq \epsilon \cdot \text{Ent}^\eta_{T_\eta}(f) \) where \( \text{Ent}^\eta_{T_\eta} \) means the entropy w.r.t \( \mu^\eta_{T_\eta} \).

Let \( p_{\text{min}} = \min_{c,c' \in [k]} \{ M(c, c') : M(c, c') > 0 \} \). By the Markov chain construction of configurations, it satisfies that \( p_{\text{min}} = \min_{x,c,c'} \{ \mu^\eta_{T_\eta}(\sigma_x = c') : c, c' \) are compatible \( \}. The following theorem relates the entropy mixing condition to the log-Soblev constant.

**Theorem 5.5.1.** For any \( l \) and \( \delta > 0 \), if \( \mu \) satisfies \( EM^*(l, [(1 - \delta)p_{\text{min}}/(l + 1 - \delta)]^2) \) then \( \text{Ent}(f) \leq \frac{2}{\delta} \cdot \mathcal{E}_\eta^*(f) \).

To prove Theorem 5.5.1, we need the following modification of Lemma 3.5 (ii) of [MSW04]. The proof follows from its analog in [MSW04] immediately once we replace \( \nu_A, \text{Ent}_A, \nu_B, \text{Ent}_B \) there with \( \nu_{T_\eta}, \text{Ent}_{T_\eta}, \nu^*_{B_{x,i}}, \text{Ent}^*_{B_{x,i}} \), respectively.

**Lemma 5.5.2.** For any \( \epsilon < p_{\text{min}}^2 \), if \( \mu \) satisfies \( EM^*(l, \epsilon) \) then for every \( x \in T, \eta \in \Omega \) and any \( f \geq 0 \) we have \( \text{Ent}^\eta_{T_\eta} [\mu_{T_\eta}(f)] \leq \frac{1}{1 - \epsilon} \cdot \mu^\eta_{T_\eta}[\text{Ent}^*_{B_{x,i}}(f)] + \frac{\epsilon'}{1 - \epsilon} \cdot \mu^\eta_{T_\eta}[\text{Ent}_{T_\eta}(f)] \) with \( \epsilon' = \sqrt{\epsilon}/p_{\text{min}} \).

Now plugging \( \epsilon = [(1 - \delta)p_{\text{min}}/(l + 1 - \delta)]^2 \) into Lemma 5.5.2 verifies the hypothesis of the following claim, which then implies Theorem 5.5.1:

**Claim 5.5.3.** If for every \( x \in T, \eta \in \Omega \) and any \( f \geq 0 \),

\[
\text{Ent}^\eta_{T_\eta} [\mu_{T_\eta}(f)] \leq c \cdot \mu^\eta_{T_\eta}[\text{Ent}^*_{B_{x,i}}(f)] + \frac{1 - \delta}{l} \cdot \mu^\eta_{T_\eta}[\text{Ent}_{T_\eta}(f)] ,
\]

then \( \text{Ent}(f) \leq \frac{2}{\delta} \cdot \mathcal{E}_\eta^*(f) \) for all \( f \geq 0 \).

**Proof.** First we decompose \( \text{Ent}(f) \) as a sum of \( \text{Ent}^\eta_{T_\eta} [\mu_{T_\eta}(f)] \). Suppose \( T \) have \( m \) levels, consider \( \emptyset = F_0 \subseteq F_1 \subseteq \cdots \subseteq F_{m+1} = T \), where \( F_i \) is the lowest \( i \) levels of \( T \). By basic properties of conditional entropy (equation (3), (4), (5) of [MSW04]) and Markov property of Gibbs measure, we have

\[
\text{Ent}(f) = \cdots = \sum_{i=1}^{m+1} \mu(\text{Ent}_{F_i}(\mu_{F_{i-1}}(f))) \leq \sum_{i=1}^{m+1} \sum_{x \in F_i \setminus F_{i-1}} \mu(\text{Ent}_{T_\eta}(\mu_{F_{i-1}}(f))) \leq \sum_{x \in T} \mu(\text{Ent}_{T_\eta}(\mu_{T_\eta}(f))).
\]

(5.5.2)

Denote the final sum by \( P\text{Ent}(f) \). For each term in the sum of \( P\text{Ent}(f) \), apply (5.5.1) to \( g = \mu_{T_\eta \setminus B_{x,i} \cup \partial B_{x,i}}(f) \) and perform the decomposition trick of (5.5.2) again, we have for every \( x \in T \) and \( \eta \in \Omega \)

\[
\text{Ent}^\eta_{T_\eta} [\mu_{T_\eta}(f)] = \text{Ent}^\eta_{T_\eta} [\mu_{T_\eta}(g)] \leq c \cdot \mu^\eta_{T_\eta}[\text{Ent}^*_{B_{x,i}}(g)] + \frac{1 - \delta}{l} \cdot \mu^\eta_{T_\eta}[\text{Ent}_{T_\eta}(g)]
\]

\[
\leq c \cdot \mu^\eta_{T_\eta}[\text{Ent}^*_{B_{x,i}}(f)] + \frac{1 - \delta}{l} \cdot \sum_{y \in B_{x,i} \cup \partial B_{x,i}, y \neq x} \mu^\eta_{T_\eta}[\text{Ent}_{T_\eta}(\mu_{T_\eta}(f))].
\]
Now sum over \( x \in T \) and take expectation w.r.t. \( \mu \) for \( \eta \in \Omega \). Note that the first term of the last line sums up to \( \mathcal{E}^*_l = \sum_{x \in T} \mu(\text{Ent}_{B_{x,l}}^*(f)) \) and each \( y \) in second term appears in at most \( l \) blocks, we have

\[
\text{PEnt}(f) \leq c \cdot \mathcal{E}^*_l(f) + \frac{1 - \delta}{l} \sum_{x \in T} \sum_{y \in B_{x,l} \cap \overline{B_{x,l}}, y \neq x} \mu[\text{Ent}_{T_y}(\mu_{T_y}(f))] \\
\leq c \cdot \mathcal{E}^*_l(f) + \frac{1 - \delta}{l} \cdot l \cdot \sum_{y \in T} \mu[\text{Ent}_{T_y}(\mu_{T_y}(f))] = c \cdot \mathcal{E}^*_l(f) + (1 - \delta) \cdot \text{PEnt}(f),
\]

and hence \( \text{Ent}(f) \leq \text{PEnt}(f) \leq \frac{c}{\delta} \cdot \mathcal{E}^*_l \).

Given the result of Theorem 5.5.1, it is enough to show that for some constant \( \alpha \), concentration inequality of (5.2.2) implies \( \text{EM}^*(l, [(1 - \delta)\mu_{\text{min}}/(l + 1 - \delta)]^2) \). For convenience of notation, we define the two following functions for each \( c' \in [k] \):

\[
g_{c'}(\sigma) = \frac{\mu(\sigma|\sigma_\rho = c')}{\mu(\sigma)} = \frac{1}{\mu(\sigma_\rho = c')} \cdot 1\{\sigma_\rho = c'\}, \quad g_{c'}^{*|l}(\sigma) = \mu_{B_{\rho,l}}(g_{c'}). \]

Letting \( \delta' = (1 - \delta)^2/\alpha(l + 1 - \delta)^2 \), we can rewrite (5.2.2) as

\[
\mu \left( \left\| g_{c'}^{*|l} - 1 \right\| > \delta' \right) \leq e^{-2/\delta'}. \tag{5.5.3}
\]

**Theorem 5.5.4.** There exists a constant \( C \) such that if (5.5.3) holds for some \( \delta' \geq 0 \) and all pairs of states \( c, c' \in [k] \), we have \( \text{Ent}[\mu_T(f)] \leq C\delta'\text{Ent}(f) \) for any \( f \geq 0 \) satisfying \( f(\sigma) = \mu_{B_{\rho,l}}(f), \forall \sigma \in \Omega^c \), i.e. \( \text{EM}^*(l, C\delta') \) holds.

**Proof.** Since for any \( f' \geq 0 \), \( \text{Ent}(f') \leq \text{Var}(f')/\mu(f) \), we can write

\[
\text{Ent}[\mu_T(f)] \leq \frac{\text{Var}[\mu_T(f)]}{\mu(\mu_T(f))} = \frac{1}{\mu(f)} \sum_{c' \in [k]} \mu(\sigma_\rho = c') (\mu(f|\sigma_\rho = c') - \mu(f))^2 \\
= \frac{1}{\mu(f)} \sum_{c' \in [k]} \mu(\sigma_\rho = c') \text{Cov}(g_{c'}, f)^2 \leq \max_{c' \in [k]} \frac{\text{Cov}(g_{c'}^{*|l}, f)^2}{\mu(f)} = \max_{c' \in [k]} \frac{\text{Cov}(g_{c'}^{*|l}, f)^2}{\mu(f)}. \tag{5.5.4}
\]

where covariance is taken w.r.t. \( \mu \) and the last step is because \( f(\sigma) = \mu_{B_{\rho,l}}(f) \). Now using Lemma 5.4 of [MSW04] (cited below) with

\[
f_1 = \frac{g_{c'}^{*|l} - 1}{\|g_{c'}^{*|l}\|_\infty}, f_2 = \frac{f}{\mu(f)}
\]

and noting that \( \|g_{c'}^{*|l}\|_\infty \leq \|g_{c'}\|_\infty \leq \mu_{\text{min}} \), we have \( \text{Cov}(g_{c'}^{*|l}, f)^2 \leq C\delta'\mu(f)\text{Ent}(f) \) for some constant \( C = C'/\mu_{\text{min}}^2 \). Plug it into (5.5.4), we get \( \text{Ent}[\mu_T(f)] \leq C\delta'\text{Ent}(f) \). \( \square \)
Lemma 5.5.5 (Lemma 5.4 of [MSW04]). Let \( \Omega, \mathcal{F}, \nu \) be a probability space and let \( f_1 \) be a mean-zero random variable such that \( \|f\|_\infty \leq 1 \) and \( \nu[|f_1| > \delta] \leq e^{-2/\delta} \) for some \( \delta \in (0, 1) \). Let \( f_2 \) be a probability density w.r.t \( \nu \), i.e. \( f_2 \geq 0 \) and \( \nu(f_2) = 1 \). Then there exists a numerical constant \( C' > 0 \) independent of \( \nu, f_1, f_2 \) and \( \delta \), such that \( \nu(f_1 f_2) \leq C' \delta \text{Ent}_\nu(f_2) \).

**Proof of Theorem 5.2.2.** Fix \( \alpha = C/p_{\min}^2 \) where \( C \) is the constant in Theorem 5.5.4. The desired result follows the combination of Theorem 5.5.1 and 5.5.4. \( \Box \)

### 5.6 Results for \( k \)-coloring

In this section we prove Theorem 4, for which it is enough to verify the connectivity condition \( \mathcal{C} \), in particular to show that \( p_1^{\text{free}} \to 1 \), as \( l \to \infty \). In fact for the coloring model, as we will show in a moment, a vertex can change to all \( k \) states in one step if all its children can change to 2 or 3 states in one step. We will first formalize this idea by defining the “types” of vertices and then analyze the recursion of this new definition.

Recall the definition that for given configuration \( \sigma \in \Omega_T \) with \( \sigma_p = c \), we say that the root can change to color \( c' \) in one step if and only if there exists a path \( \sigma = \sigma_0, \sigma_1, \ldots, \sigma_n \in \Omega_T \) such that for each \( i, \sigma^i, \sigma^{i+1} \) differs by only one vertex and

\[
\sigma^i_p = \begin{cases} 
  c & 0 \leq i \leq n - 1 \\
  c' & i = n 
\end{cases}
\]

Let \( C(\rho) \) denote the set of colors the root can change to in one step (including its original color). We define the type of root to be rigid (type 2, type 3, resp.) if \( |C(\rho)| = 1 \) (\( = 2, \geq 3 \), resp.). For general vertex \( x \in T \), not necessarily the root, we can similarly define \( C(x) \) and rigid, type 2, type 3 by treating \( x \) as the root of subtree \( T_x \) and considering \( \sigma|_{T_x} \). Set \( C(x) \) is a function of \( \sigma_{T_x} \) and is independent of the rest of the tree.

Let \( p_l^r = \mu_l(\text{the root is rigid}) \), where \( \mu_l \) is the Gibbs measure on \( l \)-level tree with free boundary condition. Define \( p_l^{(2)}, p_l^{(3)} \) similarly, we have \( p_l^r + p_l^{(2)} + p_l^{(3)} = 1 \). For tree \( T \) with \( l' > l \) levels and vertex \( x \in T \) that is \( l \) levels above the bottom boundary, noting that \( \mu_{l'}|_{T_x} = \mu_l \), we also have

\[
\mu_{l'}(x \text{ is rigid/type 2/type 3}) = \mu_{l'}|_{T_x}(x \text{ is rigid/type 2/type 3}) = p_l^r / p_l^{(2)} / p_l^{(3)}.
\]

The definition above is independent of the parent of \( x \). In order to analyze these probabilities recursively, we introduce one further definition describing how the type of one vertex affects the type of its parent. Recall that \( p(x) \) denotes the parent of \( x \). Fix a configuration \( \sigma \in \Omega_T \). For any \( x \in \bar{T} = T \setminus \{\rho\} \), we say \( x \) is bad if \( C(x) \setminus \{\sigma_p(x)\} = \{\sigma_x\} \) and good otherwise. Observe that \( \sigma_x \) is always an element of \( C(x) \). If \( x \) is good, then \( |C(x) \setminus \{\sigma_p(x)\}| \geq 2 \), i.e. \( x \) has at least one more choice other than \( \sigma_p(x) \). Note that the event that \( x \) is bad depends only on \( \sigma|_{T_{p(x)}} \) and given \( \sigma_x \), for \( x_i \in L_x, 1 \), events \( \{x_i \text{ is bad} \} \) are conditionally i.i.d. and independent of the configurations outside \( T_x \). Hence, by similar argument, we can define \( p_l^b = 1 - p_l^r = \)
\( \mu'_v(x \text{ is bad}). \) The relation between the type of a vertex and its goodness/badness is given in the following lemma.

**Lemma 5.6.1.** For \( l > l > 0 \) and \( x \in T \) \( l \) levels above the bottom boundary,

\[
\mu'_v(x \text{ is bad} | x \text{ is rigid}) = 1, \mu'_v(x \text{ is bad} | x \text{ is type 2}) = \frac{1}{k-1}, \mu'_v(x \text{ is bad} | x \text{ is type 3}) = 0, \tag{5.6.1}
\]

Hence \( p_l^b = p_l^1 + \frac{1}{k-1} p_l^{(2)}, p_l^g = p_l^{(3)} + \frac{k-2}{k-1} p_l^{(2)}. \)

**Proof.** The first and third equation of (5.6.1) is obvious as \( |C(x)| \) and \( |C(x) \setminus \{\sigma_p(x)\}| \) differs at most by one, and the equality about \( p_l^b \) and \( p_l^g \) follows immediately from (5.6.1). Hence it lefts to show the second equation. Given \( |C(x)| = 2 \), \( x \) is bad if and only if \( \sigma_p(x) \in C(x) \).

Therefore the conditional probability on the left hand side of the second equation equals to \( \mathbb{P}(C(x) = \{\sigma_p(x), \sigma_x\} | |C(x)| = 2) \).

Note that \( C(x) \) is a function of \( \sigma_{T_x} \), in particular it is conditionally independent of \( \sigma_p(x) \) given \( \sigma_x \). By symmetry, the distribution of \( C(x) \setminus \{\sigma_x\} \) given \( |C(x)| \) and \( \sigma_x \) is the uniformly distribution on the \( \binom{k-1}{|C(x)|-1} \) ways of choosing \( |C(x)| - 1 \) elements from \( [k] \setminus \{\sigma_x\} \). Hence

\[
\mathbb{P}(C(x) = \{\sigma_p(x), \sigma_x\} | |C(x)| = 2) = \frac{1}{k-1} = \frac{1}{k-1}.
\]

The next lemma follows a similar argument to Claim 5.4.2 and Lemma 5.4.3, and shows that in order to bound the probability of a vertex being free, it is enough to bound the probability of being bad.

**Lemma 5.6.2.** Suppose \( k \geq 4 \). For any \( \sigma \in \Omega_T \) and \( x \in T \), if every child of \( x \) is good, then \( x \) is free.

**Proof.** Fix \( c \in [k] \). Since all children of \( x \) are god, for each child \( y_i \) there exists \( c_i \in C(y_i) \setminus \{c, \sigma_x\} \). Therefore to change \( x \) from \( \sigma_x \) to \( c \) in one step, we can first change the color of every \( y_i \) to \( c_i \) in one step and then in the final step change \( x \) from \( \sigma_x \) to \( c \). Since this is true for all \( c \in [l] \), we conclude that \( x \) is free.

Now we will show that for large enough \( k \), in the region of non-reconstruction, the probability of seeing a bad vertex \( l \) levels above bottom decays double exponentially fast in \( l \). In fact we will prove the result for a region slightly larger than the known non-reconstruction region, which is \( d \leq k[\ln k + \ln \ln k + \beta] \), for any \( \beta < 1 - \ln 2 \) (see [Sly09]).

**Theorem 5.6.3.** Suppose \( \beta < 1 \). For sufficiently large \( k \) and \( d \leq k[\ln k + \ln \ln k + \beta] \), there exists a constant \( l_0 \) depending only on \( k \) and \( d \), such that for \( l \geq l_0 \),

\[
p_l^b \leq \exp(-(k/2)^{1-l_0} \tag{5.6.2}
\]
We first finish the proof of Theorem 4 using Lemma 5.6.2 and Theorem 5.6.3.

**Proof of Theorem 4.** It has been shown in [Sly09] that for any $\beta < 1 - \ln 2$, there exist $k_0 = k_0(\beta)$ such that for any $k \geq k_0$ and $d \leq k(\ln k + \ln \ln k + \beta)$, the $k$-coloring model is non-reconstructible on $d$-ary trees. Therefore by Theorem 5.1.1, it is enough to show that the connectivity condition holds. The first part of the condition is obviously true for $k \geq 4$. For the second condition,

$$1 - p_l^{\text{free}} = \mathbb{P}_{\sigma \sim \mu_l}(\text{root is not free}) \leq \mathbb{P}(\exists x \in L_1, x \text{ is bad}) \leq dp_{l-1}b \leq d \exp\left(-\left(\frac{1}{2}k\right)^{l-l_0}\right).$$

The last term in the equation above tends to 0 as $l$ tends to infinity, which completes the proof.

The proof of Theorem 5.6.3 is split into two phases: when $p_l$ is close to 1 and when $p_l$ is smaller than $\frac{1}{\epsilon d}$.

**Lemma 5.6.4.** Under the assumption of Theorem 5.6.3, there exist a constant $l_0$ depending only on $k$ and $d$ such that $p_l < \frac{1}{\epsilon d}$.

**Proof.** This proof is similar to Lemma 2 and Lemma 4 of [Sly09]. We recursively analyze the probabilities as a function of the depth of the tree $l$. For $l = 0$, $T$ consist only the bottom boundary and hence $p_0 = 1, p_2 = 0, p_0 = p_0 + \frac{1}{k-1}p_2 = 1$.

For $l \geq 1$, suppose without loss of generality that the color of the root is 1 and its children are $x_1, \ldots, x_d \in L_1$. Let $\mathcal{F}$ denote the sigma-field generated by $(\sigma_{x_i})_{i=1}^d$ and let $d_c = |\{i, \sigma_{x_i} = c\}|$ be the number of children with color $c$ for $2 \leq c \leq k$. By definition, the sizes of $C(x_i)$'s and hence the types of $x_i$'s are independent of $\mathcal{F}$ and i.i.d. distributed. Conditioning on $\mathcal{F}$ and $(|C(x_i)|)_{i=1}^d$, set $C(x_i)\setminus\{\sigma_{x_i}\}$ is uniformly randomly chosen among all subsets of $[k]\setminus\{\sigma_{x_i}\}$ with $(|C(x_i)| - 1)$ elements. Therefore the number of bad vertices of color $c$ given $\mathcal{F}$ is follows the binomial distribution with parameter $\text{Bin}(d_c, p_{l-1}b)$.

Following similar argument of Lemma 5.6.2, the root can change to color $c$ in one step if and only if none of the $x_i$'s with color $c$ is bad, which happens with probability $(1 - p_{l-1}b)^{d_c}$. Therefore we have

$$p_l = p_l^r + \frac{1}{k-1}p_l^r = \prod_{c=2}^k \mathbb{E}\left[1 - (1 - p_{l-1}b)^{d_c}\right] + \frac{1}{k-1} \sum_{c=2}^k \mathbb{E}\left[(1 - p_{l-1})^{d_c} \prod_{c \neq c'} (1 - (1 - p_{l-1}b)^{d_c})\right].$$

Viewing the right hand side as a function of $(d_2, \ldots, d_k)$, increasing $d_c$ means adding more vertices of color $c$, which increases the probability of blocking the move of the root. Therefore $p_l$ is an increasing function w.r.t every $d_c$. By symmetry, $(d_2, \ldots, d_k)$ follows a multi-nominal distribution. Fix $\beta < \beta^* < 1$ and let $\tilde{d}_c$ be i.i.d. Poisson($D$) random variables where $D = \ln k + \ln \ln k + \beta^*$. We can couple $(d_2, \ldots, d_k)$ and $(\tilde{d}_2, \ldots, \tilde{d}_k)$ such that $(d_2, \ldots, d_k) \leq \tilde{d}_c$
(\tilde{d}_2, \ldots, \tilde{d}_k) \text{ whenever } \sum_{c=2}^{k} \tilde{d}_c \geq d. \text{ Letting } p = \mathbb{P}(\text{Poisson}((k-1)D) < d), \text{ the recursion relationship satisfies}

\begin{align*}
\rho_i^b = \rho_i^r + \frac{1}{k-1} \rho_i^{(2)} = \prod_{c=2}^{k} \mathbb{E} \left[ 1 - (1 - \rho_{i-1}^b)^{\tilde{d}_c} \right] + \frac{1}{k-1} \sum_{c' = 2}^{k} \mathbb{E} \left[ (1 - \rho_{i-1}^b)^{\tilde{d}_{c'}} \prod_{c \neq c'} \left( 1 - (1 - \rho_{i-1}^b)^{\tilde{d}_c} \right) \right] \\
\leq \prod_{c=2}^{k} \mathbb{E} \left[ 1 - (1 - \rho_{i-1}^b)^{\tilde{d}_c} \right] + \frac{1}{k-1} \sum_{c' = 2}^{k} \mathbb{E} (1 - \rho_{i-1}^b)^{\tilde{d}_{c'}} \prod_{c \neq c'} \left( 1 - (1 - \rho_{i-1}^b)^{\tilde{d}_c} \right) + p \\
= (1 - \exp(-\rho_{i-1}^b D))^{k-1} + \frac{k-1}{k-1} \exp(-\rho_{i-1}^b D) (1 - \exp(-\rho_{i-1}^b D))^{k-2} + p \\
= (1 - \exp(-\rho_{i-1}^b D))^{k-2} + p \leq \exp\left( -(k-2) \exp(-\rho_{i-1}^b D) \right) + p
\end{align*}

where the last step follows from the fact that \((1 - r)^k \leq e^{-kr}\) for \(0 < r < 1\).

The rest of the proof resembles the argument of Lemma 3 of [Sly09]. Let \(f(x) = \exp\left( -(k-2) \exp(-x D) \right) + p, y_0 = \rho_i^b = 1\) \text{ and recursively define } y_l = f(y_{l-1}). \text{ Since } f(x) \text{ is an increasing function of } x, \text{ we have that } y_l \leq y_l \text{ for any } l > 0. \text{ Hence it is enough to show the existence of } l_0 \text{ such that } y_{l_0} \leq \frac{1}{2d}.

Note that \(\frac{d}{dx} \exp(-x) \mid_{x=0} = -1. \text{ For any sufficiently small } \epsilon > 0, \text{ there exists } \delta > 0 \text{ such that for any } 0 < x < \delta, \text{ } e^{-x} \leq 1 - (1 - \epsilon)x. \text{ Let } k \text{ be large enough such that } (k-2) \exp(-D) = \frac{k-2}{k \ln k} e^{-\beta^*} < \delta. \text{ We have}

\[ y_1 = f(1) \leq 1 - (1 - \epsilon) \frac{k-2}{k \ln k} e^{-\beta^*} + p. \]

Recall our choice of \(\beta < \beta^* < 1\) and \((k-1)D - d \geq (\beta^* - \beta)k + o(k), \text{ by Hoeffding’s inequality, the error term } p \text{ satisfies that } p = \exp(-\Omega(\frac{k}{\sqrt{d}})) = o(k^{-2}) = o(d^{-1}). \text{ Therefore, for large enough } k,\]

\[ y_1 \leq 1 - \frac{1 - \epsilon}{2e \ln k} + o(k^{-1}) \leq 1 = y_0. \]

Repeating the arguments above shows that \(y_l\) is decreasing in \(l\) as long as \((k-2) \exp(-y_l D) < \delta\). \text{ Pick } \epsilon \text{ small enough such that } (1 - \epsilon)e^{-\beta^*} > e^{-1} \text{ and choose } r' > r > 0 \text{ such that } (1 - \epsilon)e^{-\beta^*} > e^{-1}(1 + r'). \text{ It follows that}

\[ 1 - y_{l+1} \geq 1 - (p + 1 - (1 - \epsilon)(k-2) \exp(-y_l D)) \]

\[ \geq (1 - \epsilon) \frac{k-2}{k \ln k} e^{-\beta^*} \exp((1 - y_l) \ln k) - p \]

\[ \geq \frac{k-2}{k} (1 - \epsilon) e^{1-\beta^*} (1 - y_l) - p \]

\[ \geq (1 + r')(1 - y_l) - p \geq (1 + r)(1 - y_l) \]

where the second last inequality follows from inequality \(e^x > ex\), and the last inequality follows from that \(1 - y_l \geq 1 - y_1 = O(\frac{1}{\ln k})\) while \(p = o(k^{-2}). \text{ Therefore after a constant}
number of steps, there must exist some $l$ such that $(k-2)\exp(-y_lD) \geq \delta$. Now choose $\alpha, \alpha'$ such that $e^{-\delta} < \alpha' < \alpha < 1$. When $k$ is large enough, $y_{l+1} \leq p + e^{-\delta} < \alpha' < 1$. Then again for $k$ large enough, $\exp(-y_{l+1}D) \geq \exp(-\alpha' D) \geq \exp(-\alpha \ln k) = k^{-\alpha}$. Therefore for $k$ large enough

$$y_{l+2} \leq p + \exp(-(k-2)\exp(-y_{l+1}D)) \leq p + \exp(-\frac{1}{2}k^{1-\alpha}) \leq \frac{1}{ed}.$$ 

After first $l_0$ levels, we cannot use the same method because the error of Poisson coupling becomes non-negligible; but meanwhile, $p_l^b$ is small enough such that bounding the total number of bad children is enough to finish the proof.

**Proof of Theorem 5.6.3.** In order for a vertex to be bad, there must be at least $k - 2$ of its children which are bad. Therefore,

$$p_l^b \leq \left(\frac{d}{k-2}\right)^{k-2} \leq (dp_{l-1}^b)^{k-2}.$$ 

Let $l_0$ be the constant in Lemma 5.6.4. We complete the proof by inducting on $l$ for $l \geq l_0$: If $l = l_0$, then $p_l^b \leq \frac{1}{ed} \leq \frac{1}{e}$. If for $l > l_0$, $p_l^b$ satisfies (5.6.2), then for $k$ large enough such that $\ln(2k \ln k) \leq \frac{1}{4}k$ and $k - 2 \geq \frac{3}{4}k$,

$$p_{l+1}^b \leq (dp_l^b)^{k-2} \leq \left(2k \ln k \exp\left(-\frac{2}{3}(k/2)^{l-l_0}\right)\right)^{k-2} = \exp(k-2) \left(-\frac{2}{3}(k/2)^{l-l_0} + \ln(2k \ln k)\right)$$

$$\leq \exp\left(-\frac{3}{4}k \cdot \frac{2}{3}(k/2)^{l-l_0}\right) = \exp\left(-\frac{2}{3}(k/2)^{l+1-l_0}\right).$$

Therefore (5.6.2) holds for all $l \geq l_0$. 

\[\square\]
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