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ABSTRACT

Very few investigations on wear by particle impact have accounted for the influence of turbulence on erosion. In this study, the effects of turbulent diffusion on particle dispersion, and hence erosion, are demonstrated numerically. Variations imposed on the level of turbulence intensity in a particle-laden jet impinging normally on a flat wall show a strong dependence of wear parameters on this quantity. Impacting particle velocities, trajectories and surface densities are predicted from Lagrangian equations of motion. Eulerian equations are used to describe fluid motion, with the turbulence viscosity evaluated from a k-ε model of turbulence. Non-essential complexities are avoided by assuming one-way coupling between phases and using an adjusted Stokes' drag relation. Numerical calculations reveal that the relative rate of erosion decreases and the location of maximum wear is displaced toward the stagnation point as the turbulence intensity increases. Efforts to remove present model limitations have been hindered by the unavailability of suitable experimental data.
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NOTATION

b width of the wall jet
C1, C2 turbulence model constants
Cμ turbulence model constant
c grid spacing expansion constant
d nozzle diameter
dp particle diameter
f drag force correction factor
h integration time step
H distance from nozzle tip to wall surface
i grid index in the axial direction
j grid index in the radial direction
k turbulent kinetic energy
m particle mass
N number of particles per area per time striking the wall
Nin particle flux through the nozzle
P mean pressure
Ps wear model constant
q particle impact velocity
Q volume of material removed per unit time per unit area

Qref normalization constant \( \frac{N_{in} m U_{in}^2}{6 P_s \psi} \)
r radial coordinate direction
r̅ position of the particle
r1/2 jet half-width
Rej jet Reynolds number \( (U_{in} d/\nu) \)
Re_p particle Reynolds number based on the relative velocity of the phases \( (|U - U_p| d_p/\nu) \)
\[ u_r u_x \] shear stress component
\[ u_r^2 \] radial stress component
\[ u_x^2 \] axial stress component
\[ U \] fluid mean (vector) velocity
\[ U_c \] jet centerline velocity (varies with x)
\[ U_p \] particle mean (vector) velocity
\[ U_{in} \] jet velocity at nozzle tip
\[ U_r \] radial component of fluid mean velocity
\[ U_x \] axial component of fluid mean velocity
\[ x \] axial coordinate direction (pointing towards wall surface)
\[ y \] axial coordinate direction (pointing from wall surface)

Greek letters
\[ \varepsilon \] dissipation of turbulent kinetic energy
\[ \theta \] angle at which the particle strikes the wall (with respect to normal to the wall)
\[ \lambda \] non-dimensional particle response time
\[ \mu \] fluid phase dynamic viscosity
\[ \mu_t \] fluid phase turbulent viscosity
\[ \nu \] fluid phase kinematic viscosity
\[ \rho \] fluid density (pure phase)
\[ \rho_p \] particle density (pure phase)
\[ \sigma_k, \sigma_\varepsilon \] "Prandtl" numbers for k and \( \varepsilon \)
\[ \tau \] particle response time
\[ \psi \] wear model constant
Subscripts

\( f \)  \hspace{1cm} \text{fluid phase}

\( \text{max} \)  \hspace{1cm} \text{maximum value}

\( p \)  \hspace{1cm} \text{particle phase}

\( x \)  \hspace{1cm} \text{axial coordinate direction}

\( r \)  \hspace{1cm} \text{radial coordinate direction}

\( \sim \)  \hspace{1cm} \text{vector quantity}
1. INTRODUCTION

1.1 The Problem of Interest

While it has been known for some time that mean flow conditions can significantly affect erosive wear by particle impingement, the role played by turbulent fluctuations, especially near walls, is neither appreciated nor understood. As a result there is a significant risk when interpreting erosive wear results of incorrectly accounting for behavioral aspects of the wear process that are associated with the turbulent nature of the flow.

In an early study by Finnie [1961], it was suggested that surface erosion by particle impact should increase with increased turbulence levels in some flows. However, to date the phenomenon has not been investigated systematically and in depth. As a result there does not exist a satisfactory data base for guiding fundamental theoretical interpretation and the development of predictive models which account for the influence of turbulence on erosive wear.

In free shear flows it has been established that turbulent fluctuations affect particle dispersion. Some of the experimental data available for the particle-laden jet configuration has been reviewed and extended by Faeth [1983] and Shuen et al. [1984] and discussed by Melville and Bray [1979-a] and Crowder et al. [1984]. Following Pourahmadi and Humphrey [1983], the latter authors modeled particle dispersion in a turbulent mixing layer flow using Eulerian forms of the transport equations and allowing two-way coupling between the continuous fluid and solid phases.

As illustrated by, for example, Melville and Bray [1979-b] and Pourahmadi and Humphrey [1983], the interacting continua approach facilitates the formulation of two-phase flow turbulence modeling concepts. However, it does not yield unambiguous specifications of impact velocity and impact angle upon
collision of a particle with a surface. Knowledge of these two parameters is essential for any useful model of erosive wear. For this reason, it was decided to investigate the influence of turbulence on particle motion, and hence erosion, using a Lagrangian description for the motion of the solid phase. To simplify matters initially, particle motion has been attributed entirely to the mean flow (drag) differences between phases. As a result, turbulence-enhanced diffusion of the particle phase can only occur as a consequence of turbulence-enhanced diffusion in the fluid phase. It will be shown that in spite of this weak one-way coupling, the approach demonstrates clearly the importance of accounting for the influence of turbulence on erosive wear.

The flow chosen for analysis has been the particle-laden jet impinging at right angles to a flat, solid surface also referred to as the "wall." This configuration was chosen because of its considerable practical importance in erosion testing and its relative simplicity. The use of particle-laden jets for accelerated erosion testing is discussed below.

1.2 Particle-Laden Jets for Testing Erosion

Accelerated erosion testing of materials using particle-laden fluid jets has been used extensively to characterize surface wear phenomena. A discussion of the jet technique in relation to other types of testing has been given by Tilly [1979]. Early examples of the use of jets for quantitative experimentation are given in, for example, Finnie [1959] and Finnie et al [1967]. In these and later studies, see Wolak et al. [1976], Li, et al. [1981] and Benchaita et al. [1983], the importance was emphasized of knowing the particle velocity and angle of attack with respect to the surface at the instant of impact in order to correlate and model experimental observations.
By contrast, the influence of turbulence on jet-induced erosion remains unknown and, therefore, somewhat unpredictable.

The influence of mean flow conditions on erosion by particle impact has been reported by Tilly [1979], and although the importance of turbulence in relation to wear has been suspected, it remains virtually unexplored. In a discussion on fluid flow conditions, Finnie [1961] notes that turbulent fluctuations near walls may account for the increased rates of erosion observed in some flows. While turbulent fluid-particle interactions have been extensively studied in free flows (see Hinze [1972] for an enlightening discussion) corresponding detailed investigations in the presence of surfaces undergoing erosion are practically nonexisting.

Other parameters affecting erosion such as: particle rotation at impingement; particle size, shape, physical properties and concentration; surface shape and mechanical properties; nature of the carrier gas and its temperature; and surface temperature increase due to impact have been reviewed by, among others, Finnie [1971], Mills and Mason [1975], Finnie et al. [1979] and Tilly [1979]. A comprehensive assessment of the state of knowledge pertaining to solid particle erosion has been communicated by Adler [1979]. Adler performed a critical relative comparison of current erosion models for ductile and brittle materials.

1.3 The Present Contribution

The main purpose of this study is to demonstrate, within the context of a simple model, the extent to which variations in turbulent flow conditions can influence erosion. Because the impinging jet configuration (Figure 1) is so popular among accelerated erosion testers it has been chosen for illustration. The study is numerical in nature, and shows that mathematical methods and phy-
sical models are presently available for predicting some of the main effects of turbulence on erosion. Related studies include the work by Laitone [1979-a,b] and Benchaita et al. [1983]. Both studies were concerned with predicting the motion of particles near a stagnation point. However, as many others before them, potential flow was assumed for the fluid phase and the effects of turbulence on erosion could not possibly be discerned.

The present research approach builds upon and extends the earlier numerical investigations by Pourahmadi and Humphrey [1983] and Crowder et al. [1984]. However, the flows considered in this study are sufficiently dilute that the equations of motion governing the fluid flow become uncoupled from those governing the particle motion. This is due to the fact that if the particle volume fraction is small (for example, of order $10^{-3}$), the force exerted by the particles on the fluid phase is negligible. Time averaged, steady-state, transport equations are solved numerically for the fluid phase. A two equation $(k-\varepsilon)$ model of turbulence is used to represent the turbulent diffusion of fluid momentum.

After solving for the fluid flow field, Lagrangian equations of motion are solved for the particle motion and trajectories. Thus, the velocity at which the particles strike the wall and the angle at which they strike can be predicted. Upon collision with the wall a particle essentially "disappears" from the flow field. Although this assumption is incorrect, for the dilute systems studied here it is not indispensable to know the particle rebounding characteristics in order to demonstrate how turbulence can effect erosion.

Prior to conducting the two-phase flow calculations referred to, extensive testing of the calculation procedure was performed. The tests showed very good agreement with the measurements of Araujo et al. [1982] for a single phase turbulent jet flow impinging normal to a flat surface.
2. TRANSPORT EQUATIONS AND BOUNDARY CONDITIONS

The first step of the solution procedure is to solve for the fluid phase flow field. A two equation (k-ε) turbulence model is used. A detailed discussion of the transport equations and the solution algorithm for this model can be found in many papers (for example, Launder and Spalding [1974] and, more recently, in Pourahmadi and Humphrey [1983]). A brief discussion follows.

2.1 Fluid Phase

2.1.1 Transport Equations

Decomposing the velocity and the pressure into mean and fluctuating quantities and then time averaging the Navier-Stokes equations yields a set of equations for the mean quantities of interest. However, this procedure introduces additional unknown quantities, the Reynolds stresses such as \( \overline{u_r u_x} \), into the equations. The Reynolds stresses are modeled by an extension of the Boussinesq assumption. This relates the turbulent stress to the rate of strain through a turbulent viscosity \( \mu_t \). The turbulent viscosity can be written in terms of the turbulent kinetic energy (k) and its rate of dissipation (ε). Specifying transport equations for k and ε closes the set of equations describing the flow of fluid.

For steady, incompressible, axisymmetric flow (assuming constant properties):
a) conservation of mass:

\[
\frac{\partial U_r}{\partial r} + \frac{\partial U_x}{\partial x} + \frac{U_r}{r} = 0 \quad (1)
\]

b) conservation of momentum:

\[
\rho \left( \frac{\partial U_r}{\partial r} + U_x \frac{\partial U_r}{\partial x} \right) = -\frac{\partial p}{\partial r} + \mu \left( \frac{\partial^2 U_r}{\partial r^2} + \frac{1}{r} \frac{\partial U_r}{\partial r} + \frac{1}{\partial x^2} \frac{\partial U_r}{\partial x} \right)
\]

\[
- \rho \left[ \frac{1}{r} \frac{\partial}{\partial r} r u_r^2 + \frac{\partial}{\partial x} u_r u_x \right] \quad (2)
\]

\[
\rho \left( \frac{\partial U_x}{\partial r} + U_x \frac{\partial U_x}{\partial x} \right) = -\frac{\partial p}{\partial x} + \mu \left( \frac{\partial^2 U_x}{\partial r^2} + \frac{1}{r} \frac{\partial U_x}{\partial r} + \frac{1}{\partial x^2} \frac{\partial U_x}{\partial x} \right)
\]

\[
- \rho \left[ \frac{\partial}{\partial x} u_x^2 + \frac{1}{r} \frac{\partial}{\partial r} r u_r u_x \right] \quad (3)
\]

The Reynolds stresses are given by

\[
- \rho \overline{u_r^2} = \mu_t \left( 2 \frac{\partial U_r}{\partial r} \right) - \frac{2}{3} \rho k
\]

\[
- \rho \overline{u_r u_x} = \mu_t \left( \frac{\partial U_x}{\partial r} + \frac{\partial U_r}{\partial x} \right) \quad (4)
\]

\[
- \rho \overline{u_x^2} = \mu_t \left( 2 \frac{\partial U_x}{\partial x} \right) - \frac{2}{3} \rho k
\]

The turbulent viscosity is found from the relation:

\[
\mu_t = \frac{C_u \rho k^2}{\varepsilon} \quad (5)
\]
c) Kinetic energy of turbulence ($k$)

\[
U_r \frac{\partial k}{\partial r} + U_x \frac{\partial k}{\partial x} = \frac{1}{r} \frac{\partial}{\partial r} (\nu \frac{\partial k}{\partial r}) + \frac{\partial}{\partial x} (\nu \frac{\partial k}{\partial x}) + \frac{\partial}{\partial x} (\frac{\partial \sigma_k}{\partial x}) + G - \varepsilon
\]  

(6)

d) Energy dissipation ($\varepsilon$)

\[
U_r \frac{\partial \varepsilon}{\partial r} + U_x \frac{\partial \varepsilon}{\partial x} = C_1 \frac{\varepsilon}{k} G - C_2 \frac{\varepsilon^2}{k}
\]

\[
+ \frac{1}{r} \frac{\partial}{\partial r} (\frac{\partial \sigma_{\varepsilon}}{\partial r}) + \frac{\partial}{\partial x} (\frac{\partial \sigma_{\varepsilon}}{\partial x})
\]  

(7)

In equations (6) and (7), the generation of turbulent kinetic energy, $G$, is given by

\[
G = \nu \left[ \frac{\partial U_r}{\partial r} \right] ^2 + \frac{\partial U_x}{\partial x} ^2 + \frac{U_r}{r^2} + \frac{\partial U_r}{\partial r} \frac{\partial U_x}{\partial x}
\]

\[
+ \frac{\partial U_r}{\partial x} \left( \frac{\partial U_x}{\partial x} \right)
\]

For a round jet the constants are given by [Pope (1978)]:

\[
C_\mu = 0.09, \sigma_k = 1, \sigma_\varepsilon = 1.3, C_1 = 1.6 \text{ and } C_2 = 1.9.
\]

2.1.2 Boundary Conditions

Numerical solution of the system of elliptic equations describing the flow field requires the specification of the velocity components ($U_r, U_x$), the turbulent kinetic energy ($k$) and its rate of dissipation ($\varepsilon$) on a closed boundary (see Figure 1).

The following conditions are used: a) values for all the variables are prescribed at the jet inlet plane. For $r < d/2$: $U_x = \text{measured value}$, $U_r = 0$, $k = 0.01 U_x^2$, $\varepsilon = k^{3/2}/(0.2d)$. For $r > d/2$: $U_x = \text{measured value (} = 0)$,
\( U_r = 0, \ k = 0, \ \varepsilon = 0; \) b) on the axis of symmetry \( \partial / \partial r \) (any variable) = 0, except for \( U_r \) which is equal to zero; c) on the wall, \( U_x = 0 \). The shear stress on the wall was prescribed from the logarithmic law-of-the-wall velocity distribution. The values of \( k \) and \( \varepsilon \) were set at the grid points nearest the wall. Assuming that the flow in the wall region is in local equilibrium, the transport equation for \( k \) gives this quantity as a function of the wall shear stress and known quantities in the flow (see Launder and Spalding [1974]). The value of \( \varepsilon \) was set by assuming that near the wall the length scale for turbulent motion varies linearly with the distance from the wall; d) Araujo et al. [1982] indicate that the flow in the wall jet region is approximately parallel to the wall. Hence, on the exit-flow plane: \( U_x = 0, \ \partial / \partial r (r U_r) = 0, \ \partial k / \partial r = 0, \ \partial \varepsilon / \partial r = 0 \).

2.1.3 Finite difference equations and numerical solution

The equations are discretized by control, or cell, volume integration over a staggered interconnected grid. The general form of the resulting finite difference equation for an arbitrary field variable \( \phi \) at a node \( p \) in the calculation domain is of the form:

\[
\phi_p = (\sum A_i \phi_i + S_u) / (\sum A_i + S_p)
\]

where \( \sum A_i \phi_i \) represents both the diffusion and the convection from the nodes adjacent to the node \( p \). \( S_u \) and \( S_p \) represent the sources and sinks of the quantity \( \phi \). The system of difference equations generated by writing equation (8) for the variable \( \phi \) at each node \( p \) in the calculation domain is readily solved using the Thomas algorithm.

In the approximation leading to equation (8), a hybrid scheme is used to difference the convective terms. In this scheme, when diffusion dominates
convection, central differencing is used for the convective terms. However, in regions of the flow where convection dominates diffusion, backwards differencing is used for the convective terms. Because this procedure sacrifices accuracy for stability, it is necessary to ensure that a sufficiently refined grid is used to reduce truncation error to an acceptable level. The diffusion terms in the equations are always discretized using central differencing.

The numerical solution procedure is based on the two dimensional TEACH code; see, for example, Gosman and Ideriah [1976]. In this procedure, the pressure field requires special attention. Linearized expressions for the velocity components, in terms of pressure differences, are substituted into the continuity equation. The resulting difference equation is solved for pressure using the SIMPLE scheme described by Patankar [1980]. The numerical solution sequence is as follows. From an initial guess of the flow field (pressure and velocity) the modified continuity equation is solved for a better estimate of the pressure field. Using the updated pressure field, the momentum equations are solved for the velocity components. This is followed by the solution of $k$ and $\varepsilon$ from their respective equations, in order to obtain a better estimate of the turbulent viscosity, $\mu_t$. The solution sequence is repeated until a pre-established convergence criterion is met; this being that the sum of the normalized residuals for each variable be less than $10^{-3}$. Space considerations have dictated the briefness of this section. However, much information is available on the TEACH code and the numerical practices it embodies. The interested reader will find the reference by Patankar [1980] especially informative.
2.1.4 Calculation grid

After exploring the dependence of the numerical solution on the refinement and distribution of the grid, the $49 \times 49$ unevenly spaced grid shown in Figure 2 was used for the fluid flow calculations. The spacing between successive grid points differed by a multiplicative constant, $c$. Given $m$ grid points along the $x$-direction, the following algorithm fixed their location:

\[
x_1 = -0.5 \Delta x
\]

\[
x_2 = 0.5 \Delta x
\]

\[
x_n = x_{n-1} + c^{n-3} \Delta x = [0.5 + \frac{1 - c^{n-2}}{1 - c}] \Delta x \quad \text{for} \quad 3 < n < m-1
\]

\[
x_m = x_{m-1} + c^{m-4} \Delta x
\]

where $\Delta x$ is determined from the requirement that the computation domain along $x$ be of length $X$.

\[
X = \frac{1}{2} (x_m + x_{m-1}) = \frac{1}{2} c^{m-4} \Delta x + x_{m-1}
\]

\[
= [\frac{1}{2} c^{m-4} + \frac{1 - c^{m-3}}{1 - c} + 0.5] \Delta x
\]

In the axial direction, the constant $c$ was chosen to be 0.95 while in the radial direction $c = 1.058$.

The final calculation grid was chosen by increasing the grid refinement until the calculated fluid field was in good agreement with the experimental results of Araujo et al. [1982]. Due to the thinness of both the developing jet and the wall jet, the grid points were concentrated near the axis of symmetry and near the wall. Estimates of false diffusion, relative to turbulent
diffusion, showed that $\mu_{\text{false}}/\mu_t < 0.05$ in the region of strongest streamline curvature.

2.2 Particle Phase

With the fluid flow field determined, it is possible to calculate the motion of the particles. A detailed discussion of the relative magnitudes of the forces acting on an individual particle has been given by Laitone [1979-b]. Laitone shows that for high speed incompressible air flows in which the particulate phase is dilute the dominant force acting on a particle is the drag force. Particle-particle interactions, virtual mass effects, lift, viscous, pressure, gravity, Basset, and Magnus forces are all relatively small and assumed to be negligible.

2.2.1 Equation of Motion

The particles are assumed to be spherical so that Stokes' drag formula can be used. Since this formula is only valid when the particle Reynolds number (based on the relative velocity between the two phases) is much less than one, an empirically determined correction factor ($f$) is used when the particle Reynolds number is of order one or larger. For the conditions stipulated, the particle equation of motion is:

$$\frac{d^2 r}{dt^2} = f \left( U - \frac{dr}{dt} \right)$$

(9)

where $r = (x_p, r_p)$ refers to the position of the particle, the particle velocity is $U_p = dr/dt$ and $U$ is the velocity of the fluid at $r$. The particle response time is given by

$$\tau = \frac{d_p^2 \rho_p}{18 \mu}$$

(10)
The correction factor, $f$, given by Boothroyd [1971] is:

$$ f = \begin{cases} 
1 + 0.15 \text{Re}_p^{0.687} & 0 < \text{Re}_p < 200 \\
0.914 \text{Re}_p^{0.282} + 0.0135 \text{Re}_p & 200 < \text{Re}_p < 2500 \\
0.0167 \text{Re}_p & \text{Re}_p > 2500 
\end{cases} \quad (11) $$

where $\text{Re}_p$ is the particle Reynolds number. Equation 9 can be rewritten as a set of first order differential equations:

$$ \frac{dr}{dt} = U_p \quad (12) $$

$$ \frac{dU_p}{dt} = \frac{f}{\tau} (U - U_p) \quad (13) $$

The solution of this initial value problem requires the specification of the initial position and velocity of the particle.

2.2.2 Solution Algorithm

One of the second order Runge-Kutta schemes, the midpoint method, was used to solve equations (12) and (13). The midpoint method is a multistep technique in which the slopes are evaluated at the midpoint of the time interval $(t_n, t_{n+1})$. A detailed discussion of the midpoint method is contained in most elementary numerical analysis textbooks (see, for example, Atkinson [1978]). The solution algorithm is as follows (the superscripts refer to the time step):

a) the first step is to determine the position and the velocity of the particle at time $t_n + h/2$. Thus,
\[ \tilde{z}_{n+1/2} = \tilde{z}_n + \frac{h}{2} \tilde{u}_n \]  \hspace{1cm} (14)

\[ \tilde{u}_{p, n+1/2} = \tilde{u}_p^n + \frac{h}{2} \frac{f^n}{\tau} (\tilde{u}_n - \tilde{u}_p^n) \]

When determining the position and velocity of the particle at time \( t_n + h \), the slopes are evaluated at time \( t_n + h/2 \),

\[ z_{n+1} = z_n + h \tilde{u}_{n+1/2} \]  \hspace{1cm} (15)

\[ \tilde{u}_{p, n+1} = \tilde{u}_p^n + \frac{h}{\tau} \frac{f_{n+1/2}}{\tau} (\tilde{u}_{n+1/2} - \tilde{u}_p^{n+1/2}) \]

The truncation error of this method is of order \( h^2 \). The implementation of higher order discretization schemes did not alter the particle trajectories.

The time step, \( h \), was decreased until further decreases in the time step did not alter the solution. A typical time step used was \( 10^{-7} \) sec.

2.2.3 Particle Impact Velocity

To find the impact velocity, Euler's method was used to discretize equations (12) and (13). The primary reason for choosing this discretization scheme was that it facilitates computing the time at which a particle collides with the wall. If a particle collides with the wall during the \( (n+1) \) time step, the location, \( s \), and the velocity, \( q \), of the particle at the moment of impact can be determined from:

\[ s = \tilde{z}_n + U_p \]  \hspace{1cm} (16)

\[ q = \tilde{u}_p^n + \frac{f^n}{\tau} (\tilde{u}_n - \tilde{u}_p^n) \]  \hspace{1cm} (17)
The time, $K$, at which the collision takes place can be determined using the $x$-component of equation (16) by noting that $x_p = L$ at the moment of impact.

### 2.2.4 Interpolating The Fluid Velocity

Since the fluid velocity is calculated at fixed grid points using an Eulerian formulation of the equations of motion, the fluid velocity along the trajectory of a particle must be found by interpolation. Figure 3 shows the four fluid velocity calculation grid points $[(i,j),(i,j+1),(i+1,j)\text{ and } (i+1,j+1)]$ nearest a particle located at $(x_p,r_p)$. $A_i$ (with $i = 1,2,3,4$) represent the areas shown in the figure.

A linear interpolation for the fluid velocity around the point $(x_p,r_p)$ is given by:

$$U(x_p,r_p) = \frac{A_1 U_{i+1,j} + A_2 U_{i,j} + A_3 U_{i+1,j+1} + A_4 U_{i,j+1}}{\sum A_i}. \quad (18)$$

In order to use equation (18), the $(i,j)$ grid point must be found (given the location of the particle).

Solving equation (9) for the grid point number $n$:

$$i - 2 = \text{INT} \left\{ \log \left[ 1 - (1 - c)\left( \frac{x}{\Delta x} - 0.5 \right) \right] \frac{\log c}{\log c} \right\} \quad (19)$$

$$j - 2 = \text{INT} \left\{ \log \left[ 1 - (1 - c)\left( \frac{r}{\Delta r} - 0.5 \right) \right] \frac{\log c}{\log c} \right\} \quad (20)$$

where the INT ($x$) function takes the integer portion of $x$.

### 3. THE MODEL FOR EROSION

Given the velocity, $q$, at which the particles strike the wall surface, the angle, $\theta$, at which they strike (measured with respect to the perpendicular...
to the surface) and the number of particles (per area per time), $N$, hitting the surface, the cutting model proposed by Finnie [1959,1960] can be used to predict the erosion of a ductile metal plate. In the model, $Q$ is the volume of material removed per unit time per unit area by $N$ particles each of mass $m$. The relations derived by Finnie are:

$$Q = \frac{Nmq^2}{2ps^\psi} \left( \sin \theta - 3 \cos^2 \theta \right) \text{ for } 71.5^\circ < \theta < 90^\circ$$

$$Q = \frac{Nmq^2}{6ps^\psi} \sin^2 \theta \text{ for } 0 < \theta < 71.5^\circ$$

(21)

Since relative rates of erosion are of interest here, precise values for the wear model constants $P$ and $\psi$ are not required. In deriving these equations Finnie assumed that the fluid phase was of low density and low viscosity (e.g. air) and also that the abrasives strike the metallic surface with a sharp leading edge.

Throughout the remainder of this paper, $q$, $\theta$ and $N$ are referred to as the erosion parameters.

4. RESULTS AND DISCUSSION

4.1 Single Phase Impinging Jet

For testing purposes, predictions of a single phase fluid flow field were first made for conditions of the experiment of Araujo et al. [1982] corresponding to an air jet impinging on a smooth wall. Araujo et al. used laser Doppler anemometry to measure the mean and fluctuating velocity components in the free jet and wall jet regions. They made measurements in jets impinging both normally and obliquely, with impingement angles ranging from $\theta = 0^\circ$ to $\theta = 20^\circ$. The predictions discussed below were made for a normal impingement angle ($\theta = 0^\circ$).
Figure 4a shows the predicted axial velocity distribution as a function of radial position at \( x/d = 6, 8 \) and 10. As expected, the velocity profiles are self-similar. The velocity has been non-dimensionalized by the center-line velocity at the particular axial location, while the radial position has been non-dimensionalized by the jet half-width (the distance at which the velocity falls to one-half of its center-line value). The following table provides a comparison of the jet spreading rate and the decay of the center-line velocity (both as a function of axial position) with the results of Araujo et al.

<table>
<thead>
<tr>
<th>( x/d )</th>
<th>Araujo et al.</th>
<th>Predictions</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>4</td>
<td>1.17</td>
<td>1.23</td>
</tr>
<tr>
<td>6</td>
<td>1.20</td>
<td>1.26</td>
</tr>
<tr>
<td>8</td>
<td>1.40</td>
<td>1.42</td>
</tr>
<tr>
<td>10</td>
<td>1.69</td>
<td>1.61</td>
</tr>
</tbody>
</table>

The centerline velocity (\( U_c/U_{\text{inlet}} \))

<table>
<thead>
<tr>
<th>( x/d )</th>
<th>Araujo et al.</th>
<th>Predictions</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>4</td>
<td>0.98</td>
<td>0.99</td>
</tr>
<tr>
<td>6</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>8</td>
<td>0.81</td>
<td>0.85</td>
</tr>
<tr>
<td>10</td>
<td>0.70</td>
<td>0.72</td>
</tr>
</tbody>
</table>

Figure 4-b shows the radial velocity as a function of the distance from the wall at various positions in the wall jet. Both the measurements and the predictions show that the velocity profiles are self-similar. In the figure, the velocity has been non-dimensionalized by the maximum velocity in the wall jet (at the radial position in question) and the distance from the wall by the width of the wall jet (defined by Araujo et al. as the distance at which the velocity falls to one-half the maximum velocity).
Figure 4-c shows the turbulence intensity as a function of the distance from the wall at various radial positions along the wall.

For the purposes of this study, the predictions are in good agreement with the experimental results.

4.2 Two-Phase Impinging Jet

The two-phase calculations presented and discussed in this section were obtained with fluid flow conditions set to the normal impingement jet configuration of Araujo et al., discussed above.

4.2.1 Cold Gas Flow

The effects of various parameters, such as the inlet turbulence intensity and the particle size, on the motion of sand-like particles (\( \frac{p_{p}}{p_{f}} = 1709 \)) in air at 300 K are discussed in this section.

Figures 5-a and 5-b show the effect of turbulence on the speed, \( q \), at which 5 \( \mu \)m particles strike the wall surface, the angle, \( \theta \), at which they strike (measured from the normal to the wall) and the number of particles (per area per time), \( N \), that hit the surface.

The greater the inlet turbulence intensity, the more mixing occurs in the jet and consequently the faster the jet spreading rate. The conservation of mass requires that the center-line velocity decrease faster. Thus, the greater the turbulence, the smaller the speeds of impact (as is shown in Figure 5-a).

Consider a fixed radial position on the wall. For the high turbulence case, the particles striking the wall at that position originated at a point closer to the center of the nozzle. Thus, the angle, \( \theta \), at which the particles strike the wall increases with increasing turbulence intensity (as is shown in Figure 5-b). This point is illustrated schematically in Figure 5-c.
Assuming that the inlet particle flux, $N_{in}$, is uniform across the nozzle, the number of particles (per area per time) striking the surface at a given location decreases with increasing turbulence intensity (see figure 5-b). The number of particles striking the area $\pi r_c^2$ per unit time is $\pi r_a^2 N_{in}$ for the high turbulence case and $\pi r_b^2 N_{in}$ for the low turbulence case, $r_c$ is the impact radial location.

Figure 6-a shows the effect of particle size on particle trajectory. Figures 6-b and 6-c show the various erosion parameters for 5 $\mu$m, 10 $\mu$m and 20 $\mu$m particles. The results confirm that the motion of larger particles is relatively unimpeded, thus they strike the surface at greater speeds and at smaller angles.

A non-dimensional particle response time or momentum equilibration constant ($\lambda$) is useful when quantifying the sensitivity of a particle to changes in the mean fluid flow. It is indicated in the figures and is defined as:

$$\lambda = \frac{\tau U_{in}}{d} = \frac{\rho_p d_p^2 U_{in}}{18 \mu}$$

(22)

The quantity $\lambda$ is the ratio between a time scale characteristic of the mean particle motion and a time scale characteristic of the mean fluid flow. The results of this study are in good agreement with Laitone's [1980] prediction that for $\lambda = 0.1$ the particles follow the streamlines and very few collide with the wall, whereas for $\lambda > 10$ the particles are virtually unaffected by the fluid flow. Since this study is concerned with the effects of fluid mechanics on erosion, particles with response times in the range of $0.1 < \lambda < 10$ were investigated. For the conditions of this study, 5 $\mu$m, 10 $\mu$m and 20 $\mu$m particles correspond to response times of 0.41, 1.64 and 6.55, respectively.
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4.2.2 Hot Gas Flow

Figures 7-a and 7-b show the effect of temperature on the erosion parameters for 10 μm particles (ρ_p = 2000 kg/m³) in an air jet with U_in = 30 m/s. In one test case the air was at 1200°K (Re_j = 2,000) and in the other at 300°K (Re_j = 20,000). In each case, the system was assumed to be isothermal so that heat transfer between phases could be ignored. The primary effects of increasing the temperature are to increase the viscosity and decrease the density of the air. The viscosity increases by a factor of 2.5 and the kinematic viscosity by a factor of 10.

For the same geometry and the same inlet velocity, the Reynolds number for the hot gas is smaller by a factor of 10. Thus, the hotter jet will tend to spread faster and consequently the conservation of mass requires the axial velocity to decrease faster.

The increase in temperature decreases λ by a factor of 2.5. Thus, the particles follow the fluid more closely.

All of these consequences, due to increasing the temperature of the flow system, tend to decrease the speed of impact, increase the angle at which the particles strike the surface and decrease the number of particles striking the surface per area per time at a given position on the plate.

4.2.3 Liquid Flow

Figures 8-a and 8-b show the erosion parameters for 200 μm (λ = 0.587) and 400 μm (λ = 2.35) sand-like particles (ρ_p/ρ_f = 2) in a water jet with an inlet velocity of 1.25 m/s corresponding to a Re_j = 20,000. As expected, the larger particles strike the surface at greater speeds and smaller impact angles. In liquid flows, as in gas flows, particles corresponding to λ = 0.1 follow the streamlines while particles with λ > 10 are virtually unaffected by the turning flow.
4.3 Applications to Surface Erosion by Particle Impact

Figure 9 shows the effect of turbulence on erosion by 5 μm particles ($\rho_p/\rho_f = 1700$) in an air jet at a temperature of 300°K. Finnie's [1959, 1960] ductile metal erosion model was used to illustrate the influence of turbulent diffusion on erosion.

The figure shows a decrease in the amount of erosion with increasing turbulence intensity. Although perhaps counter-intuitive, the phenomenon can be explained and is due to two effects. One is that the impact velocity decreases with increasing turbulence intensity (see Figure 5-a), the other is that the number of particles (per area per time) striking the surface also decreases with increasing turbulence intensity (see Figure 5-b).

Figure 9 also shows that the position of maximum wear is significantly affected and is moved nearer the symmetry axis with increasing turbulence intensity. This is due to the fact that, according to the erosion model, maximum wear occurs at approximately $\theta = 74^\circ$. Since the line $\theta = 74^\circ$ in figure 5-b intersects high turbulence intensity impact angle curves at small values of $r$, the location of maximum wear is moved progressively closer to the symmetry axis with increasing turbulence intensity.

In concluding this section attention is drawn to two points. First, the fact that the radial wear patterns implied by the shapes of the profiles in Fig. 9 are in good qualitative agreement with the patterns observed experimentally by Li, et al. [1981] and Benchaita, et al. [1983]. In the case of the former the experimental conditions were: $Re_j = 3700 - 12,500$, $H/d = 12$, $\rho_p/\rho_f = 2.4$ and $\lambda = 10 - 50$; while in the case of the latter: $Re_j = 140,000$, $H/d = 2.5$, $\rho_p/\rho_f = 2.4$ and $\lambda = 7 - 30$. For a jet oriented normal to the test specimen surface these authors observed erosion at the stagnation point, a feature not predicted by the wear model chosen here for illustration. However, there is very good agreement with the radial location for maximum wear which
was: $2r/d \sim 0.9$ in Li, et al. [1981]; $0.75 - 0.9$ in Benchaita, et al. [1983]; and $0.8 - 1.2$ in the present work. Curiously, the potential flow model of Benchaita, et al. overpredicts the experimental location of maximum erosion by about 50% for large values of $\lambda$. We attribute this discrepancy partly to the inability of their model to account for turbulent diffusion of momentum along the shear layer evolving from the nozzle edge (see also Fig. 9). As explained earlier, turbulent diffusion works to move the location of maximum wear nearer the wall surface stagnation point.

The second point relates to the first, and is offered here as an explanation for the "halo" effect discussed by, among others, Lapides and Levy [1980]. These authors find that the test specimens from jet impingement tests show two regions of substantially different erosion characteristics. In the center of the erosion area large amounts of material are removed by the impacting particles. Surrounding this heavily eroded zone is an annulus of considerably less damaged surface, but which still shows clear signs of particle impact. With reference to Fig. 1 we see that for small values of H/d the test specimen surface will sense two types of flow. One highly monodirectional and of large speed in the potential core of the jet. The other, of lower speed, embedded in the shear layer generated at the nozzle edge. Relative to the core flow, the shear layer is highly turbulent with diffusion working to deviate particle trajectories from their original paths in a random manner. We suggest that the halo arises as a consequence of the shear layer surrounding the potential core of the jet and that the sharp distinction between the halo and the heavily eroded central region should diminish downstream of the location where the potential core ceases to exist. Experiments are currently underway in our laboratory which will help to confirm or disprove the above hypotheses.
5. CONCLUSIONS AND RECOMMENDATIONS

Although limited by the simplifications made in the analysis, the present numerical study demonstrates that:

1. Fluid turbulence can have a significant influence on erosion by particle impact in jet flow configurations.

2. Numerical methods and physical models are available for predicting the approximate mean motion and trajectories of particles suspended in turbulent flow. Some of the restrictions imposed in this study can readily be removed; for example, by including two-way coupling between the phases and allowing for various particle sizes. Other restrictions, due to particle-particle and particle-wall interactions, are not so easily removed.

3. The erosion parameters q, ε and N vary significantly with fluid temperature.

Due to the simplicity of the model, the present study demonstrates the relative effects of turbulence on erosion on a qualitative basis. The lack of accurate experimental data to guide theoretical developments and to test predictive numerical models in general has imposed the modest objectives of this study. However, from the results provided it is clear that in future experiments aimed at quantifying particle-fluid motions near surfaces and erosive wear it will be indispensable to measure and control the turbulent characteristics of the flows investigated. This will ensure that the characteristics of erosion associated with turbulent flow are separated from (as opposed to confounded with) the characteristics more directly associated with material properties and particle-surface mechanical interactions.
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Figure 1. Particle-laden impinging jet flow configuration with relative dimensions and boundary conditions indicated.

Figure 2. Calculation grid.

Figure 3. The four fluid flow calculation grid points \{(i,j), (i,j+1), (i+1,j), (i+1,j+1)\} nearest the particle located at \((x_p, r_p)\). 

\(A_i\) represent the areas used in the weighting scheme given by Eq. (18).

Figure 4-a. Single phase, impinging jet flow axial velocity component as a function of radial position at three axial locations: (---) best fit through data of Araujo et al. [1982]; predictions from present work.

Figure 4-b. Single phase, impinging jet flow radial velocity component as a function of the distance from the wall at various radial positions: (---) best fit through data of Araujo et al. [1982]; predictions from present work.

Figure 4-c. Single phase, impinging jet flow turbulence intensity as a function of distance from the wall at various radial positions. \(U\) is the local x-component velocity: (---) predictions from present work; (v) from measurements of Araujo et al. [1982].

Figure 5-a. Effect of inlet turbulence intensity on the impact velocity of 5 µm particles \((\lambda = 0.41)\) in an air jet with \(Re_j = 20,000, H/d = 12, \rho_p/\rho_f = 1709\).

Figure 5-b. Effect of inlet turbulence intensity on particle impact angle and surface "flux" for 5 µm \((\lambda = 0.41)\) particles in an air jet with \(Re_j = 20,000, H/d = 12, \rho_p/\rho_f = 1709\).

Figure 5-c. Qualitative sketch of the effect of inlet turbulence intensity on particle trajectories.

Figure 6-a. Effect of particle size (or momentum equilibration parameter \(\lambda\)) on particle trajectories in an air jet. All particles were released from the same initial radial position at the inlet plane \((x/d = 0)\). Flow conditions are: \(Re_j = 20,000, H/d = 12, \rho_p/\rho_f = 1709\) and \((k^{1/2}/U)_i = 0.30\).

Figure 6-b. Effect of particle size (or momentum equilibration parameter \(\lambda\)) on impact angle and surface "flux" in an air jet with: 
\(Re_j = 20,000, H/d = 12, \rho_p/\rho_f = 1709\) and \((k^{1/2}/U)_i = 0.30\). All particle sizes had the same inlet mass flow rate.
Figure 6-c. Effect of particle size (or momentum equilibration parameter \( \lambda \)) on impact angle and surface "flux" in an air jet with:

\[
\text{Re}_j = 20,000, \quad H/d = 12, \quad \rho_p/\rho_f = 1709 \quad \text{and} \quad (k^{1/2}U)_{in} = 0.30. \quad \text{All particle sizes had the same mass flow rate and} \ N_{in} \text{for the 5 \( \mu \)m particles has been used for non-dimensionalization.}
\]

Figure 7-a. Effect of temperature on the impact velocity of 10 \( \mu \)m particles. At 300\(^\circ\)K, \( \text{Re}_j = 20,000 \) (\( U_{in} = 30 \) m/s), \( \lambda = 1.64, \rho_p/\rho_f = 1709 \). At 1200\(^\circ\)K, \( \text{Re}_j = 2,000 \) (\( U_{in} = 30 \) m/s), \( \lambda = 0.66, \rho_p/\rho_f = 6840 \). In addition, \( H/d = 12 \) and \( (k^{1/2}/U)_{in} = 0.30 \).

Figure 7-b. Effect of temperature on the impact angle and surface "flux" of 10 \( \mu \)m particles. Flow conditions are given in caption to Figure 7-a.

Figure 8-a. Effect of particle size (or momentum equilibration parameter \( \lambda \)) on impact velocity in a water jet with \( \text{Re}_j = 20,000, \ H/d = 12, \ \rho_p/\rho_f = 2 \) and \( (k^{1/2}/U)_{in} = 0.30 \).

Figure 8-b. Effect of particle size (or momentum equilibration parameter \( \lambda \)) on impact angle and surface "flux" in a water jet with:

\[
\text{Re}_j = 20,000, \quad H/d = 12, \quad \rho_p/\rho_f = 2 \quad \text{and} \quad (k^{1/2}/U)_{in} = 0.30. \quad \text{\( N_{in} \) for 5 \( \mu \)m particles has been used for non-dimensionalization.}
\]

Figure 9. Effect of turbulence intensity on the wear of a ductile metal by 5 \( \mu \)m (\( \lambda = 0.41 \)) particles in an air jet with \( \text{Re}_j = 20,000, \ H/d = 12 \) and \( \rho_p/\rho_f = 1709 \). Finnie's [1960] model was used to calculate erosion.
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