LABOR MARKET PROJECTIONS MODEL (LMPM) REPORT ON SECOND YEAR ACTIVITIES

E. Schroeder, W. Benson, H. Holmes, F. Marchat, E. Williams, and P. Wood

August 1977

Prepared for the U. S. Department of Energy under Contract W-7405-ENG-48

TWO-WEEK LOAN COPY

This is a Library Circulating Copy which may be borrowed for two weeks. For a personal retention copy, call Tech. Info. Division, Ext. 5716
LABOR MARKET PROJECTIONS MODEL (LMPM) REPORT ON SECOND YEAR ACTIVITIES

Schroeder, E., Benson, W., Holmes, H., Marchat, F., Williams, E., Wood, P.

Lawrence Berkeley Laboratory
University of California
Berkeley, California
LABOR MARKET PROJECTIONS MODEL (LMPM)
REPORT ON SECOND YEAR ACTIVITIES

I. Introduction

The affiliated State Employment Security Agencies (SESAs) of the Department of Labor - Employment and Training Administration (DOL-ETA) supply local planners in CETA projects with estimates of persons in need of manpower services. To be of maximum use, these estimates should reflect "current" local needs. This information is not used to determine funding levels, but instead enables local planners to make intelligent estimates of local need. These estimates are then used to distribute funds which have been previously allocated. The 1970 Census was an excellent source of such information when it first came out. However, with each passing year, it becomes more out-of-date and less useful.

In collaboration with DOL-ETA, Lawrence Berkeley Laboratory (LBL) has developed an estimation procedure through its Labor Market Projections Model (LMPM). The goal of the LMPM project is to provide a comprehensive modeling system to be used by local SESA analysts. LMPM is a computerized model that integrates data from a number of sources (1970 Census, CPS, migration, etc.) and for a variety of geographic areas (states, SMSAs and prime sponsors). A variety of extrapolations and predictions can be made from this data by local SESA analysts, according to their needs.

The LMPM is an ongoing project that was started at LBL in the summer of 1975. This paper will report on the current status of LMPM after two years of work and what should be done in the third year.
II. Historical Background

For the past four or five years, the Socio-Economic Environmental Demographic Information System (SEEDIS) being developed at LBL has been a valuable resource to DOL-ETA and the U.S. Energy Research and Development Administration (ERDA). (Footnote 1) By the summer of 1975, SEEDIS projects had resulted in the development of data base management techniques, manipulation of huge quantities of data, interactive retrieval of data, utilization of data gathered for one purpose for ancillary uses, digital encoding of geographical boundaries, and computer simulation and modeling.

In collaboration with DOL-ETA, LBL started to investigate and develop facilities for updating existing data (especially the 1970 Census) and for creating a computer based interactive display and mapping capability. This work was related to, and a logical extension of SEEDIS.

In the first year of the LMPM project, most of the effort at LBL was spent in updating certain tabulations of the 1970 Fourth Count Census by using the latest March Current Population Survey (CPS) tapes (1975). Updated Census estimates were computed by multiplying the 1970 Census data by the ratio of target year CPS data to 1970 CPS data and normalizing the results.
to maintain consistency. (These steps are more fully described in Appendix I.) Essential to this computation was a careful comparison of Census definitions with CPS definitions. Before the CPS data could be compared with the 1970 Census, the CPS data had to be tabulated to correspond to the Census tables of interest. (Footnote 2.) Census updates for these tables were done for all states, SMSAs, and prime sponsors, as that level of geographic detail is of most interest to local analysts. The resultant reports were mailed to the fifty states in January 1976.

The rest of this paper will deal with the improvements and refinements made in the second year, and with suggestions for proposed activities during the third year. However, the accomplishments of the second year may be summarized as follows. First, the Census updates via the CPS tapes were repeated with a few new tabulations and with the geoareas involved updated to the 1976 definitions. Second, the Guidelines for Projecting Planning Year Supply Information and Persons in Need of Manpower Services were computerized. This necessitated the collection and integration of data from several diverse sources to form a comprehensive data base. Elements from this data base were then combined and manipulated to yield population, labor force and unemployment projections for the desired geoareas. In January 1977, the reports, consisting of the CPS updates and
the projections, were mailed to the fifty states.

III. Census Update Using the Current Population Survey Tapes

Relatively current socio-economic indicators at the local level were obtained by updating the 1970 census using the most recent available (March 1975) CPS tapes. The method relies upon a careful comparison of Census data categories with items in the CPS data. Once the proper correspondences are made, tabulations equivalent to the Census tables that are of interest are generated from the CPS data. By using the CPS tabulations for 1970 and for 1975 and the Census tables for 1970, it is possible to estimate a 1975 Census table by using proportions. This methodology was developed by DOL-ETA and is described in more detail in Appendix I.

During the past year a generalized tabulation routine was written. This enabled easy specification of CPS tabulations once the comparison of data items with the 1970 Census was made. (This routine is described in detail in Reference 2). In order to limit the size of the resultant reports and to eliminate data that was not relevant to the planning of the local analysts, several Census tabulations were combined into two new tables. Thus on just one or two pages, the analyst sees the data in which s/he is interested - s/he no longer has to flip through several pages getting a few items from
IV. Automation of the Guidelines

This past year, work was carried out to computerize parts I, II, and III of the Guidelines for Projecting Planning Year Supply Information and Persons in Need of Manpower Services. (Footnote 3). The purpose of the guidelines is to provide a methodology to project population, labor force, and unemployment for each planning area for January 1978. To be of use, the projections for each category are broken down by sex, race, and age. The resultant figures are used by DOL-ETA to determine the persons in need of manpower services. The geoareas of interest to DOL-ETA are mainly states, SMSAs, and prime sponsors. However, the procedure used is flexible enough so that these same projections could be developed for any county or sum of counties.

The Guidelines as developed by DOL-ETA use a refined cohort-component method to determine population projections. This involves the separate projection of mortality, fertility and net migration for five year age cohorts to give population by age, by sex and by race for a particular area. (Footnote 4.) Using population data from the Bureau of the Census, these projections are then normalized to add up to a control total for that area. The component method makes explicit the assumptions
regarding the different components of population growth and can thus give considerable insight into the way the population changes. The labor force and unemployment projections are based on the population projections and national changes in the structure of the labor force and in unemployment. The estimated 1978 labor force and unemployment projections are then normalized to agree with state provided control totals.

In order to implement this model, data from several different data sources had to be collected and integrated into a comprehensive data base, GISFILE. The population on which the projections are based comes from Tabulation 17 of the 1970 Fourth Count Census. This tabulation contains 1970 population by age, by race and by sex. The mortality data used are national survival rates for 1970-1975 by age, by sex. (Footnote 5). The fertility data used are national fertility rates by age, by race. (Footnote 6.) The migration data used are 1960-1970 net migration by age, by sex, by race at the county level. (Footnote 7.) Thus, for each area of interest and for which Tabulation 17 of the Fourth Count Census exists and for which the 1960-1970 net migration data exists, it is possible to project a population distribution by age cohort, by sex and by race. Since the Bureau of the Census has developed projections of resident population in January 1978 at the local level (Footnote 8), these numbers can be applied
to the distributions derived above to give population by age, by race, by sex in January 1978.

The labor force composition projections and the unemployment projections utilized in the model are based on national changes in labor force and unemployment from 1970 to 1978, the labor force and unemployment situation in the local area in 1970, the local population in 1978 as previously derived, and the state provided figures for labor force participation and unemployment in the local area in 1978. In order to get data reflecting the labor force and unemployment at the local level in 1970, Tabulations 54 and 55 of the 1970 Fourth Count Census were used. An age breakdown for unemployment was possible only if the area was in a SMSA in 1970, as only Tabulation 1150 of the Sixth Count Census contains data on unemployment by age, by sex, by race.

In summary, the data sources currently being used to project population, labor force, and unemployment to January 1978 are as follows:

1) 1970 Census, fourth count tabulations 17, 54, and 55
2) 1970 Census, sixth count tabulation 1150
3) 1960-1970 County Migration by race, by sex, by age
4) Total population control estimates for January 1978, by county
5) Labor Force participation rates for January 1978
6) National Fertility Rates by age, by race
7) National Survival Rates by age, by sex

V. Future Directions
At the present time, LMPM implements two methods for obtaining socio-economic indicators at the local level - 1) updating the 1970 Census using the most recent March CPS tapes, and 2) projecting the 1970 Census based on several diverse data sources. There are several improvements and refinements that could be made to the existing models that would greatly increase their usefulness and accuracy.

Additional data sources should be included in the data base. This is probably the model's most obvious weakness at present. The existing tabulation facility should be utilized to determine whether available sample data can be used, especially the Social Security samples. The use of administrative data bases, particularly those such as ESARS which are already installed at LBL, should be investigated.

If additional data sources are included, it would be fruitful to apply more sophisticated methodologies to the data. Time
series analysis and other approaches should be studied for the CPS updates. A literature search should be initiated to determine the current status and approaches to population modeling. Based on the results of these studies, LBL would investigate alternative methodologies for population projection applied to labor force and unemployment estimates.

At the present, both models exist as batch programs. Interactive access should be provided so that the model may be accessed at any time and the values used in the model can be changed. National Office analysts could then perform sensitivity analyses by varying the data, or they could substitute more accurate data values based on local knowledge. It should also be possible to re-define interactively the various geographic areas involved.

Further, an interface to the graphic analysis system, CHART, and to the mapping display system, CARTE, should be provided. CHART combines two basic capabilities - exploratory data analysis, and data presentation in the form of matrix displays, and other graphics forms such as bar charts, pie charts, and line graphs. Most people have trouble assimilating even small amounts of data in tabular format. It takes less effort and is more effective to use familiar graphic representations. Interaction is emphasized as both exploring the data for meaningful patterns and presenting clear and convincing charts are interactive pro-
cesses. CARTE provides several types of displays based on geographic base files and geographically-coded data. CARTE contains a variety of data integration and manipulation facilities to allow the interactive analysis of geographic data by real-time displays of thematic maps. CHART facilitates quantitative comparison of variables in a variety of ways and CARTE is most useful in making comparisons across geographic areas.

VI. Conclusion

After two years of effort, Lawrence Berkeley Laboratory, in cooperation with DOL-ETA, has developed two computerized models to help supply analysts in CETA projects with estimates of persons in need of manpower services. The first model updates certain tabulations of the 1970 Fourth Count Census by using the latest CPS tapes (March 1975) and the 1970 CPS tapes. It is thus possible to update these 1970 Census tabulations to March 1975. The second model computerizes the Guidelines for Projecting Planning Year Supply Information and Persons in Need of Manpower Services, saving several man-years of tedious hand calculations. For each area of interest, this model gives population, labor force and unemployment in January 1978, by age cohort, by race, by sex. In late 1976, both models were run for all states, SMSA's and prime sponsors. The results were mailed to the State Employment Security Agencies in each of the fifty states.
FOOTNOTES

Footnote 1 - Austin, Kranz, and Quong, An Overview of the LBL Socio-economic-environmental demographic information System. March 1975, LBL 3699


Footnote 3 - Guidelines for Projecting Planning Years Supply Information and Persons in Need of Manpower Services, Employment and Training Administration, U.S. Department of Labor, Draft: 3/12/76


Footnote 6 - Vital Statistics of the United States 1971, Volume 1 - Natality; Table 1-6; U.S. Department of H.E.W.

Footnote 8- Projections of Resident Population for January 1978 for the Manpower Administration, Cam Gibson, Bureau of the Census. Projections were done for the following geographic areas.

1) U.S. Total
2) States - all
3) Counties - all
4) For New England - all MCD's
5) For New Jersey and New York - all cities and MCD's with 50,000+ population in 1973 and balance of county
6) For other states (42 in total) - all cities with 50,000+ population in 1973 and balance of county
APPENDIX I
TO: Research and Analysis Chief, State Employment Security Agency

This package provides updated information on selected socio-economic indicators as well as base 1970 decennial census data for these same indicators for use in developing Annual Planning Reports (APRs), formerly Annual Manpower Planning Reports (AMPRs). This package is part of the Guidelines for Projecting Planning Year Supply Information being transmitted to the State ES agencies through the ETA regional offices.

Insert these materials in Section VI-D, the Area 1973 Updated Indicators Package, of these guidelines. Included in this package is a glossary of terms and methods used in the updating, sixteen updated tabulations, and an additional tabulation presenting 1970 unemployment information.

See Section VI of the aforementioned guidelines for a complete description of the contents and guidelines on how this information should be used.

*New Name: Employment and Training Administration
METHODOLOGY

This methodology was developed by the Employment and Training Administration of the United States Department of Labor. The tables are an attempt to update the 1970 Census using the 1970 and 1975 Current Population Surveys (CPS). The CPS data was tabulated to obtain tables similar to the Census tables. Some entries in the Census tables had to be combined in some cases. The method used is to treat all the tables as percents. Then the ratio of the 1975 CPS to the 1970 CPS is used as an updating factor for the 1970 Census table of percents.

1975 Updated Table (approximate percents before normalization)

\[
= \frac{1970 \text{ Census (in percents)}}{1970 \text{ CPS (in percents)}} \times \frac{1975 \text{ CPS (in percents)}}{1970 \text{ CPS (in percents)}}
\]

These approximate percents are then adjusted (normalized) so that they total 100%. This computation was performed separately for each ethnic group (Total, White, Black, and Other).

EXAMPLE

This data is from Table 37 for the State of Illinois using the national CPS tabulations. Only the Total ethnic group is shown. After the CPS tabulation the following data is available:

<table>
<thead>
<tr>
<th>Category</th>
<th>1970 Census (Illinois)</th>
<th>1970 CPS (U.S. Total)</th>
<th>1975 CPS (U.S. Total)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vietnam Veteran</td>
<td>226,862</td>
<td>3,991,987</td>
<td>7,128,192</td>
</tr>
<tr>
<td>WW II and/or Korea</td>
<td>1,016,865</td>
<td>17,070,901</td>
<td>15,810,633</td>
</tr>
<tr>
<td>WW I</td>
<td>84,007</td>
<td>1,343,149</td>
<td>848,581</td>
</tr>
<tr>
<td>Other Service</td>
<td>216,365</td>
<td>4,117,184</td>
<td>4,074,484</td>
</tr>
<tr>
<td>Non-Veteran</td>
<td>2,064,802</td>
<td>37,667,074</td>
<td>43,237,153</td>
</tr>
</tbody>
</table>
The tables are then converted to percents:

<table>
<thead>
<tr>
<th></th>
<th>1970 Census (Illinois)</th>
<th>1970 CPS (U.S. Total)</th>
<th>1975 CPS (U.S. Total)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vietnam Veteran</td>
<td>6.29</td>
<td>6.22</td>
<td>10.03</td>
</tr>
<tr>
<td>WW II and/or Korea</td>
<td>28.18</td>
<td>26.59</td>
<td>22.24</td>
</tr>
<tr>
<td>WW I</td>
<td>2.33</td>
<td>2.09</td>
<td>1.19</td>
</tr>
<tr>
<td>Other Service</td>
<td>6.00</td>
<td>6.41</td>
<td>5.73</td>
</tr>
<tr>
<td>Non-Veteran</td>
<td>57.21</td>
<td>58.68</td>
<td>60.81</td>
</tr>
</tbody>
</table>

The approximate percentages were then computed:

1975 Updated Table Before Normalization

<table>
<thead>
<tr>
<th></th>
<th>1975 Updated Table Before Normalization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vietnam Veteran</td>
<td>10.13</td>
</tr>
<tr>
<td>WW II and/or Korea</td>
<td>23.56</td>
</tr>
<tr>
<td>WW I</td>
<td>1.33</td>
</tr>
<tr>
<td>Other Service</td>
<td>5.36</td>
</tr>
<tr>
<td>Non-Veteran</td>
<td>59.29</td>
</tr>
<tr>
<td>Total</td>
<td>99.67</td>
</tr>
</tbody>
</table>

Note that the converted table does not sum to 100%. Each value is therefore normalized (divide by .9967) so that the entries sum to 100%.

1975 Updated Table After Normalization

<table>
<thead>
<tr>
<th></th>
<th>1975 Updated Table After Normalization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vietnam Veteran</td>
<td>10.17</td>
</tr>
<tr>
<td>WW II and/or Korea</td>
<td>23.64</td>
</tr>
<tr>
<td>WW I</td>
<td>1.33</td>
</tr>
<tr>
<td>Other Service</td>
<td>5.37</td>
</tr>
<tr>
<td>Non-Veteran</td>
<td>59.49</td>
</tr>
</tbody>
</table>

If these percentages are used to obtain estimated counts of individuals for the particular areas, care must be exercised to use an estimate of the correct universe, e.g., Civilian Males 16 Years Old and Over, and the correct ethnic group, Total, White, Black or Other.
The 1975 Census update has been computed using national CPS data and also using a regional breakdown of CPS data. The Census has not been updated using local data, since the CPS samples are not identified by local area. The CPS regional breakdowns are given below:

<table>
<thead>
<tr>
<th>ID</th>
<th>States</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Connecticut</td>
</tr>
<tr>
<td>2</td>
<td>Maine, N.H., Vt. R.I., Massachusetts</td>
</tr>
<tr>
<td>3</td>
<td>New York</td>
</tr>
<tr>
<td>4</td>
<td>New Jersey</td>
</tr>
<tr>
<td>5</td>
<td>Pennsylvania</td>
</tr>
<tr>
<td>6</td>
<td>Ohio</td>
</tr>
<tr>
<td>7</td>
<td>Indiana</td>
</tr>
<tr>
<td>8</td>
<td>Illinois</td>
</tr>
<tr>
<td>9</td>
<td>Michigan, Wisconsin</td>
</tr>
<tr>
<td>10</td>
<td>Minn., Iowa, N.D., S.D., Nebraska, Kansas, Mo.</td>
</tr>
<tr>
<td>11</td>
<td>District of Columbia</td>
</tr>
<tr>
<td>12</td>
<td>Va., W. Va., Maryland, Delaware</td>
</tr>
<tr>
<td>13</td>
<td>North Carolina, South Carolina, Georgia</td>
</tr>
<tr>
<td>14</td>
<td>Florida</td>
</tr>
<tr>
<td>15</td>
<td>Kentucky, Tennessee</td>
</tr>
<tr>
<td>16</td>
<td>Alabama, Mississippi</td>
</tr>
<tr>
<td>17</td>
<td>Arkansas, Louisiana, Oklahoma</td>
</tr>
<tr>
<td>18</td>
<td>Texas</td>
</tr>
<tr>
<td>19</td>
<td>Montana, Idaho, Wyoming, Colorado, New Mexico</td>
</tr>
<tr>
<td></td>
<td>Utah, Arizona, Nevada</td>
</tr>
<tr>
<td>20</td>
<td>Washington, Oregon, Alaska, Hawaii</td>
</tr>
<tr>
<td>21</td>
<td>California</td>
</tr>
</tbody>
</table>
DISCUSSION

The following considerations should be kept in mind when interpreting these results. The best results would be obtained when

1) All three tables cover the same region.
2) All three tables were constructed exactly the same way.
3) No zeroes are present in the 1970 CPS table
4) No disclosure suppression exists in the 1970 Census table.
5) Close agreement occurs between the 1970 Census and the 1970 CPS percents.

(1) When the three tables do not cover the same region, the user must be aware of local trends and effects. Since the CPS data can be aggregated only to statewide levels, this will usually be the case.

(2) Differences between Census and CPS definitions are noted in the Glossary.

(3) Zeroes in the 1970 CPS table cause arithmetic problems in the ratio computation. Such cases are indicated by an asterisk in the corresponding cell of the updated table of percents. These cells were treated as zeroes during normalization.

(4) Disclosure suppressions are ignored during computation. Cells with disclosure suppression are indicated by asterisks beside the data. Because disclosure suppression affects relative percentages, other cells are also affected (but not marked).

(5) The user should ensure that the agreement between the 1970 Census and the 1970 CPS data is satisfactory.
TYPES OF INCOME

Any Other Income is composed of the CPS terms "Dividends", "Unemployment Compensation", and "Alimony" and is changed from the Census term "All Other Income".

EXPLANATION OF METHODOLOGY USED IN SPECIFIC TABLES

Tables 64, 65, 70, 81, and 90 are converted to percents using the universe in the title (by race) as a base, i.e. the sum of all lines or rows.

Tables 87, 88, 98~ and 99 are converted to percents using total persons in the corresponding geographic region (by race) as a base. These figures are derived from Table 17 for the census tables.

Tables 64 and 65. Males 16 Years Old and Over by Weeks Worked in 1969 and Age.

In this table, the Census Bureau counts both civilian and military personnel in the term "Males", while the CPS counts only civilians. Therefore' this table shows only Civilian Males 16 Years and Over.

Table 81. Count of Persons 14 Years Old and Over with Income

This table is not a cross tabulation. It is assumed to mean Count of Persons 14 Years Old and Over with Some Income by Sex. For example, persons can be shown to receive one or more of the six types of income shown.

Table 98. Related Children Under 18 Below Poverty Level as Percent of All Persons

This table has been derived from Census Table 85. Percentages have been computed using total persons in the geographic region (by race) rather than the universe in the title (by race) as a base. The base has been derived from Table 17. The updated tables of percents are normalized in two steps. First the major breakdown by age is normalized so that the percentages for the two age groups sum to the total such persons percentages. Then the breakdown by type of family is normalized so that, for example, the percents for male head/under 6 years old and female head/under 6 years old sum to percents computed in the first step.

Table 99. Persons Below Poverty Level as a Percent of all Persons

This table has been derived from Census Tables 83 and 89. The racial breakdowns for persons in families pertain to the race of
the Head of Household. Percentages have been computed using total persons in the geographic region (by race) rather than the universe in the title (by race) as a base. The base has been derived from Table 17. The updated tables of percents are normalized so that the percents for persons in families and unrelated persons below poverty level sum to the percents for total persons below poverty level.
GLOSSARY

Generally, the terms used in this report will be those used by the Bureau of the Census in the Census Users Guide Tabulations. In some cases, however, a direct correspondence of terms with those used by the Current Population Survey (CPS) was not possible. Those exceptions are listed below.

Also listed are those tables where the concepts used in devising the Census tables are not the same as those used by the CPS, or where some explanation of the table may be needed.

OCCUPATION

Professional, technical and managerial workers is defined in the CPS to be the two categories, "Professional, Technical, etc. Workers", and Managers, Officials, Proprietors".

Craftsmen, foremen, and kindred workers is defined in the CPS to be "Craftsmen".

Farm Workers are defined by the CPS to be the two categories "Farmers and Farm Managers" and "Farm Laborers and Foremen".

Service Workers, Except Private Household is equivalent to the CPS term "All Other Service Workers".

Other is derived from the Census term "Last worked 1959 or Earlier", and the CPS term "No Previous Full Time Work Experience".

VETERAN STATUS

Korean War And/Or World War II is derived from the Census terms "Korean War", "Korean War and World War II", and "World War II", and the CPS terms "Korean War" and "World War II".

LABOR FORCE STATUS

Employed is equivalent to the CPS terms "Working", and "With a Job".

Unemployed is equivalent to the CPS term "Looking".

Not in Labor Force is equivalent to the CPS terms "Housework", "School", "Unable to Work", and "Other".
1- TERMINOLOGY

The objective of the updating procedure is to get estimates of the current values for certain tabulations of interest, according to a geographical breakdown consisting of relatively small geographical areas (preferably counties, to match the 1970 census geographical breakdown).

The values in the tabulations may be the number of individuals, or other enumerable items in a given category. A category is defined by parameters (like race, income category, occupation, age, sex, geographical area, and so on.) A k-dimensional partition is a breakdown into disjoint categories, where each category is defined by the values of k parameters. (For example, a given population could be classified according to sex only, which yields a one-dimensional partition; or according to sex and age, which would be a two-dimensional partition.)

This way of formalizing the classification treats geographical area as just another parameter, which simplifies the structure. On the other hand, parameters can always be assumed to take on a finite number of possible values (if necessary by using intervals instead of actual values).

2- THE LMPM MODEL

2-1 Description of the model (see ref. 1)

The basic assumption is that for a given category, the proportion of individuals in this category (relative to the total population) changes at the same rate from time \( t \) to time \( t + s \) for the CPS and for the census.

Let \( q_x(t) \) denote the proportion of individuals in category \( x \) at time \( t \) for the CPS, and let \( P_x(t) \) denote the
analog for the census. Then the basic assumption can be described by the following equation

\[ \frac{P_x(s+t)}{P_x(t)} = \frac{q_x(s+t)}{q_x(t)} \]

which yields a value for \( P_x(s+t) \). These values are estimates for proportions, and their sum over all categories for a given population should be one. This is usually not the case, because there may be deviations from the model. An improved estimate for the census proportion for category \( x \) at time \( s+t \) is computed by dividing the \( P_x(s+t) \) value above by the sum over all categories \( (x) \) of the \( P_x(s+t) \). Denote this estimate by \( P'_x(s+t) \), then

\[ P'_x(s+t) = \frac{P_x(s+t)}{\sum_y P_y(s+t)} \]

Of course, the categories here are supposed to be mutually exclusive. (In some cases the data are available in such a way that this assumption is not satisfied. Then the scaling procedure is not appropriate.) On the other hand, the categories are also supposed to be exhaustive, that is, nobody is left out. (This is not satisfied when there is disclosure suppression. In this case the scaling is not appropriate either.)

2.2 Problems with the LMPM model

2.2.1 Admissibility

(An estimator is called admissible when its range is the same as the range of the random variable being estimated.)
The estimator yielding the value
\[ P_x(s+t) = P_x(t) \frac{q_x(s+t)}{q_x(t)} \]
is already not admissible: nothing guarantees that \( P_x(s+t) \) is between zero and one.

The scaled estimate \( P_x(s+t) \) will be admissible. However, it is hard to tell how good an estimate it is (even when the assumption of mutually exclusive categories is satisfied), because the joint behavior of the base year census value and of the CPS ratio is not well understood and might introduce biases.

On the other hand, there is the problem of disclosure suppression, which introduces an additional perturbation.

2.2.2 Correlation between parameters

First, there is the dependence which results from the fact that each individual out of the (finite) population is put into one of a finite number of categories. The number of items in the categories are correlated. The distribution of the vector corresponding to the numbers in each category is multinomial (if we do not take any other dependence into account, see below). The correlation matrix is simple and well-known.

Second, category-defining parameters are usually not independent. For example, age and income are related. (This is one of the more complex aspects of the problem.)

2.3 Testing the model

The complex structure described above may or may not be relevant; however, it is not being brought in explicity by the
LMPM model. In any case, one should have some way of checking how well the model fits reality. One way might be to use a test set, for which everything is known. Then one would compare the actual values with those predicted by the model. For example:

a. Using 1970 as base year, compute model predictions for computation year, and check those with a survey. (Example: the Trends Alert Survey.)

b. Using 1966 as base year, and 1970 as computation year, compare the output of the model with the 1970 census values.

Another way might be to use known figures or published estimates for various errors to compute an estimate for the error on the updated census proportion. One would take into account:

a. The base year CPS sampling errors
b. The computation year CPS sampling errors
c. The base year CPS/census bias

This has limitations, some of which are:

1. The geographical areas must coincide for Census and CPS. More generally, the definition of the categories must be the same. This implies that the CPS geographical areas, which are bigger, will have to be the ones used.

2. The bias between CPS and Census in the base year may include non-sampling errors in the collection of census data. (The CPS is designed so that it is very much less likely to incur this kind of error.)

3. This is again a method of estimating the value of the error, and it should also be tested for accuracy.
Some research is currently in progress at the Census Bureau to evaluate related models, and it might be of use for this one. Further reference to this will be made below.

3. ALTERNATIVE APPROACHES

Post-censal estimation has been a problem of interest for many years, and there is a large body of literature about it. A bibliography is given at the end of this report. Ways of attacking the problem usually fall into one of the following categories.

3.1 Multiple-regression type models.

For all these models, one starts from a base year and wants to obtain results for the computation year. In updating problems, some data are available both for the base year and the computation year. (The LMPM model is of this type.) In prediction models, hypotheses about time evolution have to be made. (Sometimes such hypotheses also have to be made for updating models.) Estimates are computed by means of a regression equation which uses as predictors the available data.

Examples of such methods are:

a. The LMPM model
b. The ratio-correlation estimates (as described in ref. 4, 5, 34)
c. Eugene P. Ericksen's multiple regression estimates (see ref. 9, 10, 11, 23, 32)

In (a), the predictor variable is the CPS ratio, and it is used as a straight estimate of the census ratio to be predicted.
In (b) and (c), there are more than one predictor ("symptomatic indicators"). The regression model in (b) uses census data (from previous censuses) to calculate the coefficients to use on the latest census. In (c) a current sample is used (the CPS) to compute the regression equation supposed to predict a census ratio value. This use of a sample introduces an additional error term for sampling error in the regression equation, and a bias for localization for areas smaller than the CPS areas.

Both (b) and (c) have the problem that the correlation between predictors is high while the number of predictor variables is small. Finally, it turns out that the correlation between CPS and census observed on 1970 counts is of the same order as the smallest of the correlations between the predictors and the census (which would seem to say that the CPS is not a very good census predictor itself). However, (c) turns out to be preferable to (b). This may be related to the fact that (as R. Royall said in ref. 32) (b) estimates an out-of-date-equation, even though the estimates in (c) are less precise; and also that the estimate obtained in (b) is used as one of the predictors in the (c) model. For details on evaluation and comparisons, see ref. 11.

3.2 Proportional allocation models.

This refers mainly to the work of M.E. Gonzalez and others at the US Bureau of Census. This was described by Dr. Harold
Nisselson, Bureau of the Census in a letter (b) as follows (slightly condensed).

"A common practice is to compute the (CPS) ratio for some large level of geography, and then to apply this ratio to update census estimates for lower levels of geography. The problem of evaluating these estimates is rather difficult. One method to do so is in the form of applying the procedure to census data, or updating an earlier census (say 1960) to a later one (say 1970) and comparing to the census of that year. The first of these is illustrated by a paper by Waksberg and Gonzalez (1973) (see ref. 42), and also for estimates of dilapidated housing with all plumbing facilities. A paper by Gonzalez and Hoza (16) applies this method to county estimates of unemployment.

A different method is that of calculating a global measure from the (CPS) survey itself. This procedure is the only one yielding current estimates of accuracy, but it requires precise estimates of the variances and the sample estimates themselves at the level of geography of interest (see Ericksen's papers). The Gonzalez-Hoza paper also considers Ericksen-type estimators".

Essentially, in the Gonzalez paper (15) global estimates are allocated to smaller geographical areas in proportion to their size. This introduces two stages of estimation:

a. The size of the cell
b. The bias introduced by proportional estimation (given the cell size).

Assuming the answer to (a) is known, one could check whether the biases are randomly distributed around the proportional-to-cell-size estimate; this can be done for census years. Next, if one assumes that the distribution of the bias is stationary, (b) can be obtained.

3.3 Surveys

3.3.1 The CPS

An estimate that comes to mind for the actual census proportion for a category is to use the CPS proportion for the category. This is assuming that the categories match for CPS and census. This estimate is preferable to a ratio estimate when the correlation between the CPS values for base year and computation year are fairly low (less than .5). (Suggested by Dr. Nisselson).

3.3.2 The Trends-Alert Survey (1975)

(See ref. 45 for a detailed description.) This was designed for the express purpose of updating the 1970 census in the Washington metropolitan area. It was done by means of a carefully planned survey designed to match the Public Use Sample of the 1970 Census. The results appear to be satisfactory. For example, they showed unexpected trends in population changes, family types, etc. They also matched closely the results obtained from other available data (for example, school enrollment). The problem with this method is its cost, which makes it feasible for limited projects only.
3.4 Other methods

3.4.1 The Census Bureau's Composite Method and Component Method

These are computational procedures using several estimates from different sources and pooling them together. They have been evaluated in comparison with Erickson's method (see ref. 11) and in general the results are not as good (except in a few cases).

3.4.2 Economic prediction models

These usually are complex prediction models designed to be used in a particular context. A relevant one is the National Planning Association model for projection of income distribution, which is related to the objective of the LMPM model development. See ref. 44 for a description of this model (and ref. 3, 12, 26 for other interesting models.)

3.4.3 Stein-James estimators

This is a new and more general approach mentioned by Dr. Nisselson. It is described in a paper by Madow and Hansen (1975) (see ref. 28). Some research in this area is being done by Madow at the Census Bureau, one objective being to develop estimates for which approximate confidence intervals can be constructed. (b)

4. POSSIBLE OTHER DIRECTIONS

4.1 Data bases

Erickson mentions in one of his papers that one might want
to start with data that seem to be related to the problem being treated. Here are a few, aside from automobile registrations since this has already been mentioned.

4.1.1 The Employment Security Automated Reporting Systems (ESARS)

This is an "automatic" data gathering tool from the Employment Security offices located throughout the nation, otherwise known as State Employment Offices. It describes the population using these agencies.

A computerized version of these reports is available at LBL. The data are published quarterly or monthly by geographical areas. At the time of this writing the geographical areas were the states, but a finer breakdown was being considered for implementation within a few months for at least some of the states. (For details on ESARS see Ref. 20). These files contain information about characteristics of the labor force using the agency such as race, age, sex, wages, use of the job counseling, and a lot more. These data would not be as universal as census data as they apply to a restricted population. However, they seem to be relevant to specific applications, and give both overall and fairly localized information. One might be able to use them for general purposes, if one could find out, independently, how representative of the general population the ESARS population is.
4.1.2 Social Security data

The Social Security Administration publishes annual files designed for public use, like the 1% continuous work-history sample (see references 22, 27, 29). This contains employment, migration, wage and age data (and possibly more) for the population under social security.

The same remark should be made as for the ESARS population (it does not include the whole US population) and one might try and get around it the same way, maybe with better success as this population is much larger.

4.1.3 Tax, finance, and other data

Sources might be

a. The Internal Revenue Service
b. The Office of Revenue Sharing
c. The Census Bureau

For details see ref 8, 21, 13

Other sources might be large data banks (like the one at Oakridge National Laboratory, see ref. 30), state and national data (drivers licenses and automobile registrations are usually computerized and are an example of this).

4.2 Methodology development

Since the problem is one that the Census Bureau has been much involved with, and the data are often Census Bureau data and in many cases confidentiality restrictions apply, it would be best to conduct this type of research in conjunction with
the Census Bureau, or at least to keep close ties with them. The most recent development there seems to be Madow's research on Stein-James estimators (see 3.4.3 above).

Keeping the above in mind, there is a problem which has been mentioned only in passing and might be looked into, that is, the time evolution of the system. This is referred to by R. Royall in Ref. 32 for example. He suggests a probabalistic model (Markov?) which might be an interesting approach to consider.

Another approach might be a time series analysis of the CPS data, which are gathered monthly for the basic data and quarterly or yearly for other specific data. Such an analysis might indicate trends, which might be applied to census data.
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FOOTNOTES

a. The Census Bureau's bibliography (Ref. 36) was the starting point for the bibliography above.

b. A letter from Dr. Harold Nisselson (Feb. 4, 1977) provided the information about current and recent work at the Census Bureau. Enclosed with this letter were the preprints quoted in 43 and 28 in the bibliography above.
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