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Abstract Atmospheric water-vapor isotopes have been proposed as a potentially powerful constraint on convection, which plays a critical role in Earth’s present and future climate. It is shown here, however, that the mean tropical profile of HDO in the free troposphere does not usefully constrain the mean convective entrainment rate or precipitation efficiency. This is demonstrated using a single-column analytical model of atmospheric water isotopes. The model has three parameters: the entrainment rate, the precipitation efficiency, and the distance that evaporating condensates fall. At a given relative humidity, the possible range of HDO is small; its range is comparable to both the measurement uncertainty in the mean tropical profile and the structural uncertainty of a single-column model. Therefore, the mean tropical HDO profile is unlikely to add information about convective processes in a bulk-plume framework that cannot already be learned from relative humidity alone.

1. Introduction

Stable isotopes in water vapor and precipitation have yielded many important insights. The prevalence of oxygen-18 (H218O) and deuterium (HDO) in precipitation, as recorded in ice cores, documents past temperatures (Jouzel et al., 1987; Petit et al., 1999; Steffensen et al., 2008; Thompson et al., 1989); H218O and HDO in cave deposits record past rain rates (Frappier et al., 2007; Higgins & MacFadden, 2004; Lee et al., 2009a). With regards to the current climate, studies of these isotopes have distinguished between bottom-heavy and top-heavy profiles of atmospheric ascent (Torri et al., 2017), differentiated between evaporation and transpiration in the boundary layer (Moreira et al., 1997; Williams et al., 2004), and reduced the uncertainty as to the sources and sinks of water in the tropical tropopause layer (TTL) (Bolot et al., 2017).

But what, if anything, have these isotopes revealed about the processes operating within free-tropospheric deep convection? By “free troposphere,” we mean the layer of the troposphere bounded by the top of the boundary layer and the bottom of the TTL. By “processes,” we mean physical processes such as entrainment and evaporation of precipitation; we exclude from our definition of processes the state of deep convection, such as its depth at some particular location (Torri et al., 2017) or its intensity there (Frappier et al., 2007). By these definitions, it can be argued that past studies of stable water isotopes have not taught us anything about free-tropospheric convective processes that we did not already know, or that we could not have learned by other means.

Past studies of deep convection and isotopes can be broadly described as belonging to one of three categories. First, there are papers showing that some numerical model is broadly consistent with the observed...
distribution of isotopes (e.g., Risi et al., 2010, 2012a). Those studies can assure us that a model is performing adequately, but do not teach us something fundamentally new about convection in the free troposphere.

Second, there are papers that perturb some parameters in a global climate model (GCM) and look at the behavior of the isotopes (e.g., Bony et al., 2008; Lee et al., 2009b; Nüsbaumer et al., 2017; Risi et al., 2012b; Shenwood & Risi, 2012; Tharammal et al., 2017; Wright et al., 2009). Many of these papers propose that isotopes should be useful in constraining convective processes in the real world, but they all stop short of that goal.

Third, there are papers that investigate fractionation processes in the atmosphere (e.g., Berkelhammer et al., 2012; Brown et al., 2008; Kurita et al., 2011; Risi et al., 2008; Worden et al., 2007). Papers in this third category are motivated not by an intrinsic interest in the detailed transport of isotopes – after all, rare water isotopes have no impact on weather and climate – but, instead, are motivated by the hope that a better understanding of fractionation will allow future observations of isotopes to reveal something new about the world.

Here, we investigate whether the mean tropical profile of HDO can tell us something about the bulk deep-convective entrainment rate, the bulk precipitation efficiency, or the vertical displacement between the condensation/deposition and evaporation/sublimation of condensates. Notice that we focus here on a mean tropical profile, and we refer to the bulk convective processes, which are important for GCM parameterizations. We also restrict our attention to three convective processes in the main text: entrainment, precipitation efficiency, and the mean vertical displacement (lofting/falling) of the precipitation that eventually evaporates or sublimates. For later analysis, when we refer to convective processes, we are referring to these three parameters. They are three of the most uncertain and sought-after parameters in the study of deep convection (e.g., de Rooy et al., 2013; IPCC, 2013; Langhans et al., 2015; Lu et al., 2013, 2016; Romps, 2010, 2016a; Romps & Kuang, 2009; Tao et al., 2004). In Appendix A, we extend the analysis to include fractionation during the evaporation of condensates, but this does not alter the conclusions.

Having defined our question in this way, we can seek answers within a single-column analytical model of radiative-convective equilibrium (RCE), which is a useful starting point for understanding the tropical atmosphere. In particular, we add HDO to a recent analytical model of RCE (Romps, 2014a). The resulting model is depicted in Figure 1. Condensation C and associated fractionation occur at each height in the ascending cloud plume. A fraction of those condensates evaporate into the environment a distance \( \Delta z \) below; the remaining \( 1 - \xi \) precipitate out entirely. There are also equal amounts of entrainment and detrainment, set by the fractional entrainment rate \( \epsilon \). Together with a prescribed vertical profile of in-cloud water-vapor mass fraction \( q_c \) (subscript \( c \) for cloud), a prescribed mean fractionation factor \( \epsilon \), and a prescribed boundary-layer fractionation \( \delta D \), the three parameters \( \epsilon \), \( \xi \), and \( \Delta z \) determine the environmental profile of \( \delta D \) (subscript \( e \) for environment). With this model, it takes only minutes to explore millions of RCE solutions within the three-dimensional parameter space. A detailed derivation of the model is given in section 2; a reader who is satisfied with the level of detail in Figure 1 may wish to skip directly to the results in section 3.

2. The Analytical Model

To build our model of \( \delta D_e \), we inherit a previous analytical framework for radiative-convective equilibrium (Romps, 2014a) and make an addition to incorporate a heavy water isotope. Convective cloud and the environment are treated as two “bulk plumes,” by which we mean that each of the two plumes has homogeneous properties at each altitude. We use \( q_c \) to denote the mass fraction of \( H_2O \) (i.e., specific humidity) in the cloud plume, \( q_e \) the mass fraction of \( H_2O \) (i.e., specific humidity) in the environment, \( q'_c \) the mass fraction of HDO in cloud, and \( q'_e \) the mass fraction of HDO in the environment. Here, the subscript “c” denotes cloud, the subscript “e” denotes the environment, and the prime denotes the heavy.
isotope. We define $M$ as the mass flux of the cloud plume (with units of kg m$^{-2}$ s$^{-1}$). Because this model is based on RCE, the ascent rate of the environment is $-M$, i.e., air in the environment descends at the same rate of mass per area as air in the cloud plume ascends. The model is bounded below by the cloud base. At this lower boundary, air rises up into the cloud plume with mass fractions of H$_2$O and HDO that are set to observed tropical sub-cloud-layer values. For simplicity and analytical solvability, we do not impose an upper boundary on the model. In numerical implementations of this model, the tops of the two plumes are plumbed together such that any mass flux flowing out the top of the cloud plume is fed directly into the top of the environmental plume. In the analytical solutions presented in this paper, however, analytical solvability requires that we do not impose an upper boundary on the model. Equivalently, we can think of the upper boundary as being far above the region of the troposphere we are considering; at a distance of more than a couple kilometers, the influence of the model top is negligible. Note that Figure 1 is not drawn to scale: deep-convective updrafts occupy a small fraction of area in the tropics (on the order of $10^{-3}$), which allows us to approximate the horizontal average of H$_2$O and HDO mass fractions as $q_e$ and $q_e'$ respectively.

As depicted in Figure 1, ordinary water (i.e., H$_2$O) undergoes several processes in this model. In the ascending clouds, water vapor condenses at rate $C$ (units of kg m$^{-2}$ s$^{-1}$). At each height $z$, a fraction $1-\xi$ of the condensates formed at that height are assumed to fall directly to the surface, and the remaining fraction $\xi$ is assumed to be added to the environment at height $z-\Delta z$, where it is assumed to evaporate immediately in the subsaturated environmental air. Note that $1-\xi$ is the precipitation efficiency and $\Delta z$ is the distance that evaporating condensates fall between their formation and their evaporation. Another exchange of water between clouds and the environment occurs through turbulent exchange, which is parameterized by the fractional entrainment rate $e$ (with units of m$^{-1}$) and the fractional detrainment rate $\delta$ (with units of m$^{-1}$). The rate at which total mass is entrained into the cloud is $\epsilon M$ (with units of kg m$^{-3}$ s$^{-1}$). The rate at which water vapor is entrained into the cloud is $\epsilon M q_e$. Similar expressions ($\delta M q_e'$) apply to detrainment.

The heavy isotopologue (HDO) is processed in all the same ways, except for the fractionation that occurs upon condensation. Denoting by $x$ the fractionation factor, the rate at which HDO is condensed is $x(q_e'/q_e)C$. We assume that the fraction $\xi$ of those condensates that evaporate do so in entirety, so there is no fractionation that occurs in that step. This is revisited in Appendix A, which finds that the inclusion of this fractionation does not alter the conclusions.

To find steady-state solutions to the system pictured in Figure 1, we must first write down the equations codifying conservation of total mass, light cloud vapor, light environmental vapor, heavy cloud vapor, and heavy environmental vapor:

\[
\frac{\partial}{\partial z} M = \epsilon M - \delta M \tag{1}
\]

\[
\frac{\partial}{\partial z} (M q_e) = \epsilon M q_e - \delta M q_e - C \tag{2}
\]

\[
\frac{\partial}{\partial z} (-M q_e) = -\epsilon M q_e + \delta M q_e + \xi C (z + \Delta z) \tag{3}
\]

\[
\frac{\partial}{\partial z} (M q_e') = \epsilon M q_e' - \delta M q_e' - \frac{x}{q_e'} \frac{q_e' (z + \Delta z)}{q_e (z + \Delta z)} C (z + \Delta z). \tag{4}
\]

\[
\frac{\partial}{\partial z} (-M q_e') = -\epsilon M q_e' + \delta M q_e' + \xi x \frac{q_e' (z + \Delta z)}{q_e (z + \Delta z)} C (z + \Delta z). \tag{5}
\]

These equations depend on three convective parameters whose values in nature are uncertain: the entrainment rate $e$, the precipitation efficiency $1-\xi$, and the distance $\Delta z$ over which condensates descend before they evaporate. The value of $\delta$ will be set by an assumption on the vertical profile of $M$, so it will not be treated as an independent convective parameter.

In previous work (Romps, 2014a), these mass-conservation equations were supplemented with the thermodynamic equation, hydrostatic balance, the ideal-gas law, and the Clausius-Clapeyron relation. The use of those additional equations made it possible to calculate the lapse rate and the RH profile. In the present
study, we simplify matters by using a single exponential profile for $q_c$ in the free troposphere, $q_c(z)=q_c(0)e^{-\gamma z}$, where $\gamma$ is a constant, $z=0$ is base of the free troposphere, and $q_c(0)$ is the specific humidity at the base of the free troposphere. This simplified expression for the $q_c$ profile eliminates the need for all of those additional equations. Most critically, it makes the system of equation analytically solvable, and it produces results that are quantitatively similar to numerical solutions with realistic profiles of $q_c$.

The constant value used here is $\gamma=-(\partial \log(q_c))/\partial z=0.5$ km$^{-1}$, which is chosen to connect $q_c(0)=21$ g kg$^{-1}$ (the ERA-Interim tropical mean surface specific humidity, which approximates the cloud-base value in a well-mixed boundary layer) to $q_c(15$ km$)=1.3\times10^{-2}$ g kg$^{-1}$ (the ERA-Interim tropical mean 15-km saturation specific humidity with respect to liquid; for simplicity, all condensates are treated as liquids).

Another simplification is the assumption that the cloud and environment are at the same temperature at each height. In the tropics, the typical virtual temperature difference between a convecting cloud and its environment is only about 0.3–0.5 K (Romps & Öktem, 2015). This observation has led to the zero-buoyancy approximation (Singh & O’Gorman, 2013), which treats the actual temperature difference as zero, and which has been used to successfully derive accurate expressions for tropical CAPE (Romps, 2016b; Seeley & Romps, 2016a, 2016b; Singh & O’Gorman, 2013) and relative humidity (Romps, 2014a). Adopting this approximation, $q_c$ then equals the environment’s saturation specific humidity, which allows us to write $q_c=\text{RH}q_c$.

To ensure analytic solvability, we must also set the equilibrium fractionation factor $\alpha$ to be a constant. In reality, $\alpha$ is a function of temperature, increasing from 1.1 in the lower troposphere to 1.3 in the upper troposphere. Here, we take a constant value of $\alpha=1.17$ throughout the troposphere, which, in the solutions with plausible $\epsilon$, plausible $\xi$, and $\Delta z=2$ km, connects up a surface $\delta D$ of $-80\% \text{sw}$ with a value around $-700$ to $-650\% \text{sw}$ at 15 km. In sensitivity tests, adding $\pm 0.01$ to our constant choice of $\alpha$ alters the $\delta D$ at 15 km by about $\pm 20\% \text{sw}$ but does not alter any of the conclusions about how sensitive the $\delta D$ profiles are to other parameters. Likewise, prescribing the vertical profile of $\alpha$ as a function of temperature (to give the observed $q_c$ profile) would not alter the conclusions either.

The final simplification is to assume constant and equal entrainment and detrainment rates ($\epsilon=\delta$), which gives a constant mass flux $M$. This simplification is justified by the similar values of entrainment and detrainment throughout most of the free troposphere (Romps, 2014b). Taking the model top to be infinitely high, the solution to H$_2$O equations (2) and (3) is

$$C=\gamma-\epsilon(1-\text{RH})Mq_c$$

$$\text{RH}=\frac{\epsilon}{\epsilon+\gamma-a\xi}$$

$$q_c(z)=q_c(0)e^{-\gamma z}$$

$$q_c(z)=\text{RH}q_c(0)e^{-\gamma z},$$

where $\alpha=e^{-\gamma \Delta z}$.

To solve for the HDO profiles, we can try a solution of the form $q_d'(z)=q_d'(0)e^{-\gamma z}$ and $q_d'(z)=\text{RH}'q_d'(z)$, where $\gamma'$ and $\text{RH}'$ are constants. We can think of $\text{RH}'$ as the HDO humidity in the environment relative to the HDO humidity in the cloud, just as $\text{RH}$ is the H$_2$O humidity in the environment relative to the H$_2$O humidity in the cloud. Using this ansatz of an exponential $q_d'$ in equations (4) and (5), we find

$$\gamma'^2-\epsilon \frac{\gamma'^2}{\epsilon+\gamma-a\xi}\gamma'-\frac{\gamma'^2}{\epsilon+\gamma-a\xi}=0$$

and

$$\text{RH}'=1-\frac{1}{\gamma'}(1-b\xi)\frac{\gamma'}{\epsilon+\gamma-a\xi},$$

where $b=e^{-\gamma \Delta z}$. If $\Delta z=0$, then (10) is quadratic in $\gamma'$ and can be solved analytically. If $\Delta z \neq 0$, then $\gamma'$ also appears in $b$, which makes it necessary to solve (10) for $\gamma'$ using a root solver. Aside from needing a numerical root solver for equation (10), everything else about this RCE model is analytical.
In general, the δD notation is related to the ratio of heavy mass fraction to light mass fraction by

\[ \delta D = \frac{1}{R_{\text{VSMOW}}} \frac{18 q'}{19 q} - 1, \]

where \( R_{\text{VSMOW}} \) is the number concentration ratio for HDO versus H2O in Vienna Standard Mean Ocean Water. Since

\[ \frac{q'_e(z)}{q_e(z)} = \frac{q'_e(0)}{q_e(0)} e^{-(\zeta-e)z} \]

\[ \frac{q'_e(z)}{q_e(z)} = \frac{\text{RH} q'_e(0)}{\text{RH} q_e(0)} e^{-(\zeta-e)z}, \]

the expressions for the cloud's δDc and the environment's δDe are

\[ \delta D_c(z) = [1 + \delta D_c(0)] e^{-(\zeta-e)z} - 1 \quad (12) \]

\[ \delta D_e(z) = \frac{\text{RH}}{\text{RH}} [1 + \delta D_c(0)] e^{-(\zeta-e)z} - 1 \quad (13) \]

For δDc(0), we use \(-80\%_{\text{up}}\), which is a typical value for tropical sub-cloud vapor (Galewsky et al., 2016).

### 3. The Weak Dependence of HDO on Convective Processes

Since the environment occupies the vast majority of the atmosphere, and since remote-sensing techniques retrieve δD in clear air, our focus is on δDe. Our model for δDc(z) is given by equation (13) in section 2, where the expressions for \( \gamma' \), RH, and RH' are given by equations (10), (7), and (11). Based on observations, we have set \( \gamma = 0.5 \text{ km}^{-1} \), \( \alpha = 1.17 \), and \( \delta D_e(0) = -80\%_{\text{up}} \). That leaves three parameters (ε, ζ, and Δζ) upon which the solution for δDc(z) depends. They relate to entrainment (ε), precipitation efficiency (1−ζ), and the falling or lofting of condensates (Δζ), three of the most uncertain and sought-after parameters in the study of deep convection (e.g., de Rooy et al., 2013; IPCC, 2013; Langhans et al., 2015; Lu et al., 2013, 2016; Romps, 2010, 2016a; Romps & Kuang, 2009; Tao et al., 2004).

Of course, we do have some a priori information about these parameters. From large-eddy simulations of tropical deep convection (Romps, 2010, 2014b), effective bulk-plume entrainment rates calculated from passive tracers tend to lie in the range of 0.2–0.8 km\(^{-1}\). We select the middle of this range, i.e., ε = 0.5 km\(^{-1}\), as our best-guess value. Studies using cloud-resolving simulations of deep convection have variously reported precipitation efficiency to be 30–50% (Weisman & Klemp, 1982), 36–42% (Lipps & Hemler, 1986), 20–50% (Ferrier et al., 1996), 27% (Pauluis & Held, 2002), 32–45% (Tao et al., 2004), 21% (Romps, 2011), and 33–39% (Langhans et al., 2015). These results indicate that the precipitation efficiency 1−ζ lies in the range of 0.2–0.5. Therefore, the plausible range of ζ is 0.5 to 0.8, with a best-guess value of 0.65. For Δζ, we can turn to the water-molecule-tracking large-eddy simulation of Langhans et al. (2015), which showed that the vast majority of liquid molecules that evaporate do so at a height below their height of condensation. Based on that analysis, we take a best-guess value of Δζ to be 2 km. To be extremely conservative, however, we will set the plausible range of Δζ to be any value greater than \( \log (\zeta)/\gamma \); a Δζ that is more negative than this lower bound will generate RH > 1. For \( \zeta = 0.65 \), \( \log (\zeta)/\gamma \) equals −862 meters. Therefore, plausible a priori ranges for the convective parameters are ε ∈ [0.2, 0.8] km\(^{-1}\), ζ ∈ [0.5, 0.8], and Δζ ∈ [log (ζ)/γ, ∞].

Let us take a look at some sample solutions to get a feel for how they depend on ε, ζ, and Δζ. Figure 2a shows vertical profiles of δDc(z) for the best-guess values of ζ = 0.65 and Δζ = 2 km, and for four different values of ε: 0, 0.2 km\(^{-1}\) (the lower bound on the plausible range), 0.8 km\(^{-1}\) (the upper bound on the plausible range), and ∞. The thickness of the curves increases with increasing ε. Note that δDc increases with increasing entrainment. This is because the detrainment rate equals the entrainment rate, and a higher detrainment rate dumps more relatively heavy cloud vapor (i.e., q'_e > q_e) into the environment.

Figure 2b shows δDe(z) for the best-guess values of ε = 0.5 km\(^{-1}\) and Δζ = 2 km, and for four different values of ζ: 0, 0.5 (the lower bound on the plausible range), 0.8 (the upper bound on the plausible range), and 1.
The thickness of the curves increases with increasing \( n \). We see that the environment becomes increasingly depleted as \( n \) is increased because, for \( Dz = 2 \) km, the evaporating condensates are more depleted in HDO than the detraining water vapor (see Appendix B).

Finally, Figure 2c plots \( \delta D_e(z) \) for the best-guess values of \( \xi = 0.5 \) \( \text{km}^{-1} \) and \( \xi = 0.65 \), and for four different values of \( \Delta z: \log (\xi) / \gamma = -862 \) m, 0, 2 km, and \( \infty \). At a given height, \( \delta D_e(z) \) is not monotonic in \( \Delta z \), but the most depleted profile occurs for a \( \Delta z \) of approximately 2 km (see Appendix B), so the full range is filled out by these four profiles. Note that the \( \Delta z = \infty \) curve in Figure 2c is exactly the same curve as \( \xi = 0 \) in Figure 2b; due to the Clausius-Clapeyron relation, there is zero condensation at infinite height, so there are no condensates to evaporate at finite \( z \) when \( \Delta z = \infty \). The nonmonotonicity of \( \delta D_e \) with respect to \( \Delta z \) is explained in Appendix B.

The biggest takeaway from Figure 2 is just how small the variations in \( \delta D_e(z) \) are over the plausible ranges of convective parameters. The plausible regions for \( \delta D_e \) are colored pink in each of the panels. The largest plausible variations in \( \delta D_e(z) \) are in response to \( \epsilon \) and \( \Delta z \), but \( \delta D_e(z) \) changes by less than 75\% as \( \epsilon \) is varied from its lower bound of 0.2 \( \text{km}^{-1} \) to its upper bound of 0.8 \( \text{km}^{-1} \), and by less than 100\% as \( \Delta z \) is changed from \(-862 \) m to infinity. The response to changes in \( \xi \) is even smaller: less than 30\% for the full range of plausible \( \xi \). Given the measurement uncertainties and structural deficiencies of this and any other model of tropical convection, this does not bode well for the use of HDO measurements to constrain these convective parameters in a bulk-plume framework. In fact, as we will see in the next section, the profile of HDO adds little information about these processes that is not already present in the profile of H\textsubscript{2}O.

4. The Even Weaker Dependence Conditioned on RH

For HDO to be useful for studying convection, its mass fraction must tell us something that we cannot learn from the mass fraction of H\textsubscript{2}O alone. To find out what additional information HDO provides, we must pick a value of RH and then look at all possible solutions with that RH (solutions to the analytical model have a constant RH profile and are thus characterized by a single RH value). For a given RH, there is a two-dimensional surface in the three-dimensional parameter space whose solutions all give that RH. For numerical models of the atmosphere, such as a cloud-resolving model or a single-column model with convective

---

**Figure 2.** \( \delta D_e \) profiles calculated from the analytical model described by equations (7), (10), (11), and (13). Solid purple lines show the \( \delta D_e \) profiles for (a) \( \epsilon = 0, 0.2, 0.8, \) and \( \infty \) \( \text{km}^{-1} \) at the best-guess values of \( \xi = 0.65 \) and \( \Delta z = 2 \) km, (b) \( \xi = 0, 0.5, 0.8, \) and \( 1 \) \at the best-guess values of \( \epsilon = 0.5 \) \( \text{km}^{-1} \) and \( \Delta z = 2 \) km, and (c) \( \Delta z = \log (\xi) / \gamma = -862 \) m, 0, 2 km, and \( \infty \) at the best-guess values of \( \epsilon = 0.5 \) \( \text{km}^{-1} \) and \( \xi = 0.65 \). The thickness of the purple line increases with increasing value of the parameter being varied. The regions shaded pink are the \( \delta D_e \) values corresponding to plausible parameter values.

---

The thickness of the curves increases with increasing \( \xi \). We see that the environment becomes increasingly depleted as \( \xi \) is increased because, for \( \Delta z = 2 \) km, the evaporating condensates are more depleted in HDO than the detraining water vapor (see Appendix B).

Finally, Figure 2c plots \( \delta D_e(z) \) for the best-guess values of \( \epsilon = 0.5 \) \( \text{km}^{-1} \) and \( \xi = 0.65 \), and for four different values of \( \Delta z: \log (\xi) / \gamma = -862 \) m, 0, 2 km, and \( \infty \). At a given height, \( \delta D_e(z) \) is not monotonic in \( \Delta z \), but the most depleted profile occurs for a \( \Delta z \) of approximately 2 km (see Appendix B), so the full range is filled out by these four profiles. Note that the \( \Delta z = \infty \) curve in Figure 2c is exactly the same curve as \( \xi = 0 \) in Figure 2b; due to the Clausius-Clapeyron relation, there is zero condensation at infinite height, so there are no condensates to evaporate at finite \( z \) when \( \Delta z = \infty \). The nonmonotonicity of \( \delta D_e \) with respect to \( \Delta z \) is explained in Appendix B.

The biggest takeaway from Figure 2 is just how small the variations in \( \delta D_e(z) \) are over the plausible ranges of convective parameters. The plausible regions for \( \delta D_e \) are colored pink in each of the panels. The largest plausible variations in \( \delta D_e(z) \) are in response to \( \epsilon \) and \( \Delta z \), but \( \delta D_e(z) \) changes by less than 75\% as \( \epsilon \) is varied from its lower bound of 0.2 \( \text{km}^{-1} \) to its upper bound of 0.8 \( \text{km}^{-1} \), and by less than 100\% as \( \Delta z \) is changed from \(-862 \) m to infinity. The response to changes in \( \xi \) is even smaller: less than 30\% for the full range of plausible \( \xi \). Given the measurement uncertainties and structural deficiencies of this and any other model of tropical convection, this does not bode well for the use of HDO measurements to constrain these convective parameters in a bulk-plume framework. In fact, as we will see in the next section, the profile of HDO adds little information about these processes that is not already present in the profile of H\textsubscript{2}O.
parameterization, it would be exceedingly difficult to map out that two-dimensional surface. For our analytical model, however, we can easily construct those two-dimensional surfaces by brute-force calculation. We begin by generating approximately one million solutions to the analytical model given by equations (7), (10), (11), and (13). These solutions sample the parameter space on a regular grid, with 101 evenly spaced values of $\epsilon$ from 0.2 to 0.8 km$^{-1}$, 101 evenly spaced values of $n$ from 0.5 to 0.8, and 101 evenly spaced values of $D_z$ from $\log(0.5)/\gamma$ to 4 km. We use $\log(0.5)/\gamma$ as the lower bound for the range of $D_z$ because, for $n \in [0.5, 0.8]$, any value of $D_z$ smaller than $\log(0.5)/\gamma$ is guaranteed to give unphysical results (e.g., RH > 1). For the upper bound on $D_z$, we use 4 km, which is twice our best-guess value of 2 km. Sampling the parameter space in this way generates 1,030,301 solutions. Some of these solutions have $e^{1/2} e^{D_z n} > 1$, which are unphysical solutions in the sense that they generate a relative humidity that is negative or greater than one. The existence of these unphysical solutions is not a failure of the model, but is, instead, the model's way of telling us that steady-state RCE is not possible for those parameter choices. For example, when $D_z$ is too negative (i.e., $e^{-1/2} e^{D_z n}$ too big), there is no steady-state RCE solution: so much water is lofted from below that the subsidence "drying" cannot compete, and the atmosphere becomes progressively moister in a never-ending feedback loop. After we eliminate all solutions with $e^{1/2} e^{D_z n} > 1$, we are left with 929,301 physical solutions.

Among the physical solutions, we identify the 10th, 50th, and 90th percentiles of RH. For each of those percentiles, we find the set of solutions whose RH lies within plus or minus one percentile of that value. This gives us three sets of 18,585 solutions each, with the solutions in each set having virtually identical RH. We can then look at the variations of $\delta D_e$ within each set. The three panels in Figure 3 show the distributions of $\delta D_e$ corresponding to the (a) 10th, (b) 50th, and (c) 90th percentile of RH, which correspond to relative humidities of 46%, 61%, and 82%, respectively. At each height, the shading corresponds to the quantile of the cumulative distribution function of the 18,585 profiles.

What does Figure 3 tell us? Imagine that we measured an RH of 61% in the tropical troposphere. This already tells us something about the possible values of $\epsilon$, $\zeta$, and $D_z$: our observation of H$_2$O has restricted the possibilities to a two-dimensional surface in the three-dimensional parameter space. Now, we ask, can an observation of HDO restrict the possible parameter values to a one-dimensional curve on that surface? In principle, if we assume that we can measure HDO exactly, and if we assume that the model is a perfect representation of reality, then the answer would be yes. But, in practice, there will always be measurement uncertainty in observations as well as parametric and structural uncertainty in models.

Table 1 quantifies those uncertainties. For the observational uncertainty, we use the uncertainty in the mean tropical $\delta D_e$ value at
5.5 km reported by the Tropospheric Emissions Spectrometer (TES) (Beer et al., 2001). Although individual TES $\delta D_e$ profiles have an uncertainty of about $\pm 23\%$ (i.e., $\pm 3\%$ uncertainty in the HDO/H$_2$O ratio; Worden et al., 2012), the more important number for our purposes is the uncertainty in the bias of TES measurements, which, coincidentally, has been reported to be about $\pm 20\%$ (Herman et al., 2014).

On the modeling side, there are two types of uncertainty: parametric and structural. With regards to the parametric uncertainty, we must, at the very least, account for the uncertainty in $x$ (the equilibrium fractionation factor during condensation) and $x_r$ (the fractionation factor during reevaporation; see Appendix A). Even if we prescribed $x$ as a function of temperature (which would be more accurate than using a constant value), there would still be an uncertainty of about 0.005 (estimated from empirical formulations of $x$ from different studies; see Figure 2 of Kakiuchi & Matsuo, 1979). So we take $1.17 \pm 0.005$ as the uncertain range for $x$. As for $x_r$, it could be 1 if the evaporation is total, and slightly larger than 1 if it is partial. We take [1, 1.175] as the uncertainty range for $x_r$.

To translate these parametric uncertainties into uncertainties in $\delta D_e$, we discretize the uncertainty ranges of $x$ and $x_r$ into 101 values each and take the best-guess value for the other parameters ($\gamma = 0.5$ km$^{-1}$, $\epsilon = 0.5$ km$^{-1}$, $\xi = 0.65$, and $\Delta z = 2$ km). The resulting 101 x 101 solutions all have the same RH (by construction), but different values of $\delta D_e$. The standard deviation of $\delta D_e$ among these solutions is 6.6% (Herman et al., 2014). Since this only accounts for the uncertainty in two model parameters, 6.6% is a conservative estimate of the parametric uncertainty.

In any bulk-plume description of the tropical atmosphere, there will be many sources of structural uncertainty. One of the largest sources of structural uncertainty is the assumption in section 2 that the convective parameters (entrainment rate, precipitation efficiency, free-fall distance) are constant with height. These assumptions are unavoidable: making these parameters height-dependent would introduce even more unknown parameters that would render the task of learning anything from the isotopes all the more impossible.

To estimate the structural uncertainty, we can look at the mismatch in shape between the model’s $\delta D_e$ profile and observations. To minimize the mismatch, we can use realistic profiles of $x$ and $q_e$, although that forces us to integrate the model numerically. First, we prescribe the profiles of $x$ and $q_e$ using the tropical-mean temperature and pressure profiles, with $q_e$ set to the saturation water-vapor mass fraction. For the boundary conditions, we equate the properties of the cloud and precipitation environment at the tropopause and take the $\Delta D$ at the cloud base to be 80% (Herman et al., 2014). Those possible refinements that could be added to the model that are capable of generating an isotopic effect of at least 60% (Herman et al., 2014). Those possible refinements include: treating convection as multiple plumes, each with its own mass flux and entrainment rate; modeling updraft speeds and their impact on condensate lofting; accounting for the 3D structure of clouds and precipitation fallout; and many more. Since it is unknown how to model or parameterize these refinements, 60% is a lower limit.
bound on the uncertainty of the modeled isotope value in this or any more complicated parameterization of convection.

Therefore, combining the three uncertainties quantified above yields a conservative estimate of the true uncertainty. Summing the variances, we find that the uncertainty in $dD_e$ is $\pm \sqrt{6^2 + 60^2 + 20^2} \approx \pm 64 \%$.

We show this as the black bar at the top right in each panel of Figure 3.

In order for the tropical mean HDO to tell us something new about the bulk properties of convective processes, its modeled range at constant RH must be large compared to this uncertainty. Unfortunately, at fixed RH (i.e., within each panel of Figure 3), the variations in $dD_e$ are smaller than or, at best, comparable to this uncertainty. In practice, therefore, the mean tropical HDO profile is unlikely to constrain convective processes in a bulk plume framework above and beyond what we can learn from relative humidity alone. If there is to be any success, however, Figure 3 hints that it will be found in moister conditions (Figure 3c exhibits a wider spread than Figure 3a) in the upper troposphere (in all panels of Figure 3, the spread is greatest near the tropopause). This is consistent with the notion that, in the moist TTL (above the free troposphere that we consider here), HDO is a promising candidate for telling us about moisture sources there (Bolot et al., 2017).

Figure 5a plots the two-dimensional surface in parameter space that corresponds to the 10th percentile of RH. This plot is constructed by adding a point for each of the 18,585 solutions at its corresponding $(\epsilon, \zeta)$ coordinates and with a color corresponding to its $\Delta z$. Overlaid on this surface are contours of $dD_e$ at 5.5 km, which is chosen because 5.5 km is a height where TES is most sensitive to $dD_e$. Note that, even if technical advances were to reduce the observational and model uncertainty to zero, knowing the precise $dD_e$ contour would not uniquely identify the value of any of the three convective parameters. Figures 5b and 5c provide the same information for the 50th and 90th percentiles of RH.

5. Summary

We have derived an analytical model for profiles of H$_2$O and HDO in radiative-convective equilibrium, which is depicted in Figure 1. This model is defined by equations (7), (10), (11), and (13) in the section 2. Using these equations, we have generated solutions that explore the plausible range of three convective parameters: the entrainment rate ($\epsilon$), the precipitation efficiency $(1 - \zeta)$, and the distance that condensates fall before evaporating $(\Delta z)$. These solutions, shown in Figure 2, show just how insensitive $dD_e$ is to these convective parameters, which does not bode well for using measurements of HDO to constrain bulk convective processes. Matters get even worse when we conditionally sample solutions on an observed relative humidity. As shown in Figures 3 and 5, the variations of $dD_e$ at a given RH are comparable to or smaller than the...
uncertainty of observing (as estimated from the uncertainty in the TES $\delta D_e$ bias) and modeling $\delta D_e$ (as derived in section 4). Therefore, we conclude that the mean tropical free-tropospheric HDO profile is likely not useful for learning about the bulk properties of deep-convective processes.

6. Discussion

We have used a simplified model that focuses on the entrainment rate, precipitation efficiency, and the mean vertical displacement of condensates between condensation and evaporation. We have constant and equal entrainment and detrainment rates, which also yield a constant mass flux and a constant RH. Clearly, these simplifying choices have an impact on the detailed structure of the $H_2O$ and HDO profiles. The goal of this paper, however, is not to build the most detailed and accurate model of those profiles, but to explore the sensitivity of $H_2O$ and HDO to changes in the magnitude of the most basic and influential convective parameters. Adding additional complexity to the model would not increase the sensitivity of HDO to the magnitude of the entrainment rate and/or precipitation efficiency, but would increase the uncertainties due to the introduction of additional uncertain parameters. This would not increase the utility of HDO measurements; quite to the contrary, it would further obfuscate what the weak HDO signal is trying to tell us. In this sense, the analytical solutions presented above are a best case scenario for the utility of HDO measurements within the bulk-plume framework.

Indeed, we have explored numerical solutions that relax the simplifying assumption that certain key parameters are constant with height. For example, we used observational profiles of $\alpha$ and $q_c$ when calculating the structural uncertainty. Although not shown, we also tried an idealized fit of $\epsilon$ as in Figure 6 of Romps (2014b). None of those sensitivity tests altered the conclusions; therefore, the paper has focused on the analytical solutions, which allow us to sample many thousands of solutions.

Some of the processes we did not model were the sources and sinks of HDO in the sub-cloud layer due to downdrafts and evaporation of precipitation. Note, however, that we have pegged the sub-cloud $\delta D$ to the observed value, and that observed value incorporates those processes. The influence from the change of the source vapor in the boundary layer are beyond the scope of this study which focuses on the free troposphere. Another process not discussed in the text above was the fractionation during partial evaporation of condensates. Above 5 km, condensed water is mostly in the ice phase and the fractionation during partial evaporation is negligible (section 4.2 in Sherwood & Risi, 2012). Nevertheless, we have conducted sensitivity experiments by including a parameter $\zeta$, to model fractionation during condensate evaporation; these results are given in Appendix A. Including this fractionation does not alter the conclusions.

Finally, we can ask how we might understand the model and the parameters $\epsilon$, $\zeta$ and $\Delta z$ in the context of the tropics. The bulk-plume model presented here can be thought of as representing the convecting tropics, such as the atmosphere over the warm pool, or as representing the entire tropics. In the latter case, $\epsilon$, $\zeta$, and $\Delta z$ can be interpreted in the manner discussed by Romps (2014a) by thinking about entrained air as a mixture of subsaturated subtropical air and saturated air recently detrained by moist convection in the humid deep tropics. Although one could try to make that mapping quantitatively accurate, it is probably more useful to think of the simple model presented here as a way to illuminate the connections between basic convective processes and environmental HDO. The additional bells and whistles included in more complex models are unlikely to make the HDO signal easier to interpret in terms of fundamental convective processes. To the contrary, additional complexity simply introduces additional uncertainties that render the HDO signal even less prescriptive. And, as we have seen, even a very simple model has $\delta D$ values that are stubbornly insensitive to the convective parameters of entrainment rate, precipitation efficiency, and vertical displacement between condensate formation and evaporation.

Appendix A: Including Fractionation During Condensate Reevaporation

In the model used in the main text, it is assumed that a fraction $\zeta$ of hydrometeors are evaporated completely, which implies that there is no fractionation upon evaporation. Here, we will derive the equations for the case where a fraction $\zeta$ of each hydrometeor is evaporated, which does lead to additional fractionation. Although this increases the complexity of the model, we will see that this does not change our conclusions.
Consider a liquid drop in which $N$ and $N_0$ denote the numbers of H$_2$O and HDO molecules, respectively. If $dN$ of the drop evaporates, then the number of HDO molecules that evaporates is $dN_0 = dNR_{\text{vapor}}$, where $R_{\text{vapor}} = R_{\text{liquid}}$ and $a_{\text{r}}$ is the (potentially nonequilibrium) fractionation factor during the evaporation of condensate. For a drop with initial abundances $N_0$ and $N_0$, we can integrate this to find that evaporating $\xi$ of the drop, i.e., $N=(1-\xi)N_0$, leads to 

$$N=(1-\xi)^{1/\alpha}N_0.$$ 

Therefore, if a fraction $\xi$ of the drop evaporates, the evaporated vapor has $\xi$ of the drop’s initial H$_2$O and $1-(1-\xi)^{1/\alpha}$ of the drop’s initial HDO. Therefore, equation (5) gets modified to

$$\frac{\partial}{\partial z}(-Mq_{\xi}) = -\alpha Mq_{\xi} + \delta Mq_{\xi} + \left[1-(1-\xi)^{1/\alpha}\right]2\frac{q_z(z+\Delta z)}{q_z(z+\Delta z)}c(z+\Delta z). \quad (A1)$$

Both $\alpha$ and $\alpha_{\text{r}}$ have a lower bound of 1. If $\alpha_{\text{r}}$ takes a value of 1, then equation (A1) reverts to equation (5) with no fractionation during reevaporation. For raindrop evaporation in sub-saturated environment, the

**Figure A1.** The same as Figure 3, but with fractionation during post-condensation evaporation, i.e., $\alpha_{\text{r}} > 1$. 

**Figure A2.** The same as Figure 5, but with fractionation during post-condensation evaporation, i.e., $\alpha_{\text{r}} > 1$. 


fractionation factor $x_i$ is slightly greater than the equilibrium fractionation factor $x$ (Bolot et al., 2013; Noone, 2012; Stewart, 1975). If we properly accounted for the additional uncertainty as to the value of $x_i$, the connection between the HDO signal and the underlying physics would be further obscured: an observation of RH would only restrict us to a three-dimensional surface within a four-dimensional parameter space. We will, however, give HDO the best chance to provide useful information by assuming a single value for $x_i$: we will simply take $x_i = x$. With this choice, the distributions of $\delta D_e$ profiles shown in Figure A1 are slightly wider, but the conclusion that their ranges are comparable to or smaller than the uncertainties is unaffected. Shown in Figure A2 is the underlying $x$ (abscissa), $\zeta$ (ordinate), $\Delta z$ (color) corresponding to Figure A1. Overlaid on each of the plots are the contours of $\delta D_e$ at 5.5 km. Comparing Figures A1 and A2 to the original Figures 3 and 4, we see that the overall conclusion does not change after imposing $x_i > 1$. The possible $\delta D_e$ range for the full range of plausible parameter values in Figure A2 is everywhere less than 100‰, which is smaller than the uncertainty of observing and modeling $\delta D_e$.

**Appendix B: Nonmonotonic Change of $\delta D_e$ With $\Delta z$**

In section 3, we saw that $\delta D_e$ is nonmonotonic with respect to $\Delta z$. To understand this behavior, note that the $\delta D$ values for the convective vapor at $z$, environmental vapor at $z$, convective condensates formed at $z$, and convective condensates formed at $z + \Delta z$ (and evaporated at $z$) are:

$$\delta D_c(z) = [1 + \delta D_c(0)]e^{-\gamma(z)} - 1$$

$$\delta D_e(z) = \frac{RH'}{RH}[1 + \delta D_c(0)]e^{-\gamma(z)} - 1$$

$$\delta D_{conden}(z) = x[1 + \delta D_c(0)]e^{-\gamma(z)} - 1$$

$$\delta D_{conden}(z + \Delta z) = xe^{-(\gamma(z) + \gamma(\Delta z))}[1 + \delta D_c(0)]e^{-\gamma(z)} - 1.$$  

At the same level $z$, $\delta D_{conden}(z) > \delta D_c(z) > \delta D_e(z)$. What value of $\Delta z$ would make $\delta D_{conden}(z + \Delta z) < \delta D_c(z)$? We would need $xe^{-(\gamma(z) + \gamma(\Delta z))} < 1$, which is $\Delta z > -\ln \frac{1}{x} (\gamma(z) + \gamma(\Delta z)) \approx -\ln \frac{1}{x} (\gamma(z) + \gamma(\Delta z))$ at 1.85 km. When $\Delta z > 1.85$ km, the condensate formed at $z + \Delta z$ is more depleted than the cloud vapor at $z$. Therefore, for $\Delta z > 1.85$ km, the condensate evaporated at $z$ is more depleted than the cloud vapor at $z$.

In Figure 2c, to the right of curve $\Delta z = 0$ (i.e., for increasingly negative $\Delta z$, implying condensates that loft before evaporating), $\delta D_c(z)$ enriches monotonically with increasingly negative $\Delta z$. However, to the left of curve $\Delta z = 0$ (i.e., for increasingly positive $\Delta z$, implying condensates that fall before evaporating), $\delta D_c(z)$ does not change monotonically with $\Delta z$. Why is this? Note that in the formula for $\delta D_c(z)$, with fixed $\delta D_c(0)$ and $\gamma$, the change of both the factor $\frac{RH}{RH'}$ and the exponent $\gamma$ determine the change of $\delta D_c(z)$. $\frac{RH}{RH'}$ decreases monotonically with $\Delta z$ from our lower bound for $\Delta z$ (log (0.65)/0.5) up to about 2 km; when $\Delta z$ is greater than 2 km, $\frac{RH}{RH'}$ is virtually constant. On the other hand, $\gamma$ is nonmonotonic; for the chosen $\epsilon$ and $\zeta$ in Figure 2c, $\gamma$ peaks around $\Delta z = 1$ km. The combined behavior of $\frac{RH}{RH'}$ and $\gamma$ determines the nonmonotonicity of $\delta D_c(z)$.

We can understand the physical nature of this nonmonotonicity by considering a counterintuitive feature of Figure 2c. In the upper troposphere, the $\delta D_c(z)$ profiles are more depleted when $\Delta z = 0$ (which is when heavy condensates evaporate at the height where they formed) than when $\Delta z = \infty$ (which corresponds to no condensate evaporation at all because no condensates form at $z = \infty$). How can the evaporation of heavy condensates lead to a more depleted environment than a case with no evaporation of condensates? In the lower troposphere, the isotopic concentrations of the cloud vapor and condensates are determined by the $\delta D$ of the sub-cloud layer, which is fixed here at $-80$‰, so the evaporation of condensates does the expected thing: it enriches the environment vapor (in the formula for $\delta D_c(z)$, when $z$ is small, the effect of the exponent is small). By the time a cloud parcel has reached the middle troposphere, however, it has been highly influenced by the environmental air it has entrained, and the entrainment has a depleting effect on the cloud vapor. With a moister environment due to the condensate evaporation, there is more depleted environmental vapor being entrained into the cloud. This depletes the cloud and – because the environmental air comes from detrained cloudy air – depletes the environment as well.
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