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Abstract
We report new molecular dynamics results elucidating the structure of the electrical double layer (EDL) on smectite surfaces contacting mixed NaCl-CaCl$_2$ electrolyte solutions in the range of concentrations relevant to pore waters in geologic repositories for CO$_2$ or high-level radioactive waste (0.34 to 1.83 mol c dm$^{-3}$). Our results confirm the existence of three distinct ion adsorption planes (0-, β-, and d-planes), often assumed in EDL models, but with two important qualifications: (1) the location of the β- and d-planes are independent of ionic strength or ion type and (2) “indifferent electrolyte” ions can occupy all three planes. Charge inversion occurred in the diffuse ion swarm because of the affinity of the clay surface for CaCl$^+$ ion pairs. Therefore, at concentrations $\geq$ 0.34 mol c dm$^{-3}$, properties arising from long-range electrostatics at interfaces (electrophoresis, electro-osmosis, co-ion exclusion, colloidal aggregation) will not be correctly predicted by most EDL models. Co-ion exclusion, typically neglected by surface speciation models, balanced a large part of the clay mineral structural charge in the more concentrated solutions. Water molecules and ions diffused relatively rapidly even in the first statistical water monolayer, contradicting reports of rigid “ice-like” structures for water on clay mineral surfaces.
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1. Introduction

The electrical double layer (EDL) on charged solid surfaces in contact with an aqueous electrolyte solution containing small inorganic ions is known to consist of three kinds of adsorbate species: inner-sphere surface complexes (ISSC), outer-sphere surface complexes (OSSC), and diffuse swarm (DS) species [1,2]. This view is adopted, for example, as the molecular basis for the widely-applied triple-layer model (TLM [3-5]), on which the distribution of ions near a charged planar solid surface is calculated under a set of simplifying assumptions that include assigning all ISSCs to a plane at the solid surface (0-plane), all OSSCs to a second plane lying farther into the aqueous phase (β-plane), and all DS species to a region lying beyond a third plane farther out than the β-plane (d-plane) (Fig. 1). Computational and physical closure in the TLM is achieved as in other surface speciation models, by invoking charge-potential relationships in which the electrostatic potential drops between the 0- and β- and the β- and d-planes are modeled with the help of two capacitance factors, while that across the diffuse swarm is modeled with the well-known Poisson-Boltzmann equation.

Figure 1. Conceptual model of EDL structure (top) and electrostatic potential $\psi(z)$ (bottom, relative to a reference state in the bulk liquid) as a function of distance from a negatively charged surface according to the TLM [1,4]. On the TLM, the electrostatic potential drop in the Stern
layer is modeled by analogy with two capacitors: $\psi - \psi_0 = -\sigma_0/C_1$ and $\psi_d - \psi_0 = \sigma_d/C_2$, where $\sigma_0$ is the surface charge density (solid structural charge plus the charge of all species adsorbed in the 0-plane), $\sigma_d$ is the excess charge in the diffuse layer, $\psi_0$, $\psi_1$, and $\psi_d$ are the electrostatic potentials at the 0-, $\beta$-, and d-planes, and $C_1$ and $C_2$ are the capacitances of the space between the 0- and $\beta$-planes and between the $\beta$- and d-planes, respectively. The electrostatic potential in the diffuse ion swarm is modeled using the Poisson-Boltzmann equation for a flat surface: $d^2\psi/dz^2 = -(\varepsilon_0\varepsilon_w)^{-1}\sum_i[Z_iFc_{i0}\exp(-Z_iF\psi/RT)]$, where $\varepsilon_0$ is the permittivity of vacuum, $\varepsilon_w$ is the dielectric constant of water, $Z_i$ and $c_{i0}$ are the valence and bulk aqueous concentration of species $i$, $F$ is the Faraday constant, $R$ is the molar gas constant, and $T$ is absolute temperature.

Inferences about EDL surface speciation and molecular structure from experimental data on proton and ion adsorption [6,7,8], salt filtration efficiency [9], second harmonic generation [10], electrophoretic mobility [11], or interparticle forces [12] are necessarily sensitive to simplifying EDL model assumptions such as those just described for the TLM [13-16]. Models of the EDL that approximate liquid water as a uniform dielectric continuum (such as the Poisson-Boltzmann equation [17,18], hypernetted chain theory [19,20], or the primitive model [18,21]) inherently cannot describe surface complexes [17,18]. Spectroscopic methods that probe the local molecular environment of “reporter atoms” (for example, nuclear magnetic resonance (NMR) [22,23] or x-ray absorption spectroscopy (XAS) [24,25]) have shown that adsorbed inorganic ions can adopt several different configurations that include both fully- and partly-solvated species. Resonant anomalous x-ray reflectivity (RAXR) studies, which probe solute concentration as a function of distance from a planar surface, have confirmed that EDL ions can adsorb simultaneously in both ISSCs and OSSCs [26-30]. However, spectroscopic techniques have not yet succeeded in simultaneously detecting all three adsorbate species to show that they can coexist in the same nanoscale interfacial region, nor have they been able to resolve their fine structure.

The present state of affairs in theory and experiment thus leaves open some key fundamental questions about EDL structure: Are there three—and only three—well-defined adsorption planes [27,29,31]? Are the typical “indifferent electrolyte” ions [1], such as Na$^+$ and Cl$^-$, excluded from the 0-plane [5] or from both the 0- and $\beta$-planes [13]? Can the capacitance factors applied to model the region between the 0- and d-planes...
and the model binding constants describing the adsorption of background electrolyte ions in the β-plane [32] be predicted instead of inferred from experimental data as fitting parameters, often poorly constrained [13,16,33]? And finally, the abiding question, how accurately does the Poisson-Boltzmann equation used in all EDL models predict ion distributions and electrostatic potentials in the diffuse swarm [21,34]?

For more than a decade, molecular dynamics (MD) and Monte Carlo (MC) simulations have provided insight into the behavior of water and ions near flat charged surfaces [2,18,35-54]. In particular, these simulations have confirmed that ions confined between planar charged surfaces do form ISSC, OSSC, and diffuse swarm species [35] in agreement with most EDL models. However, few simulations have investigated the molecular structure of the EDL in water films sufficiently thick (> 4 nm [42]) to probe the transition from adsorbed water to bulk liquid water [39,51,52]. Of the few studies that have done this, most used simulation times too short (< 2 ns) to allow counterions to exchange extensively between ISSC, OSSC, DS, and bulk electrolyte species. To our knowledge, only Tournassat et al. [52] have carried out a long (10 ns) MD simulation of a full EDL on a planar charged surface. These authors simulated the structure of a 0.1 mol dm⁻³ NaCl solution near a negatively-charged Na-smectite basal-plane surface. Although the Na⁺ and Cl⁻ distributions they found were qualitatively consistent with the TLM, there were significant quantitative differences from model predictions. For example, the TLM overestimated anion exclusion from the clay surface by about 50 %.

Here we present the results of MD simulations that extend the work of Tournassat et al. [52] to a mixed electrolyte of environmental importance (NaCl/CaCl₂), a broad range of electrolyte charge concentration (0.34 to 1.83 mol·dm⁻³), and much longer simulation timescales (50 ns). Following Tournassat et al. [52], we focus on smectites because these ubiquitous clay mineral nanoparticles play important roles in soil chemistry [55,56], soil mechanics [57], fault friction [58,59], materials chemistry [60], landfill and contaminated site isolation [61,62], high-level radioactive waste storage [63,64], CO₂ sequestration [65,66], and gas hydrate stability in marine sediments [67,68]. Their adsorption properties for small inorganic ions have been extensively studied using macroscopic [55,56,69], spectroscopic [24,25], and MD simulation techniques [18,35,37,45,49,52]. Furthermore, smectites are isostructural with the well-crystallized micas used in surface
force [12,70], x-ray reflectivity [26,27], and MD and MC simulation studies of EDL properties [38,44,51]. Our choice of mixed electrolyte solution (hereafter termed “brine”) allows comparison of the adsorption behavior of two major environmental cations, and our range of charge concentration (0.34 to 1.83 mol c dm\(^{-3}\)) covers that in high-level radioactive waste repositories (0.07 to 0.6 mol c dm\(^{-3}\) [71-73]), seawater (0.6 mol c dm\(^{-3}\) [74]), methane hydrates in ocean sediments (0.6 to 4.1 mol c dm\(^{-3}\) [75,76]), and saline aquifers being considered for CO\(_2\) sequestration (0.7 to 2.2 mol c dm\(^{-3}\) [65,77-79]). Finally, our long simulation times (50 ns) allow a more stringent evaluation of current EDL models such as the TLM.

2. Molecular dynamics simulation methodology

Molecular dynamics simulations (50 ns, preceded by 1.2 ns of equilibration at 298 K) of NaCl/CaCl\(_2\) brine confined in a 58 Å-wide nanopore between smectite basal surfaces were carried out in the microcanonical (\(NVE\)) ensemble with the program MOLDY 3.6 [80]. Our periodically replicated simulation cell contained one lamellum of Otay-type montmorillonite composed of 18 unit cells (dimension 30.8928 × 26.9932 Å in the \(xy\) plane) and a brine-filled nanopore containing 1620 water molecules (Fig. 2). The width of our simulated nanopore was chosen such that roughly one-third of all the water molecules in the system would behave as they do in bulk liquid water [50]. Our clay mineral structure was the same as that used by Bourg and Sposito [54]: montmorillonite atomic coordinates were fixed on the basis of the pyrophyllite structure of Bickmore et al. [81], and the negative structural charge of our clay lamella (1.2 mol c kg\(^{-1}\)) resulted from 16 isomorphic substitutions of Al\(^{3+}\) by Mg\(^{2+}\) [average unit cell formula Si\(_8\)(Al\(_{13.111}\)Mg\(_{0.889}\))O\(_{20}\)(OH)\(_4\)] randomly scattered in the octahedral sheet [82] under the constraint that substitutions could not occur in adjacent OH-sharing octahedral sites [83]. Simulations were carried out for Na/Ca/Cl compositions of 12/6/8, 16/8/16, 24/12/32, and 32/16/48 atoms per simulation cell, resulting in bulk chloride concentrations of 0.34, 0.67, 1.25 and 1.83 mol dm\(^{-3}\). Prior to our simulations, cell \(z\) dimensions were determined by equilibrating each system for 200 ps at 298 K and constant volume, then for 400 ps at 298 K and constant gauge pressure \(P_z = 0\) (\(NVE\) and \(NP_zE\) ensemble simulations, respectively, with molecular velocities scaled to 298 K every 10 ps).
Average $z$ cell dimensions during the last 300 ps of this equilibration were 66.65, 67.09, 67.59 and 68.17 Å for simulations with electrolyte concentrations of 0.34, 0.67, 1.25 and 1.83 mol dm$^{-3}$, respectively. Total energy conservation during our 50 ns simulations was better than 99.99 %. Long-range Coulomb interactions were treated by Ewald summation with parameters chosen to yield an Ewald sum accuracy of 99.99 %.

Figure 2. Snapshot of our MD simulation cell showing a 0.34 mol dm$^{-3}$ brine confined in a 58 Å wide nanopore between parallel smectite clay surfaces, with Na (dark blue), Ca (light blue), Cl (yellow), water O (red) and water H (white) atoms in the interlayer and Si (yellow), Al (green), Mg (white), O (red) and H (white) atoms in the clay mineral structure. The upper clay surface is a periodic image of the lower clay surface.

Molecular dynamics simulations are necessarily sensitive to the choice of interatomic potentials, the main input of such simulations [35,44,52]. In the present study, we used the extended simple point charge (SPC/E) water model [84], the Smith-Dang solute-water interaction potentials for Na$^+$ and Cl$^-$ [85], the Åqvist solute-water potential for Ca$^{2+}$ [86], and the CLAYFF model for smectite [87] (Table 1). These interatomic potentials are known to predict accurately the molecular structure [88], static dielectric constant [89], and self-diffusion coefficient [85] in bulk liquid water; the solvation structure [85], diffusion coefficients [90], and isotopic mass dependence of the diffusion coefficients [91] of ionic solutes in liquid water; NaCl ion pairing and solubility in ambient water [92]; and the structure and diffusion coefficients of water and solutes in Na-montmorillonite interlayer nanopores [54]. We also verified that the interatomic
potentials in Table 1 quite accurately predict the observed mass densities of NaCl/CaCl$_2$ brines at 298 K [93] (Fig. EA1 of the Electronic Annex).

3. Structure of the Electrical Double Layer

3.1. Interfacial water structure

For each simulated system, we calculated the molar density of H$_2$O, Na$^+$, Ca$_{2+}$, and Cl$^-$ as a function of distance from the mid-lamella plane (Fig. 3). Our results show that the pronounced water density layering at the mineral surface dissipates within about 9 Å (three times the diameter of a water molecule), in agreement with previous studies of water on flat solid surfaces [30,37,38,94,95]. The location of the Gibbs dividing surface of water in our simulations ($z_{\text{surface}} = 4.40 \pm 0.06$ Å) is close to that expected for the mineral basal plane from macroscopic estimates of the thickness of montmorillonite lamellae ($d_{\text{mont}} = 9.4 \pm 0.1$ Å [96], which yield $z_{\text{surface}} = 4.7 \pm 0.05$ Å) or from the clay mineral atomic structure ($z_{\text{surface}} = 4.6 \pm 0.05$ Å, the sum of the average $z$ coordinate of basal surface O atoms, 3.2 Å, and the radius of the O atom, 1.4 Å [52]). We infer from this near-congruence of the Gibbs dividing surface and the geometric mineral surface that the water density near the latter must be equal to or slightly greater than the density of bulk liquid water.

The $z$ coordinates of the first shoulder and first four peaks of the water density profile are reported in Table 2 along with the numbers of water molecules per unit cell corresponding to each of these features, as calculated by integrating the density profile between minima. For ease of comparison with previous studies of clay-water interfaces, $z$ coordinates are sometimes expressed hereafter relative to the average height of surface O atoms as $z^* = z - 3.2$ Å. The main water density peak is located at $z^* = 2.7 \pm 0.05$ Å, in agreement with the values for water electron density on mica as measured by X-ray reflectivity ($2.5 \pm 0.2$ Å [30]) and for water O atom density on smectite and mica predicted by other MD simulations (2.6 to 2.75 Å [37,44,52,53]). Snapshots of our simulation cells confirm previous assignments [44,53] of the first shoulder and first two peaks of the water density profile to water molecules that form hydrogen bonds with two ($z^* \approx 1.8$ Å), one ($z^* = 2.7$ Å), or no surface O atoms ($z^* = 4.0$ Å), respectively (Fig. 4).
Figure 3. Average density (mol dm$^{-3}$) of water (black), Na (dark blue), Ca (light blue) and Cl (orange) as a function of distance from the mid-plane of the smectite lamella at brine concentrations of 0.34, 0.67, 1.25 and 1.83 mol·dm$^{-3}$. The vertical axis on the left side is drawn at the approximate location of the clay-water interface ($z = 4.7$ Å; see section 3.1). Water density was calculated using H$_2$O center of mass coordinates.
Figure 4. Snapshot of the first two statistical water monolayers above a 10 Å × 10 Å portion of the montmorillonite lamella at 0.34 mol dm$^{-3}$. Water molecules from the first shoulder and first three peaks of the water density profile are shown in violet, magenta, orange, and pink, respectively. All other atoms are colored as in Fig. 2.

The first shoulder and first two peaks of the water density profile ($z^* = 1.4$ to $4.6$ Å) contain 5.1 water molecules per unit cell and are about as wide as a water molecule; thus, they form one statistical water monolayer (the one-layer hydrate of Na-montmorillonite, for example, contains about 5 water molecules per unit cell and exhibits an interlayer spacing of about 3 Å [47,54]). The third peak of the water density profile ($z^* = 4.6$ to $7.6$ Å) contains 4.8 water molecules per unit cell and thus forms a second statistical water monolayer. These water density profiles near the clay surface are essentially unaffected by electrolyte concentration (Fig. 3; Table 2) as expected from previous statistical mechanical calculations [97] and MD simulations [36].

3.2. Counterion adsorption

Cation density profiles near the clay mineral surface (Fig. 3) show that Na$^+$ and Ca$^{2+}$ adsorb as ISSC (observed only for Na$^+$), OSSC, and DS species. Our Na$^+$ density profile
at 0.34 mol dm$^{-3}$ is similar to that obtained by Tournassat et al. [52] in their MD simulation of a 0.1 mol dm$^{-3}$ NaCl solution on a montmorillonite basal plane. The density maximum corresponding to OSSC coordination is identified hereafter with the TLM $\beta$-plane, whereas the minimum between OSSC and DS peaks is identified with the TLM $d$-plane (the plane beyond which DS species adsorb). Our simulations fully confirm the existence of three counterion adsorption planes ($0$-, $\beta$-, and $d$-planes) and the co-occurrence of Na$^+$ and Ca$^{2+}$ in the $\beta$- and $d$-planes, in agreement with the TLM hypotheses (Fig. 1). Our results also show that so-called “indifferent electrolyte” ions can access all three adsorption planes, contrary to the TLM hypothesis that these ions cannot access the 0-plane [5], but consistent with the known ISSC formation by indifferent electrolyte ions on rutile [6,39], and with all-atom theoretical calculations [98]. Finally, our results confirm that 0-, $\beta$-, and $d$-plane coordinates are invariant with changing ionic strength, as is generally assumed in surface speciation models.

Our results on the $z$ coordinates of cation density features (Table 2) show that the $\beta$- and $d$-plane coordinates are essentially independent of the type of counterion ($z^*_\beta = 4.35 \pm 0.10$ Å; $z^*_d = 5.65 \pm 0.10$ Å). The $\beta$-plane coordinate of Na$^+$ and Ca$^{2+}$ is identical within imprecision to that of the Cl$^-$ OSSCs in our simulations ($z^*_\beta = 4.55 \pm 0.10$ Å; Table 2) and to that of divalent cation OSSCs on mica as measured by X-ray reflectivity ($z^*_\beta = 4.52 \pm 0.24$ Å for Sr$^{2+}$ [26], with similar values for Cu$^{2+}$, Zn$^{2+}$, Hg$^{2+}$, and Pb$^{2+}$ [27]). Collectively, these results suggest strongly that the location of the $\beta$-plane is independent of the type of electrolyte, which conflicts with recent models of adsorption postulating that the $\beta$-plane coordinate is equal to a surface-specific constant plus the hydrated or crystal radius of the adsorptive ion [7,8].

Although the $z$-coordinates of OSSCs are essentially independent of ion type, our simulations as well as other studies indicate that the same is not true of ISSCs. Park et al. [26] showed that Sr$^{2+}$ ISSCs lie more closely to the basal surface than do Rb$^+$ ISSCs ($z^* = 1.26 \pm 0.22$ and $2.33 \pm 0.10$ Å for Sr$^{2+}$ and Rb$^+$). Lee et al. [27] confirmed this species-dependence of $z$-coordinates for and a range of cationic ISSCs (K$^+$, Cs$^+$, Cu$^{2+}$, Zn$^{2+}$, Hg$^{2+}$, Pb$^{2+}$, Ba$^{2+}$) on mica. In our simulations, Na$^+$ ISSCs lie farther from the basal surface than any of the cations investigated by Park et al. [26] and Lee et al. [27] ($z^* = 2.6 \pm 0.05$).
Predota et al. [39] found similarly that the $z$-coordinates of ISSCs on rutile vary with the type of ion. This behavior is inconsistent with the molecular hypotheses of the TLM.

To gain insight into the molecular-scale controls on the $z$ coordinates of ISSCs, OSSCs, and DS species, we calculated maps of average water density along directions
parallel and normal to the mineral surface for ions located at selected distances from it. Figure 5 shows four such water density maps for Na\textsuperscript{+} ions located in the bulk liquid (Fig. 5a), in the diffuse swarm (Fig. 5b), and in OSSCs (Fig. 5c) or ISSCs (Fig. 5d). As seen in Figs. 5b-d, the $z$ coordinates of sodium DS, OSSC, and ISSC species optimize cation solvation by two, one, or zero full solvation shells, respectively, while minimizing the cation distance from the surface. Similar results were obtained for Ca\textsuperscript{2+}. Evidently, cation density profiles near the surface reflect a competition between cation solvation and adsorption processes. The relative heights of ISSC, OSSC, and DS counterion peaks in Fig. 3 show that surface-counterion attraction readily overcomes the free energy cost of removing water from the second solvation shell of Na\textsuperscript{+} and Ca\textsuperscript{2+} (as required to form an OSSC), but not the cost of removing water from their first solvation shell (as required to form an ISSC).

We note in passing that metal and mineral desolvation both have been invoked as possible rate-limiting steps of metal adsorption and precipitation reactions [46]. In the case of Na\textsuperscript{+} or Ca\textsuperscript{2+}, Fig. 5c,d clearly shows that water interacts more strongly with the metals than with the surface. This finding is consistent with the evidence that the first stage of water adsorption on dry smectite is the solvation of exchangeable cations [99].

3.3 Co-ion exclusion

Chloride density profiles (Fig. 3; for a more detailed view see Fig. EA2 in the Electronic Annex) show that these co-ions are adsorbed as OSSCs and DS species. Our results on the $z$ coordinates of Cl\textsuperscript{−} OSSCs are consistent with the TLM hypotheses and contradict suggestions that cationic and anionic OSSCs may lie in distinct $\beta$-planes [31]. The $z$ coordinate of the density minimum between Cl\textsuperscript{−} OSSC and DS species is essentially identical to that of Na\textsuperscript{+} and Ca\textsuperscript{2+} (Table 2), indicating that the location of the $d$-plane also is independent of ion type, as hypothesized in the TLM. However, the presence of co-ions in the $\beta$-plane in the absence of positively-charged surface functional groups contradicts the TLM and most other EDL models (a notable exception being the modified TLM of Robertson and Leckie [15]), but agrees with the results of all-atom theoretical calculations [98]. We hypothesize that the few Cl\textsuperscript{−} OSSCs observed in our simulations may in fact be stabilized as positively-charged ion pairs, CaCl\textsuperscript{+}. 
Two other features of the chloride density profiles in Fig. 3 are inconsistent with all extant EDL models: chloride concentration rises sharply beyond the d-plane ($z^* > 5.5 \, \text{Å}$) to a peak or shoulder identified as DS1 in Table 2, and chloride is positively adsorbed in a broad region between $z^* \approx 7$ and 15 Å (peaks DS2 and DS3 in Table 2). The first of these features was previously noted by Tournassat et al. [52] for a 0.1 mol dm$^{-3}$ NaCl electrolyte contacting a montmorillonite basal surface. They pointed out that it contradicts the predictions of the Poisson-Boltzmann equation in the modified Gouy-Chapman formulation. The second of these features, though to the best of our knowledge never previously reported in a MD simulation study, is nonetheless faintly discernible in the density profile of Cl$^-$ near a Na-montmorillonite surface calculated by Marry et al. [49].

To determine the origin of the Cl$^-$ density peaks, we mapped Cl$^-$ density in directions parallel and normal to the surface relative to Ca$^{2+}$ and Na$^+$ OSSCs (Fig. 6). The resulting density maps show that Cl$^-$ ions accumulate preferentially near Ca$^{2+}$ OSSCs as solvent-separated ion pairs and to a lesser extent near Na$^+$ OSSCs as either contact or solvent-separated ion pairs. The $z$ coordinates of Cl$^-$ ions in these chloride-metal ion pairs correspond to the region in which Cl$^-$ DS1 and DS2 species occur. Further calculations showed that Cl$^-$ DS1 and DS2 species adsorb preferentially above regions of the surface that contain a greater density of Ca$^{2+}$ OSSCs (and, to a lesser extent, Na$^+$ OSSCs) than the surface as a whole. Thus, our results indicate that Cl$^-$ ions adsorb at the surface as metal-chloride ion pairs, which is consistent with previous findings, that ion pairs contribute significantly to both Ca adsorption on clay mineral surfaces [69,100-103] and divalent metal adsorption on a range of substrates [104,105], as well as with the expectation that long-range electrostatic interactions should attract dipolar entities such as ion pairs (or water molecules [106,107]) to charged surfaces where their dipole moment can orient itself in response to the electrostatic potential gradient. Our results also are consistent with statistical mechanical calculations according to which ion-ion correlations should cause coion concentrations to rise more rapidly beyond the d-plane than predicted by the Poisson-Boltzmann equation, especially at high electrolyte concentrations or in the presence of multivalent counterions [20,34,108-110]. Finally, if ion-pair formation is viewed as a step toward nucleation, our results hint at a mechanism by which charged
surfaces may promote heterogeneous nucleation of solid phases, with potential implications, for example, for carbonate precipitation in brine aquifers [65] or for controlled protein crystallization near charged interfaces [111].
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Figure 6. Same as Fig. 5 for Cl\(^-\) density near Ca\(^{2+}\) (top) and Na\(^+\) OSSC (bottom) at 1.83 mol\(_c\) dm\(^{-3}\). Colors indicate regions where Cl\(^-\) density is one to three times larger (ochre) or more than three times larger than in the bulk liquid (black).

Enhancement of the stability of metal-chloride ion pairs near charged surfaces can occur if the dielectric constant of interfacial water is lower than that of bulk liquid water [112,113]. To evaluate the importance of this phenomenon indirectly, we calculated Cl-ion radial distribution functions \(g(r)\) (where ion = Na\(^+\), Ca\(^{2+}\), or Cl\(^-\)) at 1.83 mol\(_c\) dm\(^{-3}\) along directions parallel to the surface in the OSSC, DS1, DS2, and bulk liquid regions. Our results (Fig. 7) reveal that the population of metal-chloride ion pairs is enhanced (and that of chloride-chloride ion pairs is reduced) relative to their population in bulk liquid water only for Cl\(^-\) ions located in the OSSC region. By inference, water located further than about 5 Å from the surface has essentially the same dielectric constant as bulk liquid water, whereas the first one or two water monolayers on the clay surface have a lower dielectric constant. This finding is consistent with MD simulations of the quartz-water interface, wherein the dielectric constant was approximately 48 in the first statistical water monolayer, 74 in the second, and 80 beyond the second water monolayer [113].
3.4 Surface charge screening

The structural charge density ($\sigma_{\text{clay}} = -0.444 \, e$ per unit cell on each surface in our simulations) is balanced in the EDL on length scales of nanometers by adsorbed cation charge density $q_+$ minus adsorbed anion charge density $q_-$. [1]:

$$\sigma_{\text{clay}} + q_+ - q_- = 0 \quad (1)$$

The adsorbed cation (or anion) charge density equals the sum over all cations (or anions) of the magnitude of the valence $Z_i$ times the Gibbs surface excess $n_i^{(w)}$ (adsorbed molecules per unit cell, customarily defined relative to the dividing surface of water). Gibbs surface excess values for Na$^+$, Ca$^{2+}$, and Cl$^-$, calculated with the standard expression $n_i^{(w)} = n_i - (n_w x_i / x_w)$ [1], where $n_i$ and $n_w$ are the numbers of molecules of
solute $i$ and water per unit cell on each surface in the interfacial region ($z < 20 \, \text{Å}$) and $x_i$ and $x_w$ are the mole fractions of $i$ and water in the bulk liquid ($z > 20 \, \text{Å}$), are shown in Table 3 along with the percentage contribution of each species to balancing the structural charge. Evidently, as salinity increases, anion exclusion contributes increasingly to the overall charge balance at the mineral-water interface: at the highest salinity studied here, 42% of the structural charge is balanced by anion exclusion instead of cation adsorption.

![Screening function Γ(z)](image)

Figure 8. Screening function $\Gamma(z)$ (e per unit cell) plotted as a function of $z$ (Å). At large $z$ values, $\Gamma(z)$ tends towards zero as adsorbed ions balance the negative structural charge of the clay particles. Positive values of $\Gamma(z)$ at $z > 12 \, \text{Å}$ indicate that the positive surface charge contributed by cation adsorption and anion exclusion in the first two or three water layers on the clay surface exceeds the negative structural charge of the clay particle.

In order to characterize the manner in which adsorbed ions balance the structural charge density $\sigma_{\text{clay}}$ as a function of distance from the clay surface, we define a "screening function" $\Gamma(z) = \sigma_{\text{clay}} + \int_0^z \sum_{\text{i}=\text{Na,Ca,Cl}} Z_i \rho_i(z) dz$, where $\rho_i(z)$ is the local density of species $i$. Essentially, $\Gamma(z)$ describes the apparent (screened) surface charge density as seen by a hypothetical probe located at coordinate $z$. At all electrolyte concentrations studied, the calculated $\Gamma(z)$ functions (Fig. 8) show that the negative structural charge is actually over-compensated by cation adsorption and anion exclusion within the first two or three water layers. Thus, to a probe located at $z > 12 \, \text{Å}$ at 0.34 mol e $\text{dm}^{-3}$ or $z > 8 \, \text{Å}$ at 1.83 mol e $\text{dm}^{-3}$, the mineral surface would appear to be positively charged. This behavior is inconsistent with the TLM and other surface speciation models, as they invariably
predict that $\Gamma(z)$ has the same sign as $\sigma_0$ throughout the EDL in the presence of an indifferent electrolyte. This well-known charge inversion phenomenon [97,108,109,114]—previously shown to influence electro-osmotic flow in nano-channels [40], nanoparticle aggregation [115,116], and electrophoretic mobility [19]—is thought to result from the ion-ion correlations that are neglected in modified Gouy-Chapman theory [20,21,34]. We infer that the charge inversion shown in Fig. 8 is intimately related to the formation of metal-chloride ion pairs at the surface discussed in the previous section. Evidently, these ion pairs enhance the stability of cationic OSSCs to the point where they locally overcompensate the negative structural charge. A corollary of this is that the magnitude of charge inversion should be quite sensitive to the strength of metal-chloride ion pairs, a property that is notoriously difficult to accurately predict using MD simulations [92]. Therefore, caution should be taken in attaching significance to results such as the ionic strength at which charge inversion occurs in our MD simulations.

3.5 Three dimensional structure of the electrical double layer

On flat charged surfaces, EDL models generally assume that ISSC and OSSC occupy discrete adsorption sites whereas DS species are uniformly distributed along directions parallel to the interface. This conceptual view would be quite arduous to verify experimentally but it can be readily tested using MD simulation. In Figs. 9-10, we report the average densities of Na\(^+\), Ca\(^{2+}\), and Cl\(^-\) (first, second, and third rows, respectively) in the $xy$ plane at four distances from one of the clay basal surfaces in our simulation cell (from left to right columns: ISSC, OSSC, DS, and DS2 coordinates) and at two ionic strengths (0.34 and 1.83 mol dm\(^{-3}\) in Figs. 9 and 10, respectively). Similar results were obtained on the opposite surface and at intermediate ionic strengths.

Our results show that the clay structure influences ion distribution in the $xy$ plane on two spatial scales: the siloxane surface (the plane of O atoms that forms the clay surface) influences ion distribution on scales of Ångströms, whereas the distribution of negative charge sites (isomorphic substitutions of Al by Mg in the octahedral sheet) influences ion distribution on scales of nanometers. The first phenomenon is observed only for cationic surface complexes. Thus, Na\(^+\) ISSCs are located preferentially directly above individual O atoms of the siloxane surface (Figs. 9a, 10a), as also found for kaolinite [117]. This
finding, along with the water density map near Na\(^+\) ISSC in Fig. 5d, indicates that Na\(^+\) ISSC formation involves the replacement of one water molecule by one surface O atom in the first solvation shell of Na\(^+\), as also shown by Dufrêche et al. [41]. Figures 9-10 also reveal that Na\(^+\) and Ca\(^{2+}\) OSSCs are preferentially located above two features of the siloxane surface: hexagonal (more precisely: ditrigonal) cavities and “triads” of surface O atoms bound to the same Si atom (Figs. 9b,e, 10b,e). Clearly, Ca\(^{2+}\) OSSCs prefer the former (ditrigonal cavity) site, as also found for Cd\(^{2+}\) and Pb\(^{2+}\) on the siloxane surface of kaolinite [117]. These two sites allow either six or three surface O atoms to participate in the second cationic solvation shell. Our results reveal no discernible influence of the siloxane surface on the distribution of DS species, whereas Cl\(^-\) OSSCs were too scarce to identify their preferred locations precisely on the siloxane surface.

![Figure 9. Average densities of Na\(^+\), Ca\(^{2+}\), and Cl\(^-\) (first, second, and third rows) at different distances from one of the clay surfaces (ISSC, OSSC, DS, and DS2 coordinates in the first through the fourth columns) in our MD simulation at 0.34 mol\(\cdot\)dm\(^{-3}\). Ion densities in the \(xy\) plane are reported relative to the average density of the same species over both clay surfaces at the same \(z\) coordinate [densities lower than the average density are not shown; densities equal to one to three times the average density are shown in purple (Na\(^+\)), blue (Ca\(^{2+}\)), or ochre (Cl\(^-\)); densities equal to more than three times the average density at the same \(z\) coordinate are shown in black]. Coordinates of Si and O atoms in the underlying siloxane surface and of Al and Mg atoms in the...](image_url)
octahedral sheet are shown with the same colors as in Fig. 2. Shaded figures (9g,h) indicate poor statistics.

Figure 10. Same as Fig. 9 at 1.83 mol\textsubscript{c} dm\textsuperscript{-3}.

In the view of the surface shown in Figs. 9-10, the density of isomorphic substitutions in the octahedral sheet is greater on the left side of each figure. The influence of this asymmetric charge density distribution on the three-dimensional structure of the EDL is evident in the greater density of Na\textsuperscript{+} ISSCs (Figs. 9a and 10a) and especially Ca\textsuperscript{2+} OSSCs (Figs. 9e and 10e) on the left side of the surface (region delineated by thick blue lines in Fig. 10e). The Cl$^{-}$ DS2 species is preferentially located in this region (Figs. 9j and 10j), thus confirming that the Cl$^{-}$ DS2 peak reflects Cl$^{-}$ association with Ca\textsuperscript{2+} OSSCs, whereas Na\textsuperscript{+} adsorption in the diffuse swarm is inhibited in this region (Figs. 9c,d and 10c,d), reflecting the charge inversion phenomenon discussed in the previous section. Thus, our results indicate that charge inversion does not occur uniformly on the clay surface. Instead, nanometer-scale regions of conventional (counterion-rich) and “charge-inverted” (coion-rich) diffuse swarms co-exist. This “patchy” charge inversion contradicts the assumption that EDL ions are uniformly distributed in the $xy$ plane beyond the $d$-plane, at least at the high ionic strengths studied here. We hypothesize that this patchiness of the
EDL could promote the adsorption of molecules that carry different types of functional group, such as those in natural organic matter [118] or, more generally, zwitterions [119].

4. Diffusion in the Electrical Double Layer

Water and solute diffusion coefficients near solid-water interfaces are fundamental parameters that influence solute mass fluxes in nanoporous media, such as natural or engineered clay barriers [54], the electrophoretic mobility of nanoparticles [11], and the rates of transport-limited interfacial reactions [120]. At the molecular level, the diffusion coefficient can be calculated using the well-known Einstein relation [121]:

$$D = \frac{1}{2n} \lim_{\tau \to \infty} \frac{d\langle \epsilon^2 \rangle}{d\tau}$$

where \( \langle \epsilon^2 \rangle = \langle |\mathbf{r}(t) - \mathbf{r}(t + \tau)|^2 \rangle \) is the mean-square displacement of a diffusing molecule averaged over all molecules of interest and all time intervals of length \( \tau \), \( \mathbf{r}(t) \) denotes the position of a diffusing molecule at time \( t \), and \( n \) is the dimensionality of the system in which diffusion occurs. Near flat surfaces, \( D \) becomes a diagonal tensor \( \mathbf{D}(z) \) with components \( D_{||}(z) \) and \( D_{\perp}(z) \) in directions parallel and normal to the interface [44,50,121]. Calculation of \( D_{||}(z) \) and \( D_{\perp}(z) \) is non-trivial because the infinite-time limit on the integral in Eq. 2 prevents applying this equation at fixed \( z \)-values [121]. Previous studies have treated this difficulty by calculating \( \langle \epsilon^2 \rangle_|| \) and \( \langle \epsilon^2 \rangle_\perp \) for given values of \( \tau \), then evaluating the slope \( \Delta \langle \epsilon^2 \rangle_|| / \Delta \tau \) for a chosen range of \( \tau \)-values (e.g., \( \tau = 0 \) to 1.5 ps [51], 1.2 to 2.4 ps [48], 0 to 10 ps [50], or 8 to 16 ps [49]). The choice of this range is not trivial either, however. In recent MD simulations of water and ionic motions in smectite interlayer nanopores (one-, two-, and three-layer hydrates), \( d\langle \epsilon^2 \rangle_|| / d\tau \) did not reach the diffusive limit until \( \tau > 100 \) ps [54].

The anisotropy of diffusion near mineral surfaces is illustrated in Fig. 11, which shows the \( z \) coordinates and \( \Delta xy \) displacements, after time intervals \( \tau = 1, 10, 50 \) and 200 ps, of water molecules initially located at \( z = 5.0 \pm 0.2 \) Å, the location of the first shoulder in the water density profile. The density of points in Fig. 11 is related to the van Hove self-correlation function that is probed experimentally by neutron scattering techniques [122]. Figure 11 shows that water molecules initially located at \( z = 5.0 \) Å do not diffuse
parallel to the mineral surface. Instead, they exchange rapidly with water molecules at \( z = 5.9 \) Å (i.e., in the first water peak), then they diffuse along the surface or toward the bulk liquid. A small fraction of the water molecules returns to the coordinate \( z = 5.0 \) Å after having travelled a distance \( \Delta x y = 5.0 \pm 0.5 \) Å. This distance is identical to that between neighboring ditrigonal cavities of the siloxane surface (5.2 ± 0.1 Å), thus confirming that the water molecules located at \( z = 5.0 \) Å are also located above these cavities.

Figure 11. Map of the \( \Delta x y \) displacements and final \( z \) coordinates, for time intervals \( \tau = 1, 10, 50, \) and 200 ps, of all water molecules initially located in the first shoulder of the water density profile (\( z = 5.0 \pm 0.2 \) Å) during the first 10 ns of our simulation at 0.34 mol\(_e\) dm\(^{-3}\).
4.1. Diffusion parallel to the surface

The diffusion coefficient $D_\parallel(z)$ frequently is determined by applying Eq. 2 to the two-dimensional ($xy$ plane) mean-square displacement of molecules that are continuously located in a layer defined by the coordinates $z \pm \frac{1}{2}\Delta z$ during a chosen time interval [49,52,121]. This method presupposes that there exists a time interval $\tau$ sufficiently long that the slope $d\langle \ell_n^2 \rangle/d\tau$ reaches the diffusive limit, yet sufficiently short that a significant number of molecules is continuously located in the layer of interest. To test this supposition, we applied it to diffusion in 3.2 Å-thick water layers chosen to coincide with the statistical water monolayers observed on the surface ($z < 7.8$ Å for the first monolayer, $z = 7.8$ to 11 Å for the second monolayer, and so forth) and in 2.6 Å-thick ion layers chosen to coincide with the regions of ISSC, OSSC, and DS adsorption ($z < 6.2$ Å for ISSC, $z = 6.2$ to 8.8 Å for OSSC, and so forth). Plots of $\langle \ell_n^2 \rangle$ vs. $\tau$ calculated for water molecules continuously present in the same monolayer during any time interval $[t, t + \tau]$ are shown in Fig. 12a for our MD simulation at 0.34 mol dm$^{-3}$. Values of $D_\parallel$ calculated from the slopes of the curves in Fig. 12a are shown in Fig. 12b for $\tau$-values sufficiently small that $\geq 2$ % of water molecules present at time $t$ remained continuously located in the same monolayer until time $t + \tau$ (for larger $\tau$ values, calculated $D_\parallel$ values fluctuated widely). Similar results were obtained at other electrolyte concentrations.
Figure 12. Plots of (a) the mean square displacement $\langle \ell^2 \rangle$ vs. $\tau$ and (b) the diffusion coefficient $D_\parallel$ vs. $\tau$ (calculated from the slope of the curves in Fig. 12a) for water molecules continuously located in the layer of interest during any time interval $[t, t + \tau]$ in our simulation at 0.34 mol dm$^{-3}$.

Figure 12b shows that $D_\parallel$-values can be highly sensitive to the choice of $\tau$; this is a problem, because an optimal $\tau$ is not known [48-51]. In the present study, as a first approximation, we calculated $D_\parallel$ as the finite-difference slope $\Delta \langle \ell^2 \rangle / \Delta \tau$ from $\tau = 1$ to 2 ps. This $\tau$-interval was chosen for three reasons. Firstly, for solutes diffusing in bulk liquid water, the mean-square displacement increases linearly for $\tau > 1$ ps [90], which indicates that mean-square displacement values obtained for $\tau < 1$ ps should not be used to calculate $D_\parallel$. Secondly, for certain solutes in our study, poor statistics caused $D_\parallel$ to fluctuate greatly when $\tau > 8$ ps (this was the case, for example, for Ca$^{2+}$ beyond the third layer at 0.34 mol dm$^{-3}$). Thirdly, calculation of $D_\parallel$ from the mean-square displacement of molecules that are continuously located in a layer during a time interval $\tau$ implicitly assumes that the probability of a molecule leaving the layer is uncorrelated with its mean-square displacement. This assumption, which appears not to have been noted in previous studies, in fact may not be true; for example, if a water layer contains two populations of water molecules that have unequal diffusion coefficients and that exchange slowly on the timescale of measurement of the mean-square displacement (e.g., water molecules
solvating divalent metal cations vs. other water molecules [99,123]), the more slowly-diffusing water population will be increasingly over-represented at large $\tau$-values. Our hypothesis on the existence of this artifact is consistent with the observation that, at large $\tau$, the $D_{||}$ values for first- and second-monolayer water in Fig. 12b tend toward the $D_{||}$ value of Ca$^{2+}$ in an OSSC ($0.16 \pm 0.02 \times 10^{-9}$ m$^2$ s$^{-1}$ at 0.34 mol$_c$ dm$^{-3}$). We note in passing that the crossover of first- and second-monolayer water curves in Fig. 12b may explain why Marry et al. [49], who calculated $\Delta \langle \ell^2 \rangle / \Delta \tau$ for $\tau = 8$ to 16 ps, found that $D_{||}$ is lowest in the second water monolayer on Na-montmorillonite, whereas Sakuma and Kawamura [51], who calculated $\Delta \langle \ell^2 \rangle / \Delta \tau$ for $\tau = 0$ to 1.5 ps, found that $D_{||}$ is lowest in the first water monolayer on mica.

Near mineral surfaces, accurate evaluation of the diffusive limit in Eq. 2 may not be possible with time scales as short as $\tau = 1$ to 2 ps. For example, $d\langle \ell^2 \rangle / d\tau$ does not reach its long-time limit until $\tau > 100$ ps for water molecules and cations in Na-smectite interlayers (one-, two-, or three-layer hydrates) [54]. To evaluate the importance of this possibility, we calculated $\langle \ell^2 \rangle$ and $D_{||}(\tau)$ as a function of $\tau$ for all (i.e., regardless of $z$ coordinate) water molecules, Na$^+$, Ca$^{2+}$, or Cl$^-$ in our simulation cell (shown for water molecules in Fig. 12). For most species (excepting Cl$^-$ at the lowest ionic strength considered, where precision was lowest), our results showed a small decrease in these “overall” $D_{||}$ values with $\tau$. We hypothesize that this decrease results from timescales $< 100$ ps being too small to probe the long-time limiting value of $d\langle \ell^2 \rangle / d\tau$ in the first few monolayers near the mineral surface. We calculated how large an adjustment of the $D_{||}$ values of first-layer water or of ions in ISSCs or OSSCs would explain the $\tau$-dependence of our “overall” $D_{||}$ values in going from $\tau = 1$-2 ps to $\tau = 198$-200 ps. To minimize random error, we averaged the adjustment (after normalization to $D_{||}$ in the bulk liquid) over our simulations at four ionic strengths (for Cl$^-$, we again ignored the results at the lowest ionic strength). Finally, we added the adjustment to the negative error bars of first-monolayer water and of ions in ISSCs (first-layer) and OSSCs (second-layer). We also added half of the adjustment to the negative error bars in the next layer, one quarter in the following layer, and so forth.
Figure 13. Diffusion coefficients of water, Na$^+$, Ca$^{2+}$, and Cl$^-$ parallel to the clay surface (square symbols, calculated from the two-dimensional form of Eq. 2) or normal to the clay surface (diamond-shaped symbols, calculated from the average times $\tau_{ij}$ for jumps between adjacent layers) plotted as a function of distance from the mid-lamella plane.
We report $D_{||}$ values for water and ions as a function of distance from the surface (normalized to $D_{||}$ far from the surface) as square symbols in Fig. 13. Our results show that water and ion diffusion coefficients $D_{||}$ decrease within about 10 Å (three statistical water monolayers) from the surface. Water in the first monolayer diffuses about 40 to 56 % as fast as it does in the bulk liquid, in agreement with experiments showing that water films confined between mica plates remain relatively fluid-like down to nanometer thicknesses [70] and with MD simulations of electro-osmosis in clay interlayers that show significant hydrodynamic slip at the mineral-water interface [41]. Clearly, even the first statistical water monolayer on the basal surface is not “ice-like” but is “liquid-like”, as pointed out elsewhere [38,70]. Ions also have relatively large $D_{||}$ values near the surface (Table 4): DS species diffuse about 65 % as fast as ions in the bulk liquid, and OSSCs diffuse roughly 40 % as fast as in the bulk liquid, within about 10 % variation. Sodium ions adsorbed in ISSCs, however, diffuse quite slowly (about 13 % as fast as they do in the bulk liquid), in qualitative agreement with results showing that Cs$^+$ (adsorbed predominantly in ISSCs) diffuses very slowly in Na-smectite interlayers [54].

4.2. Diffusion normal to the clay surface

For the component of $\mathbf{D}(z)$ normal to the surface [$D_{\perp}(z)$], the infinite-time limit in Eq. 2 cannot be calculated at fixed $z$ [121]. However, the existence of discrete layers of water molecules and ions at the mineral-water interface suggests that a jump-diffusion model may adequately describe molecular motions normal to the surface [35,49]. To apply such a model, for each of our four MD simulations we calculated how water molecules and ions initially located in each of the water or solute layers defined in the previous section were distributed after 200 ps. We modeled these distributions with a one-dimensional finite-difference jump-diffusion model (spatial step $\Delta z = 3.2$ Å for water, 2.6 Å for ions; with time step $\Delta t = 0.1$ ps) in which a fraction $\Delta t / \tau_{i \rightarrow j}$ of the molecules in layer $i$ move to layer $j$ during each time step, $\tau_{i \rightarrow j}$ (ps) being the characteristic time for jumps between layers $i$ and $j$. For water, we imposed the condition $\tau_{i \rightarrow j} = \tau_{j \rightarrow i}$ because the average water molecule density was almost the same in all monolayers. For ions, we imposed the condition that $\tau_{i \rightarrow j} / \tau_{j \rightarrow i}$ be equal to the ratio of average ion densities in the $j$th and $i$th layers at equilibrium. The precision of $\tau_{i \rightarrow j}$ values for ions beyond the diffuse swarm was rather
poor; therefore, we imposed the condition that $\tau_{i,j}$, defined as the geometric mean of $\tau_{i \rightarrow j}$ and $\tau_{j \rightarrow i}$, be independent of $z$ beyond the 6\textsuperscript{th} (for Na\textsuperscript{+} and Ca\textsuperscript{2+}) or the 7\textsuperscript{th} layer (for Cl\textsuperscript{−}). Figure 14 compares our MD simulation results at 0.34 mol dm\textsuperscript{-3} and jump-diffusion model fits of the distribution, after 200 ps, of water molecules initially located in the first (Fig. 14a) and fifth water layer (Fig. 14b) and of Ca\textsuperscript{2+} ions initially located in the second (Fig. 14c) and fifth ion layer (Fig. 14d). Values of $\tau_{1 \rightarrow 2}$, $\tau_{2 \rightarrow 3}$, and $\tau_{3 \rightarrow 4}$ for Na\textsuperscript{+}, Ca\textsuperscript{2+} and Cl\textsuperscript{−}, which can be taken as the residence times of these ions as ISSC, OSSC, and DS species, are shown in Table 4. The residence times of OSSC and DS species increase in the order Cl\textsuperscript{−} < Na\textsuperscript{+} < Ca\textsuperscript{2+}, as expected if electrostatic attraction to the surface stabilizes adsorbed species. The long residence time of Ca\textsuperscript{2+} in OSSCs ($\tau_{2 \rightarrow 3} = 838 \pm 66$ ps) shows how important long simulations (10 ns) are to determine accurately the distribution of divalent ions in the electrical double layer.

Figure 14. Density distribution after 200 ps, in layers extending away from the clay surface, of water molecules initially located in the first (Fig. 14a) and fifth water layer (Fig. 14b) and of Ca\textsuperscript{2+} ions initially located in the second (Fig. 14c) and fifth ion layer (Fig. 14d). Filled bars: MD simulation results at 0.34 mol dm\textsuperscript{-3}; open bars: jump-diffusion model fit.
To compare our results on diffusion normal and parallel to the mineral-water interface, we converted our geometric-mean jump-diffusion times $\tau_{i,j}$ to apparent diffusion coefficients between layers $i$ and $j$ with a relation analogous to Eq. 2: $D_i = (\Delta z)^2/\tau_{i,j}$. The resulting $D_i$ values are shown in Fig. 13 (diamonds). Confidence intervals were estimated by varying each $D_i$ value until the root-mean-square deviation between the diffusion model and MD simulation increased by 5%. Within the precision of our calculated $D_i$ and $D_j$ values, we find that the surface has a similar influence on molecular diffusion in directions parallel and normal to the interface (Fig. 13). Comparable profiles of $D_j$ and $D_i$ vs. $z$ have been obtained for water on rutile [48] and feldspar [50] surfaces. Although Spagnoli et al. [124] recently suggested that water molecules diffuse much more rapidly parallel to the surface of hematite nanoparticles than they do normal to the surface, our finding that $D_i \approx D_j$ on smectite surfaces is consistent with previous studies that attributed the slower diffusion of water molecules near these surfaces to participation in the solvation shells of adsorbed cations [98] or to hydrogen bonds formed with surface O atoms [49]. Both of these effects would be expected to decrease $D_i$ and $D_j$.

5. **Implications for modeling mineral-water interfacial properties**

Here we summarize our findings and their implications concerning the behavior of water and ions in the electrical double layer at clay-water interfaces. Our simulations show that ISSCs, OSSCs, and DS species can coexist in a same nanoscale interfacial region and that “indifferent ions” can form all three types of adsorbed species. The $z$ coordinates of OSSCs (the $\beta$-plane) and of the boundary between OSSCs and DS species (the $d$-plane) are identical, within imprecision, for Na$^+$, Ca$^{2+}$, and Cl$^-$ ($z_\beta^* = 4.4 \pm 0.2$ and $z_d^* = 5.6 \pm 0.3$). This co-occurrence occurs despite the 0.79 Å difference between the crystal radii of Na$^+$ and Cl$^-$ [7] and the 1.26 Å difference between the hydrated radii of Na$^+$ and Ca$^{2+}$ [8], thus contradicting attempts to model $z_i^*$ as a fixed (solid-specific) distance plus the hydrated [8,125] or crystalline radius [7] of the adsorbed species. For smectite basal surfaces, if the 0-plane is located at $z_0^* = 1.4$ Å (one O atomic radius above the plane of surface O atoms [52]), the distances between the 0- and $\beta$-planes and between the $\beta$- and $d$-planes are $\Delta z_1 = 3.0 \pm 0.1$ Å and $\Delta z_2 = 1.2 \pm 0.1$ Å, respectively.
Sodium ISSCs adsorb between the 0- and β-planes ($z^* = 2.6 \pm 0.05 \text{ Å}$), in disagreement with the tenets of the TLM (Fig. 1) but in agreement with the surface speciation modeling approach of Ridley et al. [6].

Our simulations also yield insight into the capacitances $C_1$ and $C_2$ of the space between the 0- and β-, and β-and d-planes. By analogy with planar capacitors, these parameters are sometimes modeled with the relation [4,32]:

$$C_i = \varepsilon_i \varepsilon_0 / \Delta z_i$$  \hspace{1cm} (3)

where $\varepsilon_0 = 8.854 \times 10^{-12} \text{ C}^2 \text{ J}^{-1} \text{ m}^{-1}$ is the permittivity of vacuum and $\varepsilon_i$ is the dielectric constant of water in each “capacitor”. The values of $\Delta z_i$ and $\varepsilon_i$, however, are often poorly constrained. Frequently, $C_i$ values are calculated simply by fitting them to experimental data using an assumed model of EDL structure. A widespread strategy in surface speciation calculations consists in assuming that $C_2 = 0.2 \text{ F m}^{-2}$ (a value obtained by Yates et al. [3] using the unsupported assumption that $\psi_d$ is equal to the electrokinetic “zeta” potential [16,31]) and fitting $C_1$ to proton and electrolyte adsorption data using the TLM; this method yields $C_1 = 0.6$ to 2.2 for a range of electrolytes and mineral surfaces [15,31-33,104,125]. Other studies have assumed that $C_2 = \infty$ (i.e., $\psi = \psi_d$ [107]) or $C_2 = C_1$ [7,126], or have fitted both $C_1$ and $C_2$ [105,107]. Tournassat et al. [52] estimated that $C_2 = 0.9$ to 1.1 F m$^{-2}$ from their MD simulation results, but they also assumed that $\psi_d$ is equal to the measured electrokinetic “zeta” potential. If we use Eq. 3 with our $\Delta z_i$ values given above (hypothesizing that these are invariant at electrolyte concentrations below 0.34 mol e mol$^{-3}$) and the dielectric constants predicted by Wander and Clark [113] for the quartz-water interface ($\varepsilon_1 = 41 \pm 19$ and $\varepsilon_2 = 74 \pm 2$ in the direction normal to the mineral-water interface, to which we assigned confidence intervals equal to half the difference between these values and the dielectric constant of bulk water, 78.3 at 298 K), we predict $C_1 = 1.2 \pm 0.6$ F m$^{-2}$ and $C_2 = 5.5 \pm 0.1$ F m$^{-2}$ for dilute aqueous solutions on smectite basal surfaces. If we use a looser definition of the β-plane coordinate (allowing this plane to be located anywhere between the DS peak of cations and the minimum between the OSSC and DS peaks, i.e., $\Delta z_2 = 1.6 \pm 0.5 \text{ Å}$) and account for the possibility that the electric field near the charged surface may influence the dielectric constant of water ($\varepsilon_i$ may be as low as ~10 at the electric field strength that exists near the smectite clay surface according to the calculations of Danielewicz-Ferchmin and Ferchmin.
we predict a similar range of capacitance values: $C_1 = 0.8 \pm 0.5$ F m$^{-2}$ and $C_2 = 4.1 \pm 1.3$ F m$^{-2}$. Thus, regardless of the assumptions chosen, our results strongly suggest that $C_2$ is larger than $C_1$, and much larger than the frequently-used value, 0.2 F m$^{-2}$.

Regarding the influence of brine concentration on the aqueous geochemistry of mineral-water interfaces, we find that the coordinates of adsorbed ISSCs, OSSCs, and DS species are independent of ionic strength. We also find that charge inversion occurs in the diffuse swarm at all electrolyte concentrations studied, in agreement with statistical mechanical theories [20,21,109,110]. Therefore, properties that arise from long-range electrostatics at interfaces (such as electrophoresis, electroosmosis, co-ion exclusion, or colloidal aggregation) should not be correctly predicted by the TLM or other EDL models (according to which the electrostatic potential decreases monotonically with distance from the surface when only indifferent electrolyte ions are present) at ion concentrations $\geq 0.34$ mol dm$^{-3}$. This charge inversion phenomenon results from the affinity of the clay surface for metal-chloride ion pairs. Finally, we find that co-ion exclusion, which is neglected by most surface speciation models, balances a large part of the mineral surface charge in concentrated ionic solutions (42 % at 1.83 mol, dm$^{-3}$, Table 3). An interesting consequence of this finding is that clay-water interfacial tension should first decrease (when $q$ is negligible), then stabilize or even increase with ionic strength (when $q$ becomes large), because of the well-known relationship between Gibbs surface excess $n_i^{(w)}$ and interfacial tension $\gamma$ ($d\gamma = - \Sigma n_i^{(w)} d\mu_i$, where $\mu_i$ is the chemical potential of solute $i$ and the sum is over all solutes [128]). This hypothesis is qualitatively consistent with measured water-CO$_2$ wetting angles on mica, which show increased wetting of the basal surface by water between 0.01 and 0.1 M NaCl, then decreased wetting by water between 0.1 and 1.0 M NaCl [129].

On the diffusion of water and ions near clay surfaces, our simulation results show that Na$^+$ ISSCs diffuse about 13 % as fast as in bulk liquid water, whereas OSSCs and first-layer water molecules diffuse 40 to 55 % as fast as in the bulk liquid. Diffusion coefficients reach their bulk liquid values within about 10 Å from the clay surface. Calculated trends in $D$ vs. distance from the surface, when normalized to $D$ in bulk liquid water, are independent of ionic strength and direction (parallel or normal to the clay
surface), within imprecision, and are only weakly dependent on the type of species (Fig. 13).

Finally, we should reiterate the sensitivity of MD simulation results to the choice of interatomic potential parameters. In the present study, we used a set of ion-water interatomic potentials that correctly describe the coordination structures and diffusion coefficients of water and ions in ambient liquid water and the static dielectric constant of liquid water [85,88-90]. Our clay-water and clay-ion interaction were successfully tested against experimental data on the structure and dynamics of water and ions in smectite interlayer nanopores [54,130]. The concurrence of our simulation results with experimental data, theoretical calculations, and previous MD simulation studies, described throughout this paper, suggests that our results are quite robust. However, specific results on the height of water density peaks near the clay surface, on the relative height of the density peaks of OSSC, ISSC, and DL species, and on the strength of metal-chloride ion pairs should be taken with caution, as these properties are notoriously difficult to accurately predict using MD simulations.
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TABLE 1. Short-range interaction potential parameters and atomic partial charges ($q_i$) used in our MD simulations. Short-range interaction potentials ($\phi_{ij}$, kJ mol$^{-1}$) were modeled with the Lennard-Jones 6-12 form: $\phi_{ij} = 4\varepsilon_{ij} [(\sigma_{ij}/r_{ij})^{12} - (\sigma_{ij}/r_{ij})^6]$ where $r_{ij}$ (Å) is the $i$-$j$ interatomic distance and $2^{1/6}\sigma_{ij}$ and $\varepsilon_{ij}$ are the location (Å) and depth (kJ mol$^{-1}$) of the $i$-$j$ potential well calculated with the Lorentz-Berthelot combining rules [$\sigma_{ij} = \frac{1}{2}(\sigma_i + \sigma_j)$ and $\varepsilon_{ij} = \varepsilon_i^{1/2}\varepsilon_j^{1/2}$].

<table>
<thead>
<tr>
<th></th>
<th>$\sigma_i$ (Å)</th>
<th>$\varepsilon_i$ (kJ mol$^{-1}$)</th>
<th>$q_i$ (e)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SPC/E water [84]</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>water O</td>
<td>3.16556</td>
<td>0.65017</td>
<td>-0.8476</td>
</tr>
<tr>
<td>water H</td>
<td>0.0</td>
<td>0.0</td>
<td>0.4238</td>
</tr>
<tr>
<td><strong>Alkali metals and halides [85]</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Na$^+$</td>
<td>2.35000</td>
<td>0.54391</td>
<td>1.0</td>
</tr>
<tr>
<td>Cl$^-$</td>
<td>4.40000</td>
<td>0.41839</td>
<td>-1.0</td>
</tr>
<tr>
<td><strong>Alkaline earth metals [86]</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ca$^{2+}$</td>
<td>2.36084</td>
<td>1.88173</td>
<td>2.0</td>
</tr>
<tr>
<td><strong>CLAYFF mineral [87]</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>clay O</td>
<td>3.16556</td>
<td>0.65017</td>
<td>-1.0500$^a$</td>
</tr>
<tr>
<td>clay H</td>
<td>0.0</td>
<td>0.0</td>
<td>0.4250</td>
</tr>
<tr>
<td>clay Si</td>
<td>3.30203</td>
<td>$7.7005 \times 10^{-6}$</td>
<td>2.1000</td>
</tr>
<tr>
<td>clay Al</td>
<td>4.27124</td>
<td>$5.5638 \times 10^{-6}$</td>
<td>1.5750</td>
</tr>
<tr>
<td>clay Mg</td>
<td>5.26432</td>
<td>$3.7780 \times 10^{-6}$</td>
<td>1.3600</td>
</tr>
</tbody>
</table>

$^a$ the absolute value of $q_O$ was lowered by 0.1 e if O was bound to a clay H atom and increased by 0.1308 e near Al $\rightarrow$ Mg substitutions [87].
Table 2. Location \( z \) (Å) of each peak of the water and ion density profiles in our simulations. For the ions, the \( z \) coordinates of the minima between ISSC, OSSC, and DS peaks are shown in italics. The plane of surface O atoms has the average coordinate \( z = 3.2 \) Å. The precision of \( z \)-values is ± 0.05 Å for most features, but roughly ± 0.2 Å for the first shoulder of the first water layer, the third water layer, and the Cl\(^-\) density features. The numbers of molecules per unit cell contributed by each peak, calculated by integrating the density profiles between minima, are shown between parentheses (precision is about ± 0.1 for water, ± 0.001 for ions). For comparison, the structural charge density of the clay is \( \sigma_{\text{clay}} = -0.444 \) e per unit cell on each surface.

<table>
<thead>
<tr>
<th></th>
<th>Water 0.34 mol dm(^{-3})</th>
<th>Water 0.67 mol dm(^{-3})</th>
<th>Water 1.25 mol dm(^{-3})</th>
<th>Water 1.83 mol dm(^{-3})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1(^\text{st}) layer shoulder</td>
<td>5.0 (~0.2)</td>
<td>5.0 (~0.2)</td>
<td>5.0 (~0.2)</td>
<td>5.0 (~0.2)</td>
</tr>
<tr>
<td>1(^\text{st}) layer peak 1</td>
<td>5.9 (3.2)</td>
<td>5.9 (3.2)</td>
<td>5.9 (3.2)</td>
<td>5.9 (3.2)</td>
</tr>
<tr>
<td>1(^\text{st}) layer peak 2</td>
<td>7.2 (1.8)</td>
<td>7.2 (1.7)</td>
<td>7.2 (1.7)</td>
<td>7.2 (1.9)</td>
</tr>
<tr>
<td>2(^\text{nd}) layer</td>
<td>9.6 (4.7)</td>
<td>9.6 (4.8)</td>
<td>9.5 (4.8)</td>
<td>9.5 (4.7)</td>
</tr>
<tr>
<td>3(^\text{rd}) layer</td>
<td>12.1</td>
<td>12.1</td>
<td>12.1</td>
<td>12.1</td>
</tr>
</tbody>
</table>

|          | Sodium | |
|----------|--------|-----------------------------|-----------------------------|-----------------------------|
| ISSC     | 5.8 (0.007) | 5.8 (0.006) | 5.8 (0.008) | 5.8 (0.007) |
| IS/OSSC min | 6.2 | 6.2 | 6.2 | 6.2 |
| OSSC     | 7.5 (0.104) | 7.5 (0.109) | 7.5 (0.144) | 7.5 (0.151) |
| OSSC/DS min | 8.8 | 8.8 | 8.8 | 8.8 |
| DS       | 9.7 | 9.7 | 9.6 | 9.7 |

|          | Calcium | |
|----------|---------|-----------------------------|-----------------------------|-----------------------------|
| OSSC     | 7.6 (0.129) | 7.6 (0.143) | 7.6 (0.144) | 7.6 (0.180) |
| OSSC/DS min | 8.9 | 8.9 | 8.8 | 8.9 |
| DS       | 9.6 | 9.7 | 9.7 | 9.7 |

|          | Chloride | |
|----------|----------|-----------------------------|-----------------------------|-----------------------------|
| OSSC     | 7.7 (0.001) | 7.8 (0.002) | 7.7 (0.008) | 7.8 (0.018) |
| OSSC/DS1 min | 8.7 | 8.5 | 8.6 | 8.6 |
| DS1      | 10.8 | 10.5 | 10.4 | 10.4 |
| DS2      | 12.6 | 12.4 | 12.1 | 12.1 |
| DS3      | 14.9 | 14.4 | 14.1 | 13.8 |
Table 3. Mole fraction in the bulk liquid ($x_i$) and Gibbs surface excess relative to water ($n_i^{(w)}$, molecules per unit cell on each surface [1]) of Na, Ca and Cl in our simulations at aqueous concentrations of 0.34, 0.67, 1.25 and 1.83 mol·dm$^{-3}$. Numbers in parenthesis show the percentage of clay cation exchange capacity that is balanced by Na$^+$ adsorption, Ca$^{2+}$ adsorption, and Cl$^-$ exclusion. Confidence intervals ($\pm 2\sigma$) were calculated by dividing our 50 ns simulation into five 10 ns blocks.

<table>
<thead>
<tr>
<th></th>
<th>0.34 mol·dm$^{-3}$</th>
<th>0.67 mol·dm$^{-3}$</th>
<th>1.25 mol·dm$^{-3}$</th>
<th>1.83 mol·dm$^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_{Na}$</td>
<td>0.0049±0.0008</td>
<td>0.0083±0.0006</td>
<td>0.0124±0.0019</td>
<td>0.0185±0.0016</td>
</tr>
<tr>
<td>$x_{Ca}$</td>
<td>0.0006±0.0006</td>
<td>0.0017±0.0004</td>
<td>0.0048±0.0010</td>
<td>0.0067±0.0007</td>
</tr>
<tr>
<td>$x_{Cl}$</td>
<td>0.0060±0.0005</td>
<td>0.0119±0.0003</td>
<td>0.0219±0.0004</td>
<td>0.0318±0.0002</td>
</tr>
<tr>
<td>$n_{Na}^{(w)}$</td>
<td>0.110±0.035</td>
<td>0.061±0.026</td>
<td>0.085±0.091</td>
<td>0.006±0.078</td>
</tr>
<tr>
<td></td>
<td>(25±8%)</td>
<td>(14±6%)</td>
<td>(19±20%)</td>
<td>(1±18%)</td>
</tr>
<tr>
<td>$n_{Ca}^{(w)}$</td>
<td>0.140±0.026</td>
<td>0.143±0.019</td>
<td>0.110±0.045</td>
<td>0.125±0.031</td>
</tr>
<tr>
<td></td>
<td>(64±11%)</td>
<td>(64±7%)</td>
<td>(50±21%)</td>
<td>(57±15%)</td>
</tr>
<tr>
<td>$n_{Cl}^{(w)}$</td>
<td>-0.049±0.022</td>
<td>-0.101±0.012</td>
<td>-0.138±0.022</td>
<td>-0.183±0.011</td>
</tr>
<tr>
<td></td>
<td>(11±5%)</td>
<td>(23±3%)</td>
<td>(31±5%)</td>
<td>(42±3%)</td>
</tr>
</tbody>
</table>
TABLE 4. Average values of the diffusion coefficients $D_i$ (normalized to $D_{ij}$ in the bulk liquid) and lifetimes [$\tau_{1.2}$, $\tau_{2.3}$, and $\tau_{3.4}$ (ps), in parentheses] of Na$^+$, Ca$^{2+}$ and Cl$^-$ ISSC, OSSC, and DS species in our MD simulations. (Values of $\tau_{i,j}$ calculated from our MD simulations at 0.34 mol$_c$ dm$^{-3}$ were neglected as they had a lower precision.)

<table>
<thead>
<tr>
<th></th>
<th>ISSC</th>
<th>OSSC</th>
<th>DS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Na$^+$</td>
<td>0.04-0.22 (55 ± 2)</td>
<td>0.40-0.56 (213 ± 3)</td>
<td>0.64-0.73 (126 ± 6)</td>
</tr>
<tr>
<td>Ca$^{2+}$</td>
<td>0.26-0.40 (838 ± 66)</td>
<td>0.60-0.70 (357 ± 26)</td>
<td></td>
</tr>
<tr>
<td>Cl$^-$</td>
<td>0.30-0.51 (61 ± 9)</td>
<td>0.54-0.67 (70 ± 7)</td>
<td></td>
</tr>
</tbody>
</table>
Figure EA1. Experimental and MD simulation results on the densities of NaCl/CaCl$_2$ brines with [Na$^+$] = 2 × [Ca$^{2+}$] plotted as a function of ionic strength $I$. Error bars are smaller than symbol sizes. Experimental values were interpolated from experimental data obtained by Kumar et al. (1982) for a range of Na/Ca molar ratios. Simulations used 1620 H$_2$O molecules in a 30.8928 × 26.9932 × 60.6 Å periodically replicated simulation cell with [Na$^+$] = 2 × [Ca$^{2+}$] and [Cl$^-$] = 0.2, 0.5, 1.0 or 1.6 mol dm$^{-3}$; 200 ps of equilibration at 298 K in the $NVE$ ensemble were followed by 400 ps of equilibration at $P_z = 0$ atm in the $NP_E$ ensemble (rescaling the velocities of all molecules every 0.1 ps to maintain $T = 298$ K). Predicted brine densities were calculated from the last 300 ps of each simulation.
Figure EA2. Detailed view of the chloride concentration profiles in Fig. 3.
DISCLAIMER

This document was prepared as an account of work sponsored by the United States Government. While this document is believed to contain correct information, neither the United States Government nor any agency thereof, nor The Regents of the University of California, nor any of their employees, makes any warranty, express or implied, or assumes any legal responsibility for the accuracy, completeness, or usefulness of any information, apparatus, product, or process disclosed, or represents that its use would not infringe privately owned rights. Reference herein to any specific commercial product, process, or service by its trade name, trademark, manufacturer, or otherwise, does not necessarily constitute or imply its endorsement, recommendation, or favoring by the United States Government or any agency thereof, or The Regents of the University of California. The views and opinions of authors expressed herein do not necessarily state or reflect those of the United States Government or any agency thereof or The Regents of the University of California.

Ernest Orlando Lawrence Berkeley National Laboratory is an equal opportunity employer.