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Abstract—Dual-radio, dual-processor nodes are an emerging class of Wireless Sensor Network devices that provide both low-energy operation as well as substantially increased computational performance and communication bandwidth for applications. In such systems, the secondary radio and processor operates with sufficiently low power that it may remain always vigilant, while the main processor and primary, high-bandwidth radio remain off until triggered by the application. By exploiting the high energy efficiency of the main processor and primary radio along with proper usage, net operating energy benefits are enabled for applications. The secondary radio provides a constantly available multi-hop network, while paths in the primary network exist only when required. This paper describes a topology control mechanism for establishing an end-to-end path in a network of dual-radio nodes using the secondary radio as a control channel to selectively wake up nodes along the required end-to-end path. Using numerical models as well as testbed experimentation, we show that our proposed mechanism provides significant energy savings of more than 60% compared to alternative approaches, and that it incurs only moderately greater application latency.

I. INTRODUCTION

Ever-increasing application demands in conjunction with advances in low-power hardware design have resulted in an increasing use of larger, more powerful sensor nodes [1], [2]. In addition to a 32-bit CPU, those nodes include sophisticated peripherals and megabytes of RAM and flash as well as a high-bandwidth 802.11 radio. 32-bit nodes are used in standalone wireless sensor network deployments [3], [4], [5] as well as in tiered architectures, where they operate in conjunction with microcontroller-based WSN devices [6], [7], [8].

When the 32-bit nodes are used in a tiered architecture, they must communicate with the network of microcontroller-based nodes (typically 8- or 16-bit motes [9], [10]). For this reason a new generation of 32-bit nodes as for example the LEAP node [2] include an on-board low-power microcontroller (for constantly vigilant operation) and a second, low-bandwidth radio. As a result those nodes enable not just tiered computing but also tiered radio networking. When a node has multiple radios with different communication capabilities and power properties, the question becomes: How should such a multi-radio system be applied to best benefit energy and application demands? It is important to note that the high-bandwidth radio operates with much greater energy efficiency than the low-bandwidth radio, in terms of energy per bit transmitted (for example, 112 nJ/bit for 802.11g as opposed to 979 nJ/bit for 802.15.4 [2]). However, the larger radio also has a much higher state transition cost and idle energy consumption, more than 10 times that of the low bandwidth radio as can be seen from Table I ([1], [2], [11]). It is therefore counter-productive to use the high-bandwidth radio if there is little or no data to send or if data needs to be sent only occasionally. Instead, in order to reduce energy consumption, the high-bandwidth radio should be kept off, to be activated only when there is a significant amount of data that needs to be transmitted. The low-bandwidth radio, on the other hand, is less energy efficient but consumes much less energy when idle and is able to quickly transition from sleep to active state, send the necessary data, and then deactivate. It is therefore ideal for transmitting small amounts of data as well as remaining “vigilant” for long time periods, especially when techniques such as Low-Power Listening [12] are used.

In a multihop network of nodes that maintain their main CPU and high-bandwidth radio in a low operating duty cycle to conserve energy, end-to-end paths do not always exist. In sensor network applications where observing a phenomenon for which a well-established model exists, this problem can be solved by either a static or an adaptive scheduling algorithm, where nodes coordinate in order to guarantee that their wakeup times are synchronized and to perform other low duty cycle coordination functions. However, when such a model does not exist and may not be learned as in seismic event detection, or when timely notification of an event is required, as in intrusion detection, a periodic wakeup algorithm may not always perform with sufficient low latency.

To address the needs of applications such as the ones mentioned above, we propose end-to-end routing using vigilant low-power radios that activate the mostly-off high-bandwidth radio...
radios for bulk traffic. Prior work in multi-radio systems has focused on exploiting the higher capacity of different radios [13], [8], using the low-bandwidth radio for resource discovery [14], [15], as a control channel to perform networking functions such as access point association [16] and for transmission scheduling [17]. However, to the best of our knowledge none have explored how to utilize the low-bandwidth radios to establish an end-to-end multihop path for the high-bandwidth radios. In our proposed approach, each node uses its low-bandwidth radio to connect to a specific node, called the topology controller and request an end-to-end path to a particular destination. The controller then decides which nodes to wake up based on cached information about routing paths and sends the appropriate requests to other nodes again using the low-bandwidth radio. When nodes receive the wakeup request, they turn on their CPU and high-bandwidth radio so that the end-to-end data transfer can start.

The main contribution of this paper is a new approach to end-to-end routing that enables the energy and performance optimized low-bandwidth radios to trigger high-bandwidth radios in a tiered, dual-radio network. We use analysis and experimentation to show the benefits of this approach, concluding that our algorithm that activates nodes along a previously established path can reduce energy consumption by more than 60% compared to alternative approaches while incurring only a moderate increase in application latency.

II. DIFFERENT APPROACHES TO END-TO-END ROUTING FOR DUTY-CYCLED DUAL-RADIO NODES

In order to solve the problem of establishing an end-to-end path over LEAP-class nodes, we consider the following approaches:

**Always-On:** A system where nodes operate all their radio and CPU resources at all times. This system does not need a second radio and is expected to have the lowest latency in terms of data transmission but will consume the most energy (as no power-saving state is used).

**Periodic-wakeup:** A system where the nodes’ main processor and high-bandwidth radio are powered down and are periodically powered up to send data. As in the previous case, this system doesn’t need a second radio. This system is expected to have very low energy consumption, especially if the power-up/power-down time ratio is very low. However, timely notification will suffer since data can only be sent in predetermined periods and optimizing for energy consumption (thus powering up very infrequently) will increase latency even more. As a result, this system stresses the energy-latency tradeoff inherent in scheduling mechanisms.

**Wake-all:** A system where the nodes’ main processor and high-bandwidth radio are powered down and are powered up when an important event occurs. This system uses a second radio to inform the nodes that an event has occurred and thus force them to power up. In network terms, this can be achieved by flooding (or by just turning the radio on and simply saturating the channel), i.e. no pre-established or maintained routing is necessary in the second radio. This system is expected to have low latency, as it is event-based and doesn’t depend on any particular schedule. However, its energy consumption can be considerable, depending on the number of nodes in the network versus the number of nodes involved in the establishment and maintenance of the path.

**Wake-path:** A system where the nodes’ main processor and high-bandwidth radio are powered down but only a necessary subset of nodes are powered up when an event occurs. This system requires a second radio to notify the appropriate nodes that are needed for the path formation. Since a specific subset of the nodes need to be reached, the system would also benefit from a unicast routing protocol on the second radio. This system is expected to have low latency, as it is event based. It is also expected to perform well in terms of energy consumption, as it attempts to wake up only the nodes that are deemed necessary for the path to be established. However, it depends on previous information to determine which nodes need to be woken up, and that information can potentially be invalid. As a result, its performance is more dependent on networking/link properties than that of the other systems.

The choice of the appropriate mechanism depends on the physical characteristics of the sensing phenomena as well as the networking characteristics (i.e. routing topology and bandwidth). In the following section, we will perform numerical analysis in order to discover the appropriate operating range for each mechanism.

In approaches which require the use of the low-bandwidth radio, we assume that the low-bandwidth network is connected and not partitioned and that the MCU which controls the

<table>
<thead>
<tr>
<th></th>
<th>LEAP main CPU (802.11g)</th>
<th>LEAP MCU (802.15.4)</th>
<th>Stargate (802.11b)</th>
<th>Mica2 (CC1000)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU Suspend Power</td>
<td>25 mW</td>
<td>1.925 mW</td>
<td>300 mW</td>
<td>0.648 mW</td>
</tr>
<tr>
<td>CPU Idle Power</td>
<td>210 mW</td>
<td>2.095 mW</td>
<td>900 mW</td>
<td>9.6 mW</td>
</tr>
<tr>
<td>CPU Active (max load)</td>
<td>825 mW</td>
<td>4.31 mW</td>
<td>1650 mW</td>
<td>24 mW</td>
</tr>
<tr>
<td>CPU Off-to-On Time</td>
<td>30 sec</td>
<td>&lt; 1 msec</td>
<td>30 sec</td>
<td>&lt; 1 msec</td>
</tr>
<tr>
<td>CPU Suspend-to-On Time</td>
<td>3 sec</td>
<td>&lt; 1 msec</td>
<td>3 sec</td>
<td>&lt; 1 msec</td>
</tr>
<tr>
<td>Radio TX Power draw (max output)</td>
<td>1320 mW</td>
<td>57.42 mW</td>
<td>1425 mW</td>
<td>64.5 mW</td>
</tr>
<tr>
<td>Radio RX Power draw</td>
<td>924 mW</td>
<td>65.01 mW</td>
<td>925 mW</td>
<td>21 mW</td>
</tr>
<tr>
<td>Radio efficiency</td>
<td>112 nJ/bit</td>
<td>979 nJ/bit</td>
<td>427.27 nJ/bit</td>
<td>4453.125 nJ/bit</td>
</tr>
</tbody>
</table>

**TABLE I**

**POWER CONSUMPTION, TRANSITION TIMES AND RADIO ENERGY EFFICIENCY FOR LEAP, STARGATE AND MICA2 NODES.**
low-bandwidth radio is not put to sleep, so that it can at any point in time wake up the main processor and the high-bandwidth radio. Note that this assumption does not mean that the two network topologies are the same. A neighboring node over the high-bandwidth radio is not necessarily a neighboring node over the low-bandwidth radio (and vice versa). The non-partition assumption implies that either the two radios have comparable ranges (i.e. within the same order of magnitude, as is the case for 802.11g and 802.15.4) or, failing that, that the low-bandwidth network is sufficiently augmented with extra dual-radio nodes or even standalone motes-class nodes.

We also do not consider any mobility patterns, since most sensornets today are stationary. As a result the routing paths will not be invalidated due to mobility, and exploration of mobility is a potential area of future work. However, we do consider cases where routing paths become invalid when nodes fail and design our mechanism accordingly (Section IV-C).

III. ANALYSIS

The primary research question that we are trying to answer is: Under which conditions is each approach advantageous. More specifically, we want to figure out in which case our proposed solution has clear benefits over the alternative solutions, where the benefits are measured in terms of reduced energy consumption for the duration of an entire data exchange. An “exchange” is defined as the generation of a sensor event, followed by an appropriate data transmission between the source and a destination.

The main question can be broken down into the following:
- Does powering down the nodes always result in reducing energy consumption? Is there a sensor event frequency for which powering down isn’t beneficial anymore?
- Should nodes be always powered down or should we consider other power states such as suspend mode?
- How does the network topology affect the choice of mechanism?

As our goal is to ascertain the design space for each mechanism, in the remainder of this section we attempt to derive answers to the aforementioned questions by using simple numerical models.

A. Energy consumption for each mechanism

Using a very simple communication model where we ignore effects of channel contention, packet loss and retransmissions as well as MAC, network and transport protocol overhead, the energy required to transmit the data $D_e$ generated by a sensor event over $p$ hops is:

$$E_{DT,M} = \frac{D_e}{BW_M} (P_{TX,M} + P_{RX,M}) p \quad (1)$$

where $BW_M$ is the radio’s bandwidth and $P_{TX,M}$ and $P_{RX,M}$ indicate the radio transmit and receive power respectively.

For a network of $N$ nodes and for a total time period $T$, the energy consumption of the always-on mechanism is:

$$E_{alw,on} = N \cdot P_{s,M} \cdot T + f_e \cdot E_{DT,M} \cdot T \quad (2)$$

where $f_e$ is the event frequency, $P_{s,M}$ is the main processor’s idle power consumption and $E_{DT,M}$ is the energy required to transmit the data generated by the event using the high-bandwidth radio, as defined in Equation 1. Note that in the above equation, we assume that in the absence of an event that requires a transmission, the 802.11 radio is turned off for all nodes and as a result the only idle energy cost is induced by the CPU.

In the mechanisms where nodes are turned off, we need to consider the wakeup energy cost as well as the cost of the wakeup mechanism itself.

The wakeup cost for a single node is:

$$E_{s->w} = T_{s->w} \cdot P_{s->w} \quad (3)$$

where $T_{s->w}$ and $P_{s->w}$ are the transition time and transition power from “power down” or “suspend” to the “on” state.

In the periodic-wakeup mechanism nodes wake up on a timer so the cost of the wakeup mechanism can be effectively ignored if we assume that the preprocessor is also turned off and can be turned on from a hardware timer. In the event-based cases however, there is also a transmission cost associated with the wakeup that involves sending packets over the low-bandwidth radio. In the wake-all mechanism this can be accomplished by flooding a control packet to the entire network, so the wakeup cost is:

$$E_{W,all} = (N-1) \left( \frac{C_w}{BW_S} \cdot (P_{TX,S} + P_{RX,S}) N + E_{s->w} \right) \quad (4)$$

where $C_w$ is the data size of the control message and $BW_S$, $P_{TX,S}$ and $P_{RX,S}$ are the secondary radio’s bandwidth, transmit and receive power respectively.

For wake-path the wakeup cost consists of sending wakeup packets to and receiving acknowledgements from all nodes involved in the high-bandwidth radio path. The actual number of transmitted packets however depends on the routing topology. To simplify our calculations, we assume a uniform path length distribution so the average path length is $\frac{N-1}{2}$. As a result, the wakeup cost of the wake-path approach, assuming that the size of the control data is the same as in wake-all is:

$$E_{W,path} = p \left( \frac{C_w}{BW_S} \cdot (P_{TX,S} + P_{RX,S}) \cdot \left( \frac{N-1}{2} \right) + E_{s->w} \right) \quad (5)$$

In Equations 4 and 5 we note that the per-node transmission cost (the first term inside the brackets) is almost the same. If we take into account that the size of the control data is very small (usually less than 100 bytes), the dominant term in those equations is the node wakeup cost $E_{s->w}$ as it is about 6 orders of magnitude higher. The number of nodes $N$ needs to be exceedingly large for the transmission cost of the control messages to be comparable to the wakeup cost therefore, for
practical purposes we can ignore the transmission cost of the control messages.

Equation 5 also does not take into account the cost of constructing and maintaining the routing tree in the low-bandwidth network. One can assume that the tree formulation cost is a one-time cost and thus can be ignored. The maintenance cost however can be substantial, especially when the system needs to operate for extended periods of time. For the purposes of this analysis, we again assume that the maintenance cost is negligible. Nevertheless, the need to minimize the maintenance cost of the low-bandwidth routing protocol is one of our design decisions in creating the topology control protocol and will be discussed in more detail in Section IV-B.

The total energy consumption of wake-all is:

$$E_{\text{wake-all}} = N (P_{i,S} + P_{\text{sleep},M}) T + f_e \left( E_{DT,M} + E_{\text{W,all}} + N \cdot P_{i,M} \frac{D_e}{BW_M} \right) T$$ (6)

where $P_{i,S}$ and $P_{\text{sleep},M}$ are the MCU idle and CPU sleep power consumptions respectively.

For wake-path the total energy consumption is:

$$E_{\text{wake-path}} = N (P_{i,S} + P_{\text{sleep},M}) T + f_e \left( E_{DT,M} + E_{\text{W,path}} + p \cdot P_{i,M} \frac{D_e}{BW_M} \right) T$$ (7)

The periodic-wakeup approach is similar to the always-on approach in that no second radio is needed. In periodic-wakeup, nodes wake up $f_w$ times and in those times they transmit as much data as has been gathered since the previous wakeup, i.e. $f_w \cdot D_e$.

The total energy consumed for periodic-wakeup is:

$$E_{\text{periodic}} = N \cdot P_{\text{sleep},M} \cdot T + f_w \left[ f_e E_{DT,M} + N \left( E_{s-w} + p \cdot P_{i,M} \frac{f_e D_e}{BW_M} \right) \right] T$$ (8)

Using Equations 2, 6, 7 and 8 we can now compare the mechanisms with each other and determine the effects of event frequency and network topology.

B. Effects of Event Frequency and Network Topology

The event frequency $f_e$ is the frequency at which an external sensor triggers a request for a data transfer and depending on the system used, node wakeup. Our goal is to determine the effect of this parameter on the energy consumption of each of the four mechanisms as well as determine which sleep state (power down or suspend) is more appropriate.

Our first observation is that the mechanisms that wake up nodes are not always more energy efficient than always-on. Instead, the event frequency needs to be less than:

$$f_e \leq \frac{1}{r} \cdot \frac{P_{i,M} - P_{i,S} - P_{\text{sleep},M} \frac{D_e}{BW_M}}{E_{s-w} + P_{i,M} \frac{D_e}{BW_M}}$$ (9)

where $r = p/N$ is the path-to-total-nodes ratio and is equal to 1 for the wake-all mechanism, for this to be the case. Moreover, since $r \leq 1$ we note that the wake-path mechanism will be always better than the wake-all mechanism, regardless of the value of the event frequency.

For the wake-path mechanism to be more energy efficient than periodic-wakeup, the following needs to be true:

$$f_e \leq \frac{f_w \cdot E_{s-w} - P_{i,S}}{r \cdot E_{s-w} + P_{i,M} \frac{D_e}{BW_M} (r-1)}$$ (10)

The path-to-total-nodes ratio, $r$ can be considered as an indication of the network topology. In a very sparse topology (e.g. line), $r$ will be very close to one and waking up all the nodes will have more or less same effect as waking up only the nodes along a path. On the other hand, in very dense topologies with relatively small path lengths (in the limit, a 1-hop star topology), $r$ will approach zero and the wake-path mechanism can potentially outperform even the periodic-wakeup mechanism in terms of energy consumption.

Finally, we address the issue of selecting the appropriate low power state. For suspend mode to be more energy efficient than turning the node off, the event frequency must be:

$$f_e \geq \frac{P_{\text{suspend},M}}{E_{\text{off-on}} - E_{\text{suspend-on}}}$$ (11)

Figure 1 shows the energy consumption as a function of event frequency for the always-on mechanism as well as the wake-all mechanism for both power-down and suspend power states, using values for the LEAP nodes provided in Table I and [2]. The time period $T$ was set to one hour and the path length $p$ and number of nodes $N$ was set to 10. The thin lines in the graph represent a data size of 400 KBytes while the thicker lines represent a data size of 40 MBytes. Based on this figure as well as our equations, we can see that powering down the nodes is very energy-efficient in low frequencies. However for frequencies higher than 4.6 events per hour it is better to place the nodes on suspend mode. Moreover, as the event frequency reaches higher values, it actually becomes more energy efficient to keep the nodes always on. Placing nodes on suspend mode yields more benefits in this case as well. We also note that increasing the data size results in a reduction of the maximum event frequency for which the wake-all mechanism is beneficial.

IV. THE TOPOLOGY CONTROL PROTOCOL

The purpose of the topology control protocol is to wake up all the nodes that are required in order to form an end-to-end multihop path from the initiator of the request (source) to the final destination of the data. Therefore, the protocol needs to first determine the nodes that are required for the path to form and then send control packets over the low-bandwidth radio to wake them up.
A. Distributed and Centralized approaches

One can determine the required nodes using either a distributed or a centralized approach. In the distributed approach, an any-to-any routing protocol is used over the high-bandwidth radio. Each node in the network keeps a path to all potential destinations in its routing table. In addition, the routing table is assumed to exist in non-volatile memory so that it doesn’t get affected by shutdowns. When an event occurs, the node selects the candidate nodes along the path and sends wakeup packets to them along the low-bandwidth radio. Since memory restrictions on mote-class devices make any-to-any routing protocols difficult in full systems [18], the node needs to either create a low-bandwidth radio routing tree rooted at itself on the fly, or resort to flooding (or some more efficient reliable dissemination mechanism, e.g. Trickle [19]) to distribute the requests. The candidate nodes can then reply to the requesting node either by using a flooding protocol again or by unicasting their replies back, if a unicast path over the low-bandwidth radio is available. After receiving confirmation from all involved nodes, the initiator node can start the data transfer over the high-bandwidth radio.

In the centralized approach, the nodes again use an any-to-any routing protocol over the high-bandwidth radio. Each node in the network now sends its routing table information to a special node, called the topology controller. The topology controller is considered to be always on. In addition, the topology controller has formed a routing tree to all other nodes in the network over the low-bandwidth radio with itself as the root. When an event occurs, the initiator node sends a unicast request to the topology controller over the low-bandwidth radio. The controller then selects the candidate nodes to be woken up and sends unicast control packets to them. After the nodes wake up, they inform the controller over the low-bandwidth radio (they cannot use the high-bandwidth radio since a path to the controller doesn’t necessarily exist) and the controller in turn informs the initiator node that the path exists. The initiator node can then start the data transfer.

The main advantage of the distributed approach lies in the fact that it does not need to forward data to a particular node in the system. Moreover, it does not have a single point of failure, compared to the centralized approach. On the other hand, in the centralized approach the controller has knowledge of all the nodes that are awake in the entire network. When multiple concurrent transfers are involved the controller can decide not to turn on any extra nodes if the network is sufficiently connected. This optimization which can lead to considerable energy savings cannot be easily done with a distributed system as each individual node does not have sufficient information about the power state of all other nodes.

In applications that send data to a particular node in the system (as is the case for several data collecting applications) one can use the centralized approach and co-locate the controller with the destination node. As each node needs to send data to that single destination, the controller can collect the routing topology without any extra transmissions as in the general case. One extra advantage of co-locating the controller with a well-known data destination is that the low-bandwidth network can now be efficiently used (compared to flooding) for transmitting low-rate sensor data, e.g. temperature, humidity etc. For these reasons, our current implementation is based on the centralized approach. A further study of the distributed approach and a comparative analysis with the centralized approach is part of our future work.

B. Routing considerations for both radio topologies

In choosing the routing protocols for the high-bandwidth and low-bandwidth radios, we need to consider the usage and power patterns of those two networks. The high-bandwidth network will be disconnected for most of the time as nodes are placed to sleep. Once a path needs to be established however, routing formulation should take as little time as possible, in order to minimize idle energy consumption which is considerable in the high-bandwidth radio and main CPU. In addition, since the high-bandwidth path will in general be short-lived, the control overhead of the routing protocol and consequently its quiescent cost is not of primary concern.

In the low-bandwidth network however, the quiescent cost and control overhead are points of concern. Since the low-bandwidth network is considered to be always connected, even a small but periodic routing control overhead can amount to considerable energy consumption over a large time period without any tangible gains, as data is rarely being transmitted. As a result an on-demand routing protocol is more appropriate for the low-bandwidth network, in terms of long-term energy consumption.

C. Implementation

Based on the above, we used a custom implementation of DSR [20] that uses the ETX metric [21] as our 802.11 routing protocol and CentRoute [22] as our low-bandwidth routing protocol. CentRoute is a centralized on-demand unicast mote routing protocol which provides high degrees of network connectivity in high-density networks. The topology controller
receives routing input from DSR in order to build up its cache of paths to all other nodes in the network. When a path request arrives over CentRoute the controller consults its paths cache and selects the appropriate nodes for the wakeup based on the most recent valid 802.11 path that existed before the nodes were put to sleep. It then dispatches wakeup control packets to those nodes over CentRoute and waits for those nodes to confirm that they have turned on their main CPU.

Since the candidate path is selected based on past information and since we consider node failures, it is possible that the candidate path will be invalid. Therefore, the topology controller needs to be able to discover such cases and select alternative paths, if possible. In our current implementation we only consider node failures that affect both the main CPU and the MCU and both radios. If a confirmation packet is not received within a specific time period, the controller retransmits the request. After a number of repeated requests the controller considers that node to be invalid. All the paths containing the invalid node are subsequently invalidated as well and the controller attempts to select another valid path in order to satisfy the request. As a fallback measure, if no such path is known to exist (from the controller’s perspective) the controller floods a wakeup request to all nodes in the network.

V. EXPERIMENTAL EVALUATION

In this section, we use experiments on real hardware in order to ascertain the validity of our numeric models as well as measure the performance of our topology control protocol.

Since we only had a very limited number of LEAP nodes, we conducted all our experiments using our testbed consisting of 11 Stargates, each with with a Mica-2 mote attached. Radios are 802.11b on the Stargates and CC1000 running B-MAC [12] on the motes. During our initial experiments, we discovered that even though the 802.11b link topology was adequately connected, the CC1000 topology was partitioned. In particular, the correlation coefficient between the two link topologies had an $r^2$ value of 0.19, with several 802.11 links lacking an equivalent in the CC1000 topology. Our topology control mechanism requires the low-bandwidth network to be connected; therefore we used 14 extra standalone motes from our testbed to augment the CC1000 topology. The experimental topology is shown in Figure 2 where the stargates are shown by rectangular numbered boxes.

All of our experiments were run using the EmStar framework [23]. The mote-specific code for both Stargate-connected and standalone motes was run using the EmTOS [24] emulation module of EmStar, which allows development of fully functional NesC applications in the resource-rich environment of a 32-bit platform. All the motes ran the MoteNIC software [24] which is similar in functionality to the TinyOS Serial Forwarder and enables the host device (PC or Stargate) to use the mote as a network interface card.

The sleep and wakeup process on the Stargate hardware was simulated by sending specific signals to the Stargate-specific communication stack (which included the DSR routing module and a neighbor discovery module) from the emulated mote code. For our experiments, we chose suspend mode as our low-power state. The suspend-to-on transition time was simulated by using a delay timer of 3 seconds, based on the values reported in Table I and [2]. The timeout value for the topology controller’s reliability mechanism was set to 5 seconds and the number of retries was also set to 5. Throughout our experiments we report mean values. Error bars indicate 95% confidence intervals.

A. Energy Consumption

Our first experiments involved measuring the energy consumption of our wake-path mechanism and comparing its performance with that of wake-all mechanism.

We chose Stargate 169 as the node that ran the topology controller which consequently was the root of the CentRoute tree and also the destination node for all other Stargates. As an initial bootstrap process, all Stargates attempted to establish valid paths over 802.11 to node 169. All the nodes (besides 169) were subsequently put to (simulated) sleep as described in the beginning of this Section. We then sent a “wakeup” command to a Stargate which initiated the topology control protocol. Once a path over 802.11 had been established, we initiated a 4 MByte data transfer over 802.11 to node 169, again using TCP as our transport protocol. After the completion of the transfer, we again put all Stargates to sleep. The above process was repeated until we had at least 10 sample points for path lengths ranging from 2 to 5. Our measurements involved the number of nodes woken up, the duration of the wakeup process as well as the duration of
the data transfer and the total number of bytes transmitted and received. Those values were then multiplied with the energy/power values of Table I.

Figure 3 shows the total energy consumption for all nodes in the network as a function of path length, using the “suspend-to-on” power state transition mode. Our expectation, based on the numerical models that the wake-path mechanism is more energy efficient than the wake-all mechanism is confirmed by the testbed results. However, we also note that there is an order-of-magnitude difference between the numerical results and the testbed ones which becomes especially pronounced as the path length increases. The reason for this large deviation is due to the effective bandwidth which is much smaller than the nominal bandwidth of 802.11b (1 Mbit/sec in ad-hoc mode for our Stargate testbed) used in the numerical model. As a result of the reduced bandwidth, the latency of the entire operation increases and this has a direct effect on energy consumption as the nodes need to keep their main CPU and 802.11b radio on for significantly longer time periods.

Based on Equations 6 and 7, the energy gains of wake-path compared to wake-all are higher for smaller data sizes. Figure 4 shows this to be indeed the case for our testbed experiments. The wake-path mechanism is up to 60% more energy efficient than the wake-all mechanism when transferring 400 KBytes of data. The differences become significantly less pronounced as the data size increases and the data transfer energy cost becomes the most dominant energy consumption factor. Figures 3 and 4 also showcase the effect of the path-to-total-nodes ratio, \( r \). As the path length increases, so does \( r \) and consequently the energy consumption of the wake-path mechanism also increases.

B. Latency

Our next experiments focus on characterizing the timing properties of the wake-path and wake-all mechanisms. In particular, we are interested in discovering the time required for the wakeup operation, the DSR path establishment time (once the wakeup operation has completed) and the time required for TCP to transfer the data.

The extra time required for the topology controller to wake up the required nodes as well as the DSR path establishment time is shown in Figure 5. As expected, the latency cost of the wake-all mechanism is independent of the path length, since all nodes are being woken up. When using the wake-path mechanism, the topology controller needs to contact the nodes as well as wait for replies from them. Moreover, even though CentRoute employs link-layer retransmissions, there is always a probability of a packet loss and the probability of at least one control packet being lost increases as the number of control packets increases, i.e. when the path length increases. The controller (or the node that requested the path) will timeout if a reply has not been received after 5 seconds as mentioned in Section IV; therefore the increased probability of a packet loss also has an effect on the latency of the path establishment mechanism. Nevertheless, we note that the latency penalty of the wakeup mechanism itself is fairly low. Considering that the simulated suspend-to-on time is 3 seconds, the actual delay induced by the protocol is approximately 9 seconds at higher path lengths.

The DSR path establishment time on the other hand requires considerably more time than the wakeup mechanism itself and is also dependent on the path length. This is to a large extent due to our particular implementation of DSR, where, in order to deal with unreliable links as well as limit the overhead of path discovery, the time between consecutive route requests was set to 10 seconds. Setting the timer to 5 seconds resulted in an average of 2–5 seconds reduction in the delay. As an further optimization, we have considered disabling DSR route discovery after a wakeup operation and instead piggyback the required routing information on the wakeup packets sent by the topology controller. We also note that DSR path establishment time is independent of the choice of a wakeup mechanism, as path establishment happens after the wakeup process has completed.
The dominant latency factor in the entire system is the data transfer time which can be almost an order magnitude more than the expected time based on the capacity of the link, as shown in Figure 6. Even in the one-hop case (path length of 2) the average data transfer time is 64.87 seconds, corresponding to a bandwidth of 559 Kbits/sec. Moreover, there is a significant increase in latency (which translates directly to an increase in energy consumption as shown in Figure 3) when the path length is 4 nodes. This is due to our experimental topology, where the central nodes have highly varying links and often unreliable links to their neighbors, with link qualities ranging from 40% to 95%. Those central nodes (in particular nodes 168 and 129) are always found in path lengths of 4 nodes or more to destination 169. This is also the reason why the time for DSR path establishment exhibits a considerably higher delay when the path length is 4 nodes or more (Figure 5). Consequently the end-to-end path reliability of long paths can be as low as 40% or less at times.

TCP is known to perform poorly when the end-to-end path exhibits such high losses (in addition to consecutive packet losses). As a result we are considering using alternative transport protocols like DTN [25] or loss- or wireless-optimized TCPs for our future implementations and deployments.

C. Reliability

Our final experiment focused on the reliability aspects of the wake-path mechanism. For this, we used a simple single-node failure model, where we turned off a node along the expected path before sending a wakeup signal. For this experiment, we chose a single Stargate (123) as our sender and again 169 as the receiver and the host of the topology controller. After the bootstrapping process was completed we again placed all Stargates to sleep. We then queried the topology controller to discover the path that would be selected should a wakeup request arrive from 123 and randomly turned off one of the nodes in the path (excluding the endpoints). We measured the wakeup delay, the number of nodes turned on by the wake-path mechanism and the end-to-end bandwidth reported by TCP for our single-node-failure scenario as well as a normal scenario without any node failures. We ran each scenario 30 times and report average values.

Table II shows the results of our reliability experiment. The reliability mechanism of wake-path allowed it to establish successful paths in 29 out of 30 runs yielding a reliability percentage of 96.7% for the single node failure case. However, the reliability mechanism induces significant delay in terms of the path establishment. This is due to the current implementation of the topology controller which attempts to wake up a candidate Stargate up to 5 times in a row, with 5 second timeout intervals in between successive attempts. Moreover the effective bandwidth of the end-to-end path is reduced in the single-node-failure scenario. This is expected since the wake-path mechanism first attempts to bring up the best path, based on the ETX metric which is the path with the highest throughput.

Based on our encouraging initial testbed results, in the future we plan to test our topology controller protocol in the actual LEAP platform as well as evaluate its performance in outdoors and real-world deployment scenarios.

VI. RELATED WORK

Prior work on multi-radio systems has focused on hierarchical power management [26], exploiting the capacity of the higher-bandwidth radio in a tiered architecture [8], using the second radio as a paging and control channel for resource and neighbor discovery and mobility support [14], [16], [15] and for transmission scheduling [17]. Turducken [26] is a multi-tiered power management architecture for mobile systems. The mobile devices are comprised of three individual nodes: a mote, a PDA and a laptop. The mote remains always on while the PDA is duty-cycled and used in system tasks and application tasks that do not require user input and finally the laptop is used only whenever user input is required. Turducken is similar to our system in that it uses both low and high-bandwidth radios and multiple tiers as well as being able to activate higher-power tiers like the PDA and the laptop from the lower-power tier. However, the use of the low-bandwidth radio is limited to time synchronization. In addition the high-bandwidth radio is only used in single-hop infrastructure mode so there is no need for multihop path establishment.

Yarvis et al. [8] propose using selected line-powered nodes with high-bandwidth radios as backhaul links to deliver data with the goal of increasing the lifetime of the entire network. This work is similar in that it consists of a tiered networked
system with both high and low-bandwidth nodes. However, its goal is to use the longer range and increased bandwidth of the high-bandwidth radio to reduce the total number of transmissions and thus the energy consumption of the mote-class devices. In contrast, our system uses the high-bandwidth radio as its primary data transfer device and focuses on reducing the energy consumption of the high-power nodes.

Using the low-power radio as a paging and control channel and as a means to wake up a higher tier has been explored in [14] and [16]. Wake-on-Wireless [14] is a two-tier system comprised of a PDA and a mote-class device. The system is used in a Voice over IP scenario where the mote-class device is acting as a paging channel by announcing its presence to a nearby server and waiting for a possible incoming call. If a reply is received from the server, the main device (PDA) and 802.11 radio are turned on. Again as in our system, the high-power tier (PDA and 802.11 radio) is placed in a low-power state and can be woken up from the low-power tier. However the operation of both radios is limited to single-hop infrastructure mode without any requirements for multihop routing. In [16] the low-power radio is used to discover access points, and configure and activate the high-power 802.11 radio accordingly. Using the low-power radio as opposed to 802.11 to discover nearby access points results in significant power savings. This system however operates exclusively in infrastructure mode.

Jun et al. [15] explore using the low-power radio to discover neighboring nodes in order to transmit data in the context of mobile delay tolerant networking. Contrary to our system, both radios are duty cycled, routing is DTN-like and the low-power radio is exclusively used for neighbor discovery. Moreover, this work only deals with radio duty cycling and does not consider turning off any other parts of the system like the main CPU.

STEM [17] focuses on using the second radio as a paging channel that only transmits activation signals. The duty-cycling is in the order of hundreds of milliseconds and as a result STEM is similar to a TDMA scheduling mechanism. We instead consider the case of sometimes using the second radio to transmit data, a multi-hop low-power radio network and considerably larger duty-cycling times.

VII. CONCLUSION

In this paper we presented a topology control mechanism for establishing end-to-end paths in networks of dual-radio nodes, where the secondary radios are used as a multihop control channel. The topology control mechanism selectively wakes up only the nodes required for the path to form, by sending control messages to them through the low-bandwidth radio. We considered alternative approaches such as waking up all the nodes in the network or keeping all the nodes active at all times. We then used numerical models to determine the best parameters where our proposed approach is beneficial, as well as ascertaining the appropriate low-power state. Our models indicate that the mechanisms that place nodes to sleep are most beneficial when the sensor event frequency is low but they can be counterproductive when events are very frequent.

We evaluated the performance of our proposed mechanism in terms of energy consumption and latency using a testbed comprised of Stargate and mica2 nodes. Our results show that our mechanism provides energy savings of more than 60% compared to a mechanism that wakes up all the nodes while incurring up to 12 seconds of additional delay. Finally, our topology control mechanism was able to deal with single-node failures and establish alternative paths 96.7% of the time.
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