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Abstract

The increasing evidence that language processing is sensitive to lexical and structural co-occurrences at different levels of granularity and abstraction (Jurafsky, Bell, Gregory, & Raymond, 2001; Bybee, 2006) has led to the hypothesis that lexical and structural processing may be unified (MacDonald, Pearl- mutter, & Seidenberg, 1994; Jurafsky, 1996). This paper examines the specific hypothesis that structural priming and lexical priming may be due to the same underlying mechanism. Lexical priming is known to exhibit sensitivity to the similarity between the prime and the target: the more similar the prime and target words, the greater the magnitude of the priming effect (Ratcliff & McKoon, 1981). Two corpus studies show evidence of an effect of similarity on structural priming. Structural and semantic similarity of the prime and target structures are modeled using a database of ditransitives extracted from the Switchboard corpus and a nearest-neighbor similarity metric. More similar prime and target structures are found to be more likely to occur in the same construction. This effect is in addition to the known similarity effect of verb identity (Pickering & Branigan, 1998), which is controlled through simultaneous multiple regression and model comparison. This suggests that lexical and structural priming could be the same process. Implications for models of representation and processing are discussed.
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Introduction

There is increasing evidence that language processing is sensitive to lexical and structural co-occurrences at different levels of granularity and abstraction, and that syntactic knowledge consists of chunks of idiosyncratic linguistic experience that are larger than the word level (Bybee, 2006; Goldberg, 2006; Tomasello, 2003). This is opposed to the traditional “words and rules” view summarized in Pinker (1999), where generalizations about word order and argument structure are stored in a set of rules, and all idiosyncratic information is stored in a lexicon of words. Contrary to the predictions of this view, a series of empirical studies going back over the last couple of decades have shown that people’s behavior is sensitive to the frequency of occurrence of rather large groupings of words, and also that behavior is sensitive to very fine-grained distinctions between stimuli (Jurafsky et al., 2001). These results are also interesting because they indicate that lexical and syntactic processing may be unified in the same model of representation and processing (MacDonald et al., 1994; Jurafsky, 1996).

The purpose of the present study is to investigate the possibility that lexical and syntactic priming are sensitive to the same factors and thus may be the same process operating on the same representational base. The methodology is structural priming. Priming is a particularly useful method for studying the representations involved in lexical and structural production. Priming is a phenomenon where the processing of a stimulus (the ‘target’) is facilitated if a similar stimulus (the ‘prime’) has been processed previously. This facilitation is greater the more similar the prime and the target, and in fact priming only occurs if they are similar along some cognitive dimension. This is why priming can illuminate the mental representation of knowledge, because if people’s behavior is sensitive to this similarity, then that similarity must arise from the two structures having the same cognitive representation of that dimension. Thus, by experimentally finding the dimensions of similarity between stimuli that cause priming, one can determine the nature of the mental representations of those stimuli. One of the most basic findings in lexical priming is that the magnitude of priming is affected by semantic or associative relatedness. People have less latency in producing a target word following a prime word that is closely related to it (Ratcliff & McKoon, 1981).

This paper presents a pair of corpus studies to investigate whether structural priming of the ditransitive alternation is also sensitive to similarity. The ditransitive alternation involves the choice between the Double Object (DO, 1a) construction, where the recipient argument Noun Phrase (NP) appears before the theme NP, and the Prepositional Object (PO, 1b) construction, where the theme appears before the recipient:

(1a) we ... give [a country]_{recipient} [money]_{theme} \textsuperscript{1} (DO)

(1b) we give [money]_{theme} [to a country]_{recipient} \textsuperscript{2} (PO)

Priming in the ditransitive was demonstrated in the very earliest studies of structural priming (Bock, 1986; Bock & Lobeck, 1990) and has been extensively studied in the intervening years (Pickering & Branigan, 1998, etc.). Priming for the ditransitive alternation in conversational speech has also been demonstrated (Gries, 2005; Bresnan, Cueni, Nikitina, & Baayen, 2007).

Like lexical priming, at the structural level, there is some evidence that more similar prime and target structures are more likely to appear in the same construction. Pickering and Branigan (1998) presented a series of production priming experiments using sentence completion. They tested whether various types of structural overlap between prime and target would increase priming. They found that when the same verb is used in both the prime and target, priming is much more likely. They did not find that priming was more likely in their materials when the prime and target verbs shared the same tense, aspect, or agreement. They argued based on these re-

\textsuperscript{1}Example from the Switchboard corpus

\textsuperscript{2}Hypothetical alternant of (1a)
sults that lexical heads have privileged status in the representation and processing of constructions: construction choice is mediated by choice of the head verb and its argument structure. Another interpretation is that the verb identity boost in priming is due to a more general similarity effect in structural priming, just like that found in lexical priming. The verbal head of a construction is certainly an important part of its representation, especially when it comes to choosing between constructions, because it is a strong cue (Garnsey, Pearlmutter, Myers, & Lotocky, 1997; Bresnan et al., 2007). However, there are other features of each token of a construction that are important for determining construction choice, and these may also affect priming. Other experiments have shown that sharing other features besides the lexical head can increase priming. Cleland and Pickering (2003) showed that in priming adjective-noun ordering in English (the green square vs. the square that’s green), priming is increased when the prime and target share the same head noun, as well as adjective. Further, priming these constructions is increased when the head nouns are semantically similar (in the same semantic class), although not when they are phonologically similar. Also Griffin and Weinstein-Tull (2003) showed that Verb Phrase complement constructions are more likely to be repeated when they are similar with respect to having the same number of semantic arguments. All these results are consistent with the hypothesis that structural priming is sensitive to a general similarity between constructions. The purpose of the current paper is to test whether similarity in structural priming can be measured using a continuous metric of general similarity between prime and target structures, just like lexical priming.

The Data section below describes the data used for the priming studies: a database of ditransitives drawn from a corpus of naturalistic dialogue. Study 1 replicates in a corpus study the Pickering and Branigan (1998) experimental finding that priming is boosted when the verb is repeated. Study 2 presents a metric for measuring structural-semantic similarity between prime and target structures, and tests whether this affects priming beyond the similarity due to verb repetition. Finally, the paper concludes with a discussion of the implications for models of representation and processing.

Data

The data that will be used to examine similarity effects in structural priming comes from a corpus study of the ditransitive alternation. Bresnan et al. (2007) presented an extensive study of the ditransitive alternation and the factors that influence the choice of PO or DO construction. They extracted all the alternating verbs in the Treebank Switchboard (Marcus, Santorini, & Marcinkiewicz, 1994) that occurred in either the DO or PO construction. They then searched through the entire Switchboard corpus, not just the part parsed in the Penn Treebank project, and extracted the alternating verbs that they had identified as ditransitive in the Treebank. They also annotated their database with many features of the construction that they hypothesized might affect choice of argument ordering, for example the semantic class of the verb and the givenness and animacy of the recipient and theme. They used a logistic regression analysis to determine which of these factors were significant predictors of the ditransitive alternation. Bresnan et al. found that nonpronominal, inanimate, nongiven, and indefinite recipients are more likely to be in the PO construction. On the other hand, nongiven and indefinite themes are more likely to be in the DO construction. Also, if the theme was longer than the recipient, a DO is more likely. Finally, a previous use of PO in the dialogue made PO more likely, so priming is evident by this measure. This same database from Bresnan et al. (2007) was used for the current study of the factors that affect of priming in the ditransitive, and the factors mentioned above were used as controls. The probability that the verb occurs in the PO (verb bias) was also added because Bresnan et al. (2007) found that some verbs are biased towards one alternant. These controls are very important when studying structural priming in dialogue, because there are many other reasons that constructions might be repeated (Szmrecsényi, 2005), such as stylistic choice, where two tokens are in the same construction because they are in similar information-structural environments. In an attempt to isolate the persistence effects that are due to priming, the factors from the Bresnan et al. (2007) will be controlled when the effects of interest are reported.

The first step in this study of priming in the ditransitive is to add a factor that indicates whether the previous prime construction was PO or DO (as opposed to the more general parallelism factor in Bresnan et al. (2007), which only indicated if a DO had occurred previously in the dialogue). In this study and those that follow, only priming-related factors are of interest, so the subset of the data will be used where a prime construction is measurable (the first token in a dialogue will have no prime). This yields a database of 1002 tokens, of which 215 are PO (the whole Bresnan et al. database has 2349 tokens, of which 499 are PO).

Study 1: Verb repetition and structural priming

If structural priming behaves like lexical priming, then one would predict that structural priming is sensitive to similarity between the prime and target, just as in lexical priming. The results of the experiments by Pickering and Branigan (1998) indicate that prime constructions are more likely to be repeated when the prime and target share the same verb. In order to test the prediction that this result is due to a broader similarity effect on structural priming using the ditransitive database, it must first be demonstrated that priming in such natural dialogue is more likely when the prime and target tokens have the same verb.

Methods

The head verb of the prime construction was extracted for each token in the database, and a factor was added that indicated whether the prime and target tokens had the same verb. To determine whether the interaction between prime
construction and prime-target verb identity is statistically significant, a logistic regression model similar to that in Bresnan et al. (2007) was used, with likelihood of PO being the positive response. Specifically, a mixed logit model was used in both studies in order to control for a random effect of speaker (in other words, each speaker is allowed to have a different rate of ditransitive choice). Mixed logit models can be thought of as an extension of logistic regression that includes modeling of random effects. Inclusion of random effects is necessary to generalize beyond the speakers in the data sample. In this study, the random effect accounts for the fact that speakers may have different rates of ditransitive use. Here and in all following studies, the coefficient $\beta$ for each independent variable and its levels of significance will be reported. Coefficients in logistic regression models are given in log-odds (the space in which logistic models are fitted to the data). The dependent variable was structure choice, DO or PO.

Statistical tests on the model are also reported. The Wald’s $Z$ tests whether the log-odds coefficient of the factor is significantly different from zero, and therefore tests the directionality of the coefficient, whether it is positive, and biases towards the PO, or negative, and biases towards the DO. In order to determine whether the factor is significantly predictive in the model (regardless of direction), a likelihood ratio test ($\Delta \chi^2$) is performed. To perform this test, a model is run with all the factors included in order to determine the log-likelihood of the data according to the full model. Then, to test for the significance of a factor $x$, that factor is removed and it is noted how much the data log-likelihood changed according to the model. The $\Delta \chi^2$ test is also more robust against collinearity in the model, so even though the factors are highly correlated (like the main effect of priming and its interaction with the factor of interest in this study, verb identity), one can determine which is actually driving the effects on ditransitive choice.

Results

Figure 1 illustrates graphically the number of persistent constructions with respect to verb repetition. The height of the boxes on the y-axis indicates the proportion of prime target pairs for which the same construction was used in each condition, and the width of the boxes on the x-axis indicates the proportion of the data that occurred in each condition. The table shows that a greater proportion of prime construction repetitions occurs when the verb is the same between prime and target, as opposed to when the verbs are different.

The interaction between priming and verb identity was added to the model (which includes all the factors from Bresnan et al. (2007) as controls), and was found to significantly increase priming ($\beta = 1.1489$, odds = 3.15, $SE = 0.6494$, $Z = 1.769, p_2 < .08, \chi^2 = 3.2, p_2 < .08$). A PO prime is 3.15 times more likely to be repeated if the prime and target share the same verb.

Statistical tests on the model are also reported. The Wald’s $Z$ tests whether the log-odds coefficient of the factor is significantly different from zero, and therefore tests the directionality of the coefficient, whether it is positive, and biases towards the PO, or negative, and biases towards the DO. In order to determine whether the factor is significantly predictive in the model (regardless of direction), a likelihood ratio test ($\Delta \chi^2$) is performed. To perform this test, a model is run with all the factors included in order to determine the log-likelihood of the data according to the full model. Then, to test for the significance of a factor $x$, that factor is removed and it is noted how much the data log-likelihood changed according to the model. The $\Delta \chi^2$ test is also more robust against collinearity in the model, so even though the factors are highly correlated (like the main effect of priming and its interaction with the factor of interest in this study, verb identity), one can determine which is actually driving the effects on ditransitive choice.

Results

Figure 1 illustrates graphically the number of persistent constructions with respect to verb repetition. The height of the boxes on the y-axis indicates the proportion of prime target pairs for which the same construction was used in each condition, and the width of the boxes on the x-axis indicates the proportion of the data that occurred in each condition. The table shows that a greater proportion of prime construction repetitions occurs when the verb is the same between prime and target, as opposed to when the verbs are different.

The interaction between priming and verb identity was added to the model (which includes all the factors from Bresnan et al. (2007) as controls), and was found to significantly increase priming ($\beta = 1.1489$, odds = 3.15, $SE = 0.6494$, $Z = 1.769, p_2 < .08, \chi^2 = 3.2, p_2 < .08$). A PO prime is 3.15 times more likely to be repeated if the prime and target share the same verb.

Discussion

The results of this study replicate the experimental findings of Pickering and Branigan (1998): priming is increased when the prime and target share the same verb. Pickering and Branigan interpreted this result as evidence for the privileged status of lexical heads in the representation and processing of constructions: construction choice is mediated by choice of the head verb and its argument structure. Another interpretation is that the verb identity boost in priming is due to a more general similarity effect in structural priming, just like that found in lexical priming. The verbal head of a construction is certainly an important part of its representation, especially when it comes to choosing between constructions, because it is a strong cue (Garnsey et al., 1997; Bresnan et al., 2007). However, there are other features that are important for determining construction choice, and these may also affect similarity and priming. The next study investigates this possibility.

Study 2: Structural priming and similarity

If lexical and structural processing are similar because they draw on similar representations, then one would expect to find that the processing mechanisms involved in structural priming will be affected by the same factors as lexical priming, like structural and semantic similarity. This study tests the hypothesis that structural priming is increased when the prime and target are more similar, that is, when they share more features than just their head verb.

Methods

The main methodological issue then for this study is how to measure the similarity between prime and target tokens. Nearest Neighbor (NN) exemplar models (Daelemans, Zavrel, Sloot, & Bosch, 2001) provide just such a similarity
The distance between exemplar X is useful in determining how similar one structure is to another. However, such a distance metric could also be extremely high if the exemplars that are closest to the case to be classified are most different. The algorithm uses this to weight highly the exemplars that are closest to the case to be classified. The features used to determine how similar exemplars were to one another. The algorithm uses this to weight highly the exemplars that are closest to the case to be classified. However, a distance metric could also be extremely high if the exemplars that are closest to the case to be classified are most different. The algorithm uses this to weight highly the exemplars that are closest to the case to be classified.

Exemplars in NN models are defined as sets of features. The distance between exemplar X and exemplar Y, \( \Delta(X, Y) \), is the weighted sum of the difference between the two exemplars along each of the dimensions defined by the features:

\[
\Delta(X, Y) = \sum_i w_i \delta(x_i, y_i)
\]

where \( w_i \) is the weight associated with feature \( i \), and \( \delta(x_i, y_i) \) is defined as:

\[
\delta(x_i, y_i) = \begin{cases} 
\frac{|x_i - y_i|}{\text{max}_{-\text{min}}}, & \text{if numeric, otherwise} \\
0, & \text{if } x_i = y_i \\
1, & \text{if } x_i \neq y_i
\end{cases}
\]

If the feature is categorical, the difference between the two exemplars is 0 if they have the same value for the feature, and 1 if they have different values for the feature. The feature is continuous, then the difference between the two exemplars is just the difference in the values of feature \( i \) for the two exemplars, divided by the maximum range of that feature (so that features won’t be weighted too highly just because they involve larger numbers).

Applying such a model to priming, the hypothesis for this study is that two exemplars that are more similar in the sense that they share more features and have a lower NN-distance between them, are more likely to prime. The similarity hypothesis predicts that the interaction between the prime construction and the NN-distance will be negative: the less distance between the prime and target structures, the more likely the target will be in the same construction as the prime. To test the hypothesis, the NN-distance according to equation (1) was calculated between every prime-target pair in the ditransitive database. The features used to calculate the NN-distance are all the features that were included in the Bresnan et al. (2007) study, that is, all the non-priming-related factors in Table 1, plus features representing the head verb, the head of the recipient NP, and the head of the theme NP. The feature weights were absolute values of the coefficients in a control model that was run which did not include priming factors. These coefficients/weights did not differ significantly from the values in the second column of Table 1. As an example, two tokens that have a small exemplar distance (0.66) are the prime He hasn’t given it to someone else and target I’ll take it to him, which, although they have different verbs, both have inanimate, pronominal themes and animate, pronominal recipients. On the other hand, the prime I’m there to teach them something and target I don’t pay much attention to it have a larger distance of 1.2, which reflects the fact that they only share a pronominal recipient, but differ on all other dimensions (different verbs, the prime theme is pronominal while the target theme is abstract and non-pronominal, etc.).

**Results**

To demonstrate graphically the trends in the data with respect to prime-target similarity, Figure 2 shows how the NN-distance relates to proportions of POs produced when the prime construction is PO (note this graph only reflects trends in data, and does not reflect the effect of this factor while controlling for other possibly confounding factors). The height of the boxes on the y-axis show the proportion of PO and DO targets for each similarity bin when the prime construction was PO. The width of the bins on the x-axis shows how much of the data falls in each bin of the similarity factor. The graph arguably shows a negative trend: more POs are produced when the construction is PO and the k-NN distance between prime and target is lower than when the prime-target distance is high.

To determine whether the trend in figure Figure 2 is statistically significant, a factor was added to the model representing the interaction between the Prime construction and NN-distance. Also, the factor from Study 1 was added to control for the the boost of priming when the prime and target verb are the same (Pickering & Branigan, 1998). Thus the model will test whether the similarity metric based on all features of the prime and target structures is a better predictor of priming than a predictor based on verb identity alone. This tests the prediction of the similarity hypothesis that more similar primes and targets should prime more, and the similarity is not merely head-driven: similarity is a continuous effect based on the associative strength between two structures. Thus, the crucial test for the similarity effect on priming is
The results of the statistical analysis are presented in Table 1. The coefficients in log-odds and standard errors associated with the control factors are given in the second and third column. The corresponding odds coefficients are given the fourth column. The fifth and sixth columns summarize the Wald’s Z statistic, which tests whether the coefficients are significantly different from zero. Finally, the last two columns give the \( \chi^2 \) over the change in data likelihood (\( \Delta_\lambda(\Lambda) \)) associated with the removal of the predictor (\( \lambda \)) from the final model. There is a clearly significant interaction between prime construction and the NN-distance between the prime and target exemplars such that the less distance between the prime and target, the more likely they are to both be in the same construction. When the prime construction is PO, the PO construction is 10.6 times more likely in the target for every one-unit decrease in the distance between the prime and target in feature space. This effect is in addition to the known verb repetition boost in structural priming because the NN-distance explains all the variation when both it and the verb identity factor are in the model. However, verb identity is still a strong factor in determining similarity because both verb identity (\( p < .005 \)) and NN-distance (\( p < .05 \)) interact with priming when the verb identity feature is excluded from the NN-distance metric.\(^5\)

Discussion

This study provides evidence that prime-target similarity significantly strengthens structural priming: target tokens that share more features with the prime are more likely to repeat the prime construction. Further, this effect is not merely driven by the head of the construction (the verb), although this is certainly a strong contributor to similarity.

These results indicate that structural priming is affected by a general notion of structural-semantic similarity, like lexical priming. Thus, lexical and structural production are affected by priming in the same way with respect to similarity, which is consistent with a model of representation and production in which there is no explicit distinction between lexical and structural storage.

Conclusion

These studies present evidence from modeling ditransitive choice in natural language corpora that structural priming is more likely the more features the prime and target structures share. This has a clear implication for the study of structural priming, that the verb repetition boost in structural priming found by Pickering and Branigan (1998) is a specific case of a more general similarity effect in priming. This similarity hypothesis also makes the further prediction that overlap of other words and features should boost priming in single-factor priming experiments like the Pickering and Branigan and Cleland and Branigan studies. Experimentally testing this hypothesis would also strengthen the causal link between similarity and priming, to establish that it is indeed similarity that causes persistence and not choice of the same structure that causes similar words to be chosen.

More generally, these studies provide further evidence that lexical and syntactic priming are affected by similar factors. They complement results presented by Jaeger and Snider (2008), who presented evidence that structural priming is affected by the predictability of the prime such that the prime construction is more likely to be repeated the less predictable it is given the verb. A similar “inverse predictability effect” was found in lexical priming in that people require less time to make the prime and target exemplars that share a verb are certainly more similar, having identical verbs does not drive the whole effect. The model comparisons (\( \Delta_\lambda(\Lambda) \)) will test whether the effect of similarity still influences priming even when prime-target verb identity is controlled.

Table 1: Summary of statistical analysis of the effect of prime-target similarity on ditransitive choice

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Parameter estimates</th>
<th>Wald’s test</th>
<th>( \Delta_\lambda(\Lambda) )-test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Log-odds</td>
<td>S.E.</td>
<td>Odds</td>
</tr>
<tr>
<td>Nonpronominal recipient</td>
<td>0.34</td>
<td>0.46</td>
<td>1.8</td>
</tr>
<tr>
<td>Inanimate recipient</td>
<td>3.57</td>
<td>0.51</td>
<td>36</td>
</tr>
<tr>
<td>Nongiven recipient</td>
<td>2.32</td>
<td>0.50</td>
<td>10</td>
</tr>
<tr>
<td>Indefinite recipient</td>
<td>0.78</td>
<td>0.51</td>
<td>2.1</td>
</tr>
<tr>
<td>Plural theme</td>
<td>0.93</td>
<td>0.36</td>
<td>2.9</td>
</tr>
<tr>
<td>Nongiven theme</td>
<td>-1.25</td>
<td>0.43</td>
<td>0.28</td>
</tr>
<tr>
<td>log(length difference)</td>
<td>-1.37</td>
<td>0.24</td>
<td>0.24</td>
</tr>
<tr>
<td>Indefinite theme</td>
<td>-2.26</td>
<td>0.41</td>
<td>0.09</td>
</tr>
<tr>
<td>Semantic class</td>
<td>-1.6</td>
<td>0.42</td>
<td>0.18</td>
</tr>
<tr>
<td>Nongiven theme</td>
<td>-2.8</td>
<td>0.50</td>
<td>0.07</td>
</tr>
<tr>
<td>Verb bias</td>
<td>0.53</td>
<td>0.10</td>
<td>1.7</td>
</tr>
<tr>
<td>Prime constr = PO</td>
<td>0.65</td>
<td>0.32</td>
<td>1.9</td>
</tr>
<tr>
<td>Prime constr x Identity</td>
<td>-0.024</td>
<td>0.82</td>
<td>0.97</td>
</tr>
<tr>
<td>Prime constr x NN-dist</td>
<td>-2.36</td>
<td>0.87</td>
<td>0.05</td>
</tr>
</tbody>
</table>

\(^5\)More details about this study may be found in Snider (2008)
to react to target words (producing them and deciding if they are words) if the target was preceded by a low frequency prime than if it was preceded by a high frequency prime (Scarborough, Cortese, & Scarborough, 1977; Perea & Rosa, 2000).

One implication of these results is that models of processing, particularly production, may need to explain why lexical and structural production mechanisms are affected by similar factors. Production models usually have separate storage mechanisms for lexical information and structural information (Bock, 1999), but these models could incorporate the representations from Usage-based grammars (Bybee, 2006; Goldberg, 2006; Tomasello, 2003), which make available linguistic representations with different degrees of abstraction and granularity, and do not have an explicit representational distinction between word and structure. An example of a representational model that uses such structures, which have the abstraction necessary for the priming results presented here, but still have fine lexical detail necessary to capture the similarity effects is the Data-Oriented Parsing model of Bod (1992). This model uses all possible substructures of a corpus to parse new strings, so it implicitly discovers constructions of various grain sizes, including single words. A production model that uses such representations would have no explicit distinction between words and structures, and could capture these results.
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