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ABSTRACT

Thin-sandwich targets consisting of a monitor(s) (\( ^{12}\text{C} \) and/or \( ^{27}\text{Al} \)) and primary (\( ^{9}\text{Be}, \ ^{12}\text{C}, \ ^{16}\text{O}, \) and/or \( ^{27}\text{Al} \)) targets were exposed in the external 920-MeV \( \alpha \)-particle beam at the 184-in cyclotron at Lawrence Radiation Laboratory. Cross sections for the production of \( ^{18}\text{F} \) in \( ^{27}\text{Al} \), \( ^{15}\text{O}, \ ^{13}\text{N}, \ ^{11}\text{C} \), and \( ^{7}\text{Be} \) in \( ^{16}\text{O} \); \( ^{7}\text{Be} \) in \( ^{12}\text{C} \); and \( ^{7}\text{Be} \) in \( ^{9}\text{Be} \) were measured. The results were generalized to cover all of the \( \alpha \)-spallation cross sections in the \( L(3 \leq Z \leq 5) \) and \( M(6 \leq Z \leq 8) \) groups, and were applied to an analysis of the effect of the \( \text{He/H+He} \) ratio of the interstellar gas on the cosmic ray transport phenomena.

* Supported in part by the National Aeronautics and Space Administration under grant numbers NGL-33-046-067 and NAS1-5209, and by the U.S. Atomic Energy Commission.
† Present address: Tel-Aviv University, Department of Physics and Astronomy, Ramat-Aviv, Israel.
INTRODUCTION

Basic to the understanding of cosmic ray propagation is a knowledge of the nuclear spallation cross sections for reactions between cosmic rays and the interstellar gas (≈ 90% H and ≈ 10% He). Work has been directed towards the p-spallation cross sections and recently towards the α-spallation cross sections. In this paper we use the symbols for the generic term for the ratio of the α-particle cross section to the p cross section; (2) Σ^α_p(A, B) defined as \( \sigma[\text{A}(\alpha, x)\text{B}] / \sigma[\text{A}(\beta, x)\text{B}] \), where A and B are initial and final nuclei; and (3) the function \( Z^\alpha (\Delta A) \), where \( \Delta A \) is the net nucleon difference between the initial and final target states.

We report here first, on measurement of α-spallation cross sections for production of \( ^7\text{Be} \) in \( ^{12}\text{C} \); of \( ^7\text{Be} \), \( ^{14}\text{C} \), \( ^{13}\text{N} \), and \( ^{15}\text{O} \) in \( ^{16}\text{O} \); of \( ^7\text{Be} \) in \( ^{9}\text{Be} \); and of \( ^{18}\text{F} \) in \( ^{27}\text{Al} \). Second, with the assumption of (1) a linear dependence of \( Z^\alpha (\Delta A) \) on \( \Delta A \), with \( E_\alpha \) equal to the total α-particle kinetic energy (\( E_\alpha T \)), and (2) cosmic rays consisting of \( L(3Z5) \) and \( M(6-Z8) \) nuclei exclusively, we examined the sensitivity of (1) the mass of interstellar gas traversed to produce an \( L/M \) ratio of 0.25, and (2) the elemental abundances at \( L/M = 0.25 \), as a function of the He/H+He ratio of the interstellar gas. The transport model chosen was the one-dimensional slab approximation wherein all species traverse an equal amount of matter.

EXPERIMENTAL PROCEDURES

Targets consisting of 3.81-cm-diam thin sandwiches (Fig. 1) were exposed to the external 920-MeV (230-MeV/N) α-particle beam in the medical cave of the 184-in. cyclotron at Lawrence Radiation Laboratory (LRL). The beam was focused to a diameter of ≈ 2.5 cm on which targets were centered. The neutron and deuteron contaminations of the beam had been studied previously and were negligible. The targets were counted in the low-background cave of the Health Physics Group at LRL. The \( ^{16}\text{O} \) target was BeO and, as the Be (100% \( ^9\text{Be} \)) present contributed to the \( ^7\text{Be} \) production, \( \sigma[\text{Be}(\alpha, x)^7\text{Be}] \) was determined with Be targets. In Table I, the pertinent information of the isotopes examined is tabulated.

TARGETS

All targets (Fig. 1) are sandwiches, 3.81-cm diam, consisting of two or three subtargets (main and monitor(s)). Each subtarget consists of guard foils or disks and the central counted disk. The constituents are:

- \( ^{12}\text{C} \)-polystyrene, (CH)_n disks 0.46 cm (0.17 g/cm^2) thick, with 0.008-cm polyethylene guard foils. The carbon cross sections are based on the total carbon (\( ^{12}\text{C} + ^{13}\text{C} \)) content.
- BeO—ceramic disks, 0.075 cm (0.26 g/cm^2) and 0.32 cm (0.95 g/cm^2) thick, and 99.5% pure. The front and rear guard disks are 0.075-cm and 0.32-cm BeO disks, respectively. The contamination was determined by spectrometric analysis to be \( (1.0^{+1.0}_{-0.5})% \) Mg plus trace quantities of other elements. The oxygen was taken to be 100% \( ^{16}\text{O} \).
- Be—a vacuum-deposited Be disk (impurity 60 ppm), 0.075 cm (0.13 g/cm^2) thick. The front and rear guard disks are 0.02-cm and 0.32-cm Be. No radiation other than \( ^7\text{Be} \) was observed.
Al--99.99% Al foils of thickness 0.008 cm (0.023 g/cm²) for monitoring and 0.013 cm (0.035 g/cm²) for \( \sigma[^{27}\text{Al}(\alpha, x)^{18}\text{F}] \) determinations. The guard foils are 0.004 cm thick.

**BEAM MONITORS**

The beam monitors for all cross section determinations were radioisotopes produced in the target disks. For short (not \(^7\text{Be}\)) half-lives, the \(^{12}\text{C}(\alpha, x)^{11}\text{C}\) reaction with a cross section of 49.4 ± 1.8 mb was used.\(^3\) For \(^7\text{Be}\) production runs, exposure times of 2-10 min required a longer half-life monitor and the \(^{27}\text{Al}(\alpha, x)^{18}\text{F}\) reaction was used. This cross section was separately determined relative to the \(^{12}\text{C}(\alpha, x)^{11}\text{C}\) reaction, yielding \(\sigma[^{27}\text{Al}(\alpha, x)^{18}\text{F}] = 12.6 \pm 0.5\) mb. In addition, as there were many \(^{12}\text{C}(\alpha, x)^{7}\text{Be}\) runs, all in good agreement; the \(^{12}\text{C}(\alpha, x)^{7}\text{Be}\) reaction in the polystyrene, with a cross section of 20.2 ± 1.1 mb, was used as an additional monitor for the \(^7\text{Be}\) production runs in BeO and Be.

**COUNTING APPARATUS**

The detection system consisted of a 20.4-cm diam × 10.2-cm thick NaI(Tl) crystal, optically coupled with Dow-Corning DC200 silicone grease to a 5-in. diam EMI 9530-Q photomultiplier (face plate and part of the envelope are fused quartz). The system is housed inside 10.2 cm of low activity lead bricks. A more complete description is found in the reference.\(^7\) After exposure, the \(\beta^+\)-decaying targets were placed between Cu plates sufficiently thick to stop the \(\beta^+\); the \(\gamma\)-decaying targets were placed directly on the cover plate of the NaI crystal. The output of the photomultiplier was preamplified, double-delay-line shaped, and then pulse-height analyzed by a gain-stabilized 1600-channel Victoreen (SCIPP 1600) analyzer. For \(\beta^+\) accumulation, the gain was stabilized on the 511-keV peak and for \(^7\text{Be}\) on the 478-keV peak. In all cases the counting interval was 380-610 keV. The peaks were accumulated in the live-time mode, wherein the counting time is extended to compensate for the signal-analysis time, during which no new signal is accepted. The dead time was extensively analyzed (see Appendix). To minimize dead-time corrections, no counts were used in the fittings when count rates were >150 \times 10^3/min, except for one \(^{16}\text{O} \rightarrow ^{15}\text{O}\) run. The largest corrections were for \(^{16}\text{O} \rightarrow ^{15}\text{O}\), which resulted in 3% changes in the initial quantities of \(^{15}\text{O}\) produced by the fitting algorithm.

**RUNS AND FITTINGS**

There were two runs to determine the \(\sigma[^{27}\text{Al}(\alpha, x)^{18}\text{F}] /\sigma[^{12}\text{C}(\alpha, x)^{11}\text{C}]\) ratio and the resultant cross section. Initial counts were recorded in 1-min intervals, and the target was counted for several days. The \(\beta^+\) peak was least-squares fitted to half-lives of 2.05 min \((^{15}\text{O})\), 9.96 min \((^{13}\text{N})\), 20.35 min \((^{14}\text{C})\), 109.7 min \((^{18}\text{F})\), and 894 min \((^{24}\text{Na})\); the background was both free and fixed (a 10-min \(^{27}\text{Mg}\) component was observed but not analyzed). The fitted \(^{18}\text{F}\) was found insensitive (< 1% initial quantity changes) to variations at the ends of the fitting routine: (1) at the short half-life end by varying the time between the end of exposure and the start of the fitting routine, and by inclusion of a 1 min half-life in the fit; and (2) at the long half-life end by varying the time between the end of exposure and the end of the fitting routine, and by letting background be both
fitted and fixed (fitted and observed background agreed to within 5%). The initial quantity of $^{18}$F was determined, relative to the $^{11}$C in the monitor, to within 2%.

There were six runs to determine the two ratios of $\sigma[^{12}\text{C}(\alpha,\pi)^{7}\text{Be}]$ to $\sigma$ (monitor reaction) and the subsequent cross section. One run produced a large $\chi^2$ in the fit and was not included in the final averaging. There were two runs to determine the three ratios of $\sigma[^{7}\text{Be}(\alpha,\pi)^{7}\text{Be}]$ to $\sigma$ (monitor reaction). The Be target was reused, and the residual $^{7}\text{Be}$ in the second exposure was carefully determined to be $(32.5 \pm 0.5)\%$ of the $^{7}\text{Be}$ produced in the second exposure. Both runs agreed to within 1%.

There were three runs to determine the ratio of cross section to monitor-reaction cross section for $^{15}\text{O}$, $^{13}\text{N}$, and $^{11}\text{C}$ production in $^{16}\text{O}$, and two runs to determine the three ratios of $\sigma[\text{BeO}(\alpha,\pi)^{7}\text{Be}]$ to $\sigma$ (monitor reaction). The third run for $^{15}\text{O}$ production, reusing the previous target, inexplicably gave a small cross section, much in disagreement with the other two runs, and was not included in the final averages. For the short-half-life runs the counts were accumulated at 1-min intervals and least-squares fitted to 2.05, 9.96, and 20.35-min half-lives. The variations in the fitting routine discussed for the $^{27}\text{Al}(\alpha,\pi)^{18}\text{F}$ runs were repeated here, except for excluding a fit to a 1-min half-life component. This procedure resulted in uncertainties in the quantities produced in the three exposures of 2% for $^{15}\text{O}$ and $^{11}\text{C}$, and 3%, 6%, and 6% for $^{13}\text{N}$. The ratios of $\sigma[^{16}\text{O}(\alpha,\pi)^{7}\text{Be}]$ to the three monitor-reaction cross sections were determined by subtracting the ratio of $\sigma[^{7}\text{Be}(\alpha,\pi)^{7}\text{Be}]$ to $\sigma$ (monitor reaction) from the ratios of $\sigma[\text{BeO}(\alpha,\pi)^{7}\text{Be}]$ to $\sigma$ (monitor reaction). In Tables II and III are tabulated the quantities of interest regarding the ratios of cross section to $\sigma$ (monitor reaction) and the resultant cross sections (Fig. 2).

**UNCERTAINTIES**

The efficiency of the NaI(Tl) system for $\beta^+$ emission, not of primary concern, was determined relative to the absolute $\text{C}^{14}$ efficiency detector, and was $(52.2 \pm 1)\%$. The efficiency of the NaI(Tl) for the 478-keV $\gamma$ of $^{7}\text{Be}$ was taken to be the same as for the 511-keV annihilation $\gamma$ within a systematic error of 1%. The $^{7}\text{Be}$ efficiency differed from the $\beta^+$ efficiency in three ways (which were corrected).

First, the spectrum of the $\beta^+$ showed, in addition to the primary peak at 511 keV, a second peak at 710 keV which was the sum peak of one annihilation $\gamma$ plus the backscattered second $\gamma$. The energy sum of a 511-keV and a 180°-backscattered 511-keV $\gamma$ was 767 keV, consistent with the peak location. The area under the sum peak was found to be $5.7 \pm 0.2\%$ of the area of the main peak. Second, the Cu plates around the $\beta^+$ emitters attenuated the 511-keV $\gamma$. Third, the Cu plates separated the $\beta^+$ emitters from the NaI by 0.16 cm more than the $^{7}\text{Be}$ counted targets. To correct for the last two effects, an $^{7}\text{Be}$ active target was counted inside the Cu plates in the $\beta^+$ counting configuration and on the NaI in the $^{7}\text{Be}$ configuration, yielding a correction of $(14.5 \pm 2)\%$ to the $^{7}\text{Be}$ efficiency.

The self-absorption of the targets was theoretically corrected. The largest correction was $(2 \pm 1)\%$ for the 10.8-g BeO. The correction to an infinitely thin target was made with the assumption that the correction for all targets and products was the same and equal to the
\(^{12}\)C(a, x)\(^{14}\)C depth effect in polystyrene\(^3\) of (0.26 ± 0.10)%/100 mg cm\(^{-2}\). The 0.16-cm polystyrene disks were assumed to lose (0.4 ± 0.4)% of the \(^{14}\)C by diffusion.\(^8\)

The random errors are
1. initial quantity of the isotopes produced,
2. time at end of exposure, ± 1 sec,
3. background in the interval examined, 81 ± 1 counts/min,
4. target alignment, ± 4%,
5. diffusion loss of \(^{14}\)C in the polystyrene, ± 0.4%,
6. uncertainty in the monitor cross sections.

The systematic errors are
1. relative efficiency of the NaI(Tl) crystal for 478-keV \(\gamma\)'s ± 4%,
2. annihilation-\(\gamma\) sum peak, ± 0.2%,
3. annihilation-\(\gamma\) absorption in the target holder, ± 2%,
4. contamination in the BeO, ± 1%.

In Table III the \(\alpha\)-particle cross sections, the p cross sections at \(E_p = E_{\alpha}\) and \(E_p = E_{\alpha} - T\), and \(\Sigma_p^0\) at the two proton energies are tabulated. The random and systematic errors, where apropos, were separately rms-combined and then added to give the error estimates in Tables II and III (Fig. 2).

The \(^9\)Be(p, x)\(^7\)Be cross sections at the two proton energies were derived from the excitation function (Fig. 3), which was determined from the following adjusted cross sections:

<table>
<thead>
<tr>
<th>Energy (MeV)</th>
<th>(\sigma) (mb)</th>
<th>(\sigma) Adjusted (mb)</th>
<th>Author</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>156</td>
<td>8.8 ± 0.5</td>
<td>8.8 ± 0.5</td>
<td>Valentin et al.</td>
<td>9</td>
</tr>
<tr>
<td>352</td>
<td>12.0 ± 0.5</td>
<td>14.8 ± 0.6</td>
<td>Parikh</td>
<td>10</td>
</tr>
<tr>
<td>5700</td>
<td>15</td>
<td>12.5 ± 1</td>
<td>Benioff</td>
<td>11</td>
</tr>
</tbody>
</table>

The adjusting factor for Parikh is the ratio of \(\sigma[\(^{12}\)C(p, x)\(^7\)Be]\), measured by him (8.3 ± 0.3 mb), to that of Cumming (10.2 ± 1 mb).\(^4\) The adjusting factor for Benioff is the ratio of \(\sigma[\(^{27}\)Al(p, x)\(^{18}\)F]\), used as a monitor by him (7.68 mb), to that for Cumming (6.5 ± 0.4 mb).\(^4\)

The \(^{16}\)O(p, x)\(^7\)Be excitation function, included in Fig. 3 for convenience, is derived from the compilation by Silberberg,\(^13\) wherein \(\sigma[\(^{16}\)O(p, x)\(^7\)Be]\) over the range 200 MeV \(\leq E_p \leq 2\) GeV is fitted to

\[
\sigma = 3.25 \log_{10} \left[ E_p \text{ (MeV)} \right] - 1.75 ± 1.5 \text{ mb},
\]

and over the range \(E_p > 6\) GeV to \(\sigma = 10 ± 1.5\) mb (Fig. 3).

COSMIC RAY PROPAGATION

The interactions with the interstellar gas were parameterized by (1) the mean free path for absorption (\(\Lambda_{\text{abs}}\)), (2) the fragmentation probability of the absorbed i-nucleus into the j-nucleus (\(P_{ij}\)), and (3) the ionization-energy loss of the isotopes. With the assumption that cosmic rays consist only of L and M isotopes, we investigated the sensitivity of the L/M ratio and the elemental abundances to the He/H+He ratio of the interstellar gas. In addition, we examined the sensitivity of these two quantities with the separate
variations of the three interaction parameters ($\Lambda_{\text{abs}}, P_{ij}$, and $dE/dx$),

to discern which are most crucial, and consequently, which most need
improved experimental accuracy. The one-dimensional transport
equation used, iterated in steps of $\Delta x = 0.1 \text{ g/cm}^2$, is

$$N_i(E_i', x + \Delta x) dE_i' = N_i(E_i, x) e^{-\Delta x/\Lambda_{i}} dE_i$$

$$+ \sum_{j > i} N_j(E_j', x + \Delta x) P_{ij} (1 - e^{-\Delta x/\Delta_{ij}}) dE_j',$$

where the following definitions and formulas are used:

- All energies are in kinetic energy/nucleon;
- $N_i(E_i, x) dE_i$ is the flux of isotope $i$ from $E_i$ to $E_i + dE_i$ after
  traversal of $x \text{ g/cm}^2$;
- $F_i$ is the fraction of atoms of interstellar gas of element $i$ (H and
  He), e.g., $F_{\text{He}} = \text{He}/(\text{H} + \text{He})$;
- $m_i$ is the mass of element $i$ in grams;
- $\sigma_{i,k}^j$ is the reaction cross section for isotope $i$ in the target $k$;
- $\sigma_{i,k}^j$ is the cross section for production of $i$ from $j + k \rightarrow i +$;
- $\Lambda_j$ is the mean free path for interaction in $\text{g/cm}^2$;
- $P_{i,j}$ is the fragmentation probability $= \sum_{k=p,a} \frac{\sigma_{i,j}^k}{\sum_{p} \frac{F_{p} m_{i} \sigma_{i}^p}{\sum_{p} F_{p} \sigma_{i}^p}} F_{i} \sigma_{j}^p$.

Eleven isotopes are transported—$^6\text{Li}$, $^7\text{Be}$, $^7\text{Li}$, $^9\text{Be}$, $^{10}\text{B}$, $^{11}\text{B}$,
$^{12}\text{C}$, $^{13}\text{C}$, $^{14}\text{N}$, $^{15}\text{N}$, and $^{16}\text{O}$. $^7\text{Be}$ is considered stable. For simplicty
$^{10}\text{Be}$, whose $p$-spallation production cross section $^{14}$ in $^{16}\text{O}$
is $< 0.1$ that of $^7\text{Be}$, is neglected (although results by Fontes et al. $^4$
for $p + ^{12}\text{C}$ spallation at 600 MeV show the $^{10}\text{Be}/^7\text{Be}$ ratio to be

$0.25 \pm 0.03$, indicating that the $^{10}\text{Be}$ is nonnegligible). The calculation
is performed at $2 \text{ GeV}/N$. The source spectrum is taken to be ridi-

ty dependent with spectral index $-2.2$. $^{15}$ This number is less than
the usual rigidity-spectral index of $-2.5$; however, at $3 \text{ GeV}/N$ the
calculation is insensitive to this parameter as all isotopes are mini-

mum ionizing. The source distribution is taken to be $0.0$ except for

$^{12}\text{C}$, $^{14}\text{N}$, $^{16}\text{O} = 1.00:0.11:1.06$ (Ref. $16$).

The proton cross sections are taken from Beck and Yiou$^{17}$ and Yiou
et al.$^{14}$ The cross sections used here differ from those of Beck and
Yiou only for the $^6\text{Li}$, $^7\text{Li}$, $^9\text{Be}$, and $^{10}\text{B}$ production cross sections
in $^{16}\text{O}$, taken here as $13.5$, $13.5$, $3.3$, and $14 \text{ mb}$ respectively. The
$\alpha$-particle cross sections are treated as follows.

It has been shown$^3$ that $\Sigma_{p}^{\alpha}(^{12}\text{C}, ^{11}\text{C})$ with $E_{\alpha T} = E_{p}$ for $380$
$\text{MeV} \leq E_{\alpha T} \leq 920 \text{ MeV}$, is constant ($= 1.7$). Also, $\sigma[^{12}\text{C}(p,pn)^{11}\text{C}]$ is
constant within experimental errors ($\pm 5\%$) from 1 to 30 GeV.$^{40}$ Assuming
that $\Sigma_{p}^{\alpha}(^{12}\text{C}, ^{11}\text{C})$ remains constant, at least in the range
$1 \text{ GeV} \leq E_{\alpha T} \leq 10 \text{ GeV}$, then $\sigma[^{12}\text{C}(\alpha,x)^{11}\text{C}]$ is also constant in
that range ($250 \text{ MeV}/N \leq E_{\alpha} \leq 2.5 \text{ GeV}/N$). It is probably safe to ex-

tend this argument to all "simple" reactions (1-2 nucleons removed).

In addition, for the purpose of the calculation at $2 \text{ GeV}/N$, we make
the ensatz that $\alpha$ for each initial and final nuclide of the L and M
elements, with $E_{p} = E_{\alpha T}$, is a constant function of $E_{\alpha T}$ in the range
$1 \text{ GeV} \leq E_{\alpha T} \leq 10 \text{ GeV}$. Again, as the proton cross sections vary
little from 1 to 10 GeV, we deduce that the $\alpha$-particle cross sections
measured at $230 \text{ MeV}/N (920 \text{ MeV})$ will be constant to $2.5 \text{ GeV}/N$
(10 GeV) within experimental errors. At $E_{p} = E_{\alpha T} = 1 \text{ GeV}$, by use of
the data tabulated in Table III for $^{12}$C and $^{16}$O spallation, $\Sigma_{p}^\alpha(\Delta A)$ was least-squares fitted to $\Sigma_{p}^\alpha(\Delta A) = a + b\Delta A$. The fit is sensitive to $\sigma_{p}^{16}\text{O}(p, x)^{7}\text{Be}$. The values of $\sigma_{p}^{16}\text{O}(p, x)^{7}\text{Be}$ from Table III, at 1 GeV (or 2 GeV), of $8.0 \pm 1.5$ mb (or $9.0 \pm 1.5$ mb), yield $\Sigma_{p}^\alpha(16\text{O}, 7\text{Be}) = 2.34 \pm 0.5$ (or $2.07 \pm 0.4$), and the coefficients in the $\Sigma_{p}^\alpha(\Delta A)$ linear fit of $a = 1.64 \pm 0.07$ (or $1.67 \pm 0.07$) and $b = 0.065 \pm 0.03$ (or $0.050 \pm 0.02$), and $\chi^2$ per degree of freedom, in both cases, of 0.4 (Fig. 3). We conservatively chose the latter set of parameters for $\Sigma_{p}^\alpha(\Delta A)$ to scale all the $\alpha$-particle cross sections onto the $p$ cross sections at 2 GeV.

The spallation process in the Serber two-step model is considered as a knock-on plus evaporation. Munir has shown that the L nuclei produced in $p + M$ nuclei reactions, at $E_p = 1$ GeV, can be interpreted as evaporation residues with, on the average, small ($\approx 12$ MeV) energy transfers. For all spallation reactions, we have taken the initial and final kinetic energy per nucleon to be equal.

Values for $\Lambda_{4}\text{He abs}$ had to be derived from models as, to the authors' knowledge, there have been no experiments measuring inelastic or absorption cross sections of $^4\text{He}$ nuclei of known energy, $>100$ MeV/N, in single-element targets. We compared (a) two nucleus-nucleus reaction cross-section models, (b) the independent-particle optical-potential model of Alexander and Yekutieli (with a free nucleon-nucleon cross section of 40 mb), and (c) three versions of the overlap model

$$\sigma_{1, re} = \pi r_{0} A_{1}^{1/3} + r_{0} A_{1}^{1/3} - \Delta r)^{2},$$

first proposed by Bradt and Peters ($r_{0} = 1.45 F$, $\Delta r = 1.70 F$), and modified by Daniel and Durgaprasad ($r_{0} = 1.47 F$, $\Delta r = 0$), and by Cleghorn ($r_{0} = 1.20 F$, $\Delta r = 0.50 F$). Tests of the models come from the many experiments measuring $\Lambda_{4}\text{He abs}$ of cosmic ray $\alpha$ particles in emulsion (e.g., compilation by Waddington), and the attenuation mean free path ($\Lambda_{\text{atn}}$) of cosmic ray $\alpha$-particles in the atmosphere. From the measurements of the latter quantity by Webber and McDonald, Davis et al., McDonald, and Webber and Ormes, of $43 \pm 8$, $35 \pm 7$, $45 \pm 7$, and $52 \pm 4$ g/cm$^2$ respectively, the value of 44 g/cm$^2$ was chosen. For $\alpha$-particle interactions in emulsion we used $\sigma_{a, re}$ of 125 mb. In identifying $\Lambda_{4}\text{He abs}$ in L and M elements from emulsion experiments, there is uncertainty in that $\approx 60\%$ of the reactions occur with Ag and Br and $\approx 30\%$ with C, N, and O. In air there is uncertainty arising from the fragmentation of the heavier-than-He cosmic rays, and from the $^4\text{He} \rightarrow ^3\text{He}$ stripping reactions.

In air, we have estimated the errors as a result of equating, $\Lambda_{4}\text{He abs} = \Lambda_{\text{He atn}}$ from the two above processes, to be $\leq (9-14)\%$ and $\leq 30\%$ respectively (see Appendix). Consequently, for air, we have taken $\Lambda_{4}\text{He abs} = \Lambda_{\text{He atn}} = 44$ g/cm$^2$, but not seriously; and for emulsion we have taken $\Lambda_{4}\text{He abs} = 77$ g/cm$^2$. In Table IV, the four models are intercompared. The overlap model of Cleghorn was chosen, but tests of all the models showed that the choice was inconsequential; it yielded less than 0.516 differences in the quantity of interstellar gas traversed, with $\text{He}/\text{H+He} = 0.2$, to produce $L/M = 0.25$.

In Table V are tabulated the results of the calculation. Columns 1-3 give the value of $\text{He}/\text{H+He}$ used for the individual parameters $\Lambda_{i}$, $P_{ij}$, and $d\text{E}/dx$; columns 4-7 are the amounts of matter traversed to reach $L/M = 0.25$, in g/cm$^2$ and atoms/(cm$^2$ N$_0$). Columns 8-12 are the elemental ratios with respect to carbon. Row 1 is
the observed elemental ratios from the experiments of von Rosenvinge et al. and Lezniak et al., and from the compilations of Shapiro et al. Row 2 gives the calculated elemental ratios for He/H + He = 0.0. For the remaining rows, the elemental ratios are in percent differences from the calculated ratios for He/H + He = 0.0. The mass of interstellar gas traversed to reach L/M = 0.25, and the elemental ratios obtained by varying \( \Lambda_{1} \), \( P_{ij} \), and \( \frac{dE}{dx} \) one at a time, for He/H + He = 0.1, were derived from their values for He/H + He = 0.2 by multiplying by the factor 0.541 ± 0.02 (see following).

The fractional changes in the mass of interstellar gas traversed to reach L/M = 0.25 and the elemental ratios for \( R \equiv \frac{\text{He/H + He}}{\text{He/H + He}} \) = 0.1 and 0.2, relative to 0.0, were fitted to \( F(R) = gR e^{-hR} \). Normalizing on \( F(0.1) = 0.4 \), and allowing for a multiplicative constant (g) for each of the fitted quantities (Row 3, He/H + He = 0.1 for \( \Lambda_{1} \), \( P_{ij} \), and \( \frac{dE}{dx} \)), yields \( h = 0.78 ± 0.3 \), Table V and \( F(0.1)/F(0.2) = 0.541 ± 0.02 \).

The fractional increase in the mass traversed to reach L/M = 0.25 over the range 0 ≤ (He/H + He) ≤ 1.0, relative to He/H + He = 0.0, fitted to the same functional form (unnormalized), produced \( g = 1.94 \) and \( h = 0.560 \) (Fig. 6). Differences between the fitted \([F(R)]\) and calculated values were < 3%.

The interpretation of the separate and combined variations of \( \Lambda_{1} \), \( P_{ij} \), and \( \frac{dE}{dx} \) is simpler when the quantity \([\% \text{ elemental abundance change}) - [\% \text{ elemental abundance change in L or M}]\) is examined for He/H + He = 0.1 relative to 0.0, which quantity is decoupled from the carbon variations found in the elemental ratios. We can treat the L and M groups separately, as the L/M ratio is always a fixed parameter. We define

\[
Y = \frac{d}{d\Lambda_{1}} \left( \frac{D(N_{1})}{N_{1}} - \left( \frac{D(N_{1})}{N_{1}} \right)_{L \text{ or } M} \right),
\]

where

\[
D(N_{1}) = N_{1}(\text{He/H + He}) - N_{1}(0,0).
\]

Within the L and M groups, we observe in Fig. 6 that the effect on \( Y \) of varying the individual parameters \( \Lambda_{1} \), \( P_{ij} \), and \( \frac{dE}{dx} \) with He/H + He = 0.1, is

\[
\begin{align*}
Y & > 0 \quad \text{for } \Lambda_{1} \text{ variation}, \\
Y & < 0 \quad \text{for } P_{ij} \text{ variation}, \\
Y & \text{ negligible} \quad \text{for } \frac{dE}{dx} \text{ variation}.
\end{align*}
\]

This can be explained with the transport equation. If ionization energy loss is neglected, and with \( \Delta x \ll \Lambda_{j} < \Lambda_{1} \), Eq. (4) becomes

\[
\Delta N_{1} = N_{1}(x+\Delta x) - N_{1}(x) = -N_{1}(x)\frac{\Delta x}{\Lambda_{1}} \sum_{j>1} N_{j}(x+\Delta x)P_{ij} \frac{\Delta x}{\Lambda_{j}}.
\]

The sensitivity of \( N_{1} \) to the He/H + He of the interstellar gas is approximately the sensitivity of \( \Delta N_{1} \) to the He/H + He, where \( \Delta N_{1} \), as above, corresponds to a single increment, \( \Delta x \), of \( x \). Operating on \( \Delta N \) with \( D \), as defined in Eq. (4), we have

\[
D(\Delta N_{1}) = N_{1}(x)D(\frac{\Delta x}{\Lambda_{1}}) + \sum_{j>1} N_{j}(x+\Delta x)D(P_{ij}) \frac{\Delta x}{\Lambda_{j}}.
\]

and

\[
\frac{d}{d\Lambda_{1}} D(\Delta N_{1}) = Y.
\]

For any argument \( G(\Lambda_{1}, P_{ij}) \) of \( D \) in Eq. (6),

\[
D(G) = \frac{\partial G}{\partial \Lambda_{1}} D(\Lambda_{1}) + \frac{\Delta G}{\Delta P_{ij}} D(P_{ij}).
\]
Writing $\Lambda \propto \frac{1}{\sigma_{i, re}} \propto \frac{4}{(C + A_{i})^{1/2}}$, where $c = c(\text{He}/\text{H} + \text{He})$ \hfill (9)

c $\approx 0$ in hydrogen

c $> 0$ in helium

and considering the case when only $\Lambda_{i}$ is dependent on the He/H + He, one has

$$D(A_{i}) \approx \frac{\delta \Lambda_{i}}{\delta c}$$ \hfill (10)

and from partial enactment of the chain rule of Eq. (8),

$$D(P_{j i}) \Lambda_{j} \approx P_{j i} D(\frac{\Delta x}{\Lambda_{j}})$$. \hfill (11)

Substituting Eq. (11) into the last term of Eq. (6), becomes

$$D(\Delta N_{i}) = N_{i}(x) D(\frac{c}{2} \frac{\Delta x}{\Lambda_{j}}) + N_{i}(x + \Delta x) P_{j i} D(\frac{\Delta x}{\Lambda_{j}})$$. \hfill (12)

The second term is much smaller than the first term, as $P_{j i}$ are <<1, and is dropped. Substituting Eq. (12), less the second term, into Eq. (7), and applying Eq. (8) and Eq. (10), gives

$$Y \approx N_{i}(x) \frac{d}{dA_{i}} D(\frac{\Delta x}{\Lambda_{j}}) \approx N_{i}(x) c \Delta x \left( \frac{1}{\Lambda_{j}} \frac{d \Lambda_{j}}{dA_{i}} + \frac{1}{\Lambda_{j}^{2}} \frac{d^{2} \Lambda_{j}}{dA_{i}^{2}} \right) |_{c = 0} > 0$$. \hfill (13)

as observed in Fig. 6 for $\Lambda_{i} \approx \Lambda_{i}(\text{He}/\text{H} + \text{He})$.

Considering the case when only $P_{j i}$ is dependent on the He/H + He and taking for simplicity the case of He/H + He = 1.0, then

$$D(P_{j i}) = \frac{\alpha_{j, -i}^{P}}{\sigma_{j, re}} - \frac{\alpha_{j, i}^{P}}{\sigma_{j, re}} = \frac{\sigma_{j, i}^{P}}{\sigma_{j, re}} - \frac{\sigma_{j, i}^{P}}{\sigma_{j, re}} = \left[ \frac{\sigma_{j, i}^{P}}{\sigma_{j, re}} \sum_{p}^{\alpha} (A_{j} - A_{i}) - 1 \right] \frac{\sigma_{j, i}^{P}}{\sigma_{j, re}}$$. \hfill (14)

In Eq. (6), the first term is zero. Substituting Eq. (14) in the second term of Eq. (6), then

$$D(\Delta N_{i}) = \sum_{j = i}^{N_{i}(x + \Delta x)} \frac{\Delta x}{\Lambda_{j}} \left[ \frac{\sigma_{j, i}^{P}}{\sigma_{j, re}} \sum_{p}^{\alpha} (A_{j} - A_{i}) - 1 \right] \frac{\sigma_{j, i}^{P}}{\sigma_{j, re}}$$

We observe in Eq. (15) that the only explicit $A_{i}$ dependence is in the cross-section scaling factor whose derivative with respect to $A_{i}$ is

$$\frac{d}{dA_{i}} \sum_{p}^{\alpha} (A_{j} - A_{i}) = \frac{d}{dA_{i}} \{ a + b(A_{j} - A_{i}) \} = -b$$. \hfill (16)

Substituting Eq. (15) and Eq. (16) into Eq. (7), we have

$$Y \approx (-b) < 0$$. \hfill (17)

as observed in Fig. 6 for $P_{j i} = P_{j i}(\text{He}/\text{H} + \text{He})$.

Until recently, the slab approximation to the transport problem, i.e., a delta-function path-length distribution, has been the accepted model. A more theoretically satisfying model, which also produces better agreement with experiments, is the exponential path-length model, which is similar to the product of diffusion theory with simple boundary conditions. The path-length model chosen is second order on the relative effects of the He/H + He ratio of the interstellar gas. Examining the fractional changes in the quantity $[L/M(\text{He}/\text{H} + \text{He} = 0.2) - L/M(0.0)]/[L/M(0.0)]$, evaluated at $x = 0.5$ g/cm$^{2}$ and 5.0 g/cm$^{2}$ of interstellar gas traversed, we concluded that differences arising in all the calculated fractional changes in the quantities of Table V, between the slab and exponential path-length models, is $< 5\%$. 

CONCLUSIONS

The effect of the \( \approx 10\% \) He component in the interstellar gas does not have pronounced effects (<2%) on the cosmic ray L and M elemental abundances at 2 GeV/N. As a consequence of the nonconstant \( \Sigma^p_\alpha (\Delta \alpha) \), the \( P_{ij} \), in general, have a greater effect on the elemental ratios than \( \Lambda_i \). It is to be noted that at 230 MeV/N, \( \Sigma^p_\alpha (16O, 7Be) \) is\( 3.2 \pm 0.8 \) owing to the lower value of \( \sigma(16O(p, x) 7Be) \) \( = 5.9 \pm 1.5 \text{ mb} \) at this energy. The \( \approx 10\% \) He in the interstellar gas, at this energy, is responsible for \( \approx 25\% \) of the \( 7Be \) production. As this energy is near the now uncertain peak in the L/M ratio of \( \approx 0.40 \) (200-700) MeV/N,\(^{34} \) further investigation beckons. Additional data are needed for the \( \alpha \)-spallation reactions in Fe, L, and M groups at \( E_\alpha > 50 \text{ MeV/N} \).
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APPENDIX

Dead Time. There are two effective detector-system times: the Victoreen analyzer signal-analysis time \( (\tau_{sat}) \) during which no new signal is accepted, and the preamplifier dead time \( (\tau_{adt}) \). The analyzer was operated in the live-time mode wherein the counting time is extended to compensate for counts lost during \( \tau_{sat} \). For infinite half-lives, the compensation was assumed to be exact, i.e., \([\text{number of counts}] \propto [\text{source activity}] \). But with short half-lives (half-life \( \leq \) counting time) and high count rates \([\text{count rate}]^{\tau_{sat}} \leq \tau_{sat} \), counts are lost (the case with \( 15O \)). To compensate, \( \tau_{sat} \) and a functional form for the counting-time extension (\( F \)) was found. Counting a hot \( 14C \) source for several half-lives, tabulating the laboratory counting time \( \text{LAB} \), the analyzer live time \( \text{LIV} \), and the count rate \( n \), for \( \text{LIV} = 1\text{-min intervals} \), and writing \( \text{LAB} = \text{LIV} \cdot F(n, \tau_{sat}) \), one is led by Poisson statistics to setting \( F = \exp(n\tau_{sat}) \). But a better fit was found for the first-order expansion \( F = 1 + n\tau_{sat} \), which says that the fractional time extension is proportional to the count rate. Here, \( \tau_{sat} \) was determined by a least-squares fit of the tabulated \( \text{LAB}, \text{LIV}, \) and \( n \) to be \( 19 \mu \text{sec} \). If the amount of material with mean life \( \tau \) at time \( t \) is \( \text{I(t)} = \text{I}_0 e^{-t/\tau} \), then the count rate at time \( t \) is \( (\text{I}_0/\tau)e^{-t/\tau} \), and the average count rate in the interval \( 0 \leq t \leq T \) is \( (\text{I}_0/\tau)(1 - e^{-T/\tau}) \).

Defining the fractional counts lost in time \( \text{LAB} \) as \( \text{FCL} = (\langle \text{count rate in LIV} \rangle - \langle \text{count rate in LAB} \rangle)/\langle \text{count rate in LAB} \rangle \),

\[
\text{FCL} \approx \frac{\left(1 - e^{-\text{LIV}/\tau}\right) - \left(1 - e^{-\text{LAB}/\tau}\right)}{(1 - e^{-\text{LAB}/\tau})} \cdot (16) \]
For \( \tau \ll (\text{LAB-LIV}) \), the expression reduces to \( \text{FCL} = (\text{LAB-LIV})/2\tau = (n_{\text{sat}} \text{ LIV})/2\tau \). For the case of \(^{15}\text{O} \) with \( \tau = 3 \text{ min} \), \( n = 200 \times 10^3 \) counts/min, and \( \text{LIV} = 1 \text{ min} \), the fractional counts lost \( \approx 1.5\% \). With \( N \) multicomponent decays, of mean life \( \tau_i \), the expression for the fractional counts lost is

\[
\text{FCL} \approx \sum_{i=1}^{N} \left[ \frac{(1-LIV/\tau_i) - (1-\text{LAB}/\tau_i)}{1-LIV/\tau_i - (1-\text{LAB}/\tau_i)} \right],
\]

where \( \text{LAB} = \text{LIV} (1 + n_{\text{sat}}) \).

The second dead-time factor, the preamplifier dead time \( (\text{adt}) \), was determined by placing a hot \(^{11}\text{C} \) source on the NaI and comparing the high count rates to that expected by extrapolating the low count rates. The half-life of \(^{11}\text{C} \) is sufficiently long to keep the signal-analysis-time correction negligible. The lost counts were least-squares fitted to an exponential \( e^{-n \text{adt}} \), where \( n \) is the count rate. The dead time so determined was 3.5\( \mu \text{sec} \), or about the width of the double-delay line-shaped pulse. However, a best \( \chi^2 \) fit for the \(^{11}\text{C} \) decay was found for \( \text{adt} = 4.5 \mu\text{sec} \). A compromise of 3.8 \( \mu\text{sec} \) was used, which gives a 1\% correction at a count rate of \( 160 \times 10^3 \) counts/min.

**4\text{He Absorption in the Atmosphere}**  
Measurements of \(^4\text{He} \) absorption in the atmosphere are affected by the fragmentation of the \( Z > 2 \) cosmic rays and by \(^4\text{He} \rightarrow ^3\text{He} \) stripping reactions (assuming that the detectors are unable to separate \(^4\text{He} \) from \(^3\text{He} \)). We can estimate the effect of the \(^4\text{He} \) production from the \( Z > 2 \) cosmic rays with the transport equation \([\text{Eq. (4)}]\). Neglecting ionization energy loss and reducing the incremental in \( x \) to a differential, we are left with (for \(^4\text{He} \) development),

\[
\frac{d}{dx} \text{He}(x) + \frac{4}{\Lambda_{\text{He}}} \text{He}(x) = \sum_{i=1}^{N} \frac{N_i(x)}{A_i} \cdot \text{He}^{(Z>2)},
\]

The equation for \( N_i(x) \) is the same as the above for \(^4\text{He} \), except for leaving off the source on the right-hand side (rhs). This introduces an error of significance only in the L group. \( N_i(x) \) can then be written as \( N_i(x) = A_i e^{-x/\Lambda_i} \), where \( A_i \) is the relative abundance to \(^4\text{He} \) at the top of the atmosphere. The rhs of Eq. (20) is 15\% of the second term on the lhs at \( x = 0 \), and diminishes as \( x \) increases (\( \Lambda_i < \Lambda_{\text{He}} \)). The \(^4\text{He} \) functional form does not differ much from a simple exponential. Setting \( \text{He}(x) = e^{-x/\Lambda} \), and averaging the \(^4\text{He} \) flux over the first \( \zeta \text{g/cm}^2 \) of the atmosphere \([\text{integrating Eq. (20) from } x = 0 \text{ to } x = \zeta]\), we find

\[
\frac{\Lambda - \Lambda_{\text{He}}}{\Lambda} (1 - e^{-\zeta/\Lambda}) = \sum_{i=1}^{N} A_i \cdot \text{He}^{(Z>2)}.
\]

Consistent with the approximation needs, we group the source elements into L, M, and H (\( Z > 10 \)) groups. Using the fluxes of Von Rosenvinge et al. \(^5\) and Webber and Ormes, \(^15\) the ionization-corrected \( \Lambda_{\text{atm}} \) of Webber and Ormes, \(^15\) the \( P_i^{(\text{He})} \) in air of Friedlander et al., \(^35\) \( \Lambda_{\text{He}} \) from Table IV of 44 \( \text{g/cm}^2 \), we minimize Eq. (21) for \( \Lambda \), parameterized by \( \zeta \), and find

\[
\begin{array}{c|cccc}
\text{z} (\text{g/cm}^2) & 20 & 50 & 100 & 150 \\
\hline
\Lambda (\text{g/cm}^3) & 50 & 49 & 48 & 48 \\
\end{array}
\]
Equating, in the atmosphere, $\Lambda_{\text{He abs}}$ to $\Lambda_{\text{He atm}}$ may introduce an overestimation of $\Lambda_{\text{He abs}}$ from the spallation of the heavier-than-He cosmic rays of $\approx (9-14\%)$.

The effect on $\Lambda_{\text{He abs}}$ measurements from $^4\text{He} \rightarrow ^3\text{He}$ stripping in the atmosphere can be estimated from the $^4\text{He}(n, np)^3\text{H}$, $^4\text{He}(n, d)^3\text{H}$, and $^4\text{He}(n, 2n)^3\text{He}$ cross sections of $(55 \pm 5\%)$, $(2 \pm 1\%)$, and $(3 \pm 1\%)$ of $\sigma_{^4\text{He}, \text{re}}^n$ respectively, measured by Innes $^3\text{He}$ at 300 MeV. If we invoke charge symmetry, the first two cross sections should be equal to $\sigma[ ^4\text{He}(p, pn)^3\text{He}] / \sigma_{^4\text{He}, \text{re}}^p$ and $\sigma[ ^4\text{He}(p, d)^3\text{He}] / \sigma_{^4\text{He}, \text{re}}^p$. Averaging $^3\text{He}$ production over $p$ and $n$,

$$ \frac{\sigma[ ^4\text{He}(n, 2n)^3\text{He}] + \sigma[ ^4\text{He}(p, pn)^3\text{He}] + \sigma[ ^4\text{He}(p, d)^3\text{He}]}{2 \sigma_{^4\text{He}, \text{re}}^p} = 0.30 \pm 0.03, $$

and assuming that this ratio holds in the atmosphere for $\sigma[ ^4\text{He}(\text{atm})^3\text{He}] / \sigma_{^4\text{He}, \text{re}}^p$, we have $\Lambda_{^4\text{He abs}} = (1-P_{^4\text{He},^3\text{He}}) \Lambda_{^4\text{He abs}} = (1-0.30 \pm 0.03) \Lambda_{^4\text{He abs}} = (0.70 \pm 0.03) \Lambda_{^4\text{He abs}}$. The factor $0.70 \pm 0.03$ should be taken as a lower bound, as it is expected that the collisions of $^4\text{He}$ with the centers of $^{14}\text{N}$ and $^{16}\text{O}$ will be less effective than with the surfaces of $^{14}\text{N}$ and $^{16}\text{O}$ for single-nucleon knockouts from the $^4\text{He}$. Taking $\Lambda_{^4\text{He abs}} = 44 \text{ g/cm}^2$, then $\Lambda_{^4\text{He abs}}$, considering just stripping reactions, equals $31 \text{ g/cm}^2$—a small number in view of geometric calculations (Table IV).

---
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Table I. Decay features of radioisotopes produced (see Ref. 6).

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Weight</th>
<th>Length of</th>
<th>Count rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>exposure</td>
<td></td>
</tr>
<tr>
<td>18(^{F})</td>
<td>0.3968</td>
<td>120</td>
<td>1.19</td>
</tr>
<tr>
<td>15(^{O})</td>
<td>0.3455</td>
<td>60</td>
<td>1.37</td>
</tr>
<tr>
<td>13(^{N})</td>
<td>0.258</td>
<td>180</td>
<td>0.252</td>
</tr>
<tr>
<td>11(^{C})</td>
<td>9.1</td>
<td>9.1</td>
<td>9.1</td>
</tr>
<tr>
<td>7(^{Be})</td>
<td>2.983</td>
<td>600</td>
<td>20.35</td>
</tr>
</tbody>
</table>

Half-life (min) 109.7 2.05 9.96 20.35 77.180

(53.6 days)

Decay \( \beta^+ \) \( \beta^+ \) \( \beta^+ \) \( \beta^+ \) 478-keV \( \gamma \)

Branching ratio 0.97 1.00 1.00 0.998

taken as 1.00

Table II. Targets, signature times, and ratios of cross section to monitor cross section.

<table>
<thead>
<tr>
<th>Target</th>
<th>Weight</th>
<th>Length of</th>
<th>Count rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>exposure</td>
<td></td>
</tr>
<tr>
<td>Al</td>
<td>0.3968</td>
<td>120</td>
<td>1.19</td>
</tr>
<tr>
<td>Al</td>
<td>0.3465</td>
<td>60</td>
<td>1.37</td>
</tr>
</tbody>
</table>

Systematic errors in the above ratios 0.6% 0.6%

Systematic errors in the above ratios 1.0% 1.0% 2.4%

Systematic errors in the above ratios 1.0% 1.0% 0.0%

Systematic errors in the above ratios 2.4% 2.4% 0.0%

Systematic errors in the above ratios 2.0% 2.0% 0.0%

Systematic errors in the above ratios 2.4% 2.4% 0.0%

Gain taken as 1.00
Table III. α-Particle and p cross sections, a and $\Sigma^p$ at $E_p = E_o$ (230 MeV/N) and

<table>
<thead>
<tr>
<th>Reaction</th>
<th>$\Delta A$</th>
<th>$\sigma_\alpha$ (mb) at $E = E_o$ (230 MeV)</th>
<th>$\sigma_\alpha$ (mb) at $E = E_o$ (230 MeV)</th>
<th>$\sigma_p$ (mb) at $E = E_o$ (920 MeV)</th>
<th>$\sigma_p$ (mb) at $E = E_o$ (920 MeV)</th>
<th>$\Sigma^p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^9$Be → $^7$Be</td>
<td>2</td>
<td>12.7 ± 0.6</td>
<td>11.4 ± 0.5</td>
<td>1.11 ± 0.1</td>
<td>13.8 ± 1</td>
<td>0.92 ± 0.1</td>
</tr>
<tr>
<td>$^{12}$C → $^{11}$C</td>
<td>1</td>
<td>49.4 ± 1.8</td>
<td>38 ± 2</td>
<td>1.30 ± 0.08</td>
<td>28 ± 1.4</td>
<td>1.76 ± 0.11</td>
</tr>
<tr>
<td>$^{12}$C → $^7$Be</td>
<td>5</td>
<td>20.2 ± 1.1</td>
<td>9.9 ± 1</td>
<td>2.04 ± 0.24</td>
<td>10.0 ± 1</td>
<td>2.02 ± 0.24</td>
</tr>
<tr>
<td>$^{16}$O → $^{15}$O</td>
<td>1</td>
<td>47.1 ± 2.3</td>
<td>34 ± 4</td>
<td>1.39 ± 0.17</td>
<td>29 ± 3</td>
<td>1.62 ± 0.18</td>
</tr>
<tr>
<td>$^{16}$O → $^{13}$N</td>
<td>3</td>
<td>6.82 ± 0.5</td>
<td>5.0 ± 1.5</td>
<td>1.36 ± 0.42</td>
<td>5.0 ± 2</td>
<td>1.36 ± 0.54</td>
</tr>
<tr>
<td>$^{16}$O → $^{11}$C</td>
<td>5</td>
<td>18.7 ± 0.9</td>
<td>10 ± 2</td>
<td>1.87 ± 0.4</td>
<td>10 ± 1.5</td>
<td>1.87 ± 0.30</td>
</tr>
<tr>
<td>$^{16}$O → $^7$Be</td>
<td>9</td>
<td>18.7 ± 1.4</td>
<td>5.9 ± 1.5</td>
<td>3.2 ± 0.8</td>
<td>(3.0 ± 1.5)</td>
<td>(2.3 ± 0.7)</td>
</tr>
<tr>
<td>$^{27}$Al → $^{18}$F</td>
<td>9</td>
<td>12.6 ± 0.5</td>
<td>6.0 ± 0.4</td>
<td>2.08 ± 0.15</td>
<td>8.05 ± 0.5</td>
<td>1.57 ± 0.13</td>
</tr>
</tbody>
</table>

a The α-Particle cross sections are from this work except for $\sigma^{12}$C(α, α) from Ref. 3. The $^{16}$O + p cross sections are from Refs. 2 and 13. The $^{12}$C + p and $^{27}$Al + p cross sections are from Ref. 12.

b At 2 GeV.

table IV. Intercomparison of different models for interaction mean free paths in emulsion and air.

<table>
<thead>
<tr>
<th>Adopted experimental value</th>
<th>Independent-particle optical potential a $\sigma_\alpha$ re = $\pi(r_0 A_\alpha^{1/3} + r_0 A_1^{1/3} - \Delta r)^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_0$ (F)</td>
<td>1.45b 1.17c 1.20d</td>
</tr>
<tr>
<td>$\Delta r$ (F)</td>
<td>1.70b 0.0c 0.50d</td>
</tr>
<tr>
<td>$\Lambda_{emul}(g/cm^2)$</td>
<td>77 f 75.6 ± 0.3g</td>
</tr>
<tr>
<td>$\Lambda_{air}(g/cm^2)$</td>
<td>44 f 42.5 47.0 42.9</td>
</tr>
<tr>
<td>$\sigma_{16}$N re (mb)</td>
<td>600 ± 10 h 569 725 616</td>
</tr>
</tbody>
</table>

a The $\sigma_{16}$N re are from Ref. 19.

b See Ref. 19.

c See Ref. 20.

d See Ref. 18.

e See Ref. 19.

With a free nucleon-nucleon cross section of 40 mb. See Ref. 18.

f See text.

g Value read from a graph and adjusted with $\sigma_\alpha$ re = 125 mb. See Ref. 26.
Table V. Quantity of interstellar gas traversed and elemental ratios to carbon, parameterized by the He/H +He ratio of the interstellar gas, at L/M = 0.25.

<table>
<thead>
<tr>
<th>Value of He/H +He used for</th>
<th>Amount of gas traversed</th>
<th>Elemental ratios to carbon a</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>g/cm²</td>
<td>% A</td>
</tr>
<tr>
<td>experimental observations</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Sum of the partial He/H +He = 0.2 = 32.8

<table>
<thead>
<tr>
<th>Sum of the partial He/H +He</th>
<th>32.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.0</td>
</tr>
<tr>
<td>0.0</td>
<td>0.1</td>
</tr>
<tr>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Sum of the partial He/H +He</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Uncertainties on the signed (+ or -) fractional-elemental ratio change are ± 5%.

Notes:
- Percent difference from the case of interstellar gas consisting of 100% hydrogen (row 2).
- Except for rows 1 and 2, the same as in footnote a.
- See refs. 5, 27, 28, 16.

**Figure Captions**

Fig. 1. Target arrangements. α-Particle beam incident from the left. Target subsets (1, 2, and 3) consist of 2 guard foils and a central, counted disk (see text). Set a: for 27Al → 18F and for 13C → 7Be; 1, Al; 2, (CH) 4. For 16O → (15O, 17O, O11C); 1, (CH); 2, BeO. Set b: 1, (CH); 2, Al; for 12C → 7Be and BeO → 7Be; 3, BeO; for 12C → 7Be and 9Be → 7Be; 3, Be.

Fig. 2. $\Sigma_\alpha$ at $E_p = E_\alpha T$ (920 MeV). □, 27Al target; O, 16O target; x, 12C target; v, 9Be target. Curves (a) and (b) are the linear fits of $\Sigma_\alpha(A)$ to the 12C and 16O target cross sections, with the values for $\sigma[16O(p,x)7Be]$ at 2 GeV (a) or at 920 MeV (b).

Fig. 3. 7Be excitation functions for p + 9Be and p + 16O (see text). The error bar on the 16O curve is constant for the length of the curve.

Fig. 4. Percent change in elemental abundance ratios (to carbon) for He/H +He = 0.1 relative to He/H +He = 0.0. at L/M = 0.25. Column (parameter of interaction for which He/H +He = 0.1): 1 ($\Lambda$); 2 ($P_2$); 3 ($dE/dx$); 4 is the sum of columns 1-3, is He/H +He = 0.1). Uncertainties are ± 5%.

Fig. 5. The quantity $[(\% \text{ change in elemental abundance}) - (\% \text{ change in elemental abundance in } L \text{ or } M \text{ group})]$ for He/H +He = 0.1 relative to He/H +He = 0.0. at L/M = 0.25. Column (parameter of interaction for which He/H +He = 0.1): 1 ($\Lambda$); 2 ($P_2$); 3 ($dE/dx$); 4 is the sum of columns 1-3, is He/H +He = 0.1). Uncertainties are less than or equal to the uncertainty shown.
Fig. 6. Fractional change in the mass \( x(g/cm^2) \) of interstellar space traversed to produce \( L/M = 0.25 \), as a function of \( R = He/H+He \) relative to \( He/H+He = 0.0 \). The curve is the fit to \( 1.94 R \exp(-0.56 R) \) which differs from the calculated fractional change by \(< 3\% \) for all \( R \).

*targets counted

Fig. 1
Fig. 6
LEGAL NOTICE

This report was prepared as an account of work sponsored by the United States Government. Neither the United States nor the United States Atomic Energy Commission, nor any of their employees, nor any of their contractors, subcontractors, or their employees, makes any warranty, express or implied, or assumes any legal liability or responsibility for the accuracy, completeness or usefulness of any information, apparatus, product or process disclosed, or represents that its use would not infringe privately owned rights.