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ABSTRACT

The Project for the Intercomparison of Land-Surface Parameterization Schemes (PILPS) aims to improve understanding and modeling of land surface processes. PILPS phase 2(d) uses a set of meteorological and hydrological data spanning 18 yr (1966–83) from a grassland catchment at the Valdai water-balance research site in Russia. A suite of stand-alone simulations is performed by 21 land surface schemes (LSSs) to explore the LSSs’ sensitivity to downward longwave radiative forcing, timescales of simulated hydrologic variability, and biases resulting from single-year simulations that use recursive spinup. These simulations are the first in PILPS to investigate the performance of LSSs at a site with a well-defined seasonal snow cover and frozen soil. Considerable model scatter for the control simulations exists. However, nearly all the LSS scatter in simulated root-zone soil moisture is contained within the spatial variability observed inside the catchment. In addition, all models show a considerable sensitivity to longwave forcing for the simulation of the snowpack, which during the spring melt affects runoff, meltwater infiltration, and subsequent evapotranspiration. A greater sensitivity of the ablation, compared to the accumulation, of the winter snowpack to the choice of snow parameterization is found. Sensitivity simulations starting at prescribed conditions with no spinup demonstrate that the treatment of frozen soil (moisture) processes can affect the long-term variability of the models. The single-year recursive runs show large biases, compared to the corresponding year of the control run, that can persist through the entire year and underscore the importance of performing multiyear simulations.

1. Introduction

The principal goal of the Project for the Intercomparison of Land-Surface Parameterization Schemes (PILPS) has been to obtain a greater understanding of land surface processes and their parameterizations [see Henderson-Sellers et al. (1995) for the latest review of PILPS]. Since its inception, PILPS has designed an infrastructure of experimental efforts to achieve this goal. Phases 1 and 2 involve stand-alone simulations (decoupled from host atmospheric models) of land surface schemes (LSSs) driven by synthetic and observed at-
mospheric forcing. Phases 3 and 4 investigate the LSSs’ performance in fully coupled simulations with a host regional atmospheric model and general circulation models (GCMs).

In phase 1, synthetically forced grassland and tropical forest simulations of the participating LSSs were analyzed (Pitman et al. 1999). Further investigation (Koster and Milly 1997) illustrated that seasonal variations of liquid soil-water fluxes for a controlled LSS simulation could be essentially reproduced by fitting diagnostic parameters with linear evaporation and runoff functions in a simple monthly water-balance model. Overall, the results exemplified the wide range in the LSSs’ simulations under identical forcing and a common vegetation type, and emphasized the role of the interactions between the evaporation and runoff formulations to the disparity of the LSSs.

Phase 2 of PILPS is primarily aimed at comparing and evaluating stand-alone simulations of LSSs against observed data. Phase 2(a) focused on the partitioning between sensible and latent heat fluxes for a grassland site at Cabauw, Netherlands (Chen et al. 1997), and the response of simulated heat fluxes to changes in air temperature (Qu et al. 1998). The analysis revealed that, for the Cabauw site, consideration of the stomatal control and soil-moisture stress formulations among the LSSs was crucial to the interpretation of the results. In phase 2(b) (Shao and Henderson-Sellers 1996), the diversity of the simulation and functionality of soil moisture among the LSSs using the HAPEX-MOBILHY data was demonstrated. Basin-scale simulations of the LSSs for the Red–Arkansas River area were verified against daily river flow observations and evaporation estimates from atmospheric budget analysis in phase 2(c) (Wood et al. 1998). The verification results illustrated that through proper calibration of the LSS, improved simulations of the large-scale quantities can be attained.

Most of the previous PILPS offline model comparisons have been limited to a 1-yr dataset for both the synthetic forcing (Pitman et al. 1999) and the observed forcing (Shao and Henderson-Sellers 1996; Chen et al. 1997), with the only exception being the recent PILPS 2(c) experiments (Wood et al. 1998). This prevents an assessment of the models’ performance in the simulation of transient change over many years. In addition, none of the previous phase 2 experiments were able to provide validation of all the simulated soil-water balance components against measured observations, and the analyses excluded any thorough evaluation of simulated snow processes.

A recent comparison of GCMs has shown there to be a large disparity in both duration and extent of global snow cover (Foster et al. 1996). In addition, snow covers about 50% of the land surface of the Northern Hemisphere during winter (Robinson et al. 1993) and frozen soil affects about 20% of the global land surface (Williams and Smith 1989). As such, these processes are of significant importance to LSSs and their coupling with GCMs to simulate the global climate.

Recently, a 31-yr hydrological dataset was obtained from the Valdai water-balance research station in Russia (Vinnikov et al. 1996), located in a boreal forest region. Schlosser et al. (1997) used an 18-yr meteorological dataset from Valdai as forcing and the hydrological data in a pilot study to test their suitability for stand-alone simulations with two LSSs: a simple bucket hydrology model and a more complex biosphere model. The results show that the implementation of the Valdai data was successful and that the model simulations could be used as a useful evaluation tool. Moreover, some of the deficiencies noted in the models’ simulations were directly or indirectly related to their snow simulations. This underscores the importance of using the Valdai data for a PILPS exercise in that we can examine the performance of many participating models for a site characterized by a deep seasonal snow cover and frozen soil, which, to date, has never been considered in PILPS phase 2.

For this study, PILPS phase 2(d), we use the observed meteorological and hydrological data spanning 18 yr (1966–83) for the grassland catchment, Usadievskiy, at Valdai. For 21 participating LSSs of varying complexity, a suite of simulations are performed: a control simulation, and five additional simulations designed to address the sensitivity of the LSSs to downward longwave radiative forcing, and the timescales and controls of simulated hydrologic variability. The main goal of this paper is to summarize the models’ results and sensitivities. Discussion regarding model disparity and implications of the sensitivities toward general modeling issues are also provided. However, the analyses should be viewed in the context of model validation and development using data from northern climate regions (e.g., BOREAS (Sellers et al. 1997), GSWP (Dirmeyer et al. 1999), and additional Valdai catchments (Vinnikov et al. 1996)). Section 2 provides a description of the data used. Section 3 outlines the rationale and methodology of the PILPS 2(d) experiments. The analysis of the model results is given in section 4. A summary and implications (where applicable) of the results are given in section 5, and closing remarks are made in section 6.

2. Data

Fedorov (1977), Vinnikov et al. (1996), and Schlosser et al. (1997) describe the continuous 18 yr (1966–83) of atmospheric forcing and hydrologic data in detail. An overview of the data is given below, and further details concerning the data can be found in the references cited. The data were obtained from the Valdai water-balance station (57°58′N, 33°14′E), located in a boreal forest region. The Usadievskiy catchment, an experimental catchment at Valdai where long-term hydrological measurements were taken, is about 0.36 km² in areal extent and is covered with a grassland meadow. The atmospheric data were measured at a grassland plot near the Usadievskiy catchment with temperature, press-
The atmospheric data were originally sampled at 3-h intervals. However, in order for all of the participating models to utilize the meteorological data as forcing, the data were interpolated to 30 min (and in some cases 5 min) intervals using a cubic-spline interpolation procedure similar to that used by Chen et al. (1997). The notable difference of the interpolation procedure used for the Valdai forcing was that precipitation was interpolated linearly in the fall and winter [rather than the cubic spline applied year-round as in Chen et al. (1997)]. This was done to better represent the synoptic nature of precipitation during that period of the year. An illustration of the precipitation and air temperature data is given in Fig. 1, which gives the monthly averages and seasonal cycles. Overall, the climate at Valdai is highly seasonal with an annual temperature range of 35°C and an annual average precipitation of 730 mm with the majority falling in the summer and autumn months. Temperatures fall below −10°C in winter and snow typically covers the surface between November and April.
The atmospheric dataset did not contain all the required forcing variables for the LSSs. Shortwave radiation was simulated (Fig. 1) following the M. E. Berlyand (1956) and T. G. Berlyand (1961) algorithm. This algorithm is based on an extensive collection of Russian observations and was successfully tested for use as forcing with two LSSs (Schlosser et al. 1997). In addition, Schlosser (1995) repeated the two LSS simulations of Robock et al. (1995) for six Russian sites, except the downward shortwave forcing (originally obtained from observations) was replaced with the Berlyand algorithm. The details of the results are beyond the scope of this paper. However, the findings revealed that the use of the shortwave algorithm resulted in very small biases of the simulated hydrology (less than 5% in the winter and on average 10% in the warmer months) and that the simulated monthly variations of the hydrologic budget were essentially reproduced. Observed downward longwave radiation (LWD) was also not available, and following previous studies (Yang et al. 1997; Slater et al. 1998a) an empirical algorithm (Idso 1981) was chosen as an effective simulation of the LWD forcing (Fig. 1). An additional LWD algorithm by Brutsaert (1975) was also used (Fig. 1) to test the sensitivity of the Valdai LSS simulations to LWD (the details of which are described in section 3c).

The observed hydrological data for model evaluation consisted of total soil moisture in the top 1 m, snow water equivalent depth (SWE), evaporation, runoff, and water-table depth. Runoff was measured each month by a stream gauge at the catchment outflow site. To assure a more consistent comparison of the observed catchment runoff to modeled runoff from the root-active zone (one of the requested outputs from the simulations), the observed catchment runoff was modified (Schlosser et al. 1997) according to monthly variations in the observed catchment averaged water-table depth (measured at numerous wells within the catchment). At the end of every month, total soil moisture in the top 1 m of soil was sampled, using a thermostat weight technique (Robock et al. 1995) at 11 point measurement sites within the catchment. As shown by Robock et al. (1995), the approximate error in measurement is about ±1 cm. Monthly evaporation observations from lysimeter measurements during the summer (and estimates for the winter months) for the years 1966–73 were taken from Fedorov (1977). In addition, monthly evaporation estimates were calculated as a residual of the monthly water balance in the top 1 m of soil. Schlosser et al. (1997) illustrates that while the residual estimates of evaporation are prone to significant errors in the winter and disagreement in the monthly trends against the lysimeter measurements exist, their seasonal cycles (averaged over the period for which the lysimeter measurements are available) are in good agreement. Snow measurements, at 44 sites within the catchment, were made at least every month during the winter, and more frequently (at intervals of days) during the spring snow melt. Illustrations of all the hydrological data taken within the Usadiekskiy catchment (including a detailed map of the catchment) are given by Vinnikov et al. (1996) and Schlosser et al. (1997).

For the observations of total soil moisture and water equivalent snow depth, the average of all the site measurements made within the catchment (i.e., the catchment average) is used for comparison with the models. However, the scatter of the values and trends among the observation sites within the catchment, or the degree of spatial variability, must also be considered. All the model parameters (described in the next section) are prescribed to represent the catchment as spatially homogeneous. In reality, subcatchment variations of spatial features such as topography, soil properties, and vegetation characteristics affect the spatial and temporal variability of the measured hydrologic quantities. Therefore, any LSS result that falls outside the range of error in the catchment average (mentioned in the preceding paragraph) but lies within the observed scatter of the measurement sites should not necessarily be considered erroneous, since the models do not incorporate the factors that caused the subcatchment spatial variability in the observations. Nonetheless, given that the LSSs are designed to simulate an "averaged" hydrology over a given area, the most desirable simulation for these schemes is to lie close to the catchment average (i.e., near the center of the observed spatial scatter). For our analysis, the 11 measurement sites for total soil moisture were digitized and available, but only the catchment averaged values of water equivalent snow depth were able to be obtained.

Overall, the atmospheric data and hydrologic record provide a coherent set of forcing and validation data for stand-alone LSS simulations. In addition, the predominant grassland vegetation within the catchment and at the neighboring meteorological observation site requires grassland vegetation parameters to be prescribed to the LSSs for their simulations. In the next section, a description of the suite of model simulations is given, and the prescribed parameters as well as certain parameterization constraints and freedoms for the simulations are detailed.

3. Experiment design

a. Parameters and model specifications

Model parameters were specified in an attempt to eliminate, as much as possible, their influence on the intermodel differences and the resulting analysis. For the participating models (Table 1), a set of consistent parameters, based whenever possible on observed properties of the Usadiekskiy catchment, were supplied for the simulations. In the event that no direct observation of a particular parameter was available, a value was set based on the overall vegetation and soil properties observed at Usadiekskiy (Schlosser et al. 1997). Those
Parameter assignments that were identical for all the participating models are given in Table 2. However, as with previous PILPS experiments, the problem of different parameters having a different meaning and functionality across the range of LSSs persists (Polcher et al. 1996). Therefore, a parameter such as this having an identical value between LSSs does not presuppose model agreement. This has been an ongoing problem for LSS comparisons (Chen et al. 1996). Nonetheless, for these model-specific parameters, efforts were made to provide values that not only are consistent with the conditions at Valdai, but also would minimize the model disparity that results.

In addition, consistent partitioning of liquid and frozen precipitation forcing used by the models was assured. In order that all the models would receive the identical amount of liquid and frozen precipitation as forcing, each model was instructed to assume that precipitation fell as snow when the observed air temperature (of the forcing data) was less than or equal to 0°C. The rain–snow temperature threshold used for these simulations is quite consistent to both the observational and computational evidence of Yang et al. (1997). Due to the presence of a seasonally varying water table at Valdai (Vinnikov et al. 1996), the hydrological soil column was set to a depth of 2 m for all the models. This minimizes the biases that would result between the models, which may or may not account for water-table variations. A climatology of the observed catchment averaged water-table depth (Schlosser et al. 1997) was also provided for those models that required implicit or explicit water-table information.

One important aspect of the simulations is the relative degree of freedom given to the models in their parameterizations of soil thermal and snow processes. Given that the Valdai simulations are the first in PILPS to consider a site with a well-defined seasonal snow cover and frozen soil, we should first explore the sensitivities that result from a variety of model parameterizations that consider these processes. While we acknowledge that any freedom given to the LSSs for the simulations will likely lead to different results, the parameterizations and assigned parameter values for each LSS are chosen to achieve an optimal result. Therefore, this can be regarded as a fair test between the range of parameterizations. Moreover, the insights gained from these sen-
Table 2. List of parameter values that were assigned to each of the models for the phase 2(d) simulations. The asterisks denote those parameters whose values were based on direct observations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soil properties</td>
<td></td>
</tr>
<tr>
<td>Soil type composition*</td>
<td>Loam 56%, sandy loam 28%, sandy 16%</td>
</tr>
<tr>
<td>Wilting level in top 1 m*</td>
<td>115 mm</td>
</tr>
<tr>
<td>Field capacity in top 1 m*</td>
<td>271 mm</td>
</tr>
<tr>
<td>Total water holding capacity in top 1 m*</td>
<td>401 mm</td>
</tr>
<tr>
<td>Hydraulic conductivity at saturation</td>
<td>$2.00 \times 10^{-4}$ ms$^{-1}$</td>
</tr>
<tr>
<td>Bare soil roughness length</td>
<td>0.01 m</td>
</tr>
<tr>
<td>Volumetric dry-soil heat capacity</td>
<td></td>
</tr>
<tr>
<td>Clapp and Hornberger “B” parameter</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Vegetation properties</td>
<td></td>
</tr>
<tr>
<td>Stem area index (SAI)</td>
<td>0.8</td>
</tr>
<tr>
<td>Maximum value of leaf area index of green</td>
<td>4.2</td>
</tr>
<tr>
<td>Minimum value of leaf area index of green</td>
<td>0.4</td>
</tr>
<tr>
<td>Maximum stomatal resistance</td>
<td>20,000 s$^{-1}$</td>
</tr>
<tr>
<td>Minimum stomatal resistance</td>
<td>60 s$^{-1}$</td>
</tr>
<tr>
<td>Canopy roughness length</td>
<td>0.035 m</td>
</tr>
<tr>
<td>Interception capacity</td>
<td>0.0001 (LAIG + SAI)</td>
</tr>
<tr>
<td>Roughness length</td>
<td>0.035 m</td>
</tr>
<tr>
<td>Zero-plane displacement height</td>
<td>0.25 m</td>
</tr>
<tr>
<td>Canopy heat capacity</td>
<td>2.000 J m$^{-1}$ K</td>
</tr>
<tr>
<td>Rooting depth</td>
<td>1 m</td>
</tr>
<tr>
<td>Rooting fraction</td>
<td></td>
</tr>
<tr>
<td>Maximum fractional cover of vegetation</td>
<td>0.90</td>
</tr>
<tr>
<td>Other properties</td>
<td></td>
</tr>
<tr>
<td>Thermal emissivity of all surfaces</td>
<td>1.0</td>
</tr>
<tr>
<td>Snow roughness length</td>
<td>0.0024 m</td>
</tr>
<tr>
<td>Maximum snow albedo*</td>
<td>0.75 (0.65 for near IR, 0.85 for visible)</td>
</tr>
<tr>
<td>Snow-free ground and vegetation albedo*</td>
<td>0.23</td>
</tr>
<tr>
<td>von Kármán’s constant</td>
<td>0.378</td>
</tr>
</tbody>
</table>

Sensitivities can serve as a guide to the direction and importance of the development of these parameterizations. As a result of these freedoms in model complexity, some models have up to 11 soil thermal layers that can extend to a depth of 6 m (Fig. 2), and a wide range of snow schemes are represented ranging from very simple parameterizations to multiple snow-layer schemes that consider snow aging and/or spatial heterogeneity of the cover. For the snow parameters, only snow albedo was given a maximum (i.e., fresh snow) value. The models were asked to use their own snow albedo schemes for the purposes of changing albedo as the snow aged and/or melted. In addition, no specification was made for the fractional extent of snow cover nor the density of snow.

b. Control run

For the control run, the participating LSSs were run for the entire 18 yr of forcing (1966–83). Initialization was not prescribed. Instead, all the models ran the first year (i.e., 1966) of forcing repeatedly until achieving equilibrium, defined as the point at which all the January fluxes between 1 yr of the spinup and its precedent year are within 0.01 W m$^{-2}$ and all temperatures were within 0.01 K. This is essentially the same method employed in previous PILPS experiments (e.g., Chen et al. 1997), but with stricter tolerances on the heat fluxes by an order of magnitude. The tighter controls to achieve equilibrium were assigned as a result of preliminary spinup tests conducted for one of the participating models (the BASE model). The results indicated that simulated frozen soil-water conditions inflict a large thermal inertia into the soil column, and thus small temperature differences in frozen soil (moisture) can subsequently lead to large ground and surface heat flux differences. The tested model had a soil thermal discretization that was intermediate among all the participating models and explicitly accounted for frozen soil moisture processes (as did over half of the participating models—see Fig. 2). As a result, the stricter heat flux tolerance was employed to ensure proper spinup for all the LSSs, especially for those that considered frozen soil moisture processes and had a more complex soil thermal discretization.

Once the model equilibrated, it ran through the remaining 17 yr of forcing (1967–83). For the equilibrated spinup year (1966) and the remainder of the simulation period (1967–83), the models were requested to report daily averaged values of 24 output variables (Table 3). The identical set of output variables was also requested for the sensitivity runs, which are summarized in Table 4 and described in the next section.

c. Sensitivity runs

Additional experiments were carried out in which models ran a single year (i.e., 1 January–31 December)
of the forcing recursively until equilibrium. This is identical to what was done for the spinup year, 1966, in the control run. These recursive year runs were performed for the years 1972 (a year with a dry summer), 1974 (a year with a wet summer), and 1983 (the last year of the forcing and a typical hydrologic year). We refer to these test simulations as RY72, RY74, and RY83, respectively. The purpose of these experiments is to illustrate the potential effects of recursive spinup procedures used for previous (and future) stand-alone simulations with only 1 yr of forcing data. This will be achieved by comparing the RY72, RY74, and RY83 runs to the corresponding years of the control runs. Given the range of hydrologic extremes that occur within the three years tested, these simulations can also determine whether hydrologic events influence the biases that result from running only 1 yr of forcing.

As previously mentioned, the LWD forcing for the control run was estimated using the Idso (1981) algorithm. In previous studies that used high-latitude, Russian data, namely, Yang et al. (1997), Slater et al. (1998a), and Schlosser et al. (1997) the sensitivity of their LSS’s winter simulations to LWD was examined. The specific findings of these studies are beyond the scope of this paper. However, their testing underscores the importance of assessing the LWD sensitivity for high-latitude simulations of LSSs. Among the aforementioned studies, four LWD algorithms were considered: the Idso (1981), Satterlund (1979), Monteith (1973), and Brutsaert (1975) schemes. In light of this, the sensitivity of LWD was examined for the participating PILPS 2(d) LSSs by repeating the control run but using the Brutsaert (1975) algorithm for LWD forcing (hereafter referred to as the LNGW run). The Brutsaert (1975) algorithm was selected because, paired with the Idso (1981) scheme, the two algorithms spanned the
range of disparity of estimated LWD obtained from each of the aforementioned algorithms for Valdai during the winter. On average, the Brutsaert (1975) scheme produces values of LWD that are approximately 20% lower in the winter and 10% lower in the summer than the Idso (1981) scheme (Fig. 1). The range of difference between the Idso and Brutsaert schemes is also quite comparable to the range in the uncertainty of observed LWD, which is about ±10% during the winter and as low as ±5% in the summer (F. Miskolczi 1998, personal communication; Miskolczi and Guzzi 1993). As such, the LNGW run together with the control run can also serve as an envelope of the model sensitivities to random errors in instrumentation when using observed longwave radiation as forcing.

An additional run in which models ran from a precise specification of initial conditions with no recursive first-year spinup was also conducted (hereafter referred to as the NOSU run). The prescribed initial conditions were: the total of liquid and frozen soil-water storages set to half capacity, all snow and canopy storages set to zero, and all prognostic temperatures equal to the air temperature of the first-time step of the forcing. The simulation is constructed on the premise that we have no information for initialization, and we must use arbitrary initial conditions. In phase 1(a) of PILPS, Yang et al. (1995) explored the spinup processes of the participating LSSs and found a large range of spinup timescales, from a year up to 31 yr, that primarily depends on total soil moisture holding capacity and the initial value of the soil moisture stores. However, these tests were not conducted for conditions of deep snow cover and frozen soil over a range of parameterizations that account for these processes. As mentioned in section 3a and illustrated in Table 2, we fix the porosity and the total hydrological soil column among all the models. As such, the total water holding capacity and all the initial liquid and frozen moisture storages are equal among all models for the NOSU run. Therefore, we can use the NOSU run to determine if the presence of snow and frozen soil and the variety in the treatment of these processes within LSSs affect spinup.

4. Analysis

In this analysis, we identify general aspects of the model simulations in the context of overall model development and improvement by comparing the control runs of the models to each other, the observations, and the sensitivity runs. Given that the observations at Valdai focus on the hydrology of the Usadievskiy catchment, our analysis will focus on the hydrological outputs of the model simulations that were requested (Table 3).

a. Annual results

1) CONTROL RUN

The models’ control simulation of annual averaged root-zone total soil moisture falls within the total range of the catchment observations (Fig. 3a), with the slight exception of one model in 1972. The range of model scatter for annual root-zone soil moisture is found to be approximately 100 mm (Fig. 3a). While the model scatter for the annual anomalies decreases to approximately 25 mm on average, most of the models are unable to completely capture the observed variability of the anomalies (Fig. 3c). This is most evident in 1975, when 17 of the models fall outside the observed range of dry anomalies (all of the models have a wet bias). In addition, some models show unique anomaly variations for isolated years within the simulation.

Averaged over the entire simulation period (1966–83), most of the models are in qualitative agreement with the observations in the partitioning of water fluxes (Fig. 4, with the observed evaporation obtained by the residual calculation). With the exception of one model, simulated evaporation is greater than total runoff, although there exists a scatter of 0.5 mm day$^{-1}$ among the models in the partitioning for the control run. The observed partitioning of the water fluxes lies very close to the middle of the model scatter. The models show a lower degree of interannual variability for both evapotranspiration and total runoff than the observations suggest. The interannual variability in both modeled and observed water fluxes are also bounded by the interannual variability of annual precipitation.

Not surprisingly, the models show a large scatter in their simulations of annual averaged SWE and its variability (Figs. 5 and 6). Compared with observations, there appears to be no overall tendency for the models to overestimate (as seen for 11 of the models) or underestimate (as seen for 10 of the models) SWE for the control runs (Fig. 5). The model scatter seen in Fig. 5

<table>
<thead>
<tr>
<th>Run</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOSU (no spinup run)</td>
<td>As in the control run, except that no recursive spinup is performed for the first year (1966) of the simulation. The initial values of all the prognostic variables of the models are prescribed at intermediate values.</td>
</tr>
<tr>
<td>LNGW (longwave sensitivity run)</td>
<td>As in the control run, except the longwave algorithm of Monteith (1975) is used to provide the models with downward longwave forcing.</td>
</tr>
<tr>
<td>RY72, RY74, and RY83 (the recursive year runs)</td>
<td>Using the forcing data and parameter assignments of the control run, the years 1972, 1974, and 1983 (respectively) are run individually. The 1 yr of forcing is used recursively until equilibrium.</td>
</tr>
</tbody>
</table>
is somewhat affected by the small sample size used for averaging. To consistently compare to observations, the daily modeled values were sampled only for the days when observations were made, about 12 times per winter. When sampled for all days during the modeled snowpack (about 168 times for each winter), the intermodel scatter of annual averaged SWE and the interannual variability SWE decreases considerably (Fig. 6).

Another important aspect of the modeled snow processes is the timing of the end of the spring snow melt. In terms of the hydrologic cycle, the frozen water stored in the snowpack has been melted and partitioned between runoff and soil-water recharge (the latter then available for evapotranspiration from growing plants and bare soil). In terms of the surface energy budget, the effects of higher albedo, soil insulation, and near-surface atmospheric cooling by the snowpack has been eliminated. In this analysis, we define the end of the snowmelt as the day in which the well-defined winter snowpack has been completely ablated. A 40–day scatter exists among the models in the average timing of the total ablation of the winter snowpack for the control
runs (Fig. 7), with the earliest completion in late March and the latest in early May. The models also differ in their interannual variability. Some models vary the completion of snow melt by as little as 10 days from year to year, while for others the total range is as large as a month.

2) LNGW RUN

While the LNGW runs produce slight increases in the simulation averages of the models’ soil-water storages, the interannual variability of the collection of models is, for the most part, unchanged with respect to the control run (Fig. 3). The only notable exception is one model, which produces what appears to be a long-term decreasing trend. Further analysis indicates that for the LNGW run this particular model’s deep soil moisture layer underwent a gradual thaw over the first 9 yr of the simulation, causing a slow drainage of soil water from its initial state. The model scatter of simulated water fluxes (Fig. 4b) shifts toward higher rates of runoff (by about 0.2 mm d\(^{-1}\)) on average consistent with the lower amounts of incoming energy for evapotranspiration and more saturated soil moisture stores (Fig. 6).

As a result, the observations are on the higher evaporation/lower runoff end of the LNGW model scatter.

The models’ SWE simulation is quite sensitive to the choice of LWD forcing, affecting both the average value for the simulation and the interannual variability. For all the models, averaged SWE increases (Figs. 5 and 6) in response to the decreased LWD (Fig. 1), but the increases among the models range from 20 to 75 mm. In addition, all models complete the melting of the winter snowpack (Fig. 7) about 10–20 days later in the spring (compared to the control run), which is a likely a combined response of the deeper snowpack and less incoming energy available to melt the snow. For most of the models, the absolute value of the change in average SWE seen in the LNGW runs could span the bias seen in the control run results. One additional aspect that needs to be included when comparing these results to observations is that snow was prescribed to fall when the air temperature was 0°C or less, but it is known for snow to fall at warmer air temperatures (Auer 1974; Yang et al. 1997). Yet a higher (i.e., above freezing) snow–rain temperature threshold for the control and LNGW runs could then cause extremely high SWE biases for some of the models. However, the question as to whether snowfall then accumulates or merely melts upon contact with the surface, and whether a model explicitly accounts for the process, complicates this issue. In addition, precipitation considered as snowfall during the spring melt, rather than rainfall, with a higher temperature threshold would contribute to snow accumulation rather than ablation and potentially cause a delay in the completion of the snow melt. These considerations regarding the SWE simulations and sensitivities will be explored in a future paper (Slater et al. 1999, manuscript submitted to Climate Dyn.).

b. Seasonal cycles

1) CONTROL RUN

Qualitatively speaking, nearly all of the models are successful at capturing the general features of the observed seasonality of root-zone soil moisture (Figs. 8a,b). Root-zone total soil moisture is depleted in the summer and recharged in the fall and spring. During the spring snow melt, catchment averaged root-zone to-
Fig. 5. Model simulations from the control and LNGW runs and observations of averaged water equivalent snow depth (indicated by the solid circle) for the simulation period (1966–83). The model averages are based on daily values that are sampled only for the day in which observations were taken. The standard deviations of the averages for the winter, defined as each period of the well-defined snowpack, are also indicated by the shaded region. The highest and lowest average snow depth among all the winters are indicated by the crossbars.

Two relative peaks in total runoff occur (Fig. 8d). The larger peak, concurrent with the largest model scatter of 5 mm day$^{-1}$, is associated with the spring snow melt, and the smaller peak is associated with the fall recharge of soil-water storage. The observations suggest that low amounts of runoff, on average, occur during the summer. Though most models reduce total runoff during the summer, five of the models recharge the root-active soil layers from deeper soil-water stores (shown as negative total runoff in Fig. 8d). The two models that produce the strongest recharge are the only two models that required information regarding water-table variations (section 3a).

Though all of the models begin snow accumulation in late fall and have completely ablated the snowpack by late spring, notable differences between the models’ SWE simulations exist. The largest model scatter of spring snow ablation is notable given that identical atmospheric forcing was imposed on all the participating LSSs.
amounts of LWD for the LNGW runs (Fig. 1), the simulation of the winter snowpack, for all the LSSs, increases in depth (Fig. 9d). During the spring melt, the increases in total runoff seen in March and April (Fig. 9c) imply lower amounts of meltwater and thus a weaker snowmelt for these months. However, due to the deeper snowpacks, and thus a larger source of meltwater, the subsequent increase of total runoff resulting from the delayed snowmelt is larger than the preceding negative counterpart. As a result of the larger increase in runoff (i.e., less meltwater infiltration), less water is available for evapotranspiration (Fig. 9b). Although not shown, the decrease in the models’ evapotranspiration in April and May is largely (about 75%) composed of depletions in bare-soil evaporation and transpiration (and not evaporation from the snow surface).

c. Hydrologic events and the recursive year runs

Two of the recursive year sensitivity runs, RY72 and RY74, were chosen for the hydrologic extremes that occurred within the years of the test runs (1972 and 1974, respectively). In 1972, a period of below-average rainfall was observed from June to August, and in 1974 during July, monthly precipitation was well above average (Figs. 10a,c, respectively; Schlosser et al. 1997). The choice of performing a recursive run for 1983 was based on the fact that it is the last year of the simulation period and relatively normal conditions, averaged for the catchment, persist through the year. The results of each of the recursive year runs were found to be quite similar, and as a result, the results for 1983 are not shown. However, due to the extreme hydrologic events that occur in 1972 and 1974, these results for the control and recursive year tests are discussed below.

1) CONTROL RUN

The control simulations of the models for 1972 and 1974 are summarized in Figs. 10–12. In 1972, nearly all of the models tend to underestimate the observed trend of root-zone total soil moisture in July (Fig. 10a). At the beginning of September when precipitation returns to normal (Schlosser et al. 1997), the range of accumulated summer drying by the models is large but spans the entire range of the observed spatial variability. All but three of the models underestimate the accumulated catchment average drying. All the models use excess evaporation as the primary mechanism to dry the soil and most produce small amounts of total runoff from the root-active zone consistent with observations (Figs. 11a,c). In addition, most models agree with the lysimeter observations in producing the highest rates of evaporation in June. Some of the models recharge the depleted root-active soil layers by upward transport of soil water (shown as negative total runoff from the root-active zone in Fig. 11c), but direct measurements of this process were not available for validation. However, the
modified streamflow measurements (Schlosser et al. 1997) imply little, if any, recharge of root-zone soil water.

The control simulation results of the wet summer of 1974 are qualitatively similar to the dry summer of 1972 in that most of the models capture the anomalous trends in root-zone total soil moisture within the range of the observed spatial variability (Fig. 10c). Most models simulate an anomalous increase in runoff during July that is qualitatively consistent with the observations (Fig. 12c). However, the range of total runoff simulated by the models is 2 mm day$^{-1}$, which is larger than the total runoff that is observed. In addition, a large portion of the model scatter lies below the observed value of total runoff during July, which is consistent with most of the models simulating higher amounts of evaporation (Fig. 12).

2) Recursive runs

The results of the RY72 and RY74 runs are summarized in Figs. 10–12 (as previously mentioned, similar results are found for the RY83 simulations). The impact of using precipitation recursively is most evident in the SWE differences (bottom panels of Figs. 11 and 12). Large differences between the control and recursive runs are seen at the beginning of the year due to the different accumulation of frozen precipitation in the preceding months. This leads to large differences in total runoff during the spring as a result of different magnitudes of meltwater (Figs. 11d and 12d). By the summer, differences in total runoff, as well as evaporation (Figs. 11b and 12b), for most of the models are much smaller. However for a few of the models, the differences in total runoff and evaporation persist, but these models also show very long timescales of convergence from the analysis of their NOSU runs (described in the next section). It is more difficult to generalize the features of the recursive runs for root-zone soil moisture (Figs. 10b,d). However, an overall seasonal feature can be discerned. During the early part of the year up to the snow melt, the highest biases with respect to the control run for root-zone total soil moisture occur. These biases then significantly decrease (with the exception of four of the models) in the summer as a result of soil saturation that typically occurs during the spring snow melt (Fig. 8a). Comparing the collection of model results between all three of the recursive runs, there is no single recursive run that stands out as having the lowest or highest overall biases. Therefore whether the recursive run, starting on 1 January, was performed for the year with a dry, wet, or normal summer does not appear to be important in the biases that result.

d. Sensitivity to initial conditions

The impact of the prescribed initial conditions with no recursive spinup performed in the first year (i.e., the NOSU simulation) is assessed through a convergence test with the control run. We define convergence as the year into the simulation after which all differences between the NOSU run and the control run for monthly averaged temperatures, soil-water stores, and heat fluxes (Table 3) are within 0.01 K, 0.1 mm, and 0.1 W m$^{-2}$, respectively. Any result of an analysis such as this is sensitive to the definition and threshold of convergence (Yang et al. 1995). However, our convergence requirements are identical to the equilibrium criteria used by Chen et al. (1997) for the PILPS 2(a) Cabauw experiments for consistency. In addition, for the spinup tests of Yang et al. (1995), the identical heat flux equilibrium constraint was applied to the annual averaged quantities.

The convergence of the NOSU run to the control
Fig. 8. Seasonal cycles of (a) root-zone total soil moisture, (b) root-zone total soil moisture anomalies (with respect to the simulation mean), (c) evapotranspiration, (d) total runoff from the root-active zone (negative values indicating upward transport of soil water from deeper soil layers), and (e) water equivalent snow depth from the control-run model simulations and observations. The fluxes are based on monthly averages and root-zone total soil moisture and water equivalent snow depth based on daily values at the beginning of each month for the simulation period, 1966–83. Observed evapotranspiration is determined by the residual calculation. For observed total soil moisture, the catchment averaged value is given as a thick solid line, and the highest and lowest values of the seasonal cycles for the 11 observation sites within the catchment are indicated by the thick dashed lines.

Simulation is achieved within the first year of the simulation for five models (Fig. 13) of which one is the only model with no soil thermal layers (Fig. 2). For the remaining models, the points of convergence span the entire simulation period. Five of the models do not achieve convergence until the final year of the simulation, and one model is unable to reach convergence for the simulation period. The results of Yang et al. (1995) suggest that the timescales of thermal and hydrologic equilibrium in LSSs are controlled by total water holding capacity and soil moisture initialization. However, a large range in the convergence of the NOSU runs exists even though the soil-water column and total water holding capacity is the same for all models.
tion 3a), and the models’ soil-water stores are initialized with an adequate water supply.

These results warrant a more thorough analysis, which is beyond the scope of this summary paper. Nevertheless, further testing reveals that even after multiplying the convergence criteria (given above) by a factor of 100, a notable model scatter in convergence still exists. Six of the models require more than 5 yr to achieve convergence and the remaining models converge within the first 3 yr. Moreover, the findings of Vinnikov et al. (1996) indicate that the timescale of soil-moisture autocorrelation at Usadiievskiy is about 3 months (i.e., less than a year). With respect to these convergence tests, the results do not differ significantly (i.e., model scatter still exists) for the case where only the constraints for modeled root-zone total soil moisture are applied. Given the wide range of soil thermal discretization (Fig. 2) coupled with the large disparity in the treatment of frozen soil (moisture) processes (Table 4), their effects on the model scatter of these convergence tests are, most likely, significant.

5. Discussion

a. Summary of the simulation results

After completion of the prescribed PILPS 2(d) simulations, model scatter is still evident. We have analyzed
the simulations of root-zone soil moisture in light of the observed spatial variability among 11 measurement sites within the catchment. The framework of the participating LSSs does not allow us to explicitly account for the processes that affect the intracatchment variability, and therefore this source of disagreement should be taken into consideration for the evaluation of the LSSs’ performance. The resulting analysis indicates that in nearly all cases, the models’ root-zone soil moisture fall within the observed spatial variability. However, notable model disagreements (i.e., simulations that fall outside the observed scatter) are seen in the anomalies of root-zone soil moisture.

Averaged over the entire simulation, nearly all of the models partition a larger portion of incident precipitation to evaporation rather than runoff, similar to the observations. While the ratio of evaporation to runoff partitioning varies by about 40% (Fig. 4a), efforts have already been successful at significantly improving the results of the extreme outliers. While the results of these

Fig. 10. Monthly anomalies (seasonal cycle removed) of root-zone total soil moisture for the model simulations and observations for the years (a) 1972 and (c) 1974. The differences in simulated soil moisture between the corresponding year of the control run and the (b) RY72 and (d) RY74 runs are also shown. Tick marks refer to the first day of the month. For observed total soil moisture, the catchment averaged value is given as a thick solid line, and the highest and lowest values of the seasonal cycles for the 11 observation sites within the catchment are indicated by the thick dashed lines.
specific model refinements are beyond the scope of this paper (and will likely be included in future publications that document a particular LSS's development), in nearly all cases the improvements were not obtained through major changes to their model framework, but rather slight code modifications.

Over the averaged annual cycle, all the models produce the largest amounts of runoff in response to the spring snow melt, which is qualitatively consistent with the direct observations of runoff. The models differ, however, in the phase and magnitude of the spring runoff peak, which can be primarily attributed to differences in snow ablation rates (discussed below) as well as differences in meltwater partitioning between runoff and infiltration. Model disparity in meltwater partitioning is likely a result of the interactions between the various parameterizations of soil thermal discretization (Fig. 2) and runoff criteria (e.g., Robock et al. 1998) employed by the LSSs. These interactions are complex and require further attention that is beyond the scope of this paper.
Generally speaking, all of the models show some level of skill in simulating the seasonal variation of evapotranspiration. Over the averaged annual cycle, the models peak their evapotranspiration rates during the early and middle summer, which is consistent with the residual evaporation estimates. However, model scatter of $\pm 1\, \text{mm day}^{-1}$ during the warmer months is large. Although special care was taken to prescribe parameter values that were as consistent to the environmental conditions of the site, as well as to the differences in their functionality among the models, the effects of model parameter assignment cannot be discounted as a source for scatter (Polcher et al. 1996).

Moreover, differences in the model formulations of potential evaporation are also likely to contribute (McKenney and Rosenburg 1993). Without comprehensive testing by each of the participating models to address these issues, it is difficult to quantify the significance and causes of the scatter.

b. Simulation of snow processes

Model comparisons of the seasonal cycle of SWE indicate a stronger sensitivity of the simulated spring ablation period, as opposed to the accumulation of the winter snow pack, to the choice of model parameteri-
zation. The larger model scatter during the spring melt also occurs for the LWD sensitivity run (although not explicitly shown). The model scatter during the spring ablation period of the seasonal snow cover is twice the scatter over the accumulation period (excluding the model with the lowest SWE simulation in Fig. 8e, the difference then becomes a factor of 3). This result has also been found in comparisons of SWE simulations from GCMs (Foster et al. 1996) and suggests that these results have broader implications toward model development.

Given that the LSSs used identical atmospheric forcing for the PILPS 2(d) simulations, most notably precipitation, near-surface air temperature, and incoming radiation, the cause of the disparity of the model simulations are solely attributed to differences in snow ablation. Our initial analysis indicates that model disparity in snow ablation is a result of interactions among the various parameterizations of fractional snow cover, albedo, snow thermal properties, and snow model structure used by the LSSs. This was most evident for the aforementioned model with low simulated SWE (Fig. 8e). A combination of the prescribed snow parameters (section 3c) and its snow heterogeneity framework caused a lower albedo for snow-covered conditions, which lead to increased solar energy absorption; higher snowmelt rates; and decreased SWE and fractional snow coverage, which then further decreased albedo (i.e., a positive feedback). While this does not reflect an error in the model, it does serve as an example for the special care that must be taken when prescribing parameter values for coordinated, multimodel snow simulations.

c. Sensitivity results and their implications

The results from the LNGW runs reveal some important considerations for the model simulations with regard to validation and development using the Valdai data. First, the shift in the partitioning of total runoff and evaporation (averaging about 0.2 mm day$^{-1}$ for all the models) in response to the different longwave forcing (Fig. 4) should be considered, in the context of model development, a source of model disagreement with the observations. Second, the difference in the two simulated LWD forcings is also quite comparable to the level of uncertainty in the instrumentation to measure LWD. Therefore, the results of the LNGW run can also be regarded as potential sensitivity issues to the random errors of instrumentation for the case of using observed LWD as forcing. Last, the simulations of the accumulation and ablation of the snowpack as well as meltwater partitioning between runoff and evapotranspiration show a marked sensitivity to longwave radiation. This result is consistent with the findings of previous work using data from other Russian sites (Yang et al. 1997; Slater et al. 1998a), but in those studies only one LSS was tested. From the sensitivities of 21 model simulations in this study, the results emphasize that any model development aimed to improve simulations of the snow processes using these data, or potentially other high-latitude datasets, should take into account their LWD sensitivity. In addition, LWD sensitivities to snow and meltwater processes should be carefully considered in the application of LSSs for river basin simulations (e.g., Wood et al. 1998), especially over regions where the winter snowpack is a large source for spring river discharge and water supply (e.g., the western United States).

The results of the recursive year runs underscore the importance of running multiyear LSS simulations. Not only does it allow for an assessment of the LSSs’ interannual variations, it also diminishes the considerable biases that may result for simulations with only 1 yr of forcing. In our analysis, all of the models show biases in the recursive runs (compared to the corresponding year of the control run) that can persist for the entire year. In addition, the features of these biases are found to be quite similar among the 3 yr tested and indicate that a climatologically normal year is not necessarily a good candidate for a recursive run. The biases in simulated SWE from January to the end of the spring snow melt (bottom right panel in Figs. 11 and 12) are a direct result of starting the recursive runs in midwinter 1 January. Therefore, these SWE biases could be significantly diminished if the forcing for the recursive year run started in a different (i.e., warm) season, and therefore would
contain a continuous winter time series of atmospheric forcing. While this would certainly be desirable for evaluating simulated snow/frozen soil processes, the biases during the warm season in which the recursive run begins may then be affected, and thus hinder the evaluation of liquid soil-water processes. Nevertheless, our results suggest that special attention must be drawn to validating an LSS simulation that is created by recursive techniques with the atmospheric forcing.

The results of the test simulations starting from prescribed initial conditions illustrate that a wide range of spinup timescales are inherent in the models, even when we account for the controls of these processes that have been cited in previous work (Yang et al. 1995). While a further analysis of these sensitivity tests is warranted, the large range of soil thermal discretization among the models that were allowed, coupled with the freezing conditions of the soil, likely contribute to the model scatter. A recent study focusing on the performance of one of the participating schemes at simulating soil freeze-thaw cycles (Slater et al. 1998b) suggests that seasonal changes in root-zone soil moisture are dependent on the proper spring thaw simulation. The results here suggest that the treatment of frozen soil processes in LSSs have the potential to affect longer timescales of simulated soil moisture variability. The results also draw special attention to LSS seasonal to interannual climate applications and the potential effects of improper LSS initialization at high latitudes.

6. Closing remarks

This paper is the first of a series that will focus on the simulations conducted by the participating models for PILPS 2(d). In the preceding sections, we presented the control run results, the models’ performance against the observations, and the results of the suite of sensitivity tests. As this is the only PILPS model comparison to consider a site with seasonal snow cover and frozen soil, the implications of this particular experiment are limited in their application to the broader context of model development, but have merit to the LSS community.

From the results and discussion presented above, the continuing research with the PILPS 2(d) simulations aims to provide and publish a more thorough assessment of the model simulations of snow processes (Slater et al. 1999, manuscript submitted to Climate Dyn.) and runoff processes during the snow melt. Overall, the PILPS 2(d) experiment further emphasizes the utility and importance of comparing LSS simulations to each other and especially against observations. Studies such as these give modelers not only the opportunity to assess their models’ performances, but also to investigate model sensitivities, detect sources of model deficiencies and improve them, expose modelers to existing sets of validation data, and provide an international forum for model development. However, this study is one among a list of four PILPS stand-alone experiments to date that have compared a collection of LSS simulations to observations. The remaining studies used data from Cabauw-Netherlands (Chen et al. 1997), HAPEX-MOBLHY (Shao and Henderson-Sellers 1996), and Red-River Arkansas (Wood et al. 1998). To assure the broadest possible evaluation of LSSs used in global climate models, efforts such as these must continue with as many validation datasets available that reflect a wide range of climatic, hydrologic, and geologic environments.
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