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Abstract

Several aspects of picosecond spectroscopic measurements in solution are described. Picosecond pulses at 1064 nm at a repetition rate of 10 Hz were provided by an active-passive mode-locked Nd:YAG laser. Pulse trains of 15 pulses with 5 mJ/train and 5% amplitude stability were obtained, as were amplified single pulses of 10 mJ with 10% amplitude stability. The variation in the pulse duration from 40 to 8 ps through the pulse train was attributed to the interaction of self-phase modulation and the limited laser gain bandwidth. A 355 nm-pumped single-pass optical parametric source (OPS) made from two 37 mm type II potassium dihydrogen phosphate crystals, generating tunable visible (455–650 nm) and infrared (780–1610 nm) light was characterized. Conversion efficiencies of up to 44% were achieved; pulses approaching the transform limit were produced at lower efficiencies. Injection locking of the OPS with scattered laser light improved the stability and spectral linewidth of the device at 532 nm. A type I OPS covering the range 455–1610 nm is also described. Details of the systems used for obtaining picosecond emission, absorption and Raman spectra are described. Emission from samples excited with a single laser pulse were measured in 10 nm bandwidths with 6 ps resolution using a computer-controlled streak camera system. Absorption measurements made with the same system measured, with a resolution of .01 OD, the time-dependent attenuation of the emission from a dye solution by a second, excited sample. Limited results from a Raman spectrometer in a pump-probe configuration are also described, as are the limitations inherent in such measurements. The applicability of coherent Raman techniques to solution measurements is discussed. Measurements of the solvation dynamics
of 9,9'-bianthryl in alcohols, deuterated alcohols and alcohol-alkane mixtures at several temperatures are described. Complex triexponential decays were observed, correlating with dielectric relaxation, alcohol concentration and solvent viscosity. No dynamics were observed in nonhydrogen-bonding solvents irrespective of polarity. These results combined with evidence of excited-state proton transfer suggest that BA initially (~20–50 ps) forms an unsolvated charge transfer state which then forms hydrogen bonds to the solvent (~50–500 ps, increasing with viscosity). Other interpretations are discussed.
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Chapter 1

Introduction

Since a majority of all chemical reactions occur in solution, the study of chemistry in liquids is of great fundamental and practical importance. Despite this, relatively little is known about the detailed molecular dynamics of liquid phase chemical reactions. This lack of detailed knowledge is especially striking when compared with the detailed theoretical and experimental results available in the gas phase or in solids. The properties of gas phase molecules are essentially the same as those of isolated molecules, so that a combination of spectroscopy and theory can often be used to understand detailed molecular properties. In addition to this, the only significant intermolecular interaction arises from bimolecular collisions. Since these are also accessible theoretically and experimentally, an extremely detailed description of gas phase processes at low pressures is often possible. Solids are also relatively tractable, since molecules are located at fixed sites on rigid latticies. Although each molecule interacts with several nearest neighbors, the interactions remain relatively constant, so the behavior of the system will resemble that of isolated molecules interacting with a static potential.

Unfortunately, the dense, disordered environments found in liquids do not lend themselves to any such simplifications. Because of the lack of long-range order, the methods applied to solids cannot be used in liquids. In general, liquids tend to be approached as if they were very dense gases. Although this gives qualitatively correct results, it is difficult to take into account the detailed intramolecular interactions. For gases at atmospheric pressure the bimolecular collision rate is roughly $10^{10}$ sec$^{-1}$; extrapolating to liquid densities indicates that the nominal collision rate will increase by three orders of magnitude. In a liquid, molecules are no longer well-separated entities interacting through infrequent collisions. Instead, the intermolecular distances are comparable to molecular diameters, and every molecule interacts continuously with several nearest neighbors. It is difficult to
interpret the nominal collision rate directly, but the implication that time resolution on the order of picoseconds or femtoseconds is required to measure collision-related phenomena in solution appears to be correct. For example, dye molecules excited to any electronic state typically relax to the lowest vibrational level of the first singlet state in less than a picosecond. Similarly, the vibrational dephasing time for many organic liquids is on the order of a few picoseconds. Note that the spectral broadening associated with this rapid dephasing (as well as other sources of inhomogeneous broadening) makes it difficult to identify individual states, since in most cases electronic spectra are broadened into continua. Not all processes in liquids are this rapid. Unlike gases, the mean free path of a molecule in a liquid is comparable to a molecular diameter. This leads to the cage effect, where a given pair of molecules collides many times per encounter. This has the effect of limiting the rate of chemical reactions; rather than being governed by the collision rate, reaction rates are now diffusion controlled. Collision-mediated relaxation processes tend to be much more rapid than chemical reactions in solution, and the reaction rates tend to be well described in terms of equilibrated molecules diffusing together. Quasi-equilibrium theories involving diffusion controlled transport and simple transition states tend to work quite well in solutions.

This leads to the situation where the measured reaction rate is much slower than the reaction itself. This makes it difficult to study directly the fast processes associated with chemical reactions. For example, a typical method for studying the reactions of reactive species in solution is to dissolve precursor and scavenger molecules in an inert solvent. Photolysis of the precursor generates the reactive species which then react with the scavenger. Although it is possible to carry out this type of experiment using picosecond pulses, the rates measured this way will correspond to diffusion constants rather than reaction rates. If one is interested in looking at the reaction itself, it is necessary to study systems where the effects of diffusion can be eliminated. To do this it is necessary to study systems where the reactive species can be generated in close proximity to one
another. This can be most readily accomplished if all the reactive species are generated from the same precursor molecule, or if the excited species react with the solvent. The first case is exemplified by the caged recombination of free radicals, including both reversible cases such as the recombination of iodine atoms to form $I_2$ and irreversible cases such as the formation of ethane from azomethane. Simple intramolecular reactions such as intramolecular charge transfer or conformational changes can also be considered. Reactions with the solvent once again range from simple reversible solvation to proton transfer to irreversible free radical reactions.

There are two basic reasons for wanting to investigate chemical reactions on a picosecond timescale. The information obtainable on these timescales reflects the fundamental processes which constitute solution phase chemistry, including molecular solvation and reactions between specific molecules. The difference between the liquid and gas phases is the difference between an isolated molecule and a molecule surrounded by weakly interacting neighboring molecules; these weak interactions determine the difference in properties between an isolated and a solvated molecule. A thorough understanding of these interactions is clearly necessary if one is to have any hope of bridging the gap between what is known about isolated molecules and their behavior in solutions. The ultimate goal of this type of work would be to extend the rather detailed understanding of gas-phase reactions into the liquid phase; unfortunately, this remains a rather distant goal.

A second reason for wanting to observe chemical reactions in solution with picosecond time resolution is related to the complexity of typical solution-phase free-radical reactions, especially those involving the solvent itself. Although the initial process in such reactions presumably corresponds to a relatively simple process such as cleavage of some molecule to reactive radicals, the subsequent reaction can be quite complex. Steady-state photolysis of such systems typically leads to a complex product distribution which depends not only on the photochemistry of the initially present species but
also on the photoreactivity of any of the subsequently formed species. This makes the interpretation of the data rather difficult. This is unfortunate, since reactions involving liquids are important in areas as diverse as organic synthesis and combustion. Using ultrafast techniques should simplify the study of such systems, by making it possible to study the early stages of the reaction before the onset of more complicated behavior. For example, if a single short exciting pulse is used, there will be virtually no secondary photolysis. Furthermore, with time-resolved detection it should be possible to watch the development of the the product distribution directly, and it should be possible to distinguish rapid cage reactions from the slower diffusion controlled reactions. Note that in this case the selectivity of the detection method is very important, since it must be possible to distinguish between the various species which have been created. This was one of the primary motivations for attempting to use time-resolved Raman spectroscopy for this purpose.

There is clearly sufficient motivation for studying solution-phase reactions on the picosecond timescale. The fact remains that carrying out measurements on this timescale involves the use of rather sophisticated laser and electrooptic technology. Because of this a considerable amount of effort went into the laser itself, and into related optical techniques. This is reflected in the content of the following chapters, which contain roughly equal amounts of both optics and chemistry.

The laser itself consisted of an active-passive mode-locked Nd:YAG laser (based on a commercial system from Quantel) which operated with a repetition rate of 10 Hz. As described in the following chapter, numerous modifications were required to bring it into its final form. By using different conditions and generating harmonics of the laser frequency, it was possible to obtain pulses varying in duration from 8 to 40 ps with millijoules of energy at 1064, 532, 355, and 266 nm. The generation of pulses as short as 8 ps from a Nd:YAG laser has never been reported before. They are generated in this system through the unusual interaction of self-phase modulation and the finite
gain bandwidth of the laser. The shortest pulses are relatively weak and are consequently somewhat difficult to use, but they provide a relatively simple source of short pulses when they are needed. In addition to the laser itself, an optical parametric source was developed as a source of tunable infrared and visible light. Picosecond parametric generation is relatively simple, since the laser peak power is high enough that a single pass through two nonlinear crystals is sufficient to generate the tunable output. The external cavity normally used in the nanosecond regime is not required. The parametric source was found to be a convenient and reliable method for generating tunable light.

The development of spectroscopic techniques for use with solution phase measurements as one of the major efforts in this project, as described in chapter three. Systems were developed for carrying out time-resolved emission, absorption and Raman spectroscopy. There is an unfortunate tradeoff between the ease of measurement and the generality of these measurements. Emission measurements are relatively easy to make, but can only be applied to excited state relaxation. Absorption is more difficult to use, and much less sensitive, but it should make it possible to follow processes involving ground-state molecules. Raman spectroscopy was only marginally possible with the current laser system, and could not be usefully applied to any chemical system. However, if it could be made to work, it would provide a method for observing the behavior of individual ground-state species in complex mixtures.

A streak camera based detection system was used to make both time-resolved emission and absorption measurements. Triggering the streak camera in the presence of a time-varying optical signal, such as the fluorescence from an excited dye solution, produces a time-resolved image of the signal. This is detected with a photodiode array, digitized and sent directly to a microcomputer for real-time signal averaging. Because of the weak signals and the limited dynamic range of the streak camera, such signal averaging was essential if reliable emission and absorption data were to be obtained. In the case of emission, the sample being investigated was excited with a single picosecond pulse,
and the resulting fluorescence imaged through a bandpass filter into the streak camera. Spectral resolution of 10 nm and time resolution of 6 ps were attainable. These measurements of time resolved emission at fixed wavelengths were combined with steady-state emission spectra to produce time-resolved emission spectra. To measure time-resolved absorption, a two pulse system was employed. A dye solution was excited with an initial laser pulse and the long-lived emission was imaged through a second sample into the streak camera, making use of the same bandpass filters and optics used for emission. Excitation of the second sample with a delayed pulse created an excited-state population which would attenuate the dye fluorescence. The excited-state absorption corresponds to the difference in the fluorescence intensity measured with and without the second excitation pulse. Changes in absorption of ~0.01 could be detected this way. Raman spectra were measured using a pump-probe method using a conventional double monochromator in a geometry comparable to that normally used for a CW Raman spectrometer. Although spectra could be obtained from pure solvents, the signal levels were generally too low to permit measurements in more dilute samples. Nonlinear background signals including stimulated Raman were a major difficulty. Coherent Raman techniques were considered, but no useful measurements were made.

Chapter four describes the studies which were made of solvation processes involving 9,9'-bianthryl (BA) in alcohols, deuterated alcohols and alcohol-alkane mixtures. These studies represent a continuation of other solvation studies which have been carried out in this laboratory using other probe molecules, including 4-aminophthalimide and 4-(N,N-dimethylamino)benzonitrile. All of these molecules are characterized by a large change in dipole moment between the ground and excited states. This causes the equilibrium solvation to be quite different in the two states. Since the emission spectrum depends on the solvation configuration, the solvation process will be detectable in the emission spectrum. This is a very important feature from an experimental point of view, since it means that useful results can be obtained using simple time-resolved emission. It is also
possible to observe these processes using absorption spectroscopy, although the quality of the data is poorer and little additional information can be obtained. Upon excitation in polar solvents, BA undergoes a transition from a symmetric, rigorously nonpolar ground state, to an asymmetric intramolecular charge transfer state with a large dipole moment, and an appreciable rate of proton transfer. This represents a rather extreme change in molecular properties, and large changes in solvation including the formation of excited-state hydrogen bonds are expected. This molecule is unusual in that it makes it possible to look at both the intramolecular charge transfer process and the intermolecular solvation. Analysis of the tri-exponential decays observed in emission suggest that both processes are observable; in hexanol at 20 °C, for example, time constants of 50 and 320 ps were observed, the first value being comparable to what would be expected from a dielectric relaxation-controlled charge transfer process, and the latter being consistent with a diffusion-controlled reaction with the solvent. The extent to which the observed data is consistent with the occurrence of excited-state hydrogen bonding is discussed, as are other alternative explanations. Despite the relative simplicity of this molecule, it is still difficult to come to definitive conclusions about its behavior.
Chapter 2

Picosecond Optical Sources

A. Introduction.

The central component of virtually any experiment involving measurements on the picosecond timescale is a mode-locked laser, and the work done here is no exception. In particular, a flashlamp-pumped Nd:YAG laser with active-passive mode-locking operating at a repetition rate of 10 Hz was employed. The laser system used here is based on a commercial system, although after numerous modifications, only a small fraction of the original parts remained in use. The modifications were made primarily to improve the stability of the laser output and to increase the overall reliability of the system. Some of these modifications were required to undo shortcuts taken by the manufacturer, especially with regard to the mechanical and thermal stability of the cavity; others, such as the use of the acoustooptic modulator represented an overall improvement in the laser design. The mechanical stability of the laser was improved markedly through the use of a floating Invar rail system and kinematic mounting hardware. Using specially designed optical mounts for the cavity optics simplified the alignment and operation of the laser. Amplitude fluctuations arising from thermal fluctuations were eliminated with the use of a properly regulated temperature bath for the laser cooling water. Further modifications were made to improve the performance of the laser. The original stirred dye cell was replaced with a redesigned flowing dye cell which improved the uniformity of the saturable absorber and led to greater output stability. Adding an acoustooptic modulator (AOM) to the cavity led to active-passive mode-locking, and another increase in stability. An intra-cavity étalon could be added to modify the effective gain bandwidth of the laser and leading to shorter or longer pulses as needed.

An interesting aspect of this work was the discovery that with the active-passive con-
figuration, self-phase modulation in the laser rod was significant, leading to the formation of chirped pulses with a spectral width comparable to the laser amplification bandwidth. This, combined with the presence of the saturable absorber led to the formation of pulses very close to the transform limit of the gain bandwidth of laser medium. The stability of the laser as well as the high peak power of a picosecond pulse made it feasible to use of an optical parametric source (OPS) to generate tunable light in the visible and near-infrared. These sources rely on nonlinear interactions in a crystal to generate the tunable light, and have few of the difficulties associated with dye lasers. To obtain reasonable output powers, it is necessary to use laser intensities close to the damage threshold of the crystal. Good intensity stability is essential if the nonlinear crystals are not to be damaged.

The system shown here underwent several stages of evolution, beginning as a passively mode-locked system with very poor ($\pm 100\%$) energy stability and poor beam quality and ending up as a much more stable active-passive system producing a nearly diffraction limited beam. The full development of this system, as well as the process of setting up and aligning the system is described in detail elsewhere. In its final form, the energy of the pulse trains varied by less than 5% from shot to shot, and the energy of the selected single pulse varied by only 10%. The increased stability of the system is important for several reasons. All of the nonlinear optical processes used to convert the laser frequency to usable visible and UV frequencies (especially the OPS) have nonlinear power dependences, and greatly amplify the laser fluctuations. Fluctuations in the pulse trains will also cause the pulse selector to act erratically, introducing additional fluctuations into the system. The improved beam quality was reflected in a decrease in optical damage and an improvement in conversion efficiency of high power components such as the OPS. Only the final version is described here.

B. The Laser System
1. Hardware and Optics

The laser cavity itself is shown in figure 2.1. The cavity hardware is mounted on floating Invar rails to maximize the mechanical stability of the system. Rail plates were used to attach the optical mounts to the rail system; these employed three-point kinematic mounting to facilitate the removal and replacement of the optics. The optical components were mounted in a mixture of commercial and custom-made hardware. In general, the mounts were similar to those sold by NRC, although in many cases significant modifications were required to adapt the mounts for specific applications. To simplify alignment of the cavity, all critical adjustments are controlled with low-hysteresis differential micrometers (NRC).

The optical configuration of the cavity is hemispherical, with the curved dye cell reflector being focused with the output coupler. This arrangement results in a beam waist at the output coupler and a relatively large beam diameter at the dye cell. The active medium consists of a 90 mm rod of Nd:YAG (1% Nd by weight) cut at Brewster angle, optically pumped at ten hertz with a pair of krypton flashlamps at using a commercially-available laser head and power supply (Quantel YG400AP). The acoustooptic modulator (Intra-action Inc. ML-1870) consists of a quartz crystal cut at Brewster angle, with an acoustic resonance of approximately 50 MHz, coinciding with the cavity length. The piezoelectric crystal is driven electronically at this resonant frequency, to generate the time-varying diffraction loss required for active mode-locking. The cavity optics (Optics for Research) are flat to λ/10 and are coated (CVI) as necessary. All optics are wedged to avoid unwanted étalon effects. The flat output coupler is coated to be 70% transmitting; this large cavity loss is required to allow the rapid evolution of the pulse shape through the pulse train. A more reflective output coupler will lead to longer pulses. The flowing dye cell consists of a 200 μm thick machined nickel shim sandwiched between the curved, 99% reflector and the AR coated window. A solution of a saturable absorber, (Eastman 9740...
Figure 2.1. Optical configuration of the active-passive Nd:YAG laser system.
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in 1,2 dichloroethane, see below) is pumped through a channel in the shim, resulting in a well-controlled, flowing dye region. The dye cell is mounted in an ordinary mirror mount. Two 1.3 mm diameter apertures made of machinable ceramic are placed in the cavity to ensure TEM\textsubscript{00} operation. The use of smaller apertures decreased the output energy, while larger apertures allowed higher-order transverse mode operation to occur. The AR coated, -30 cm lens is placed in the cavity to compensate for the thermal lens in the laser rod. The thermal lensing is large enough that the laser is very sensitive to small thermal effects. In particular, variations of a few degrees in the cooling water temperature were directly reflected in the laser output. To minimize this effect, the cooling water temperature was controlled to within 0.1 degrees with a refrigerated recirculator (Neslab). Thermal effects arising from variations in the laser repetition rates were eliminated by only operating the laser at 10 Hz. This is why, for example, the streak camera system described in the next chapter was used with the laser at 10 Hz even though data collection proceeded at less than 3 Hz.

The laser system used here uses both an acoustooptic modulator and a saturable absorber in the laser cavity to produce mode-locked pulses\textsuperscript{9}. Picosecond pulses will still be produced if either element is removed from the cavity, but the combination of the two leads to an optimal combination of pulse length and stability. Consider first the case where only active mode-locking is occurring. This corresponds to the case where pure solvent is passing through the flowing dye cell. The behavior of the laser in this case is much like a CW mode-locked laser, and is well described by the conventional theory of mode-locking\textsuperscript{2}. The laser cavity consists of a Fabry-Perot étalon with longitudinal modes at frequency spacings $\Delta \omega = \pi c/L$; this is exactly equal to the frequency of the AOM. In the frequency domain, the AOM can simply be treated as a means of coherently scattering photons from one cavity mode to another. Repeated Brillouin scattering in the AOM coherently couples all the oscillating cavity modes. It can be shown that the interference of these oscillating modes will give rise to a single pulse travelling back
and forth through the cavity, with a duration inversely proportional to the number of oscillating modes, which in turn reflects the bandwidth of the gain medium. The time-dependent behavior of the AOM is important as well. In general, the pulses produced in a mode-locked laser are longer than those predicted from the laser gain alone, suggesting that other, time-dependent phenomena control the pulse length. In the time domain, the AOM acts as a time dependent loss. The diffraction efficiency of the acoustic grating varies with the phase of the driving field and a pulse travelling through the cavity will experience essentially no loss if it passes through the AOM in phase with the nodes of this field. The width of the pulses in this case will be related to the effective width of these nodes, which in turn depend on the modulation depth of the AOM.

In order for this to work correctly, it is necessary that the AOM crystal be properly oriented with respect to the laser axis, and that the resonant frequency of the crystal be accurately matched to the cavity length. The first of these requirements arises because the diffraction efficiency of the acoustic grating depends strongly on the angle of incidence, and strong coupling is required for efficient mode-locking. An alternative view of this angle adjusting procedure is that it corresponds to an adjustment of the phase-matching angle for Brillouin scattering from one cavity mode to another. To simplify these adjustments, the output coupler is placed on a micrometer-controlled translation stage, and the AOM is mounted on a mirror mount. To set the angle, the cavity length is adjusted to be a few percent out of resonance with the AOM frequency and an aperture is placed in the beam outside the cavity so the intensity of the diffracted or undiffracted beam can be measured. The number of diffracted spots varies with the AOM angle and the optimum angle corresponds to the presence of only one intense diffracted spot in addition to the undeflected beam. This allows coarse adjustment of the angle; fine adjustment consists of adjusting the angle until the intensity of the undeflected spot is minimized.

Once this angle has been found, the cavity length is adjusted. As the length of the
Figure 2.2. Relaxation oscillations from the passively mode-locked Nd:YAG laser. Upper curve shows the system with the cavity in resonance. Lower figure shows the system 100 ppm out of resonance. In both curves, the laser was operated without dye with a flashlamp voltage of 1200 V.
cavity approaches resonance, the diffracted intensity will decrease, until, at resonance, it is almost entirely eliminated. This corresponds to the fact that the single pulse is in phase with the acoustic field so that the pulse “misses” the diffraction grating. Since the flashlamps remain on for approximately 100 $\mu$s, while the cavity round-trip time is 10 ns, the cavity length must be matched to the AOM frequency to within a few ppm. For a 3 M cavity, this corresponds to varying the cavity length to tens of microns$^9$. With the cavity length properly adjusted, the laser output will consist of the smoothly decaying relaxation oscillations shown in figure 2.2. The number of oscillations will depend on the total energy in the laser rod. Note that these relaxation oscillations themselves consist of long trains of pulses. This can be seen in figure 2.3, which shows a single relaxation oscillation on a faster timescale. Each of these pulses is roughly 100 ps long, and the inter-pulse separation is equal to the cavity round-trip time. The smooth relaxation oscillations appear to result because the system never goes below threshold. The circulating pulse persists at very low levels between relaxation oscillations, so that when the gain builds up again, there is a smooth transition to larger pulses. Note that the presence of this circulating pulse prevents the buildup of other modes, so that the second relaxation oscillation arises from a well-defined initial condition, and not from noise. When the cavity is out of resonance, this does not occur. The lower half of figure 2.2 shows the effect of adjusting the cavity 100 ppm out of resonance. The smoothly decaying relaxation oscillations are replaced by a chaotic series of relaxations. While the resonant case is stable from shot to shot, the nonresonant case fluctuates randomly from shot to shot. It appears that with the cavity this far out of resonance, the weak circulating pulse does not remain in phase with the AOM between oscillations. As a result, the later relaxation oscillations are not driven by the previous oscillation, but instead arise from noise, giving rise to the chaotic decay observed in the lower half of figure 2.2. The presence of well-defined relaxation oscillations can be used to verify that the correct cavity length has been found.
Figure 2.3. Pulse trains seen with purely active mode-locking (upper figure), and active-passive mode-locking (lower figure). Conditions for the upper curve are the same as figure 2.2. Conditions for the lower curve are described in text.
Adding dye to the system results in active-passive mode-locking. The dye solutions used here are less concentrated than those used for simple passive mode-locking. In the linear absorption regime, the dye solution is 70% transmitting, so the dye cell is significantly less lossy than the output coupler. When the dye is added, it has the initial effect of simply increasing the threshold for oscillation. This loss can be readily overcome by increasing the energy in the flashlamps so as to increase the gain, and the system will begin oscillating just as it did before. This leads to a gradual buildup of pulses which are approximately 100 ps wide exactly as before. However, above a certain threshold, the intensity reaches the point that saturable absorber begins to bleach. This has the effect of greatly increasing the gain available in all the cavity modes. Consequently, the pulse intensity begins to grow very rapidly, as one would expect from such a Q-switching process. This also increases the effective gain bandwidth of the system, so modes formerly below threshold can begin to oscillate, causing the pulse width to decrease correspondingly. The saturation of the dye leads to a rapid increase in the intensity of the pulses, a decrease in the pulse duration and a rapid depletion of the gain in the rod. Rather than the approximately 100 pulses seen in the upper half of figure 2.3, the pulse train is transformed into that seen in the lower figure, with fewer than 20 pulses per train, and pulse durations less than 40 ps.

The performance of the laser varies with the dye concentration, and it is necessary to adjust this concentration empirically. There are two interrelated variables in this adjustment, the dye concentration, and the flashlamp energy. Initially, with no dye present, the flashlamp voltage is set to produce three or four relaxation oscillations. Dye is then added until only one remains, and still more is added until there are roughly 25 pulses in the train. The voltage is then increased until the second relaxation oscillation reappears, and then dye is added until it is suppressed again. This sequence was continued until the desired combination of pulse train length and output energy was achieved. As ultimately used, the pulse trains resembled those in figure 2.3. There were approximately 15 pulses
per train (counted to the 10% points), with a total energy of approximately 5 mJ in the train. As described below, the length of the pulses varied throughout the pulse train. The dye tended to degrade with time, resulting in the gradual lengthening of the pulse train and a loss of total energy. This could generally be overcome by simply adding more dye, although it was necessary to change the dye solution every few weeks of operation.

The optical system used to convert the pulse train emitted by the cavity into a usable single pulse is shown in figure 2.4. This figure also shows the system used to characterize the output of the laser, as discussed below. After leaving the cavity, the pulse train is passed through a 1.25x expanding telescope and into a single pulse selector. This device consists of a Pockels cell placed between two crossed Glan-Thompson polarizing prisms\textsuperscript{2}. The Pockels cell consisted of two pieces of deuterated potassium dihydrogen phosphate (KD\textsuperscript{*}P) placed between two electrodes, with the beam propagating along the crystal optic axis. With no voltage on the crystals, the crossed polarizers reject at least 99.999% of the incident beam. However, with the quarter-wave voltage (3300 Volts for KD\textsuperscript{*}P) across the crystals, the field-induced birefringence rotates polarization of the incident light so it passes through the crossed polarizers. The bulk of the pulse selector consists of the electronics required to generate a suitably synchronized high voltage pulse which will cause the Pockels cell to pass a single pulse. This pulse is generated by discharging two transmission lines of different lengths through a Krytron tube. The trigger for the Krytron is generated by a train of avalanche transistors which in turn is initiated by a threshold comparator driven by a fast photodiode sensing the laser pulse intensity. The pulse selector is thus triggered by the rapidly increasing pulse intensity seen early in the train. Which pulse is actually chosen can be varied by adjusting the light intensity at the photodiode or by increasing the cable length between the photodiode and the trigger circuit. Since the pulse length varies with the position in the train, it is desirable to be able to pick pulses anywhere in the train. A variable cable delay makes this possible. The pulse selector is the least reliable component of the entire system, and it often behaved
Figure 2.4. Optical layout of the pulse selector, spatial filter and amplifier used to generate single pulses, as described in the text. Also shown are the optics used to characterize the output of the laser.
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erratically, especially if pulses very early or very late in the train were being selected. This is important in connection with the results presented below which show that very short pulsed occur at the end of the train. Limitations imposed by the pulse selector made it difficult to use these pulses, since they were not selected consistently.

After the pulse selector, the single pulse is passed through another expanding telescope, spatially filtered and amplified by one or more flashlamp-pumped Nd:YAG amplifiers. With a single amplifier, single pulse energies of 5–10 mJ were achieved, and multiple amplifiers could increase this by a factor of 10 or 20. The polarization of the amplified single pulse is rotated and the beam is passed through a pair of KDP crystals (type II, 58 degrees) to generate the second and third harmonics (532 and 355 nm, respectively) of the laser frequency, with the polarizations shown. Conversion efficiencies of roughly 40% into the second harmonic and 30% into the third harmonic could be achieved. Note that with an identical arrangement, but with a different second crystal (Type I, 77 degrees), the fourth harmonic (266 nm) will be generated instead of the third; conversions of up to 10% were observed in this case. If the second crystal is removed altogether, the system can be optimized for production of the second harmonic.

2. System Characterization

In order to use the laser for time-resolved experiments, it is important that the spectral and temporal properties of the system be known. The system used for measuring these characteristics is shown in figure 2.4. This arrangement allows the simultaneous measurement of both the spectral and temporal properties of a single laser pulse. The streak camera and associated hardware are discussed below in connection with emission and absorption spectroscopy, and will not be discussed here. It should be noted that all these measurements were made on the fastest available streak speed, so that 12 channel slit function corresponds to a resolution of 4 ps. Spectral measurements are obtained with a .85 M double monochromator with 1800 l/mm gratings (Spex 1404). It is the
same monochromator described below in conjunction with Raman spectroscopy. The array detector used here is a 256 channel linear CCD array (Fairchild 111A), with 13 μm square pixels. The triggering of the streak camera, the scan of the CCD array, and the triggering of the storage oscilloscope were all carried out in such a way that all the data from a single shot could be obtained simultaneously. Note that the second harmonic is used rather than laser fundamental. This is due to the spectral limitations of both the streak camera and the CCD array. When measuring the pulses, the amplifiers were run with very low gain and only the second harmonic crystal was used, so as to minimize any distortion of the pulse. Ideally, the spectral width of the doubled pulse will be twice that of the original pulse, while the temporal width will be cut in half.

The characteristics of the laser pulse as a function of position in the pulse train is shown in figure 2.5 and figure 2.6. The first figure shows the spectral widths obtained from individual pulses as well as temporal width obtained by averaging 100 pulses. These averages are close to the behavior of the individual pulses, but are somewhat less noisy. Figure 2.6 shows the behavior of several quantities as a function of the position in the pulse train. The first plot shows intracavity energy of the pulses. This is essentially the same data as in the lower half of figure 2.3, except that the relative energies measured by the photodiode have been converted into actual energies. This was done by measuring the total energy in the pulse train using a disk calorimeter (Scientech 360001), correcting for the 30% reflectivity of the output coupler, and assuming that the photodiode output is proportional to the energy. Similar measurements could be made by simply measuring the energy of the single pulses after the pulse selector. However, these measurements were less accurate, and included any erratic behavior attributable to the pulse selector. Using the photodiode output appeared to offer better internal consistency. The second curve shows the intracavity intensity calculated from the aperture cross-section, the output energy and the pulse width obtained from the streak camera. This curve shows an interesting trend, that although the pulse energy is decreasing late in the train, the pulse
Figure 2.5. Spectral and temporal profiles of pulses at various positions in the pulse train. The spectra represent individual laser shots; the time-resolved data is the average of 100 shots.
Figure 2.6. Variation of several laser pulse properties as a function of position in the pulse train. A: Pulse energy, B: Pulse intensity, C: pulse width, $\Delta \nu$ and D: Transform product (for ideal gaussian pulses, $\Delta \nu \Delta t = 0.44$).
intensity is relatively constant. This is equivalent to saying that the pulses are getting shorter the further into the train one looks. The curve below this shows the measured spectral width. This curve also shows unusual behavior at the end of the train. Here it is seen that the spectral width starts relatively small, but rapidly increases near the peak of the pulse train and then remains constant from then on. Note that the asymptotic spectral width (6 cm\(^{-1}\)) is equal to the fluorescence bandwidth of the laser medium. This suggests that the process occurring in this case is limited by the bandwidth of the laser. The final curve shows the uncertainty product \(\Delta \nu \Delta t\). This curve also exhibits unusual behavior. Initially, the pulses are relatively close to the transform limit (for an ideal gaussian pulse, \(\Delta \nu \Delta t\) will be equal to 0.44). As the pulse energy increases, this product increases, until near the peak the pulse is a factor of ten away from the transform limit. This increase is due to increases in both the spectral and temporal profiles of the pulse. After the pulse, however, a remarkable decrease in the transform product occurs; this is because the pulses are getting shorter without a concomitant increase in the spectral width. Indeed, at the end of the train, the pulses are even closer to the transform limit than they were at the beginning.

3. Effect of Self-Phase Modulation

In order to explain this rather unusual behavior, it is necessary to note that self-phase modulation is occurring in the laser. Self-phase modulation is a consequence of the third-order polarizability of a substance. It can be shown that the effective index refraction of a medium varies with the optical intensity, so that

\[
n = n_0 + n_2 |E|^2
\]

(2.1).

This nonlinear index is responsible for a number of phenomena including self-focusing\(^2\) and self-phase modulation\(^4\). In order to model self-phase modulation, consider the prop-
agation a linearly polarized optical pulse in the $z$ direction,

$$E(z, t) = A(z, t) \exp[i(k_0z - \omega_0t)]$$ (2.2).

In this case, the wave equation will take the form

$$\frac{\partial^2 E}{\partial z^2} - \frac{n^2}{c^2} \frac{\partial^2 E}{\partial t^2} = \frac{2n_2n_0}{c^2} \frac{\partial^2}{\partial t^2} (|E|^2 E)$$ (2.3).

Making use of the slowly-varying-envelope approximation and ignoring group velocity dispersion (that is, neglecting all derivatives of $A$ except the first spatial derivative), gives

$$\frac{\partial A}{\partial z} = \frac{in_2\omega_0}{c} |A|^2 A$$ (2.4).

If $A(z, t) = a(z, t)e^{i\phi(z, t)}$, where $a$ and $\phi$ are real, it can be shown that $a$ is independent of $z$ and $\phi = n_2\omega_0a^2z/c$. By definition, the instantaneous frequency is given by

$$\omega = \omega_0 - \frac{\partial \phi}{\partial t} = \omega_0 - \frac{n_2\omega_0 z}{c} \frac{\partial a^2}{\partial t}$$ (2.5).

Thus, after passage through the nonlinear medium, a chirped pulse with the frequency distribution proportional to the derivative of the pulse envelope will result. The leading edge of the pulse will be red-shifted, and the trailing edge, blue-shifted.

This neglects the effects of the finite amplification bandwidth and the presence of the saturable absorber. At the beginning of the pulse train, it is reasonable to neglect these effects, since the spectral width is narrower than that of the laser. The effect of self-phase modulation alone is to simply broaden the spectrum of the pulse. For pulses with reasonably sharp edges, it should lead to pulses with a bimodal frequency distribution, just like those observed in figure 2.5. This breaks down when the bandwidth of the chirp exceeds the gain bandwidth of the laser. In this case, the unshifted center and wings of the pulse should receive the greatest amplification, while the intermediate chirped regions are expected to lose intensity. In fact, due to the large losses in the cavity, these regions
will be rapidly attenuated. Ideally, the regions at the ends of the pulse should continue to be amplified, since the chirp is small there. This should lead to a trimodal pulse. This is not observed. It appears that the gap between the center pulse and the edges is such that the saturable absorber can recover enough to suppress the satellite pulses. The combination of self-phase modulation, frequency-dependent gain and time-dependent loss will therefore tend to produce a short, spectrally broadened pulse. Unfortunately, there is no simple way to incorporate a frequency dependent gain term or a saturable loss term into the equations describing self-phase modulation. Because of this, no simple expressions for the pulse shapes can be obtained. Some numerical work on this subject has been presented elsewhere refs. Since this phenomenon is somewhat peripheral to the further development of the system, it will not be discussed further. The main feature of these results is that short pulses are obtainable if necessary.

4. Effect of an Intra-Cavity Etalon

A second method for modifying the output of the laser is to introduce an étalon into the cavity. Other investigators have demonstrated that by using an étalon to increase or decrease the effective bandwidth of the system, it is possible to shorten or lengthen the pulses as needed. Figure 2.7 shows the effect of placing an étalon with a free spectral range of 4.13 cm\(^{-1}\) and a finesse of 4.94 into the cavity. The pulses shown are both from the leading edge of the pulse train, and have energies of roughly 125 μJ. The upper pulse shows what happens when a transmission minimum of the étalon coincides with the gain peak. The transmission minimum will have the effect of “flattening” the apparent gain profile. This will lead to spectrally broadened pulses which are shortened in time. The pulse seen at the transmission maximum shows the opposite effect, as the spectral bandwidth is narrowed, and the duration of the pulse increased. The fact that these pulses are very near the transform limit is a result of the fact that they were picked very early in the train, before self-phase modulation becomes significant. Pulses near the peak of the
Figure 2.7. Effect of an intra-cavity étalon on the laser pulse. Upper curve, étalon transmission maximum aligned with laser frequency. Lower curve, étalon minimum aligned with laser peak. The étalon minimum will "flatten" the gain curve, causing the apparent spectral width to increase, causing the pulses to shorten. The maximum has the opposite effect, and leads to longer pulses.
train will be similar to those seen without the étalon, and will be far from the transform
limit. Placing the étalon in the cavity clearly has some desirable effects. However, since
the pulses at the peak of the train were relatively unchanged, there was no reason for
using such an étalon on a regular basis. The pulse shortening observed with the étalon
was less significant than that caused by self-phase modulation at the end of the train, so
the latter pulses were used when short pulses were required.

C. Optical Parametric Source

1. Introduction

One of the most obvious limitations of the laser system described so far is that only
frequencies available are the four laser harmonics. Although these wavelengths do span
much of the visible and ultraviolet spectrum, and there are many experiments which can
be performed with them, the lack of tunability limits both the variety of systems which
can be studied, and the range of methods which can be used. The lack of a tunable laser
source significantly restricts the range of detection methods which can be considered.
Without a tunable source, it is necessary to rely on the fortuitous overlap of molecular
spectra with the laser wavelengths, to make use of such basic techniques as absorption
or fluorescence spectroscopy. This can be a significant limitation. In addition, it is
necessary to have a tunable laser source to make use of other more sophisticated forms
of laser spectroscopy. Techniques which fall into this category include multi-photon
ionization, resonance Raman, and the non-linear Raman spectroscopies, such as coherent
anti-Stokes Raman spectroscopy (CARS). Since the high peak powers which are present
in a picosecond experiment tend to favor multi-photon effects, it is only reasonable to
try to exploit them whenever possible. This necessitates the use of a tunable source.

There are several ways of approaching the problem of generating tunable light.
Stimulated Raman shifting is widely used to generate light at a fixed frequency shift from
the laser line. Under favorable conditions, conversion efficiencies as great as 80% have been reported. The basic tradeoff in stimulated Raman shifting is between having enough scattering cross-section to efficiently generate the Stokes frequency without inducing other undesired nonlinear effects. These include higher order Raman shifting (Stokes or anti-Stokes), which spreads the pump laser energy into multiple output frequencies, and self-focusing or self phase-modulation which lead to degradation of the beam quality. To avoid these effects, while retaining enough Raman cross section to be useful one is led to the use of symmetric gases at pressures of tens of atmospheres. They provide a single Raman active vibrational mode with a relatively narrow linewidth. They can be made sufficiently dense to give appreciable Raman scattering, and are dispersive enough that collinear phase matching for anti-Stokes generation is minimized. All of this results in the shifted energy being concentrated in the first Stokes line. The densities used are sufficiently low, however, to minimize other nonlinear effects. Efficient Raman shifting is generally limited to nitrogen (2331 cm⁻¹), deuterium (2942 cm⁻¹), or hydrogen (4161 cm⁻¹), although methane and oxygen can also been used. Since the laser harmonics are separated by 9398 cm⁻¹, Raman shifting can be useful for generating frequencies between the laser harmonics, especially when high power is more important than the exact frequency. This is often the case for emission spectroscopy, for resonance Raman spectroscopy, and for sum frequency generation, when, for example, tunable visible light is being summed with a fixed frequency to produce a tunable ultraviolet source.

Raman shifting is only a partial solution, since it does not provide a means of generating continuously tunable wavelengths. To achieve this, it is necessary to produce tunable radiation over some small spectral region, typically in the visible or near infrared. Once this is available, it is possible to use a variety of nonlinear optical techniques to shift the light into other frequency regimes. By combining Raman shifting with sum and difference generation in nonlinear crystals, a relatively narrow tuning range can be extended to cover the ultraviolet through near-infrared. By using more exotic
techniques, such as sum generation in metal vapors or rare gases, this can be extended into the mid-infrared and vacuum ultraviolet\textsuperscript{11}. In any case, it is an important first step to develop a suitable tunable visible source.

The conventional method for generating tunable visible light is the dye laser. Picosecond (and femtosecond) dye lasers are well established\textsuperscript{12}, but they are generally not compatible with the type of laser used here. In general, they are CW devices which require a CW pump laser and have an output which consists of a continuous pulse train. Although it is possible to conceive of ways of using the pulse train of this laser as a quasi-continuous source to synchronously pump a dye laser, from which a single pulse could be picked for amplification, it is clear that such a system would not be ideal. It is not obvious that the pulse trains are long enough for effective synchronous pumping, and it is unlikely that any system which requires two pulse selectors will be reliable enough to use. It would be desirable to have a system which takes the single amplified pulse out of the laser and converts it to a tunable wavelength.

The lifetimes of most laser dyes are on the order of a few nanoseconds. With a single picosecond pump pulse this sets an upper bound of a few centimeters on the dye laser cavity length. To obtain a single pulse which is comparable in length to the pump pulse it is necessary to use a cavity configuration in which both oscillation and gain depletion occur on this timescale. This requires that the cavity round trip time be on the order of picoseconds, corresponding to a cavity length of less than a millimeter. This leads to the idea of a short cavity dye laser, which is essentially an étalon filled with a dye solution\textsuperscript{13}. By adjusting the free spectral range of the étalon to be comparable to the gain bandwidth of the laser dye, it is possible to achieve single wavelength operation. Tuning can be achieved by adjusting the mirror spacing just as in an ordinary étalon. A significant amount of work has been carried out in this laboratory to characterize the output of such a device. There are two major difficulties encountered when using a short cavity dye laser. It is difficult to obtain reliable single mode operation; several
longitudinal modes usually have sufficient gain to for oscillation to occur, leading to multiple wavelength outputs. The short cavity also leads to a highly divergent output beam. This is unavoidable in this configuration, although it is possible to minimize this by amplifying the output through several additional dye stages. This adds significantly to the complexity of the system, but it eventually leads to a beam whose spatial properties are determined by the gain profile of the amplifiers, which in turn reflects the shape of the pump beam\textsuperscript{14}. Although the short cavity dye laser can be used as a tunable source, the overall complexity of the system makes it unappealing to do so on a continuing basis.

As it turns out, one of the most efficient ways of solving the problem of generating tunable light from a pump laser of the type used here is to dispense with the dye laser entirely, and to use optical parametric generation instead. Parametric generation is essentially the inverse of sum generation, and arises from the same second-order interaction. Under suitable conditions, the second order polarizability will lead to the annihilation of a photon of a pump beam at frequency $\omega_3$, with the simultaneous creation of a photon pair at $\omega_1$ (idler) and $\omega_2$ (signal), such that energy and wavevector are conserved. This process is stimulated by photons at $\omega_1$ or $\omega_2$, and can be used to amplify weak input signals. In the absence of any inputs, the process will be stimulated by quantum noise, and spontaneous parametric fluorescence will result. To convert a "few" photons of parametric fluorescence into useful output energies, a gain on the order of $10^{13}$ ($e^{30}$) is required. The gain depends on both the pump intensity and the and the interaction length. The pump intensity is limited by the crystal damage threshold, which in turn depends largely on the energy per pulse, or equivalently, on the pulse length. In the nanosecond regime, peak intensities are limited to tens of MW cm\textsuperscript{-2}, and it is necessary to use an external cavity resonant at $\omega_1$ or $\omega_2$ to obtain sufficient gain\textsuperscript{15}. Because of this, optical parametric generation tends to be difficult in most cases, and is rarely used except at infrared frequencies where dye lasers cannot be used\textsuperscript{16}. With a picosecond laser, this is no longer true. Pump intensities can be on the order of GW cm\textsuperscript{-2}, and the required gain
can be obtained in a single pass through a few centimeters of crystal. This eliminates the need for the external resonator, and permits the construction of a simple single pass OPS. In this form, the OPS is as simple to use as a doubling crystal, and constitutes a viable solid-state replacement for a dye laser.

Unlike dye lasers, there are no resonances involved in parametric generation, and tuning of an OPS is achieved by varying the phase-matching condition, that is, by exploiting the fact that wavevector must be conserved\textsuperscript{2}. The tuning range of an OPS is limited only by the transparency of the crystal, the wavelength of the pump beam, and the phase-matching conditions in the crystal. It is clear that in an ordinary isotropic material, with normal dispersion, it will never be possible to simultaneously conserve energy and wavevector. This can be overcome by using a birefringent crystal, and exploiting the differences in the phase velocities for the ordinary and extraordinary rays. Specifically, for the negative uniaxial crystals used here, there are two possible phase matches. The pump beam will always be an extraordinary ray, the signal will always be an ordinary ray, and the idler can either be an ordinary or extraordinary ray. These are known, respectively, as type I and type II phase matches. Since the magnitude of the wavevector of an extraordinary ray depends on the orientation of the propagation direction with respect to the crystal optic axis, it is possible to vary the wavelengths of the outputs by rotating the crystal. It is also possible to vary the phase-matching condition by adjusting other variables such as the temperature of the crystal. Using a variety of different pump wavelengths and nonlinear crystals, wavelengths from 300 nm to 10 \textmu m\textsuperscript{15} have been produced.

The nonlinear crystal used for the OPS described here was potassium dihydrogen phosphate (KDP). This is an excellent material for this purpose. Although the nonlinear coefficient is smaller than that of other materials, such as lithium niobate or lithium iodate\textsuperscript{2}, the high damage threshold (\textasciitilde 50 GW cm\textsuperscript{-2} for picosecond pulses\textsuperscript{17}) compensates for this, since the pump beam can be more tightly focused. The phase-matching
conditions are not strongly temperature dependent, so precise temperature control is not needed and the crystal is not so hygroscopic as to require protection from the atmosphere. It is relatively inexpensive, and large crystals of excellent optical quality are readily available. KDP is transparent from 230 to 1650 nm, and is sufficiently birefringent that phase matching is possible over most of this range.

There have been several reports of picosecond optical parametric sources using KDP. In most cases, type II phase matching was used, with the second harmonic of a mode-locked Nd:YAG laser (532 nm) used as a pump source. Using this combination, it is possible to tune from 780 to 1680 nm. The output of these devices has typically been at least a factor of six from the transform limit. Third harmonic (355 nm) pulses from mode-locked Nd:YAG lasers have also been used to pump type II optical parametric sources, but little work has been done to characterize the performance of such devices. Spectral widths of ~10 cm\(^{-1}\), conversion efficiencies of ~10\%, and spectral coverage from 448 to 640 nm and from 792 to 1687 nm have been reported. Type I phase matching has not been widely used with KDP, although numerous reports exist of type I phase matching in the closely related ammonium dihydrogen phosphate (ADP) crystal. In this case, pumping with the third and fourth harmonics have been reported. In the latter case, a single OPS can be used to cover the entire visible spectrum. An additional feature of a picosecond OPS is the fact that under some circumstances, the pulses generated this way can be dramatically shortened by nonlinear gain effects, leading to pulses much shorter than the pump pulse.

Three different combinations of pump wavelength and phase-matching type were used here. Type II KDP was pumped with both the second and third harmonics, and Type I KDP was pumped with the third harmonic. The type II crystal worked quite well when pumped with the second harmonic, giving results in good agreement with the literature. However, the spectral regions of greatest interest were the visible and near UV, and work was concentrated on the third-harmonic pumped systems which produce
visible light directly. Type II phase matching was emphasized, since the angle tuning curve is much less sensitive in this case, resulting in a narrower spectral output, and a much smaller dependence on the exact focusing of the beam. Type I phase matching is preferable only in the 600–800 nm spectral region where the Type II OPS cannot be phase matched.

The results obtained from this system are actually somewhat better than those reported in the literature. Under ideal circumstances, the OPS can produce tunable pulses which are very near the transform limit, although as might be expected, there was a tradeoff between pulse quality and conversion efficiency. At low conversion efficiency (~1%), pulses of 8 ps duration with a spectral width of 2 cm\(^{-1}\) were observed, indicating that a \(\Delta \nu \Delta t\) product within a factor of two of the transform limit could be achieved. Conversion efficiencies approaching 50% could also be achieved, albeit with much broader spectral and temporal profiles. This performance is significantly better than that previously reported. Evidently, the use of the stable active-passive mode-locked pump laser with its diffraction-limited output enhanced the performance of the OPS. It also increased the conversion efficiency by making it possible to use somewhat higher pump intensities without risking crystal damage.

2. Optical Hardware

The third-harmonic pumped type II OPS appeared to be the best suited to most of the problems encountered here, so it was characterized in some detail. The system used to characterize the OPS is shown in figure 2.8. The laser system is exactly like that shown in figure 2.4, and the horizontally polarized third harmonic pulse used to pump the OPS is obtained from the output of the Pellin-Broca prism. This beam was sent through the beamsplitter [B] which passed ~1% of the beam to a calibrated large-area photodiode (Silicon Detector Corp., SD380-23-21-251) for energy measurement. The photodiode was calibrated with a calibrated disk calorimeter (Scientech 360001). A small fraction of
Figure 2.8. Optical system used for characterization of OPS pulses.
Figure 2.8
this beam is also sent to the streak camera. The remaining 99% of the beam was passed through a .62x telescope to the OPS. At this point, the beam typically had an energy of 1.35±.14 mJ, a spectral width of 2 cm⁻¹, a pulse duration of 35 ps, and a diameter of 1.36 mm (FWHM). This corresponds to a peak input intensity of 1.7x10⁹ W cm⁻².

The Type II OPS consisted of two KDP crystals (Cleveland Crystals), 37 mm in length, cut for type II phase matching at an angle of 59 degrees with respect to the optic axis. The crystals were mounted 15 cm apart on stepper-motor-controlled rotation stages. Figure 2.9 shows schematic diagrams of the crystal orientation, beam polarizations, and phase-matching angle used. The same crystals could be used with either second or third harmonic pumping, although the latter was ordinarily used. A type I OPS consisting of two 40 mm crystals cut at 50 degrees was also made. It was ordinarily used with third harmonic pumping. In what follows, the OPS used was the type II, third harmonic pumped version.

The OPS was aligned by rotating the first crystal so that the pump beam was at normal incidence. The second crystal was the rotated until the residual pump beam and the two parametric outputs were collinear. This also corresponds to the the configuration which maximizes the intensity of the parametric outputs. The two crystals could then be counter-rotated throughout the entire tuning range with no significant deflection in the direction of either the output or the pump beam. Tilts of a few degrees about either of the other two axes of rotation had no significant effect on the OPS outputs.

The residual third harmonic output was separated from the the OPS beams with a dichroic reflector [D]. The OPS beams were then collimated using a 40 cm focal length lens placed such that its focal point was at the front (input) face of the first crystal. Colored glass filters [F] (Schott BG18, KG3, GG395 or RG715) were used to select the visible or infrared beam for characterization. Calibrated glass neutral density filters (Schott) were used to attenuate the OPS beams as necessary. Two uncoated quartz beamsplitters were used to send a portion of the tunable outputs to the monochromator and the streak
Figure 2.9. Crystal orientation and polarizations for the Type II OPS.
Figure 2.9
camera. The remaining output beam was sent to a pyroelectric detector [P] (Molelectron J3-05DW) for energy measurements. The energy values quoted include corrections for all the optics between the OPS and the pyroelectric detector.

The detection system is similar to that used to characterize the laser. The streak camera system is described below; measurements made here were made with a resolution of 4 ps. The spectral measurements were made with the same .85 m double monochromator used to characterize the laser output, with a different detector. Spectra were recorded using a two-dimensional CID array (General Electric, TN2505-A) placed at the image plane of the spectrometer, digitized with a frame grabber (Poynting, 505-RM) and transferred to a microcomputer (DEC LSI 11-2) for subsequent display and analysis. Throughout the visible tuning range, spectra could be measured over a range of at least 100 cm\(^{-1}\) with a resolution of 1.3 cm\(^{-1}\).

3. Pulse Characterization

The measured tuning curves for both the visible and infrared OPS outputs are shown in figure 2.10. A crystal rotation of less than 40 degrees allowed the visible and infrared outputs to be continuously tuned from 450 to 650 and from 780 to 1675 nm, respectively. The tuning curve was generated by measuring the visible output wavelength as a function of the rotation angle of the two crystals with respect to the propagation direction of the pump beam (\(\phi\) in figure 2.9). The infrared tuning curve was calculated from the measured visible and pump wavelengths. The presence of the infrared beam was verified by direct observation with the pyroelectric detector. The tuning curves measured here agree well with both previous experimental results \(^{22}\) and with the curve calculated from the known dispersion constants for KDP \(^{26}\). Figure 2.11 shows the OPS output as a function of the pump beam energy. The sharp increase in output energy with increasing pump energy is a result of the exponential pump intensity dependence of the parametric amplification process, as described below. Figure 2.12 shows the energies of the visible and infrared
Figure 2.10. Angle tuning curve for the OPS. Solid curve calculated from reference 26.
OPS outputs as a function of the output wavelength. The energies shown in figure 2.12 were measured for selected laser shots such that the 355 nm input energy was in the range of $1.35\pm0.04$ mJ. Similarly shaped curves were obtained at other pump energies. It can be seen that an energy conversion efficiency of more than 10% into the visible can be obtained over the spectral range 470–570 nm, with a maximum of 26% at 532 nm. If the energy of the infrared output is included and if allowance is made for reflection losses at the crystal surfaces, this corresponds to an overall conversion efficiency of 44%.

Simultaneous spectral and temporal measurements of single visible OPS pulses were made under a variety of conditions. Note that the pulse widths are given as both the FWHM and RMS values. Although the FWHM is what is usually cited, the RMS values are less ambiguous for pulses like figure 6a. In addition, the uncertainty relationship $4\pi c \Delta \nu \Delta t \geq 1$ is rigorously true for all pulse shapes if the RMS values are used. All $\Delta \nu \Delta t$ values quoted here are based on the RMS values. For a gaussian pulse, the FWHM value is 2.35 times as large as the RMS value.

At high conversion efficiencies (~10%), the spectral and temporal profiles were typically like those in figure 6. The temporal width is equal to that of the pump pulse (30-35 ps, FWHM), while the spectral width is 10–15 cm$^{-1}$, FWHM. While the overall spectral profile and center frequency of the output pulses remain relatively constant, the complex sub-structure varies randomly from shot to shot. Under the operating conditions depicted in figure 2.13, the output pulses typically have a $\Delta \nu \Delta t$ product that is 15–30 times the transform limit. As shown in figure 2.14, both the temporal and spectral characteristics of the visible pulse improve significantly at low conversion efficiencies. Figure 2.14 shows the temporal and spectral profile of a single 540 nm pulse obtained at ~1% conversion efficiency. This pulse has a $\Delta \nu \Delta t$ product within a factor of four of the transform limit. Such pulses are quite common, especially at the ends of the tuning range where the conversion efficiency is relatively low. Unfortunately, they do not occur consistently. Under pumping conditions nominally identical to those in figure
Figure 2.11. Visible OPS energy output at 540 nm versus the pump energy. This figure was obtained by collecting several hundred datapoints while the laser energy was varied by detuning the doubling crystal. Every point is the average of 5–50 points, with a vertical standard deviation of ~20%.
Figure 2.12. Output energy of the OPS as a function of wavelength with a pump energy of 1.35±.04 mJ. The vertical standard deviation is ~20% at all points.
2.14, significant fluctuations in both the spectral and temporal widths were observed with the $\Delta \nu \Delta t$ product ranging from 2-15 times the transform limit.

Figure 2.15 and figure 2.16 show low and high conversion spectral and temporal profiles obtained with the OPS tuned to produce a visible output at 532 nm, coincident with the wavelength of the second harmonic of the pump laser. Under these conditions, the temporal profile of the visible OPS output remains similar to that at nearby frequencies but the spectral width is reduced to $\sim 3 \text{ cm}^{-1}$, even at high conversion efficiencies. In the case of low conversion efficiency, the pulse is within a factor of two of the transform limit. This result appears to indicate that scattered laser light is a more intense input than is spontaneous parametric fluorescence, so that the output results from the amplification of spectrally narrow scattered laser light rather than broadband parametric fluorescence. This was confirmed by placing glass filters in the pump beam ahead of the OPS to absorb the scattered light at 1064 nm (Schott KG-3) and/or 532 nm (Schott BG-1). As expected, the spectral narrowing persisted if only one of the two filters was used, but it disappeared entirely when both filters were used. It appears that seeding the OPS with spectrally narrow scattered light can be used to both increase the conversion efficiency of the OPS and to narrow the spectral output, although this was not investigated at other wavelengths. This is consistent with what has been observed in other cases where weak input lasers have been used to injection-lock parametric sources\textsuperscript{27}. It is noteworthy, however that the weak, incoherent scattered light is enough to cause injection locking.

Using the second harmonic to pump the type II OPS is quite feasible, since the phase-matching angles are quite similar to those required for third harmonic pumping. Setting up for this mode of operation was essentially identical to using the third harmonic, except that neither output frequency is visible, so an infrared viewer is needed for aligning the crystals. The overall behavior of this type of OPS is quite similar to that described above and to that described in the literature\textsuperscript{18}. If only the infrared output is needed, second harmonic pumping is usually preferable, since somewhat higher powers can be
Figure 2.13. Upper curve: Spectral profile, 540 nm, $\Delta \nu=12.8$ cm$^{-1}$ FWHM, 5.35 cm$^{-1}$ RMS. Middle curve: Temporal profile, 540 nm $\Delta t=39.0$ ps FWHM, 14.5 ps RMS. Lower curve: Temporal profile, 355 nm $\Delta t=39.6$ ps FWHM, 16.4 ps RMS. For the tunable output, $4\pi c \Delta \nu \Delta t=29.3$, conversion efficiency $\sim 15\%$. 
Figure 2.14. Upper curve: Spectral profile, 540 nm, $\Delta \nu=2.6 \text{ cm}^{-1}$ FWHM, 1.3 cm$^{-1}$ RMS. Middle curve: Temporal profile, 540 nm $\Delta t=8.4$ ps FWHM, 7.6 ps RMS. Lower curve: Temporal profile, 355 nm $\Delta t=39.6$ ps FWHM, 17.2 ps RMS. For the tunable output, $4\pi c \Delta \nu \Delta t=3.8$, conversion efficiency $\sim 1\%$. 
Figure 2.15. Upper curve: Spectral profile, 532 nm, $\Delta \nu = 3.8 \text{ cm}^{-1}$ FWHM, 2.3 cm$^{-1}$ RMS. Middle curve: Temporal profile, 532 nm $\Delta t = 51.2$ ps FWHM, 16.9 ps RMS. Lower curve: Temporal profile, 355 nm $\Delta t = 39.9$ ps FWHM, 16.9 ps RMS. For the tunable output, $4\pi c \Delta \nu \Delta t = 14.4$, conversion efficiency $\sim 20\%$. 
Figure 2.16. Upper curve: Spectral profile, 532 nm, $\Delta \nu = 2.43 \, \text{cm}^{-1}$ FWHM, $0.67 \, \text{cm}^{-1}$ RMS. Middle curve: Temporal profile, 532 nm $\Delta t = 8.37 \, \text{ps}$ FWHM, 8.29 ps RMS. Lower curve: Temporal profile, 355 nm $\Delta t = 27.2 \, \text{ps}$ FWHM, 12.5 ps RMS. For the tunable output, $4\pi c \Delta \nu \Delta t = 61/44$, conversion efficiency $\sim 1.5\%$. Note that the pump pulse is shortened compared to the other curves. It was picked further into the train than the others.
obtained. One interesting possibility is to combine second and third harmonic pumping to produce a narrow-band visible source. The output of the second harmonic pumped OPS is dispersed through a spectrometer to obtain a weak, distorted but spectrally narrow infrared beam. If this is matched to the idler frequency of the third-harmonic pumped OPS, it can serve to injection-lock the frequency of the visible output. The resulting visible output should have the spectral characteristics of the IR beam and the temporal and spatial properties of the usual visible beam. Tunable pulses approaching the transform limit should be achievable in this way.

The type I OPS was also investigated briefly using the third harmonic as the pump beam. The main reason for wanting to use this phase match is that spectral coverage is better. Unlike the type II interaction where the output intensity falls dramatically in the red, the type I OPS is most efficient between ~600 and 710 nm (or in terms of the idler, 870–710 nm). The type I OPS can be used to fill the spectral gaps associated with the type II phase-match. The primary difficulty with the type I phase match is that the angle tuning curve is much more sensitive than is the type II curve. To scan from 450 to 710 nm requires only a few degrees rotation. In and of itself this is not a problem, since small angle adjustments are readily made. The problem is that this type of tuning curve causes the output frequency and spectral width to be very sensitive to small changes in the beam focus or position. Unless extreme care is taken, spectral widths of several hundred wavenumbers can result. Small spatial drifts associated with long delay lines can cause significant spectral shifts as well. For time-resolved emission these problems can be tolerated, and useful results have been obtained. Spectral widths of a few wavenumbers have been reported, but only under ideal circumstances. In general, when applicable the type II phase match is much easier to use, and gives better results.

An effort was made to investigate the range of frequencies which could be generated by sum generation using the laser harmonics and the tunable outputs. In particular, reasonably intense sources between 250 and 400 nm were of interest, since these are often
desirable for time-resolved emission. Appreciable output energies could be obtained by
doubling the idler, by summing the idler with the laser fundamental, by summing the
signal with the laser fundamental, by summing the signal with the laser second harmonic,
and by doubling the signal. Several of these combinations produce outputs at frequencies
already well covered by the OPS itself. These were not studied in detail. Most of the
effort was devoted to studying the outputs which result from summing the signal with
the laser fundamental, since this appeared to be a promising method for producing a
significant amount of power at wavelengths in the neighborhood of 355 nm. Temporal
and spectral measurements were made of these pulses. Figure 2.17 shows a typical pulse
at 358 nm obtained this way. It can be seen that the pulse has structure similar to what is
seen with the corresponding 540 nm pulses. The $\Delta \nu \Delta t$ product indicates that the pulse
is a factor of 28 from transform limited. This is well in line with what was observed in
the visible.

A summary of the available wavelengths and the powers attainable are shown in table
2.1. With the pump powers available, adequate energies for purposes such as emission
spectroscopy or possibly resonance Raman are available in the visible. It would clearly
be desirable to have a more intense or more readily produced UV source. The simplest
method for achieving this appears to be to amplify the visible output using dye amplifiers
pumped with the second harmonic, and then use sum generation to produce the desired
wavelength. This was attempted briefly, but it was not pursued systematically. The
use of a dye amplifier is in some ways undesirable, since it limits the available tuning
range. The conditions required for amplification should be very much like those used to
amplify the short cavity dye laser output$^{14}$. Other variations include summing the tunable
infrared output with the Raman shifted fourth harmonic$^9$, or using other laser amplifiers
to generate other fixed frequencies. One interesting possibility in this regard, is to use
OPS pumped with either the second or third harmonic to generate an output at 1320 nm,
and then amplify this with the Nd:YAG amplifier. The harmonics of this frequency can
Figure 2.17. Upper curve: Spectral profile, 358 nm, $\Delta \nu = 6.20$ cm$^{-1}$ FWHM, 5.36 cm$^{-1}$ RMS. Middle curve: Temporal profile, 358 nm $\Delta t = 26.0$ ps FWHM, 12.0 ps RMS. Lower curve: Temporal profile, 355 nm $\Delta t = 35.3$ ps FWHM, 18.4 ps RMS. For the tunable output, $4\pi c \Delta \nu \Delta t = 28.0$, conversion efficiency $\sim 1\%$. 
Table 2.1

Wavelengths and Approximate Energies for the OPS System.

<table>
<thead>
<tr>
<th>Type</th>
<th>Energy</th>
<th>Wavelength</th>
</tr>
</thead>
<tbody>
<tr>
<td>OPS Visible</td>
<td>~100 µJ</td>
<td>470–620 nm</td>
</tr>
<tr>
<td>OPS Infrared</td>
<td>~50 µJ</td>
<td>850–1300 nm</td>
</tr>
<tr>
<td>1064 nm + OPS Infrared</td>
<td>~10 µJ</td>
<td>470–620 nm</td>
</tr>
<tr>
<td>1064 nm + OPS Visible</td>
<td>~10 µJ</td>
<td>325–390 nm</td>
</tr>
<tr>
<td>Doubled OPS Infrared</td>
<td>~1 µJ</td>
<td>420–550 nm</td>
</tr>
<tr>
<td>Doubled OPS Visible</td>
<td>~1 µJ</td>
<td>250–310 nm</td>
</tr>
<tr>
<td>Type I OPS</td>
<td>~100 µJ</td>
<td>500–1200 nm</td>
</tr>
<tr>
<td>532-pumped Type II OPS</td>
<td>~100 µJ</td>
<td>850–1400 nm</td>
</tr>
<tr>
<td>532-pumped Dye + OPS Visible</td>
<td>~500 µJ</td>
<td>570–610 nm</td>
</tr>
<tr>
<td>OPS Infrared + YAG Amplifier</td>
<td>~1000 µJ</td>
<td>1320 nm</td>
</tr>
</tbody>
</table>
be summed with the harmonics of the 1064 beam to produce a variety of visible and infrared frequencies. A fully tunable source could be obtained by summing these outputs with the output of a second-harmonic-pumped OPS. Tens or hundreds of microjoules of tunable UV might be available by this method, although it is rather complex to set up. Another possibility is to use a XeCl amplifier to amplify pulses at 308 nm\textsuperscript{29}. These possibilities were not investigated in detail, but they suggest that a variety of reasonably powerful UV sources can be achieved.

4. Comparison with Theory

The theory of parametric amplification is well understood. The coupling of three plane waves of known polarization by the second order polarizability tensor can be described by explicitly including the nonlinear polarization in the classical wave equation. This is described in detail in reference 2. The derivation is identical to that given below in connection with coherent Raman scattering, and will not be repeated. Making use of the usual slowly-varying-envelope approximation, results in the desired coupling equations. In this case, using the conventional notation that the subscripts 1, 2 and 3 refer respectively to the infrared (idler), visible (signal) and ultraviolet (pump) wavelengths, and making the nondepleted pump approximation, the equations describing the growth of the signal and idler waves are (in the notation of reference 2)

\[ \frac{dA_1}{dz} = -\frac{\alpha_1}{2} A_1 - \frac{i g}{2} A_2^* \exp(-iz\Delta k) \] (2.6a),

\[ \frac{dA_2^*}{dz} = -\frac{\alpha_2}{2} A_2^* + \frac{i g}{2} A_1 \exp(iz\Delta k) \] (2.6b).

\( A_j \) is proportional to the electric field amplitude so that the intensity \( I_j \) is given (in MKSA units) by

\[ I_j = \frac{\omega_j}{2} \left( \frac{\epsilon_0}{\mu_0} \right)^{\frac{1}{2}} |A|^2 \] (2.7).
The absorption coefficient $\alpha_1$ corresponds to the infrared adsorption in KDP; $\alpha_2$ is assumed to be negligible. The maximum gain coefficient $g$ depends on the crystal symmetry and the phase matching configuration. For type II KDP it is given by

$$g = 2d_{36} \sin 2\theta \left( \frac{2\omega_1 \omega_2 I_3}{n_1 n_2 n_3} \right)^{\frac{1}{2}} \left( \frac{\mu_0}{\epsilon_0} \right)^{\frac{1}{2}}$$  (2.8).

The phase mismatch $\Delta k$ is defined by

$$\Delta k = k_3 - k_2 - k_1$$  (2.9),

the second order susceptibility of KDP is $d_{36}$, $\theta$ is the same as in figure 2.10, and the $n_i$ refer to the effective indices of refraction for the three beams.

These equations can be solved exactly, giving for the idler,

$$A_1(z) = A_1(0) \exp(Bz)$$  (2.10),

where

$$B = \frac{-1}{2} \left[ \left( \frac{\alpha_1}{2} + i\Delta k \right) \pm \left( \frac{\alpha_1^2}{4} + g^2 - \Delta k^2 - i\alpha_1 \Delta k \right)^{\frac{1}{2}} \right]$$  (2.11a).

Only the negative solution is physically reasonable, corresponding to parametric amplification. In the case that $\alpha_1$ can be neglected, the expression for $B$ reduces to

$$B = \frac{1}{2} \left[ -i\Delta k + \left( g^2 - \Delta k^2 \right)^{\frac{1}{2}} \right]$$  (2.11b).

If $\Delta k$ can be ignored and $g$ is much greater than $\alpha_1$,

$$B = g/2 - \alpha_1/4$$  (2.11c).

In terms of intensities, the solutions can be expressed as

$$I_1(z) = \frac{r_1^0 \omega_1}{2r_2 \omega_2} \left| \frac{2B + \alpha_1}{g} \right|^2 \exp(2bz)$$  (2.12a),
\[ I_2(z) = I_2^0 \exp(2bz) \quad (2.12b), \]

where \( I_2^0 \) is the visible intensity at the front of the first crystal (in the absence of an input beam, this corresponds to the parametric fluorescence), \( b \) is the real part of \( B \) and \( z \) is the crystal length. The factor in the first equation involving \( \alpha_1 \) is a correction for the photons absorbed by the crystal.

Many of the observed performance characteristics of the OPS are explained by equation 2.12. The strong dependence of the output power on the pump beam intensity (see figure 2.11) means that any amplitude fluctuations in the pump beam will be greatly amplified in the output beam. The linear pump intensity dependence of \( g^2 \) leads to a square root power dependence in the exponent \( b \) in equation 2.12. Thus, small changes in the input power lead to large changes in the output power, as observed. The measured fluctuations in the output energy observed for an essentially constant pump energy appear to correspond to quantum noise associated with spontaneous parametric fluorescence. The presence of fluctuations in the temporal, spectral, and spatial distribution of the spontaneous parametric fluorescence would also account for the observed variations in the temporal and spectral profiles of the OPS at low conversion efficiencies.

The variation in the output energy through the tuning range is also described by the theory. It can be seen from the tuning curve that the \( \sin(2\theta) \) dependence of \( g \) will result in a decrease in the gain for longer wavelengths. The phase-matching condition can be satisfied for values of \( \lambda_2 \) up to 680 nm, but because of the decreasing value of \( g \), no output is observed beyond 650 nm. The increasing value of \( \alpha_1 \) in the infrared leads to a decrease in \( b \) for the corresponding visible wavelength. This causes the blue cutoff at 450 nm. It is interesting to note that although KDP is strongly absorbing in the region above 1200 nm, the idler beam can be seen out to 1650 nm. This is because the unattenuated visible beam can function as the carrier of the parametric process, so the loss of most of the infrared beam is not a problem. Furthermore, since the bulk of the
amplification occurs in the last few mm of the crystal, the effective attenuation of the infrared output will be relatively small. Only when the absorption becomes comparable to the gain does the parametric process cease.

When literature values for \( \alpha_1 \), \( n_1 \), and \( d_{36} \) are substituted into the above equations, the calculated curve agrees only qualitatively with the measured values. The calculated curve is more sharply peaked than the measured curve, and falls too rapidly at the red end of the tuning range. This is not surprising, since the simple model used here neglects such important factors as pump beam depletion, the finite beam size, and the spatial walk-off of the three beams caused by refraction and birefringence. It has been shown in similar systems that taking these factors into account can lead to much more nearly quantitative agreement.

The observed shortening of the visible OPS pulse relative to the pump pulse at low conversion efficiencies is primarily due to the power dependence of the parametric gain. For a pump pulse with a gaussian intensity envelope with a width \( \tau_3 \), it can be shown that the output pulse will have a gaussian profile with a width \( \tau_2 \) given by

\[
\tau_2 = \tau_3 (b \varepsilon)^{-1/2}
\]  

(2.13).

For \( 2b \varepsilon \sim 30 \), this equation predicts an output pulse duration \( .26 \) times \( \tau_3 \). Pump pulses of 35 ps would thus lead to a visible output pulse of 9.0 ps. This agrees well with what was observed at low conversion efficiency. At higher conversion efficiencies, the center of the pump beam will be depleted, and the width of the output pulse will broaden until it matches that of the pump pulse.

Pulse broadening due to group velocity dispersion is a general feature of the interaction of ultrashort pulses with a dispersive medium. In the present case, group velocity dispersion does not significantly broaden the output pulse duration, primarily because the pulses are relatively long. Since the bulk of the output pulse energy arises from parametric amplification in the last few mm of the crystal, any group velocity broadening
effects must occur over a pathlength of a few mm. Using the known group velocities of KDP (at 532 nm, in the phase-matched geometry with $v = d\omega/dk$, $v_3 = 0.9916v_1$, $v_2 = 0.9535v_1$ and $v_1 = 0.6419c$)\cite{26}, a pulse broadening of $\sim 2$ ps would be predicted for passage through 10 mm of KDP. This is much smaller that the pulse width, even at low conversion efficiency.

The phase matching condition $\Delta k = 0$ plays a key role in determining both the spectral and spatial profiles of the OPS beam. The first crystal emits broad-band parametric fluorescence at any frequency and in any direction for which the phase matching condition is satisfied\cite{2}. The space between the crystals acts as a spatial filter, since only the narrow cone of parametric fluorescence which overlaps the pump beam in the second crystal will be amplified. The spectral width of the output beam would thus be expected to decrease as the spacing between the crystals is increased, until a spectral width corresponding to the limit set by the bandwidth for collinear amplification is reached. In the present work it was found that the spectral width of the output changed very little for crystal spacings greater than 10 cm.

The amplification bandwidth for collinear amplification corresponds to the range of $\Delta k$ for which significant amplification will occur\cite{33}. From the above equations it can be seen that the half width of the bandwidth is given by the condition

$$\exp(2bz) = 1/2 \exp(gz)$$ \hspace{1cm} (2.14).

Neglecting absorption and using equation 2.11b, this can be solved to give

$$\Delta k = \left(\frac{2g\ln 2}{z}\right)^{1/2}$$ \hspace{1cm} (2.15).

For $gz \sim 30$ and $z = 7.4$ cm, this gives $\Delta k$ as $.87$ cm$^{-1}$. The full spectral width can then be determined from the group velocities, since $v = d\omega/dk$,

$$\Delta \nu = \frac{2\Delta k}{2\pi} \left[ \frac{dk_1}{d\omega} \frac{dk_2}{d\omega} \right]^{-1} = \frac{v_1 v_2 \Delta k}{\pi c (v_1 - v_2)}$$ \hspace{1cm} (2.16).
Substituting the values given above for Δk and the group velocities into this equation gives a bandwidth of 4.6 cm\(^{-1}\). This is consistent with the spectral widths observed at low conversion efficiencies, as shown in figure 2.14. The broadening observed at higher conversion efficiencies (see figure 2.13) is presumably a result of the pump pulse depletion.

As might be expected from these arguments, the spatial divergence of the OPS is determined by both the crystal separation and the noncollinear phase matching. The latter effect appears to have the dominant effect in determining the shape of the final output beam. The visible output beam is not the round shape that would be expected from the spatial filtering argument presented above, but instead has the crescent shape characteristic of a noncollinear phase matching cone\(^34\). Since careful investigation of the spectrum of selected portions of the OPS beam showed no evidence of spectral inhomogeneity, it appears that the spatial broadening occurs in the second crystal after the spatial and spectral effects of the crystal separation. This can be explained by assuming that the off-axis light results from parametric amplification of light scattered into the phase matched directions.

Although they are clearly visible, the more divergent parts of the beam are relatively weak, containing no more than a few percent of the total power. The bulk of the power is concentrated in an oblong spot with a divergence of 0.6 mrad in the plane of the optic axis and 1.2 mrad in the perpendicular direction. Extrapolating this output back into the crystals suggests that the parametric output arises from an approximate point source near the front surface of the first crystal. This is reasonable, since the parametric output will correspond to light emitted from the most intense part of the beam and passing through the full length of both crystals. A similar argument has been made to explain the spatial properties of light generated by stimulated Raman scattering\(^35\). It is possible to compensate for this divergence by placing a lens in the output, one focal length away from the crystal front surface. Using a 40 cm lens produced a 3 mm diameter beam
which remained collimated for many meters.

D. Conclusion.

The combination of the active-passive mode-locked laser and the OPS have been found to be a very satisfactory source of picosecond pulses. As described in the next two chapters, this system has been used to carry out a variety of time resolved measurements. Despite the successes with this system, there are still many aspects of the system which could be improved further. With regard to the laser, there are reasons for wanting both higher repetition rates and higher powers. As described in the next chapter, many spectroscopic measurements can be made more efficiently with a repetition rate of tens of kilohertz. Repetition rates this high require a somewhat different approach than was used here (i.e. a CW or quasi-CW laser) so this was not pursued. Repetition rates of 20–50 Hz are more approachable and might be considered a logical next step with this system. Increasing the laser power is of interest primarily in regard to making more efficient use of nonlinear optical processes. As noted above, there is still a significant lack of a conveniently tunable source in the ultraviolet. Several approaches are possible within the framework of a pulsed Nd:YAG system, ranging from elaborate summing schemes involving the use of both Nd:YAG frequencies and an OPS output, to simply boosting the 1064 nm output to hundreds of millijoules and generating the various harmonics of a second-harmonic-pumped OPS.
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Chapter 3

Picosecond Spectroscopic Techniques

A. Introduction.

The purpose of building the picosecond laser system described in the previous chapter was to make it possible to monitor chemical processes in solution on a picosecond timescale. In order to study such processes, it is necessary to identify and develop spectroscopic techniques which are compatible with both the laser hardware and the liquid-phase environment. With the range of wavelengths available from the system, it is possible to imagine using all the conventional forms of visible and infrared spectroscopy (absorption, emission and Raman) as well as nonlinear techniques such as coherent anti-Stokes Raman spectroscopy (CARS) or multi-photon ionization (MPI). Each method clearly has its own set of advantages and difficulties, and the choice of spectroscopic technique will depend on the system under study. Visible emission and absorption are clearly the easiest methods for problems involving solution-phase problems. These wavelengths are easy to generate and detect, and this is a frequency range where most solvents are transparent. Spontaneous Raman scattering is another potentially useful technique which makes use of visible light. Unfortunately, as will be seen below, using this method in conjunction with the laser system described in the last chapter has proven to be quite difficult. The combination of high peak power and low average power tends to maximize nonlinear background noise while minimizing signal levels. Possible methods for overcoming this problem, including the use of nonlinear spectroscopy and different laser systems will be discussed below. Infrared methods are potentially valuable, but the difficulty of generating and detecting these wavelengths, as well as the strong absorptions found in many solvents, limits the potential usefulness of this method for the present. The more exotic coherent and multiphoton spectroscopic techniques tend to be nonlinear, so the signal
levels often increase dramatically with increasing laser peak power. Since high peak powers are inevitable with picosecond pulses, such methods seem ideally suited to picosecond work. Unfortunately, these methods are usually only workable in the gas phase; in solutions, the signal is either quenched by collisions or overwhelmed by nonresonant signals arising from the solvent. MPI is useless for the first reason; CARS fails for the second. Variations on CARS which alleviate this difficulty do exist, but they are quite complex, and often lead to a loss of signal.

In general, there are two methods for making optical measurements with picosecond time resolution. A streak camera can be used to directly time-resolve an optical signal, or a two beam pump-probe measurement can be used to sample a signal at various fixed delays. Both methods have their advantages and disadvantages. Streak camera methods tend to very efficient and easy to use, and they allow data to be collected quite rapidly. In particular, they are extremely well suited to time-resolved emission measurements at repetition rates of up to tens of hertz. The time resolution of a streak camera measurement is typically in the range of 1–10 ps, limited by the streak camera itself. This was not a limitation here, but it precludes streak camera measurements in the femtosecond time domain. Signal averaging greatly improves the quality of streak camera data. Unfortunately, time-consuming computer correction are necessary and at present these constitute the rate-limiting step in data collection. With the computer system used here repetition rates of almost 3 Hz could be achieved; with a more sophisticated system, rates of 20–50 Hz are feasible. Streak cameras are well matched in this regard to pulsed Nd:YAG lasers which have comparable repetition rates. The spectral limitations of a streak camera are comparable to those of a photomultiplier tube.

The pump-probe technique was used here for Raman spectroscopy. In this type of measurement, two pulses are obtained by splitting the laser output into two components. Each beam is directed to the sample via different paths with the time delay being determined by the pathlength difference. In a Raman measurement two frequencies \( \omega_1 \) and
$\omega_2$ are used; these are generated in nonlinear optical crystals just before the beams are recombined ahead of the sample. Ideally, the first pulse at $\omega_1$ will excite the sample, and photochemically generate some species with a large Raman cross section. This will then lead to Raman scattering of the second pulse at $\omega_2$. By varying the delay between the two pulses, it should be possible to map out the density of scattering molecules as a function of time. This is actually an example of a much more general type of measurement, where a two photon process is time-resolved by a sampling technique. The two photons can either interact in the sample, as in the Raman measurement, or the probe photon can interact in some way (e.g. in a Kerr shutter) with light scattered from the sample. In the second case, the probe pulse is used, in effect, to drive an optical sampling circuit$^3$.

The time resolution of a pump-probe experiment is limited only by the duration of the laser pulses, so with a suitable laser, femtosecond time resolution is possible. Detection in a pump-probe measurement can be quite simple, and a photomultiplier tube or a photodiode is often used. In some cases, multichannel detection is possible as in absorption or Raman spectroscopy, where data may be collected at several wavelengths simultaneously. Note that the lack of jitter in a spectrometer makes signal averaging much simpler here than it was with the streak camera. The signal in a pump-probe measurement scales as the product of the power of the two beams. In principle, this favors high powers and low repetition rates. However, in many cases (e.g. Raman scattering) high peak powers lead to nonlinear background effects which obscure the desired signal. In these cases, high repetition rates, rather than high powers are desirable. Since simple detection systems are generally used, signal averaging can be quite simple, and tends not to limit the rate of data collection. The very high ($\sim 100$ MHz) repetition rates achieved with CW mode-locked lasers are well suited to this type of experiment in reversible systems. With these very high repetition rates, the question of signal averaging takes on a rather different character. Instead of using elaborate multichannel detection schemes to maximize the yield of data per laser shot, it is often more profitable to employ
CW techniques involving amplitude modulation, lock-in amplifiers and simple detectors to enhance the signal quality\textsuperscript{4}. As discussed below, for Raman experiments in reactive solutions, a somewhat lower repetition rate (∼50 KHz) is often desirable. It represents the compromise between high data collection rates and the rate at which the sample volume can be purged.

In what follows, descriptions will be given of the methods used here to obtain time-resolved emission, absorption and Raman spectra. Not all of the systems described were developed to the fullest extent possible; indeed, significant improvements are possible in all cases. Some such improvements will be discussed briefly in order to show the range of possible future measurements. In general, as the systems were developed, it became clear that the optical system should be arranged to maximize flexibility so as to simplify the process of switching from one form of spectroscopy to another. This can be seen with the streak camera system, where both emission and absorption spectroscopy coexist with most of the same hardware, and it is quite simple to switch back and forth between the two. If everything had gone according to plan, there would ultimately have been a generalized pump-probe spectrometer with available delays up to several nanoseconds and the capability of being used for Raman and absorption spectroscopy. By combining a computer controlled delay line with a multichannel detector, a pump-probe system with an efficiency comparable to that of the streak camera should have been obtainable. Unfortunately, time and circumstances did not permit the completion of this system.

B. The Streak Camera

The vast majority of all work carried out in this laboratory has been carried out using a streak camera. Work has centered on time-resolved emission, but absorption measurements have been carried out as well. Most of the techniques used for operating and calibrating the streak camera were developed with emission spectroscopy in mind. The absorption system was something of an afterthought and can be best described as a
modification of the emission system. Signal averaging plays a crucial role in acquiring high-quality data from the streak camera. Indeed, the data collection rate is limited by the rate at which data can be corrected and averaged. In emission spectroscopy, the desired signal is directly proportional to the light intensity, so signal averaging corresponds to simply summing the data. In absorption, Beer's law must be taken into account, and it turns out to be necessary to sum the logarithm of the datasets. This will be discussed below.

The operation of the streak camera emission system naturally divides itself into three timescales: The picosecond timescale over which the data is generated, the millisecond timescale over which the data is transferred to the computer, corrected and summed, and the timescale of minutes or hours over which the data is actually collected. The fast time regime is perhaps the most important, since it is where the limitations of the data originate. In this time regime, the details of the streak camera are important, since they determine the nature and limitations of the data. Improvements in this time regime could lead to great simplifications at the slower timescales. For example, if the jitter or nonlinearities of the streak camera could be eliminated, much of the work involved with correcting the data on the millisecond timescale would be eliminated, leading to much more rapid data collection rates. Unfortunately, streak camera development was beyond the scope of this project, and a commercially available streak camera (Hadland Photonics Ltd., Imacon 500) was used without modification.

Given that some corrections are necessary, many of the limitations of the system as it currently exists, manifest themselves on the millisecond timescale. The combination of computer systems used at the present time represents a somewhat inefficient mixture of relatively incompatible hardware. Because of this, the present system can collect data at only 3 Hz, a factor of three slower than the laser repetition rate. As described below, a somewhat faster system (up to perhaps 25 Hz) is possible with a more efficient configuration of the existing hardware. Even with a faster computer system, increasing
the rate beyond this point is difficult with the existing optical system, since the phosphors in the streak camera and image intensifiers have lifetimes of tens of milliseconds. Even if it is an order of magnitude slower than it could be, three hertz is still a respectable data collection rate. It is at least an order of magnitude faster than many other systems presently in use. When compared to systems based on the Nd:Glass laser (which is limited by thermal effects to rates much less than one hertz), it is extraordinarily fast. Nonetheless, it is still slower than one might like, and the collection of multiple datasets can be a long and tedious process.

The reasons for wanting to increase the data collection rate are most apparent on the minute or hour timescale. Many experiments require the collection of dozens of datasets under nominally identical conditions. With the present system, this can take many hours. Unfortunately, over this timescale the room temperature, the laser output and the streak camera calibrations can all show significant variations. A higher repetition rate is clearly desirable, since it allows complex measurements to be made more efficiently. In what follows, the operation and limitations of the streak camera itself are discussed, as are the detection system and the computer interfacing used to handle the data. The methods used to calibrate both the time and intensity response of the entire detection system are included, as are the methods used to overcome the streak camera time jitter. In addition, methods for increasing the repetition rate of the system are discussed.

C. Time-Resolved Emission Spectroscopy

1. Hardware and Optics

The optical system used for time-resolved emission is shown in figure 3.1. The pulse from the laser is initially split into two components. The first pulse (less than 1% of the beam energy) is sent to a photodiode (Hewlett-Packard, HP 5082-4220) which is used to trigger the streak camera. This must occur many nanoseconds before the beam reaches
Figure 3.1. Optical system for time-resolved emission, as described in the text.
the sample, to compensate for the transit time in the streak camera trigger circuitry. The purpose of the optical and electronic delays shown is ultimately to synchronize the arrival of the optical signal with the triggering of the streak camera. The optical delay consists of five passes up and down the three meter optical table for a delay of 30 m or 100 ns. The electronic delay consists of a variable length of coaxial cable. Note that this 30 meter delay greatly amplifies small drifts in the pointing axis of the laser. This results in a gradual drift in the position of the beam at the sample. This could be corrected by placing a quadrant detector (SDC SD-10053-S) behind the final mirror of the delay to sense the beam position, and then using the resulting signals to drive a servo motor attached to a differential micrometer on a mirror mount early in the delay. This system made it possible to keep the laser aligned with the sample over a period of hours, despite the drift of the laser.

After passing through the delay line, the beam is passed through a series of nonlinear crystals to produce the frequency needed for sample excitation. This is usually the third or fourth laser harmonic, but the second harmonic or an output from the OPS can also be used. After a small fraction of the beam is split off, the excitation beam is then passed through a short delay line and allowed to impinge on the sample, which then begins to fluoresce. Light from the sample is then collected and reimaged through a series of relay lenses onto the streak camera photocathode. The same optical system is also used to transfer a small fraction of the excitation pulse to the photocathode, timed to arrive just before the fluorescence signal. As described below, this "prepulse" is used to facilitate signal averaging.

The figure shows the details of the streak tube. Despite the expense of the device, it is little more than a modified image intensifier. Light striking the photocathode causes the prompt formation of photoelectrons. An extraction grid placed directly behind the photocathode surface generates a local field of tens of KV/cm which accelerates the electrons toward the anode. The large field is needed to produce a uniform electron
velocity, since the final velocity must be much greater than the initial (thermal) velocity distribution of the electrons. The focus cone is an electron lens which focuses the collimated electron beam through the aperture in the anode. The electron lens is focused so that the photocathode is reimaged directly onto the phosphor screen. After passing through the anode, the electron reaches the deflection plates. If no field is present, the electrons pass directly through this region and strike the phosphor at the back of the tube, producing a fixed image of the slit. This time-independent image is used to align and focus the camera. The position of the slit image depends on the deflection plate voltage, with larger voltages increasing the deflection from the center of the phosphor. In normal operation, a field of approximately 10 KV is left on the deflection plates so the beam is deflected away from the the phosphor screen when not in use. Time-resolved measurements are obtained by applying a linear voltage sweep to the deflection plates. This causes the electron slit image to be swept across the phosphor as a function of time. Spatial variations in the intensity of the phosphor image correspond to time variations in the electron beam intensity which in turn correspond to time variations in the optical signal. In this manner, the streak camera converts the temporal variation of an optical signal into a spatially resolved phosphor image.

The time resolution of the streak camera is determined by many factors. The "technical" resolution is determined by the ratio of the streak rate to the spatial resolution of the phosphor. Streak rates approach the speed of light, while a spatial resolution of approximately 10 microns is possible. This corresponds to an ultimate resolution of less than 100 femtoseconds. This is not observed in practice as several effects serve to degrade the time resolution. "Chromatic" dispersion arises from the finite distribution of electron velocities. This can be minimized (but not completely eliminated) by using a large accelerating voltage. At high signal intensities there will be effects due to space charge within the beam. This debunching effect will tend to blur the image and degrade the time resolution. Finally, the time resolution will be limited by the duration of the
Figure 3.2. Pulse width and instrument response function with the fastest available streak speed. The solid curve shows the 35 ps average of 500 laser pulses, the dashed curve shows the slit image obtained with no voltage on the deflection plates. The lower curve shows the integral of the upper curve.
laser pulse, the finite width of the entrance slit, and the degree to which the phosphor image is degraded in the image intensifiers. These last effects appear to be the actual limiting factors in the existing system. The actual resolution of the system at the fastest streak rate can be seen in figure 3.2. This shows that the focused slit image seen with no field on the deflection plates has a width of approximately 12 channels or 4 ps, while the laser pulse has a width of 35 ps. On this scale the slit function has essentially no effect on the observed pulse width. Only when slower streak speeds are used will the pulse width begin to be affected by the slit function. Deconvolution of the excitation pulse will result in a deconvolution of the slit function. When deconvolution is used, the resolution of the system is typically on the order of five channels.

The electronics associated with the ramp generation are another problem. As shown in the figure, the process begins with the laser pulse impinging on the photodiode. The resulting electronic signal is sent to a series of avalanche transistors which in turn generate the voltage ramp. Associated with this process are both a relatively long transit time (tens of nanoseconds) and an appreciable amount of jitter (tens of picoseconds). To compensate for the first of these effects, it is necessary to include many nanoseconds of optical delay between the trigger photodiode and the sample. Since the transit time varies with the streak speed, it is convenient to have an excess of optical delay which can be compensated with a variable electronic delay. Synchronization of the optical signal with the streak camera trigger is then accomplished without optical adjustment by varying the electronic delay of the trigger pulse; in practice, this corresponds to varying a length of coaxial cable.

The time jitter is a more serious problem, since it varies randomly from shot to shot. Unless corrections are made, it will interfere with efficient signal averaging. This is the reason for including the "prepulse" in the data, since it can be used as a time marker to provide the basis for such a correction. As described below, the signal averaging program identifies the prepulse and shifts the data accordingly before the data is summed. The
timing is adjusted so that the pulse arrives before the fluorescence, leading to data like that in figure 3., where there is a prepulse followed by the fluorescence data. It is important that the prepulse not overlap with the data itself, so the adjustment of the optical delay is important. The optimal spacing changes with the streak speed, so the optical delay must be changed whenever the timebase is changed. Note that other types of time markers can be used. For example, with absorption spectra, a system, based on the rising edge of a dye fluorescence signal is used. This produces equivalent results.

At the back of the streak camera, the signal consists of the weak emission emanating over a few milliseconds from the streak camera phosphor. It is necessary to amplify this emission and convert it to an electronic signal for digitizing and signal processing. This is accomplished with a fiber-coupled microchannel plate image intensifier (Hadland Photonics, Ltd. Imacon 20/30) optically coupled to an intensified, cooled 1024 channel photodiode array (Tracor-Northern, IDARSS 6300). Within a few tens of milliseconds after the laser has fired, all of the information associated with that laser shot will have passed through the image intensifiers and will be stored on the photodiode array. From this point on the problem becomes one of efficiently digitizing the photodiode signal, transferring the data to the computer, and correcting and summing the data.

2. Data Transfer and Correction

In a sense, the details of the data transfer are not important, since the results will be independent of signal processing hardware. As a practical matter the efficiency with which the data is transferred is extremely important. It is the factor controlling the rate at which the data is collected, and hence it determines the scope of experiments which can be carried out. There are a number of ways of transferring the data and the method used at present is not the most efficient possible. The hardware controlling the digitization and transfer of the data consists of a Tracor-Northern photodiode array controller (TN-1710), which includes a 12 bit A-D converter and a DEC LSI 11-2 microprocessor. This in
turn is connected to a DEC LSI 11-73 microcomputer which is used for correcting and summing the data. In the present system, the photodiode array is read out and digitized five times after each laser shot at eight millisecond intervals. This rate is used, since it corresponds to the maximum A-D rate possible with this hardware. In particular, the 12 bit A-D performs a conversion every 8 μs, so that the 1024 channel diode array can be fully digitized in 8 ms. The five scans are summed by the LSI 11-2, a previously stored dark background is subtracted, and the data is stored in the LSI 11-2 memory. This is repeated for seven laser shots, and then the seven resulting datasets are transferred to the LSI 11-73 via a 9600 baud interface. In order to minimize the wear on the streak camera, a shutter is closed to block the laser whenever no data is being collected. Once transferred to the LSI 11-73, the individual datasets are corrected for the streak camera trigger jitter, and the nonlinearities of the time and intensity response, and then summed and stored. A suitably scaled version of the running sum is also generated and stored in a separate buffer. This is accessed by a DMA D-A converter (Data Translation Inc., DT2771) and displayed on Tektronix 2215 monitor oscilloscope.

The process results in an average data collection rate of 2.9 Hz, corresponding to less than one third the rate of the laser. The rate of data collection itself is not the limiting factor, as the A-D can readily handle data at much higher repetition rates. In addition to this, the data collection is occurring simultaneously with the correction of the previous set of data. Since it takes approximately 230 ms to correct and sum a dataset on the 11-73 using the corrections described below, it is clear that the 11-2 has completed the data collection and is waiting for the 11-73 to finish the corrections before the data transfer can begin. The transfer time for the seven datasets is 770 ms, or 110 ms per dataset. The overall cycle time consists of the sum of transfer time and the correction time, that is 340 ms, or 2.9 Hz.

To increase the data collection rate it is necessary to improve both the transfer time and calculation time. The latter will be discussed below in conjunction with the normal
correction procedure. As for the former, it has been found that it is possible to reduce the effective transfer time to 8 ms per dataset by eliminating the LSI 11-2 from the data handling cycle altogether, and using a DMA transfer from the A-D converter to the LSI 11-73 instead. In this configuration the 11-2 serves only as a clock for gating the photodiode array exposure time and timing the A-D cycles. In its existing form, the controller can be made to operate so that the photodiode readout is synchronized with the laser shot. In this mode, the photodiodes are allowed to integrate the phosphor emission for the full phosphor lifetime (tens of milliseconds), so only one readout is required to obtain the entire dataset. At the end of the integration time, the photodiode controller begins reading the data out through the A-D converter. At this point the digitized outputs of the individual pixels, as well as the requisite synchronization pulses, are all readily accessible. They appear sequentially at 8 μs intervals in the form of TTL signals which are readily buffered for external use. This rate is slow compared to the LSI 11-73 bus cycle time, so synchronization of the A-D output with the LSI 11-73 is relatively simple. To accomplish a DMA transfer it is necessary only that the 11-73 be ready and waiting for the transfer to begin when the integration time ends. The synchronization pulse can be used to initiate the transfer of each word and the 11-73 will have stored the data well before the next synch pulse arrives. That this is possible is not surprising, since such a transfer is precisely what is occurring inside the controller as the data is transferred to the 11-2. The minor preprocessing functions performed by the 11-2 (i.e. baseline subtraction) must now be handled by the 11-73. The requisite 1024 integer additions can be performed in less than 10 ms. To make full use of this data transfer method, it is necessary to be able to carry out the corrections in less than 80 ms. As shown below, this can be accomplished with a simplified correction scheme which does not significantly degrade the data quality.

To make the best use of the streak camera, extensive signal averaging is required. The dynamic range of a streak camera is a function of the desired time resolution. For
the work carried out here, where a time resolution of approximately 10 ps is desired, the effective dynamic range is around 200^5. If better signal-to-noise is desired, it is necessary to signal average. Several corrections must be applied to the data in order for successfully signal averaging to occur. First, it is necessary to correct for the system dark signal. This is the simplest of the four corrections, since it corresponds to simply subtracting off a background signal. To obtain a suitable average background signal, all that is necessary is to collect a set of data with no light impinging on the streak camera photocathode. The resulting data will correspond to any background signals arising from the streak tube, the image intensifiers or the photodiode array. These datasets can be summed without correction, since they correspond to the actual background for the fixed channels.

The second correction to be made is for the nonlinearity of the streak camera time base. This is correction is generated with the use of an etalon consisting of two flat, parallel 99% reflectors at a fixed spacing. A single laser pulse (usually the second harmonic) is introduced in the direction perpendicular to the reflective surfaces. 99% of the beam is lost at the first surface, and only 1% of the beam is transmitted by the second. The beam reflected by the second surface makes another round trip through the cavity, and another 1% pulse is generated. Continuing this process leads to a series of pulses with a gradually decreasing intensity and a time separation governed by the mirror spacing. The time interval between pulses can be calculated from the etalon spacing Δx and the speed of light, with Δt = 2Δx/c. After suitable attenuation, this pulse sequence is focussed onto the streak camera photocathode (via the prepulse optical system) and a large number of datasets are collected. The individual datasets resemble the sum shown in figure 3.3, although they are somewhat noisier. (The data in the figure represents a sum of 50 datasets. The only correction applied in the figure is to compensate for the timing jitter; the datasets were aligned on the basis of the first pulse on the left.) It is clear that the timebase is not linear, but varies by roughly 10%. A systematic correction
Figure 3.3. The sum of 50 uncorrected étalon traces. The data has been shifted for summing based on the left-most peak, but no timebase correction has been applied. Note that there is a systematic variation in the peak spacing due to pincushion distortion.
function can be obtained measuring the spacing (in channels) between all of the pairs of peaks in all of the datasets, and plotting these values versus the channel number at the center of each interval. This is shown in figure 3.4. Similar plots were made for all streak rates. Since the time interval between the peaks is known from the etalon spacing, this corresponds to a plot the local streak rate, \( \Delta t / \Delta x \) as a function of channel number. Note that this required pulse pairs centered at all channels. This is a case where the streak camera jitter works to one's advantage, since the positions of the individual datasets will fluctuate considerably from shot to shot, giving the desired distribution. This fluctuation is sufficient at the faster streak speeds, but at the slowest streak speeds, it was necessary to vary the electronic delay to scan the full range of channels.

Once the streak rate \( \Delta t / \Delta x \) is known as a function of channel, it is possible to linearize the timebase of the data. The data in figure 3.4 can clearly be approximated by a smooth function which corresponds to the reciprocal streak rate \( (dx/dt) \) as a function of \( x \). This in turn can be integrated to give \( x \) as a function of \( t \). Direct linear interpolation of the dataset can now be used to linearize the timebase. The time scale is divided into units corresponding to the average streak rate, and suitable linear combinations of the original data based on the function \( x(t) \) become the new data. In general, no more than three old datapoints contribute to the new datapoints. This generates a dataset with the same number of channels as before, but with a fixed number of picoseconds per channel. This correction procedure is equivalent to multiplying the dataset (a column vector), by a band-diagonal correction matrix \( T \) with no more than three non-zero elements per row. The timebase was found to be quite stable, and it changed only when the avalanche transistors in the ramp generator were changed. It was not measured on a regular basis unless there was some evidence that it had changed.

The next correction to be applied compensates for the nonlinear intensity response of the detection system. This is generated by recording the time- and baseline-corrected response of the system to an essentially constant signal. Such a signal can be obtained
Figure 3.4. Normalized étalon spacing versus channel number. This corresponds to a plot of the reciprocal streak rate \((dx/dt)\) as a function of \(x\).
Figure 3.5. Data used for intensity correction. This shows the sum of 1000 datasets of the decay of the fluorescence of RUTBY, several nanoseconds after excitation. The streak rate is 1.97 ps/channel.
by looking at the fluorescence emitted at long times from a sample with a fluorescence lifetime much longer than the streak time. An ideal solution for this purpose is an aqueous sample of the ruthenium(II) tris-(2,2'-bipyridine) complex (RUTBY), which absorbs at wavelengths below 550 nm, and has a red emission with a lifetime of 600 ns. In some instances, notably when the fourth harmonic was used for excitation at a fast streak speed, the emission from this compound was too weak to be used. In this case a deoxygenated sample of 9,9'-bianthryl in butanol with a lifetime of 27 ns was used instead. The procedure followed for generating these datasets was to take each dataset, subtract the averaged baseline and right multiply the resulting difference by the time correction matrix $T$. These datasets were summed with no further correction, giving a result like that shown in figure 3.5. This data is supposed to correspond to an exponential decay with a known lifetime $\tau$. To correct for this, each datapoint is multiplied by $\exp(jR/\tau)$ where $j$ is the channel number, $R$ is the streak rate and $\tau$ is the (known) fluorescence lifetime. Ordinarily, the lifetime greatly exceeds the streak range, and these correction rarely exceed 10%. These corrected values are averaged, and a table of corrections corresponding to the ratio of the average value to the individual corrected values is obtained. These values are placed along the diagonal of a square matrix, leading to an intensity correction matrix $I$. The overall correction matrix $C$ is given by the product $IT$, which has the same form as $T$. Only one matrix multiplication is thus necessary to linearize both the time and intensity response of the system, and that matrix is band-diagonal so that it only involves roughly $2N$ multiplications. The intensity correction was less stable than the timebase correction, and it varied somewhat from day to day. This type of correction dataset was measured every time the system was used, and a new correction matrix was generated.

At this point the dataset is fully corrected for the nonlinearities of the system, and the process of including the dataset in the running average can begin. To do this, it is necessary to find the prepulse and shift the data accordingly, to test the dataset to make sure it has no unacceptable features, and to add data to the sum. This process is based on
a number of user-entered criteria. The first thing to be specified is the range of channels in which to look for the prepulse. This width \( w \) depends mainly on the degree of jitter, which in turn depends on the streak rate. For a streak rate of 1.97 ps/ch, the range of 100 to 200 was normally used. This choice avoided the poorly calibrated edge channels, but still left more than 700 channels for data. The process of testing the data begins by finding the most intense datapoint in the specified range. If this intensity is less than a specified value, the dataset is rejected as having too little intensity. If it is acceptable, then the width (FWHM) of the pulse is found by searching away from the peak in both directions until datapoints with less than half the intensity of the peak are found. The average of these two channels is defined to be the prepulse center. If the pulse is less than three channels wide, it is presumed to be electronic noise, and is rejected. If a pulse is wider than a specified width, typically 50 channels, it is also rejected. This rejects anomalously wide pulses, and also minimizes the chance that the data will be mistaken for the prepulse. A final test is whether there is any intensity in a specified region typically 50-70 channels above the peak. This is supposed to be the "valley" between the pulse and the data, and intensity in this region usually indicates a prepulse with an anomalous shoulder. Such pulses are also rejected. If a dataset is acceptable, it is shifted down so the center of the prepulse is located at the lower end of the search range, truncated at channel \((1024-w)\), and added to the running sum. This process continues until a specified number of datasets have been accumulated.

The effectiveness of the correction and signal-averaging procedure in eliminating time and intensity nonlinearities can be seen in figure 3.6 and figure 3.7. The first of these figures shows the same data as shown in figure 3.3 after it has been corrected and summed using the standard correction scheme. The data was treated as if it were a fluorescence dataset, with the left-most pulse serving as the prepulse. The effectiveness of the timebase correction is clear, since the systematic variation in the peak spacing seen in figure 3.3 has been eliminated. The effectiveness of the intensity correction can
Figure 3.6. Corrected étalon traces. This is the same data as in figure 3.3, treated as a fluorescence dataset. The left pulse is treated as the prepulse in the shifting process.
Figure 3.7. Corrected fluorescence decay curve for aqueous RUTBY. The observed flat decay is consistent with the 600 ns lifetime of this compound. Note that the intensity variations seen in figure 3.5 have been eliminated.
be seen in figure 3.7, which shows the time-resolved emission of an aqueous solution of RUTBY. The intensity variations seen in figure 3.5 have clearly been eliminated, and the decay curve appears absolutely flat, as expected from the 600 ns lifetime.

Before leaving the subject of the correction procedure, it is of interest to see how it can be made more efficient. At present, the 12 bit data is converted to real form, and all the multiplications required for the correction are made using Fortran with real numbers. This preserves the nominal precision of the data, but takes a relatively long time. There are two ways of shortening the data correction process. Either the correction algorithm can be simplified by means of a less sophisticated interpolation procedure or the precision of the data can be reduced so that the calculations can be done more rapidly using integer multiplication.

The present interpolation algorithm takes linear combinations of two or perhaps three original datapoints to produce each corrected datapoint. Equally accurate corrections should be obtainable by considering only the data channel which makes the largest contribution to the corrected point. Rather than interpolating the data, this procedure is equivalent to "stretching" the old grid to match the new one. The time correction in this case corresponds to multiplying the data in each channel by the ratio of nominal channel width to the real channel width. Since the two grids are not the same it is necessary to occasionally adjust the grid by one step to maintain alignment. This corresponds to occasionally repeating a datapoint when the original data is too sparse or neglecting a point when the data is too dense. From figure 3.4, it is clear that the channel width is generally within 5% of the average, so no more than one channel in 20 will be affected. Furthermore, the regions with the greatest channel density, where most of the data neglect will occur, are at the edges of the dataset, where the time calibration is poor in any case. The effect of using the simplified correction will be to neglect perhaps 10 datapoints near the center of the image, and perhaps 20 more at the edges while repeating a comparable number of points over the rest of the image. When data corrected using the simplified
procedure was compared with data collected under identical conditions using the standard corrections, the results are virtually indistinguishable.

A further simplification can be achieved by truncating the data and the corrections to 8 bit accuracy, and using integer multiplication in the corrections. The dynamic range of a streak camera is approximately 200, so digitizing the data to only 8 bits is quite reasonable. (A fast method for preserving the full 12 bit accuracy is to shift the data into the 12 most significant bits, to scale the corrections to be $2^{13} < G_{ij} < 2^{16}$, and to save the overflow word rather than the data. This is relatively fast, but it is complicated to program and is probably unnecessary.) On the LSI 11-73, integer multiplication is almost an order of magnitude faster than real multiplication, and 1024 multiplications take only 16 ms. This indicates that the correction procedure can be implemented quite rapidly. The times required to carry out the full process of data collection and correction are estimated to be as follows: Data transfer, 8 ms; baseline subtraction (1024 additions), 10 ms; time and intensity corrections (1024 additions and 1024 multiplications), 26 ms; identifying the prepulse (roughly 1000 comparisons), 10 ms; and data summing (1024 additions), 10 ms. This gives a cycle time of 64 ms, for a potential repetition rate of 15 Hz. The exact cycle time depends on the details of the program.

Note that the time required for the monitor scope has been neglected so far. The time required to dump the data to the scope is only about 3 ms, so the screen can be updated after every shot. Rescaling the data for display is rather time consuming, and would slow the collection process. Rather than updating the display on every shot, it is possible to do so only on laser shots which are unacceptable. This can be accomplished by testing the first 200 or so channels of the dataset for peak intensity before the data is corrected. If no pulse is present and the dataset is invalid, the time usually spent on the corrections can be used to update and normalize the display register instead. Since some of the datasets are always unacceptable, this means the display register will be updated relatively often. From an experimental point of view, if the data is so good that the
display is not updating, it would only be necessary to block the beam momentarily to obtain an updated record.

If 15 Hz is still too slow, still another shortcut is possible, that of lumping the data in groups of two or three to decrease the number of channels in the calculation. This can be incorporated into the baseline subtraction step, so that all subsequent steps are proportionally shorter. This sounds like an excessively drastic simplification, but since the slit image is 12 channels wide, it will have essentially no effect on the final data. In fact, it will smooth the data, improve the signal to noise and (if done correctly) eliminate the need to neglect or repeat datapoints in the correction procedure. With this system a repetition rate of 25 Hz appears to be feasible. This is comparable to the limits imposed by the laser repetition rate and by the lifetimes of the image intensifier phosphors.

All of this could have been carried out with relatively minor and inexpensive modifications of the existing hardware. Although this method takes several shortcuts as compared to the present method, it appears to have the potential of producing a significant increase in the data collection rate without sacrificing the quality of the results. If the modifications described here could have been carried out, and the laser repetition rate increased, the data collection rate would have been increased by an order of magnitude. At that rate, the slowest step in data collection would be the time required to change the filters and adjust the signal intensity between samples. Methods for automating this step to make a true scanning spectrometer are conceivable (e.g. a filter holder resembling a slide projector), but would only make sense in conjunction with the higher data collection rate. The relative slowness of the current system gave anyone involved in collecting data many hours to contemplate such system renovations. Unfortunately, by the time all of these modifications had been worked out, the project had entered a declining phase where it was impossible to justify spending any more time on system improvements.

3. Results
The discussion so far has centered primarily on the streak camera and signal processing system, with little emphasis on the sample itself. Figure 3.1 shows the sample and associated hardware in detail. The pump beam first passes through a Glan-Thompson prism to ensure that it is vertically polarized. The beam is then brought to a cylindrical focus near the center of the sample cell with a 50 mm focal length cylindrical lens. The sample is contained in an ordinary 1 cm quartz cuvette. Depending on the sample, either stoppered cuvettes or vacuum cuvettes were used. The sample itself was placed in a temperature-regulated copper block and stirred magnetically. A temperature controlled water recirculator (Neslab) was used to vary the sample temperature from -15 to 80°C. As shown in the figure, the pump beam enters the sample near the front face of the cuvette, and the fluorescence is sampled a short distance from the edge of the cuvette. This arrangement minimizes the effect of cuvette fluorescence and fluorescence reabsorption by the sample while sampling the most intense region of the emission. Normally, samples with an optical density greater than two were used, so that more than 90% of the light was absorbed in the first millimeter of the sample. This maximized the signal and helped to suppress nonlinear processes such as stimulated Raman scattering.

The emission is collected at f/2 using a 50 mm focal length quartz lens. Fast collection optics have the advantage of efficiently sampling a small volume of the emission. The short depth of field minimizes loss of resolution due to pathlength variations. The collimated fluorescence passes through a polarizing prism. As discussed below in connection with 9,9'-bianthryl, it is necessary to collect the sample at "magic angle" polarization (54.7 degrees from vertical) to avoid the effects of rotational diffusion in the sample. The detection polarizer could also be varied to measure the rotational anisotropy, as discussed below.

The fluorescence then passes through a series of filters to block scattered laser light, to attenuate the fluorescence and to select the desired bandwidth. A variety of colored glass filters (Schott and/or Corning) were used to block the scattered laser light or to select
relatively broad bandpasses. For narrow bandwidths, 10 nm interference filters (Corion Inc.) were used. A vastly more elaborate optical system in which the filters would be replaced with a double monochromator with subtractive dispersion was considered. In addition to allowing the use of narrower and more readily adjustable bandwidths, it would also make it possible to have an all-reflective, achromatic collection system. It was not constructed, however, and bandpass filters were used for all the work described below.

The collimated and filtered emission is now transferred to the streak camera exactly as shown in figure 3.1.

The signal averaging scheme described above is all based on simply summing the data to obtain an average. As described below for absorption spectroscopy, this is not always the correct procedure, and it is important to show that in the case of emission it is in fact correct. The emission signal $I(t)$ from a single laser shot will be given by

$$I(t) = kAEP(t)$$  \hspace{1cm} (3.1),

where $A$ is the sample optical density, $E$ is the energy of the pump pulse and $k$ is a factor which incorporates the collection geometry and the spectral bandwidth. $P(t)$ is fluorescence decay convolved with the excitation pulse profile. If various spatial fluctuations are ignored, the only one of these quantities which varies from shot to shot is $E$. When many shots are summed, the result for $P(t)$ will be

$$P(t) = \frac{\sum I(t)}{kA \sum E}$$  \hspace{1cm} (3.2).

Thus the desired quantity $P(t)$ will be proportional to the simple sum of the datasets. If this seems trivial, it should be compared with the results given below for absorption spectra.

The process of analyzing the observed fluorescence decays depends in large measure on the system under consideration and is really separate from the process of data collection. In general, the procedures used consisted of fitting the data to multiexponential decays, and deconvolution of the excitation pulse. These procedures, as well as the
process used for transforming the time-resolved decays and steady-state emission spectra into time-resolved emission spectra are discussed below in connection with 9,9'-bianthryl and will not be discussed here.

D. Time-Resolved Absorption Spectroscopy

1. Introduction

The system described so far makes it relatively simple to obtain time resolved emission data. Unfortunately, the number of systems which undergo significant changes while in the excited state is relatively small. This is why the bulk of all studies done with time resolved emission have concentrated on proton transfer, electron transfer and solvation. They are among the very few processes which occur in the excited state manifold. The normal pattern in a system undergoing photochemistry is that the chemically interesting step (e.g. cleavage to form free radicals or reaction with solvent) occur with the simultaneous deactivation of the molecule. Thus, with fluorescence it is usually only possible to monitor the unreacted molecules. Studying fluorescence quenching can be useful, since it reflects the relative rates of the radiative and nonradiative processes, but it would also be valuable to be able to look at the ground state products being formed. This is especially true in systems such as nitromethane where absolutely no emission is observed, despite an extensive free-radical photochemistry. In order to overcome this limitation, a system for time resolved absorption was constructed.

Picosecond absorption spectra can be measured with either pump-probe methods or with a streak camera. There are two variations on the first approach. In one technique, the broad-band continuum generated by focusing a picosecond laser into a non-fluorescent solvent such as water, is used for probing\(^2\). The major advantage of this method is that, when used in conjunction with an array detector, absorption spectra can be measured over a broad frequency range in a single shot. This advantage is offset by the low signal-
to-noise levels typically seen with this method, a result of the fact that the continuum itself is very weak and varies considerably from shot to shot. This is primarily because the continuum arises from a poorly defined combination of nonlinear effects such as self-phase modulation and parametric scattering. Because of this it depends very strongly on such poorly-controlled factors as the exact beam power and spatial profile. This has been overcome to some degree by using a double beam technique where both the attenuated and unattenuated intensities are measured on each shot, allowing corrections to be made for these fluctuations. Even when this is done, the signal-to-noise is often quite poor.

A second variation of this technique is to use a laser beam as a probe source. These methods tend to offer relatively large signals and high sensitivity, although there can be some difficulties associated with coherent artifacts arising from higher order interactions between the two beams. If the pump and probe beams are the same frequency, ground state recovery experiments are possible. In this case the pump beam must be sufficiently intense to partially depopulate the ground state, decreasing the absorptivity of the sample. The rate at which the sample transparency returns to its initial value is then determined. This is commonly done, although it provides a rather limited amount of information, and can only be applied to reversible systems. It is also possible to use a second laser frequency as the probe beam. Many authors have considered the case of pumping with one laser harmonic and probing with another. This is another workable but limited technique, since it is difficult to assess the true nature of the spectral changes occurring with a limited set of probe frequencies. Clearly it would be desirable to have a continuously tunable source of probing light. This can be done using two synchronously-pumped dye lasers or by using a tunable parametric source as a probe beam. Using the OPS, it has been reported that $10^{-4}$ absorption changes can be detected this way. In view of the work which had already been carried out with the OPS, this was a very tempting option for an absorption system. Most of the delay hardware and electronics would be precisely the same as for a Raman system; if a new Raman system had been built, there would have
undoubtedly been a provision for absorption work as well. However, since most of the required Raman-related hardware and software were not available, a method based on the streak camera was used.

The system which was actually constructed was an outgrowth of the time-resolved emission system, and uses the streak camera to measure the time dependent attenuation of the fluorescence of a dye solution. This is essentially a pump-probe experiment with time-resolved detection. The first pulse excites a dye solution. The rising edge provides the marker pulse and the subsequent emission is used as a probe beam. A second, delayed pulse is used to excite a sample in the beam path of the fluorescence. The sudden attenuation of the fluorescence due to excited-state absorption can be seen in the streak camera output. A major advantage of the system is that most of the required hardware and software was already in place for the emission system. Because of this the system was assembled fairly quickly with a minimum of unforeseen difficulties. Since the system shared a great deal of hardware with the streak camera system, there was the possibility that the two systems would interfere with each other. This was not the case, and it was generally possible to switch between the two modes of operations in a few minutes. Although it has a number of shortcomings, and is not as sensitive an OPS based system would be (a lower detection limit of approximately .01 optical density was achieved), it has made it possible to collect useful absorption data relatively easily.

2. Hardware and Optics

Figure 3.8 shows the optical system used for the combined emission and absorption system. As shown the system is the mirror image of that in figure 3.1. All the optics before the reflector [A] are exactly as described above and all the electronics used to trigger the streak camera and the computer remain unchanged. If the reflector [A] is installed and the emission sample is placed at the focus [B], the third harmonic beam will be directed into the sample, the prepulse will go into the streak camera, and the
Figure 3.8. Optical system for emission/absorption spectrometer. The two beams coming in from the top left of the figure are the same as shown in figure 3.1 after the Pellin-Broca prism. If the reflector [A] is in place, the third harmonic beam will be sent to the focus [B] where an emission sample would ordinarily be; the prepulse will go to the streak camera as before (note that this drawing is a mirror image of figure 3.1). If reflector [A] is removed, the emission spectrometer will be disabled, and the beam will go to the absorption system. If the reflector [D] is removed, then the beamsplitter [C] directs ~90% of the beam to the sample, and 10% to the dye cell [E]. If the reflector [D] is installed, the dye will be excited by the second harmonic beam. In either case, the fluorescence is imaged through the sample, refocussed at [B] and sent into the streak camera. The beam passing through the sample is mixed with and the separated from the fluorescence with a pair of dichroic reflectors. See the text for details.
system can produce emission spectra exactly as described above. If the reflector and sample are removed, then the beam will continue into the remainder of the optics and absorption measurements can be made.

The vertically polarized third harmonic beam is split at the beamsplitter [C] to form the two excitation beams. Approximately 90% of the beam is transmitted by the beamsplitter and is passed through a short optical delay to form the pump beam. The beam is reduced through the telescope to a diameter of approximately 3 mm, brought into parallel with the probe light by means of a pair of dichroic reflectors, and passed through the 3 mm apertures and the sample. The sample itself consists of a strongly absorbing solution (see below) held in magnetically stirred, 1 cm pathlength quartz cuvette [E].

After the sample, any remaining pump beam is deflected with a second dichroic reflector. Note that a reflector is used rather than an absorbing filter to avoid any artifacts which might arise from excite-state absorption in the filter. Several additional UV absorbing filters were placed after the dichroic reflector to make absolutely certain that it was not possible to inadvertently focus the pump beam into the streak camera.

A second exciting beam is used to excite the dye solution. Two different beams can be used. If the reflector [D] is removed, the the third harmonic beam (~100 μJ) from the beamsplitter [C] is sent to the dye solution, while if the reflector is in place, the (~1 mJ) second harmonic beam will be used instead. For probe wavelengths longer than 532 nm, second harmonic excitation is clearly preferable. It is better matched to the absorption spectra of red-emitting dyes and the more intense beam produces correspondingly more fluorescence. At shorter wavelengths, third harmonic excitation is necessary. Since the absorption signal will ultimately be proportional to the intensity of the pump beam, only a small fraction of the beam can be diverted for dye excitation. As a result, the fluorescence obtained this way is an order of magnitude weaker than that obtained with the second harmonic. Fortunately, the sensitivity of the streak camera improves greatly at shorter wavelengths, largely compensating for the weaker fluorescence intensity.
In either case, the excitation beam is focused into a strongly absorbing dye solution contained in a magnetically stirred, 1 cm pathlength quartz cuvette. The beam is typically absorbed in less than 1 mm. The resulting fluorescence is then collected with a 12 mm aspheric lens and passed through the aperture into the sample. The apertures ensure that pump and probe signals are spatially overlapped. The fluorescence emerging from the sample is brought to a focus where the emission sample would ordinarily be. From here on the system is optically identical to the emission system. The probe beam is vertically polarized, so monitoring the dye signal through a magic angle polarizer will compensate for polarization effects just as it did in emission. Wavelength selection is accomplished with the same bandpass filters used in emission.

It is clear that for this method to work correctly a suitable dye solution must be available. There are several features which a successful dye solution must have. It is extremely important that the dye exhibit a sharp risetime so that the leading edge can be unambiguously identified, since this is used as the time marking pulse in the shifting procedure. This is usually not a problem, since relatively few compounds exhibit slow fluorescence risetimes. Once initiated, the dye emission should decay slowly across the timescale of interest. It is not important that the decay be exponential, merely that it be smooth and reproducible. Initially, several unsuccessful efforts were made to use solutions of the more common laser dyes, such as rhodamine 6G as probe sources. In general, the very same features which make these dyes good laser dyes made them into poor probe sources. Laser dyes generally combine a short lifetime with a narrow emission band to produce relatively high gain. In extreme cases (e.g. solutions of Rhodamine 6G) an ordinary cuvette can function as a laser resonator, driven by the Fresnel reflections at the parallel cuvette surfaces. Such lasing is extremely undesirable, since it rapidly depletes the excited state population, leaving only a very weak fluorescence decay. This problem could be avoided by blocking two of the cuvette surfaces with a thin piece of teflon. Unfortunately, even in the absence of a laser resonator, most laser dyes exhibit
large amounts of amplified spontaneous emission (ASE). This appears as a sharp spike at the leading edge of the fluorescence decay with a large and randomly fluctuating intensity. The maximum allowable signal intensity will be governed by the ASE, which unfortunately leaves only a relatively weak signal for the absorption probe.

The solution to this problem was to make use of a long-lived fluorescing compound as a sensitizer. This compound absorbs the pump pulse, and then slowly transfers energy to a suitable short-lived laser dye which then emitted the desired wavelength. When the second harmonic was used as the dye excitation source, Uranine, a fluorescein dye with a lifetime of approximately 10 ns was used as the sensitizer. By itself, this compound exhibits the usual undesirable features of a laser dye. However, if a second dye with a slightly redder spectrum is added to the mixture (in this case rhodamine 6G), it tends to reabsorb the emission, quenching the ASE and giving a reasonably smooth decay. The emission could be shifted further into the red by adding other laser dyes such as cresyl violet or nile blue to the mixture. Sufficient emission intensity could be achieved at any wavelength out to 700 nm. For third harmonic excitation, 9,9'-bianthryl was found to be an excellent sensitizer. As described in the following chapter, alcoholic solutions of this compound do exhibit finite fluorescence risetimes at some wavelengths but this was not found to be a problem. It is more important that the compound has a long lifetime (10–40 ns) and does not exhibit any ASE. Bianthryl (~1 mM in ethanol) works quite well by itself as a probe source between 390 and 460 nm. The combination of a high quantum yield, moderate solubility and long lifetime are almost ideal. Reasonably intense sources centered on any desired wavelength form 400 to 550 nm can be achieved by adding a laser dye with the desired emission peak (typically a coumarin dye, ~10^-3 M in methanol) to the bianthryl solution. These solutions are prepared by trial-and-error methods, with the dye solution being added dropwise to the bianthryl solution until a suitable emission decay is found at the desired wavelength. Many other compounds could undoubtedly be used as sensitizers. All that matters is that the compound have a long fluorescence
lifetime, a high quantum yield, a low laser gain and a reasonable solubility in alcohols.

3. Data Handling

The method used for treating the data in absorption is somewhat different than that used in emission. In emission signal averaging consisted of summing the data itself; in absorption it is necessary to sum the logarithm of the data instead. This is what one might expect from a naïve application of Beer's law, although the situation for excited-state absorption is somewhat more complicated, since the concentration of excited molecules varies in both space and time. Consider the case depicted in figure 3.9. A pump and a probe pulse with intensity envelopes $I_{p}P(z,t)$ and $I_{r}R(z,t)$ are propagating in the $z$ direction through a sample of length $\zeta$ beginning at the point $z = 0$. The sample, with a concentration $C$ and a ground-state absorption cross-section $\sigma$ at the pump frequency, is initially transparent at the probe frequency. Absorption of a pump photon gives rise to an absorbing excited-state; the absorption cross-section of this excited state decays as the function $w(t)$, which includes any intramolecular relaxations as well as the excited-state lifetime. In general, this is the quantity of interest. Now, assume absorption in both the ground and excited states is linear and that ground-state depletion is never a significant problem (the validity of these assumptions is discussed below). In this case, for $0 < z < \zeta$, the excited-state absorptivity of the sample $\alpha(z,t)$, is proportional to the convolution of the pump pulse and the decay function,

$$\alpha(z,t) = I_{p}\sigma Ce^{-\sigma C z} \int_{-\infty}^{t} P(0,\tau)w(t-\tau) \, d\tau$$  \hspace{1cm} (3.3).

The attenuation of the probe beam is given by

$$\frac{\partial R(z,t)}{\partial z} = R(z,t)\alpha(z,t)$$ \hspace{1cm} (3.4);

this can be integrated over the sample length to give

$$\ln \frac{R(0,t)}{R(\zeta,t)} = \int_{0}^{\zeta} \alpha(z,t) \, dz$$ \hspace{1cm} (3.5).
Figure 3.9. Schematic of the time resolved absorption process. The pump pulse is propagating to the right followed at a distance $\tau$ by a probe pulse. The coordinate $t$ is pulse-fixed, while $z$ is space-fixed.
For strongly absorbing samples, the upper limit of the integral is effectively infinite; making this approximation and substituting for $\alpha(z, t)$ gives

$$\ln \frac{R(0, t)}{R(\varsigma, t)} = I_P \int_{-\infty}^{t} P(0, \tau) w(t - \tau) \, d\tau \tag{3.6}$$

The data obtainable from the streak camera is in the form

$$D(t) = I_R R(\varsigma, t) \tag{3.7}$$

If $I_P = 0$, that is, if the pump beam is blocked, then there is no absorption and

$$D'(t) = I_R' R(0, t) \tag{3.8}$$

Substituting equation 3.7 and equation 3.8 into equation 3.6 gives

$$I_P \int_{-\infty}^{t} P(0, \tau) w(t - \tau) \, d\tau = \ln D'(t) - \ln D(t) - \ln I_R' + \ln I_R \tag{3.9}$$

If it were possible to measure $I_R$, $I_R'$, $D(t)$ and $D'(t)$ for each shot using multiple detectors, then the left side of equation 3.8 could be calculated after each shot, allowing direct signal averaging. This is not possible with the single-beam system used here, and measurements of $D(t)$ and $D'(t)$ must be made on separate shots. It is reasonable to assume that the major shot-to-shot variation is in the intensities $I_P$ and $I_R$ and that $R(0, t), P(0, t)$ and $w(t)$ remain essentially unchanged from shot to shot. Making this assumption and summing over $n$ shots of each type,

$$\int_{-\infty}^{t} P(0, \tau) w(t - \tau) \, d\tau \sum I_P = \sum \ln D'(t) - \sum \ln D(t) - [\sum \ln I_R' - \sum \ln I_R] \tag{3.10}$$

The term in brackets is simply a time-independent offset which can be found by noting that the excited-state population is zero before the pump pulse arrives. In other words, for $t < 0$,

$$[\sum \ln I_R' - \sum \ln I_R] = \sum \ln D'(t) - \sum \ln D(t) \tag{3.11}.$$
The order of the \( n \) shots is not specified; it is most convenient to sum \( n \) shots both with and without sample excitation and to take the difference of the two datasets afterwards. This leads to data like that shown in figure 3.10. The absorption signal is the difference between the signal and the baseline established in the first nanosecond. The desired decay, \( w(t) \) can be obtained by deconvolution of equation 3.10. Note that the time-resolved optical density \( A(t) \) is also directly available, since

\[
A(t) = \log \frac{R(0,t)}{R(0,t)} = \frac{1}{n \ln 10} \int_{-\infty}^{t} P(0,\tau)w(t-\tau)\,d\tau \sum I_P \quad (3.12).
\]

This derivation explicitly assumes that that \( R(0,t) \), \( P(0,t) \) and \( w(t) \) can be treated as constants. Because of this, this method does not correct for real shot-to-shot variations in the spatial or time profiles of the laser pulses, the fluorescence decay curve, or the excited-state absorption curve. Such variations could be corrected in a true double beam experiment. However, it is not clear that such fluctuations are significant. The laser itself is quite stable so \( P(0,t) \) does not change greatly; except for the ASE contribution to \( R(0,t) \), the excited-state decays governing \( R(0,t) \) and \( w(t) \) arise from allowed single-photon transitions, which tend to be well-behaved and reproducible as well. This is in sharp contrast to measurements involving continuum generation, where large shot-to-shot variations arise because of the poorly-defined nonlinear nature of the generating process, and where double beam measurements are essential. In this case the dominant source of noise appears to be the streak camera and image intensifiers. Using two detectors would tend to increase this source of error, since correlated, channel-specific errors from the streak camera itself would not cancel. That this type of error is occurring can be seen from the fact that the curve obtained by subtracting two nominally identical datasets is less noisy than the original datasets. This suggests that the noise seen in the absorption data arises primarily from systematic errors in calibrating the streak camera rather than from shot-to-shot fluctuations.

Several other things can also cause data distortions. In the derivation presented
above, it was assumed that the ground state population was never significantly perturbed, so that ground state absorption did not vary. This is reasonable only if the number of molecules in the excited region of the sample exceeds the predicted number of absorbed photons. A 3 mm diameter, 1 mJ pulse at 355 nm corresponds to an incident photon intensity \( I_0 \) of \( 2.5 \times 10^{16} \) photon cm\(^{-2} \). A typical sample used here (.001 M bianthryl) has an absorption cross section \( \sigma \) of \( 3.1 \times 10^{-17} \) cm\(^2\) molecule\(^{-1}\), and a concentration \( C \) of \( 6.0 \times 10^{17} \) molecules cm\(^{-3}\). The product \( I_0 \sigma \) corresponds to the fraction of molecules excited at the leading edge of the sample; in this case it equals 0.78. Clearly, in this case, significant ground state depletion will have occurred and the sample will no longer be in the linear regime.

This is not as serious as it might seem. The primary reason why this result occurs is that the absorption length (.5 mm) is so short. This corresponds to 2.5 ps, well below the time resolution of the camera. As long as the entire pulse can be absorbed in a length shorter than the time resolution of the camera divided by the pulse group velocity, (2 mm in this case), no time resolution will be lost, and the data will still appear as the convolution of the pulse shape and a decay function. The pulse profile will still enter into the results because of the spread in the arrival time of the pulse, and not because of the absorption depth of the sample.

The ultimate sensitivity of the method is limited by the number of excited state molecules which can be created in the sample. This can be limited by either the number of photons in the pump beam or the number of molecules in the sample. Generally, samples with optical densities of 2–20 are used, limited usually by the solubility of the sample. As the pump beam intensity is increased, there are two useful regimes of operation. For molecules with small absorption cross sections, (i.e. \( I_0 \sigma \leq .1 \)), the absorption will be linear, and, if the pump and probe beams propagate in the same direction, cells with long pathlengths can be used. In the case of molecules with large absorption cross sections, (i.e. \( I_0 \sigma \geq .1 \)), the absorption will be nonlinear and the useful pathlength will be limited
by the transit time of the probe beam to \( \sim 2 \text{ mm} \) for 10 ps resolution. Increasing pump energies (or increasing cell lengths) will result in stronger excited-state absorption, but only at the cost of time resolution.

The spectroscopy of the sample can also limit the sensitivity of the method. In particular, if the molecule has a strong excited-state absorption at the probe wavelength, the latter part of the pulse is likely to be absorbed by the excited molecules rather than those in the ground state. In most cases, the higher excited states created this way decay back to the first singlet state very rapidly (\( \sim 100 \text{ femtoseconds}^9 \)), so they have little effect on the measured absorption spectrum. However, this is a rather efficient mechanism for wasting the pump beam photons, so it can ultimately limit the excited state population, and hence the sensitivity. It will also distort the apparent shape of the pump pulse and interfere with the deconvolution process. This may be the cause of the unusual pulse shape seen in figure 3.11.

All of the discussion given above relating to the calibration of the streak camera applies here as well. Since the absorption measurements are made by measuring emission as a function of time, the usual methods of calibrating the streak camera could still be used. The time calibrations remained unchanged, and the intensity corrections could be carried out by replacing the dye solution with a suitable long-lived fluorescing sample such as 9,9'-bianthryl. A significant difference between the absorption and emission systems relates to the computer averaging of the data. In emission, the instrumental jitter is compensated for with a marker pre-pulse, and the data is simply summed for the averaging. In absorption, there is no prepulse. Instead, the sharp rising edge of the dye emission is used as a marker. Finding this edge is somewhat more difficult than finding the prepulse. The algorithm ultimately used defined the edge as the average of the first channel to exceed 75% of the maximum and the last channel to be less than 25% of the maximum. A pulse was acceptable if these two points were within 5 channels of one another. Provided the probe light is sufficiently intense, this system was found to work
reasonably well.

Once the data had been corrected and shifted, it was summed. In the actual program, the quantity summed is $2048 \log_2(data)$. This could be rapidly calculated using an interpolation algorithm, and it maps the 16 bit integer data into a 16 bit integer. The same integer summation routine used for emission could be used without modification. Although these may sound like major changes in the program, they in fact correspond to small changes in two subroutines. In practice the only difference between the two methods is that calculations required for absorption (especially the logarithms) lead to a somewhat slower data collection rate than in emission. Otherwise, the two systems are virtually identical.

4. Results

A typical set of data resulting from this procedure is shown in figure 3.10. The sample in this case is a solution of osmium compound BOSCO$^{10}$ in acetonitrile. This compound has been studied on the nanosecond timescale, and is known to have a large excited-state absorption cross section at 600 nm, so the measurements were carried out at this wavelength. Previous studies have shown that emission from this excited state is prompt, so that no observable time dependence in the absorption is expected. The dye solution used in this case is mixture of Uranine and Cresyl Violet excited with the second harmonic ($\sim 1 \text{ mJ}$). The upper curve shows the sum of the logarithm of the dye emission for the dye sample with the sample excitation beam blocked. This data represents the sum of 1000 shots. It shows the sharp risetime used for time-referencing the data. Note that the fluorescence decay is not linear, as would be expected for an exponential decay. Instead, as noted above, it exhibits a peak at short times characteristic of amplified spontaneous emission. The second curve shows logarithmic sum of 1000 shots with the same dye conditions, when the sample is excited with $\sim 1 \text{ mJ}$ at 355 nm. The excited state absorption beginning near 1500 ps is clearly evident. The bottom curve
Figure 3.10. Time-resolved absorption in BOSCO. The upper curve shows the sum 1000 shots of the logarithm of the dye emission for the dye sample with the sample excitation beam blocked. It shows the sharp risetime used for time-referencing the data, and the non-exponential dye decay. The second curve shows logarithmic sum of 1000 shots with the same dye conditions, when the sample is excited with \( \sim 1 \) mJ at 355 nm. The excited state absorption beginning near 1500 ps is clearly evident. The bottom curve shows the difference between the two curves, which is proportional to the sample optical density.
shows the difference between the two curves with the vertical scale being proportional to
the sample optical density. Optical densities approaching .3 were obtained in this case.

The time resolution of the absorption system can be inferred from the risetime of
the absorption. Figure 3.11 shows a pulse obtained from an emission dataset at the
same streak speed (3.54 ps/ch). This can be compared to the derivative of the BOSCO
absorption risetime seen in the lower figure. Although the absorption curve is significantly
noisier than the emission dataset, both show the same 16 channel width. When this is
corrected for the 12 channel slit function, this gives a risetime of 37 ps, in good agreement
with the measured pulsewidth.

A second set of data illustrating the results obtainable with a blue laser dye are
shown in figure 3.12. The dye solution used in this case was a roughly equimolar
(\(\sim\)10 mM in ethanol) mixture of 9,9'-bianthryl and Coumarin 500. It was excited at
355 nm, and the emission was collected through a 500 nm bandpass filter. The sample in
this case, is a solution of the Rhenium complex Re-PTZ\(^{11}\) in both DMF and methylene
chloride. This compound is characterized by having both electron-donating and electron-
accepting ligands. An initially formed metal-ligand charge transfer state (similar to that
in RUTBY) decays at a finite rate into an inter-ligand charge transfer state with an
absorption peaked at 500 nm. The rate of this relaxation depends on the polarizability of
the solvent. This is seen in the data where the risetime in seen in DMF is much slower
than that seen in methylene chloride. The signal-to-noise is comparable to that seen in the
BOSCO complex, although the excited-state absorption cross section of this compound is
somewhat smaller. The peak optical density is \(\sim\)16 for both curves. The smooth curves
shown in the figure represent biexponential fits. These were obtained by the methods
described in the next chapter. To fit and deconvolute the data, the same programs used
for emission data can be used. To make the data identical to a fluorescence dataset, it
is only necessary to append a prepulse obtained from a fluorescence dataset at the same
streak speed to the beginning of the dataset.
Figure 3.11. The upper curve shows a typical pulse obtained using the fluorescence apparatus at a streak rate of 3.54 ps/ch. Lower curve shows the derivative of the BOSCO risetime (see figure 3.10). The similarity of the two curves indicates that the time resolution of the absorption and emission systems are comparable.
Figure 3.12. Time-resolved absorption data for the compound RE-PTZ, as described in text. Upper curve in methylene chloride, lower curve in DMF. Note that the intramolecular charge transfer step is faster in the more polarizable chlorinated solvent.
E. Time-Resolved Raman Spectroscopy

1. Introduction

A final spectroscopic technique which was employed here was time-resolved Raman scattering. If everything had gone according to plan, most of this thesis would have centered on this technique. Unfortunately, a number of virtually insurmountable experimental difficulties arose so that it simply was not practical to use Raman for any type of experiments. There are several reasons for this, mostly relating to the high peak power and low average power of a picosecond laser. Because of this, there was a continuing problem with nonlinear backgrounds which were more intense than the desired Raman signal. A viable Raman system appears to be possible, provided that a laser with lower peak powers and a higher average power (i.e. a laser with a much higher repetition rate) is used. Further development of a tunable source should enhance the possibilities of using resonance Raman as well. A generally unsuccessful effort was made to find a suitable nonlinear Raman technique for use in solutions to exploit the high peak powers. Although it is tempting in principle to use such techniques, it appears that with the present equipment, such methods are not practical.

There are several reasons for wanting to make use of Raman techniques. A majority of all work done with solution-phase chemistry on the picosecond timescale has been carried out using ultraviolet and visible spectroscopic techniques. As noted above these are convenient methods to use, since the signals are large and the solvents are usually transparent. There are also some well known drawbacks to these methods. Electronic spectra tend to be broad and featureless, with similar molecules often exhibiting similar, overlapping spectra. This makes it difficult to identify unknown species, and greatly complicates the study of systems involving several similar molecules. Many of these problems can be avoided with the use of vibrational spectroscopy. Unlike the broad, featureless electronic spectra, vibrational spectra are characterized by narrow lines and
by spectral features which can be associated in a reasonable way with structural features of the molecule. Vibrational spectroscopy, and in particular Raman spectroscopy, has the potential for allowing one to study complex solution reactions even when several molecules with similar electronic spectra are involved. An example of this type of problem would be the study of the formation different isomeric species in a geminate recombination process\textsuperscript{12}. In addition to this, using Raman spectroscopy would make it more likely that any unknown species which were encountered could be unambiguously identified.

The difficulties with Raman spectroscopy encountered here centered on three problems:

1. In the case of species with "normal" Raman cross-sections, it is generally difficult to measure spectra in samples any more dilute than \( \sim 0.01 \text{ M} \). This is because the background scattering from the solvent tends to be of this order of magnitude, and the desired signal is often obscured by the solvent background. Since it is difficult to generate transient species at high concentrations, this intrinsic lack of sensitivity severely limits the usefulness of transient Raman spectroscopy. In the absence of resonantly enhanced Raman cross sections, the only way around this problem is to use solvents with extremely low Raman cross-sections. For example, Brus et al. carried out some relatively successful nanosecond studies at approximately .001 M in aqueous systems, exploiting the small Raman cross section of water\textsuperscript{13}. Another approach to this problem would be to make use of liquid rare gas solvents where there no vibrational spectrum; obviously, this technique is rather limited, since it is difficult to use and can be applied only to a very small class of systems.

2. The use of resonance Raman is often proposed as a way around these problems. When Raman spectra are measured in the neighborhood of an electronic resonance, the spectra begin to take on some of the properties of fluorescence. In general, there is an increase in the scattering cross section, and an increase in the intensity of overtone and
combination bands. This phenomenon can be traced to an increase in the lifetime of the intermediate state associated with the scattering process. As one approaches resonance, the virtual state responsible for Raman scattering is replaced by a real state, and fluorescence can result. In the gas phase this actually occurs, but in solution collisional deactivation often occurs so rapidly as to preclude fluorescence. This leads to emission from the unrelaxed Franck-Condon state on a timescale comparable to the collision rate (tens of femtoseconds). This unrelaxed fluorescence reflects only the ground state molecular Hamiltonian, and thus is equivalent to the Raman spectrum. As discussed by Heller et al., there is in fact a continuum between fluorescence and Raman, depending on the lifetime of the upper state\textsuperscript{14}.

In the context of transient Raman spectroscopy, the increase in the scattering cross-section associated with resonance Raman makes it possible to look at species at relatively low concentrations. Thus resonance Raman looks like the logical method to use in order to extend the conventional gas-phase, pump-probe, laser-induced-fluorescence experiment into solutions. Unfortunately, the degree to which a molecule exhibits a resonantly enhanced Raman cross section is not easily predicted. At present there is relatively little known about the resonance Raman cross sections of reactive solution species such as free radicals. The fact that they often absorb in the visible means that that resonance Raman will occur in some cases, but detailed predictions are not possible. Resonance Raman spectra of several free-radical species have been measured, and there is no reason to believe that many other radicals will not exhibit similar spectra\textsuperscript{15}. Unfortunately, there are many radicals which show no resonance enhancement. For example, one system which was studied, NO\textsubscript{2}, shows significant absorption in the visible, and is known to show resonance Raman in the gas phase\textsuperscript{16}, but gives no detectable Raman scattering in any solvent tried. In other words, before any experiment involving Raman studies of transient species can be carried out, a significant amount of survey work will be necessary just to identify systems which are amenable to study. The Raman system described here
was extremely slow and difficult to use, and as such, was particularly ill-suited to survey work. Actually, much of the survey work required could be done without picosecond resolution, suggesting that a nanosecond resolution system such as that used by Brus et al.\textsuperscript{13} might be a valuable adjunct to a picosecond Raman system.

3. The problems described so far apply to Raman spectroscopy in general, and in many cases, these types of problems have been successfully overcome. The experimental difficulties encountered here were exacerbated by the use of picosecond pulses. In essence, the problem of measuring Raman spectra on the picosecond timescale corresponds to putting enough energy into the sample to get detectable Raman scattering without raising the power density above the threshold for nonlinear effects. This is not a trivial problem. In a typical laser Raman spectrometer a CW beam of roughly one watt is focussed as tightly as possible onto a sample, giving rise to power densities on the order of tens of kilowatts per square centimeter, and a useful amount of scattering from a convenient near-point source. In comparison, the second harmonic of the picosecond laser output consists of 10, 30 picosecond duration, 1 mJ pulses per second. When this beam is focussed, the average power is only 10 mW, but the peak power is on the order of many GW cm\textsuperscript{-2}. There will be only 1\% as much Raman signal, but the peak power densities are high enough to cause sample breakdown, stimulated Raman scattering and continuum generation. Note that virtually all materials, even the nominally transparent materials used for solvents and sample cells emit to some degree under these conditions. Thus the relatively weak Raman signal can be easily overwhelmed by the nonlinear processes. In a pump-probe experiment, things will be even worse, as two high power beams will be present. The pump beam is typically in the ultraviolet and will tend to excite processes normally only seen in the vacuum ultraviolet. Unfortunately, this means that virtually all substances absorb to some degree, leading to a significant background fluorescence. To minimize the nonlinear effects, one is forced to defocus or attenuate the beams. This will lead to a further loss of Raman signal.
This is not to say that it is impossible to measure Raman spectra with a picosecond laser. Several examples of Raman spectra obtained with picosecond excitation are shown below. With one exception, they are of relatively concentrated solutions of stable molecules. The problem is basically that as it existed, the Raman system was too cumbersome to use for anything except measuring spectra of stable species. This made it difficult to apply Raman spectroscopy to any type of chemically significant question. However, as the system was used, a number of improvements suggested themselves. Most of them were impossible to implement with the existing hardware, but they suggested directions for further development. In addition to this, other investigators have made some progress in time resolved Raman spectroscopy using alternative techniques\textsuperscript{17}. Although time and circumstances did not permit the construction of the next generation of picosecond Raman spectrometer, it appears that some more useful results might have been obtainable, especially with regard to resonance Raman. It seems worthwhile to review what was learned from this system, and to see how it might have been used to make a more workable system.

As discussed below, it did not appear that significant progress could be made with spontaneous Raman spectroscopy without major changes in the system, including a different laser. In an effort to find alternative methods, especially ones using existing equipment, the use of coherent Raman techniques was explored. Coherent techniques have the advantage that the signal scales in a nonlinear fashion with increasing power, so that the high peak powers inevitable in a picosecond experiment enhance the signal, rather than obliterating it. Of course, there remain serious obstacles in applying coherent Raman techniques to solution-phase measurements. These arise primarily from the presence of the non-resonant susceptibility of the solvent. This leads to a large background signal which can interfere with the Raman signal, distorting the lineshape and ultimately obliterating the signal. Methods of eliminating this problem have been proposed where a sequence of picosecond pulses can be used to isolate the resonant component of the signal.
and recover the Raman signal. Initially it appeared that using this method in conjunction with the shortened pulses obtained from the OPS might lead to a useful spectroscopic technique. When further, detailed characterization of the OPS revealed that the output pulses were too temporally unstable to be useful, the project was discontinued.

2. Measurements and Results

The first thing to describe is the system which was actually constructed, so that its weaknesses can be assessed. Figure 3.13 shows the apparatus used to obtain the Raman spectra shown below. A pump and a probe beam were generated from the laser output (either as a laser harmonic or the result of Raman shifting in hydrogen), passed through the delay lines and recombined ahead of the sample. The combined beams were then focussed through a 100 mm quartz cylindrical lens onto the sample in a .5 mm i.d. quartz capillary tube. The sample was placed just ahead of the focus to prevent stimulated Raman from occurring. This resulted in a .5 mm wide, 2.5 mm tall line image. This was then relayed into the spectrometer through the lens pair shown, with an overall magnification of eight. The monochromator (Spex model 1404) was operated with 1 mm slits, providing relatively low resolution (2 cm⁻¹) but still preserving most of the nominal 1:10¹² stray light rejection. A 1P28 photomultiplier tube was used for detection. The tube voltage was sampled by a gated integrator (100 ns gate) and sent to the LSI 11-2 microcomputer.

The following figures show typical examples of Raman spectra obtained with the picosecond spectrometer. Figure 3.14 shows the spectrum of CCl₄ obtained in a 20 minute scan with 532 nm excitation, using 2.5 mm slits, .1 nm increments and 16 shots per point. This spectrum shows that under ideal conditions, a reasonable looking Raman spectrum can be obtained. Figure 3.15 shows the spectrum of benzene in CCl₄ as a function of concentration, using conditions the same as figure 3.15. It is clear that under non-resonant conditions even a molecule with a relatively large Raman cross section such
Figure 3.13. Time-resolved Raman apparatus, as used for the RUTBY spectrum. As shown, the system uses the 355 nm beam for a probe, and uses no pump beam. The blocked beam passing through the delay line would ordinarily be used for sample excitation.
Figure 3.14. Spectrum of neat CCl₄ obtained in a 20 minute scan with 532 nm excitation, using 2.5 mm slits, .1 nm increments and 16 shots per point, using charge integration for detection.
Figure 3.15. Spectrum of the 992 cm\(^{-1}\) line of benzene in a CCl\(_4\) solution as a function of concentration, using conditions the same as figure 3.14.
Figure 3.16. Spectrum of I₂ in cyclohexane excited at 532 nm, at several different slit widths. The excellent signal-to-noise in these spectra is due to both the large cross section and to the use of photon counting.
as benzene, cannot be detected much below 1%. Figure 3.16 shows the spectrum of $I_2$ in cyclohexane excited at 532 nm. Iodine has a significant degree of resonant enhancement at this wavelength so the cross section is perhaps an order of magnitude larger that that of benzene. The excellent signal-to-noise in these spectra is due to both the large cross section and to the use of photon counting detection.

The spectra in figure 3.14 and figure 3.15 were obtained by integrating the total charge on the photomultiplier tube after each shot. In principle, this charge is proportional to the number of photons impinging on the photocathode. Unfortunately, the accuracy of the analog charge measurement is rather poor, especially in the presence of the electronic background generated by the laser. Ordinarily, in a low signal measurement with a photomultiplier tube, a photon counting technique is used. A large dynamic range can be obtained, with count rates ranging from a few hertz to tens of megahertz. In a picosecond experiment, fast counters are of no help; all the signal photons from a given laser shot arrive at the phototube within a few picoseconds, so they will appear as a single pulse which cannot be counted in the time domain. In the picosecond time domain, a photon counting measurement consists of determining whether or not a single photon arrived after each laser shot. This leads to a maximum meaningful count rate of around 5 Hz, when using a 10 Hz laser. The spectra in figure 3.16 resulted from a photon counting technique. Essentially the same collection system as before was used, except instead of summing the individual signals, the data was recorded as the fraction of the shots in which a certain signal level was exceeded. Under identical conditions using this technique resulted in more than an order of magnitude improvement in the signal to noise. Unfortunately, measuring spectra this way is extremely slow, as thousands of laser pulses are needed for each point.

Figure 3.17 shows the Raman spectrum of of the excited state of RUTBY excited at 355 nm. This molecule was studied with both emission and Raman techniques, and as noted above is used for calibrating the streak camera. The details of the this system
Figure 3.17. Raman spectrum of the excited state of RUTBY excited at 355 nm.
are discussed in detail elsewhere. The main reason for showing this spectrum is that it represents the one successful transient Raman spectrum recorded with this laser system. As it happens this system is almost perfectly well suited to this process. When the third harmonic is used for excitation, the molecule is excited by the leading edge of the pulse, producing an excited state which has a Raman cross section orders of magnitude larger than benzene. Thus the excited state spectrum is obtained with a single pulse experiment. Luminescence occurs only at much longer wavelengths with a lifetime of nearly a microsecond, and so is easily eliminated. This spectrum demonstrates how efficient resonance Raman can be if suitable systems can be identified.

So far little has been said about time-resolved measurements. In principle, time-resolved measurements can be carried out using a pump-probe technique, as alluded to above. This was because the difficulties in obtaining usable spectra made the question of time-resolved measurements largely irrelevant; there was no signal to time resolve. In the case of RUTBY, some efforts were made to time-resolve the absorption and Raman scattering steps, but no conclusive results were obtained. The reason for this can be seen in figure 3.7, which shows that the time-resolved emission from this compound. If no dynamics can be observed in emission, it is not surprising that nothing can be seen with Raman. Assuming that a reasonable system for measuring the spectra can be developed, it is important to have a reliable system for generating the pump and probe beams. In general, if transient species are to be studied, the relevant timescale will vary from picoseconds to tens of nanoseconds. Thus, a reliable means of generating a delay varying from millimeters to meters was required.

For most applications it is important that the beam passing through the variable delay line not change spatially as the delay is changed. This is a rather stringent requirement, since it means producing a stable delay line with a lever arm of several meters. These problems can be largely overcome by using a corner cube reflector on the moving delay. It can be shown that with this type of reflector, the input and output beams will always
be parallel, so that lever arm effects will be minimized. It is also generally important
that the focal properties of the beam not change. This can be achieved only if the beam
is a high quality gaussian beam with a sufficiently large beam waist that a pathlength
variation of a few meters has little effect on the beam. This suggests that the beam
should be expanded through a telescope before the delay and recollimated afterwards.
It also indicates that the laser fundamental, rather than one of the harmonics should be
delayed. The optical quality of the laser harmonics tends to be significantly poorer than
that of the fundamental. This arises not only the relatively poor optical quality of the
nonlinear crystals, but from the nature of beam propagation in birefringent crystals as
well. In addition, scattering and wavefront distortion problems will be minimized at
longer wavelengths. One additional problem which can arise is due to self-focussing in
the corner cube. Since a solid corner cube involves a rather long pathlength through
glass, a corner cube constructed from front-surface reflectors might be desirable.

A long delay line incorporating most of these features was built from a commercial
translation stage (Thompson SCF). With the addition of a stepper motor driven screw
feed it was possible to generate any desired delay under computer control. In general, it
was found that the reproducibility of the beam position was excellent when a corner cube
reflector was used, although some degree of self-focussing was occasionally observed.


Most of the data presented so far is relatively self-explanatory. In essence it shows
that while Raman spectroscopy can be useful, the Raman system constructed here does not
provide a practical way for exploring these possibilities. The most significant question
about these results is how one might go about modifying the system to obtain more
reasonable results. From an experimental point of view, this corresponds to the question
of devising a spectrometer which can obtain reasonable results in a finite time. The
unpredictable nature of resonance Raman makes it essential that a rapid data collection
rate commensurate with the needs of survey work be achieved. Two different approaches to the problem can be made, either with an improved system for detecting spontaneous scattering, or with the use of coherent methods. Since it was not possible to carry out either of these projects with existing equipment, the systems described here represent an educated guess as to how to go about measuring Raman spectra with the maximum possible efficiency.

The key to increasing the usefulness of the Raman system would be to increase the rate of data collection while keeping the power levels as low as possible. The obvious way to go about doing this is by increasing the repetition rate. Not only does doing this make it possible to increase the average power substantially with no increase in the peak power, it makes it reasonable to consider the use of photon counting in the detection system. The only question is how high a repetition rate can be used. An actively mode-locked CW laser has a repetition rate on the order of 100 MHz. There have been reports of picosecond resonance Raman spectroscopy at these repetition rates, notably the work of Gustavson et al. with the excited state of stilbene. Unfortunately, there are significant drawbacks to working at this high a repetition rate. This rate is actually too high for many purposes, since only systems which return to equilibrium in less than 10 ns can be studied. This requirement is satisfied by relatively few systems, and is never true when actual photochemistry occurs. Repetition rates of tens of kilohertz seem to be more practical, especially when the sample is being degraded photochemically. This is essentially the limiting rate at which the sample volume can be flushed out in a flowing sample cell.

The power densities required for these experiments suggest that a laser producing ~20 ps pulses at a repetition rate of ~100 KHz, and an average power of ~10 W would be optimal. Such a system could be produced with a CW mode-locked Nd:YAG laser using a fiber compressor to produce pulses with ~6 μJ in each pulse at 80 MHz. Pulses could be selected at 100 KHz, and amplified through a series of CW-pumped Nd:YAG
amplifiers to produce the desired $\sim 100 \, \mu J$ per pulse. Somewhat higher powers would be available by cavity dumping the oscillator at 100 KHz, but unless some method were to be found for shortening the pulses at higher powers, pulses as long as 150 ps would result. Note that the very long radiative lifetime of Nd in YAG ($\sim 500 \, \mu s$) means that any repetition rate above a few KHz can be amplified as if it were a CW beam. There are several other methods for achieving this combination of repetition rate, pulse width and average power, including, for example the use of a copper vapor laser to pump dye amplifiers at a kilohertz repetition rate\textsuperscript{19}. The point of this is to show that such a system is well within the range of current technology.

It is also possible to decrease the peak power by increasing the focal volume or, at some cost in resolution, by increasing the pulse widths in time and/or frequency. None of these options are nearly as promising as increasing the repetition rate. Increasing the frequency width is barely possible, since the spectral width of the 532 nm beam is already several cm$^{-1}$. Further broadening would be quite detrimental to the spectrum. Nonetheless, some improvement might be made. In particular, using the OPS as an excitation source would greatly increase the chances of finding species with resonantly enhanced Raman cross sections. One feature of the OPS is a bandwidth of $\sim 15$ cm$^{-1}$. Although such a bandwidth might seem excessive, the tunability of the beam might make up for this. The resonantly enhanced species will stand out from the rest of the spectrum, so that spectral clutter might be less of a problem, and the larger bandwidth might be tolerable.

Temporal broadening is readily accomplished, and might indeed be valuable for survey work. Actually, for survey work, pulses in the nanosecond range might be useful, as noted above. Unfortunately many nonlinear processes increase with increasing pulse length, as resonant two-photon process begin to occur. For example, the damage threshold in KDP decreases linearly as the pulse length goes from picoseconds to nanoseconds. Longer pulses may not be as advantageous as they appear, since the background signals
may also increase. Finally, there is the possibility of increasing the focal volume. In principle, it could be possible to retain the 10 Hz laser, while increasing the laser energy and sample volume greatly. In a sense, this would correspond to doing a number of low power measurements simultaneously, and then analyzing all the results with the same spectrometer. Since it appeared that in principle this approach could be used to construct a viable system based on the existing ten hertz laser, this possibility was considered in some detail.

The questions which arise in this approach relate to the size and shape of the irradiated volume, and to the efficiency with which the scattered light can be transferred through the spectrometer and to be detected. In a typical a Czerny-Turner monochromator, light is passed through the slits, collimated by the first reflector, dispersed through the grating and finally reimaged onto the exit slits by the second reflector. The acceptance angle of the system is principally determined by the set of rays which pass through the slits and strike the first reflector. This ignores such things as vignetting on the grating, but for a well designed spectrometer, this is not a problem. High resolution spectrometers are characterized by small slits and large \( f \) numbers, resulting in a narrow image with a large depth of field. Because of this the a narrow sample volume narrow volume with an aspect ratio matched to the depth of field of the spectrometer will optimize the collection process. For the \( f/8.5 \) monochromator used here, an aspect ratio of \( \sim 1:20 \) is called for. The depth of field is proportional to the slit width, so the collected volume increases with the square of the slit width. There is clearly a great potential benefit associated with sacrificing resolution for slit width. For this monochromator, a slit width of \( \sim 1 \) mm is appropriate.

Of course, the emitting sample is not located at the slits, but instead is transferred there with a collection lens. The only real variable in designing a suitable set of collection optics, is the extent to which the real source is magnified by the optics. The relative proportions of the sampled area will remain the same, irrespective of magnification, but
the size will vary. The amount of light reaching the slits will scale with the volume of
the sample, $V$, the collected solid angle $\Omega$ and the density of emitting molecules, $D$.
Clearly, $V$ is inversely proportional to the cube of the magnification $M$, and, assuming
the lens diameter is large enough, $\Omega$ is proportional to $M^2$. For Raman scattering in the
linear regime, $D$ will scale as the product of the laser intensity and the concentration of
scattering molecules. Assuming that the excitation laser is focussed to a size comparable
to the sampled volume, $D$ will scale as $M^2 P$, where $P$ is the average laser power. The
overall signal will be proportional to $MP$, which suggests that to maximize the Raman
signal, one should focus the laser to as small a spot as possible and magnify the resulting
image into the spectrometer. This is precisely the optical system used in a CW Raman
spectrometer.

The conditions for a pump-probe experiment are more complex. The volume and
solid angle arguments are still the same, but the term for $D$ changes. For linear absorption,
$D \propto M^4 P_1 P_2$ where the subscripts refer to the pump and probe beams. This results
in $S \propto M^3$, which still suggests that strong focussing and high collection magnification
are apropos. Unfortunately, the real quantity of interest is the signal to noise ratio $S/N$.
The noise in this case arises from nonlinear scattering processes such as two-photon
fluorescence or stimulated Raman; these quantities scale with the square of the laser
power. This leads to terms where $N \propto V \Omega P_1^2 P_2 \propto M^5$. The signal-to-noise will then
scale as $M^{-2}$, which of course means that a low collection magnification is favored.
This argument only applies if the nonlinear terms dominate the noise; if linear scattering
is the dominant noise term, then $S/N$ will be independent of power, and maximizing $S$
again becomes reasonable.

The optimum geometry is ultimately determined by two quantities, $I_{1}^{(M)}$ and $I_{2}^{(M)}$,
the maximum pump and probe laser intensities for which nonlinear scattering does not
dominate the noise. The signal will be proportional to $V \Omega I_{1}^{(M)} I_{2}^{(M)}$ or $M^{-1} I_{1}^{(M)} I_{2}^{(M)}$.
For most samples, $I^{(M)}$ will be on the order of tens of MW cm$^{-1}$. It will be necessary
to disperse the laser energy into a large enough volume that this magnitude of intensity will result. There is a practical limit to the size of the irradiated volume. There are two inescapable features of any real system which would be amenable to study with resonance Raman, namely that it would absorb at both the pump and probe wavelengths. This sets a limit on the irradiated sample thickness, perhaps a millimeter of two. In addition, if too large a volume is used, all the signal emanating from the back of the sample will probably be reabsorbed by the sample and lost, negating the benefits of the large depth-of-field. These features set a practical upper limit on the size of the irradiated volume in the neighborhood of 1x10x10 mm. The transfer optics would have to have roughly unit magnification to transfer this image into the spectrometer. The irradiated area associated with this geometry is \(~1\) cm\(^2\). If a peak intensity of \(~100\) MW cm\(^{-2}\) can be tolerated, a pulse energy of \(~3\) mJ is indicated for a 30 ps pulse.

This is very close to the existing energy, so it appears that any further increase in the sample volume or laser power would not be especially fruitful. One would need joules per pulse before significant signal levels would be reached; at this point the required sample volumes would be too large to be practical. Actually, what is suggested by this calculation is that the system described above would have benefitted greatly from a larger sample volume and collection optics with smaller magnification. Unfortunately, by the time that this was realized, it was no longer feasible to try this approach.

All of these arguments with regard to focus and sample size apply equally well to systems with higher repetition rates as well. One difference between the two cases is that the maximum repetition rate is to some extent governed by the rate at which the sample volume is flushed. Clearly larger volumes will tend to decrease the allowable repetition rate. In this case, it is clearly desirable to increase the repetition rate at the expense of sample volume, so long as the average power does not suffer appreciably. This is because the image of the smaller volumes will be collected at higher magnification, and hence more efficiently, making better use of the existing average power. It is also advantageous
to increase the rate of photon counting if at all possible.

At this point it is clear that the most efficient way of measuring Raman spectra is to work at high repetition rates with moderate peak powers. One question which remains is that of how to go about detecting the signal. There are two well-established choices. A system with single channel detection very much like the system described above can be used. In this case, a double monochromator is used with a photomultiplier tube for signal detection. It should be possible to use either charge integration or photon counting in this case. As noted above, single photon counting tends to give better results, so it is likely to be preferred. At high repetition rates, single-photon counting is relatively simple, since one merely counts the number of pulses above a specified threshold value.

If sample fluorescence is a problem, using a channel plate photomultiplier and the same electronics normally utilized in time-correlated single photon counting, should make it possible to gate the signals with a resolution of hundreds of picoseconds. This should make it possible to discriminate against the longer-lived fluorescence signals.

A second alternative is to make use of a multichannel detector such as an intensified photodiode array. This approach is not new, having been suggested by Bridoux and Delhaye for picosecond work and by Brus et al. in the nanosecond domain. In order to make efficient use of the array detector, it is necessary to use a significantly different optical system. The spectrometer used for this purpose is not the same as that used with single channel detection. Instead of the large double monochromator used with a photomultiplier tube, a triple monochromator consisting small, double monochromator with subtractive dispersion coupled to a highly dispersive single monochromator is used. The first stage acts as a prefilter to eliminate most of the stray light from the system. In terms of transfer optics it acts as a unit magnification system and a bandpass filter. Since it is operated at low resolution, the slit widths can be comparable to those used in the final stage monochromator. There will be a minimum of light loss in the first stage, and most of the previous discussion of the optimum arrangement of the relay optics can
be carried over directly into this configuration. The final stage of this system takes this filtered output and disperses it onto an image plane, where the array detector can be placed. By changing gratings in this stage, the dispersion of the array channels can be varied as needed.

Actually, a case can be made both for and against the use of such a detector. Although the multichannel detector increases the rate at which data can be collected, the quantum efficiency of the associated image intensifier is generally lower than that of the phototube, so at low signal levels both systems become comparable. In addition, photon counting with an array is somewhat uncertain, so that there may be yet another loss of signal at this point. In terms of overall sensitivity, the two systems are comparable. The array is better for large signals, since entire spectra can be accumulated in a few or even in a single shot\textsuperscript{21}. The photomultiplier may have the edge for detecting very weak signals. Since transient spectra are expected to fall into the latter group, the photomultiplier approach appears to have a very slight edge. Since the quality of image intensifiers is still improving, this may not be a permanent advantage; if a multichannel detector which could be used for single photon counting for each channel were to be used, the array detector could ultimately have an order of magnitude advantage over the single channel system.

A different approach to the problem of increasing the throughput of the spectrometer is to use a different type of monochromator. An interesting possibility is the time-of-flight spectrometer described by Ross \textsuperscript{21}. In this device, the dispersion present in an optical fiber is used as an optical dispersing element. It is in essence an optical chromatograph; light is injected into one end of the fiber, dispersed with respect to wavelength and then detected with respect to time. In many ways, such a device is ideally suited to the picosecond regime, since the time resolution is the crucial factor in determining the spectral resolution. The appeal of this system for Raman spectroscopy is that the sample could be placed in a hollow waveguide cell and coupled directly into the fiber
monochromator. In this way all the losses associated with the small numerical aperture of the monochromator could be eliminated, greatly increasing the signal reaching the detector. Unfortunately, most optical fibers are designed to minimize dispersion, so rather long fibers (several kilometers) are needed to yield the necessary dispersion; because of this, losses in the fiber tend to be a problem. In addition, it is necessary to have very high time resolution in the detection system (~50 ps) to attain the necessary (~10 cm⁻¹) spectral resolution. This would necessitate the use of a streak camera, or alternatively, an optically gated detection system. Although this is possible, it is not easy to do. Besides, both of these detectors are much less sensitive than a photomultiplier tube, negating any advantage generated by the collection system. Thus, while this concept remains appealing, and may well be applicable to picosecond problems, the requirements imposed by Raman spectroscopy are too stringent for this system to be used profitably.


The last aspect of Raman spectroscopy to have been considered is that of coherent Raman spectroscopy. There are actually a large number of techniques which are considered under this heading, including Coherent Anti-Stokes Raman Spectroscopy, Stimulated Raman (gain/loss) Spectroscopy (SRS) and the Raman Induced Kerr Effect (RIKES). A rather thorough review of these techniques is given in reference 23. From the point of view of picosecond dynamic studies, the most important features of a spectroscopic method are going to be the sensitivity, ease of operation and the extent to which the method will be affected by the presence of a large pump pulse a few picoseconds earlier. Under most circumstances it has been found that spontaneous Raman is more sensitive and easier to use than any of the coherent techniques. It has a lower intrinsic background and is much easier to use than any of the methods involving multiple beams. Nonetheless, there is a case to be made for using these techniques for picosecond detection. The main reason why spontaneous Raman is as sensitive as it is derives from the lack
of any background signal. The large nonlinear background observed in the picosecond experiments tends to degrade this sensitivity badly. A general feature of the coherent techniques is that the signal levels scale with the incident laser powers, so that using powerful picosecond pulses will tend to increase the signals. Of course, background signal increase as well, so this is not as advantageous as it might seem. Nonetheless, this is in sharp contrast to spontaneous scattering, where high powers simply obliterate the signal. Nonlinear fluorescence is no longer a major problem, since the coherent output beam can be easily distinguished from fluorescence. Indeed, using coherent Raman techniques, it is possible to measure the Raman spectra of fluorescing dye solutions. Ultimately, the appeal of the coherent techniques was that they appeared to be better suited to picosecond measurements. Unlike the case of spontaneous Raman, where high peak powers were an endless source of difficulties, power requirements of the coherent methods seemed perfectly suited to the laser system's limitations.

Coherent Raman interactions can be derived from the the third order polarizability of a material. Consider the third-order interaction of four time-harmonic electric fields of the form

\[ \mathbf{E}(\mathbf{r}, t) = \frac{1}{2} [\mathbf{E}(\mathbf{r}) \exp i(\omega t - \mathbf{k} \cdot \mathbf{r}) + \text{c.c.}] \]

(3.13),

in an isotropic medium. In general, the polarization of the medium resulting from any three of these waves will be of the form

\[ P_{i}^{NL} = \sum_{ijkl} \chi^{(3)}_{ijkl} (-\omega_i, \omega_j, \omega_k, -\omega_l) \mathbf{E}_j \mathbf{E}_k \mathbf{E}_l^* \]

(3.14).

In principle, there can be 81 components in the \( \chi^{(3)} \) tensor, but in an isotropic medium, the symmetry only allows 4 components. One corresponds to all four polarizations in the same plane, and the other 3 to permutations of pairs of polarizations in perpendicular planes. At this point, consider the case where all three input fields have the same polarization; in this case \( \chi^{(3)} \) reduces to a scalar.
It is desirable to see how this relates to Raman spectroscopy, that is to explicitly consider the Raman contribution to $\chi^{(3)}$. By considering a two-level system in the presence of an electric field, it is possible to derive an expression for the polarizability of the system in the neighborhood of a two-photon resonance. This includes both two-photon absorption resonances and Raman resonances. In general, it can be shown that $\chi^{(3)}$ takes the form

$$\chi^{(3)} = \chi_{NR}^{(3)} + \frac{\alpha N \Delta \omega}{(\Delta \omega)^2 + \Gamma^2} + \frac{i \alpha N \Gamma}{(\Delta \omega)^2 + \Gamma^2}$$

(3.15).

$\chi_{NR}^{(3)}$ is a real offset analogous to the real index of refraction, arising from the contributions of all the other system resonances. Thus, the real part of $\chi^{(3)}$ has both resonant and nonresonant contributions, while the imaginary part must be resonant\(^2\). This is physically reasonable, since imaginary polarizations correspond to absorptions, and the system must be at a resonance for energy to be absorbed.

To see how the nonlinear polarization gives rise to Raman scattering, substitute the polarization component at frequency $\omega_i$ into the source term of the classical wave equation:

$$\nabla^2 E_i - \frac{n^2}{c^2} \frac{\partial^2 E_i}{\partial t^2} = \frac{4\pi}{c^2} \frac{\partial^2 P_{NL}^i}{\partial t^2}$$

(3.16).

Here $c$ is the speed of light and $n$ is the index of refraction. Since the purpose of this is to generate a polarization at the fourth frequency $\omega_i$, it is only necessary to consider frequencies which obey the relationship

$$\omega_i = \omega_j + \omega_k - \omega_l$$

(3.17).

It is also reasonable to define the phase mismatch

$$\Delta k = -k_i + k_j + k_k - k_l$$

(3.18).

Assume that $k_i$ is along the $z$ axis and the second spatial derivative of $E$ can be neglected. Then the wave equation reduces to

$$\frac{\partial E_i}{\partial z} = \frac{2\pi i \omega_i}{n_i c} \chi^{(3)}_{ijkl} E_j E_k E_l^* \exp i(\Delta k \cdot z)$$

(3.19).
Integrating this equation with the initial condition $E_i(0) = 0$ yields the appropriate output signal.

Stimulated Raman scattering can be derived by considering the case where $\omega_i = -\omega_j$, $\omega_k = -\omega_l$, $k_i = -k_j$ and $k_k = -k_l$. These conditions correspond to $\omega_k$ and $\omega_l$ being the pump beam and $\omega_i$ and $\omega_j$ being in the same (arbitrary) direction. Without loss of generality, the phase is chosen so that $E_i(0)$ is real. It is also assumed that the depletion of the pump beam is negligible, so $E_k$ is not a function of position. In addition, $\omega_k - \omega_i = \omega_S$ corresponds to the Raman Stokes shift. In this case, the coupling equation becomes

$$\frac{\partial E_i}{\partial z} = \frac{2\pi \omega_i}{n_i \epsilon} \chi^{(3)} |E_k|^2 E_i$$

which becomes

$$E_i(z) = E_i(0) \exp\left(\frac{2\pi \omega_i}{n_i \epsilon} \chi^{(3)} |E_k|^2 z\right)$$

(3.21).

Only the real part of the exponential contributes to the observed output, and only if the imaginary susceptibility is negative, will gain be observed. Spontaneous Raman scattering can be recovered by treating the initial value of $I_i$ as quantum noise, exactly as with parametric scattering. It can be shown$^{24}$ that the Raman cross-section $d\sigma/(d\Omega d(1/\lambda))$ cm$^2$ sr$^{-1}$ is related to the imaginary susceptibility $\chi^{(3)}_{IM}$:

$$\chi^{(3)}_{IM} = \frac{2\pi N c^3}{48 h \omega^4} \frac{d\sigma}{(d\Omega d(1/\lambda))} L(\Delta \omega)$$

(3.22),

where $L$ is a lineshape function. It can also be shown$^{24}$ that for confocal gaussian beams with powers $P_i$ and $P_k$ in the limit of low conversion,

$$\frac{\Delta P_i(z)}{P_i} = \frac{384 \pi^4}{\lambda^2 c n} P_k \chi^{(3)}_{IM}$$

(3.23).

The major features of SRS can be seen from this derivation. The signal is linear in the concentration of scattering molecules, and in both the laser powers. Phase matching is not a problem; no matter what axis the two lasers are on, the interaction can still occur.
SRS is readily used as a spectroscopic technique in transparent solvents, and can be detected in several ways. If a stable CW\textsuperscript{24} or CW mode-locked\textsuperscript{25} laser is used, then it is possible to monitor either the gain at the Stokes frequency or the loss at the pump laser frequency. Peak powers on the order of a watt are typically used in these measurements, and power gains/losses of 1 ppm can be detected. It is also possible to use a pulsed laser and detect the absorbed energy by optoacoustic methods\textsuperscript{26}. These methods can typically detect spectral features with an intensity .001 times that of benzene. A numerical estimate of the potential sensitivity of the method used with the YAG system can be obtained. For pure benzene at 992 cm\textsuperscript{-1}, $\chi^{(3)}_{IM} = 1.6 \times 10^{-13}$ cm\textsuperscript{3}/erg; a typical laser power for the YAG system is 10 MW. This gives a value in excess of 5000 for $\Delta P_i(x)/P_i$. This is clearly beyond the low conversion limit, but it indicates that the ppm concentration range might be accessible with power changes near 1%. It is not clear that these powers can actually be focussed through a liquid without giving rise to other nonlinear losses related to sample breakdown or two photon absorption.

In terms of pure spectroscopy, SRS has a number of desirable features, including large signals, immunity to sample fluorescence and potentially high resolution, but it is not clear that these features will survive in a pump-probe experiment. The possibilities for the method are reasonable, but there are several potential pitfalls. In particular, if Raman loss or Raman gain are being detected, the method will fail in a pump-probe experiment if there is any induced absorption or scattering losses, since it will not be possible to distinguish the various loss mechanisms. Optoacoustic detection will be at even more of a disadvantage, since the signal will be buried under the energy deposited in the sample by the pump laser, and will probably be impossible to detect. Thus, although SRS looks like a reasonable method on paper, it appears that it will suffer from even worse problems that does spontaneous Raman. As a result it was not pursued experimentally.

A second nonlinear Raman spectroscopic technique is CARS\textsuperscript{23}. This can be derived from the general expression by considering the case where $\omega_k = -\omega_i$ and $-\omega_i + \omega_S = \ldots$
\( \omega_j = \omega_l - \omega_S \) where \( \omega_S \) is the Stokes shift. In this case, \( \Delta k \) depends on the dispersion of the medium. The angles of the incident beams must be adjusted until the condition \( \Delta k \cdot z = 0 \) is achieved. The coupling equation becomes

\[
\frac{\partial E_i}{\partial z} = \frac{2\pi i \omega_i}{n_i c} \chi^{(3)} E_j E_k E^*_l
\]

This can be solved to yield (in terms of intensities)

\[
I_i = \frac{64\pi^3 \omega^2 z^2}{n^3 c^3} |\chi^{(3)}|^2 I_j I_k I_l
\]

This is clearly a less desirable result than that for SRS, since the signal will scale with the absolute value of \( \chi^{(3)} \) which includes the nonresonant term. For all practical purposes this restricts the use of CARS to pure compounds, since a the spectrum of a solution will represent primarily the nonresonant polarizability of the solvent rather than the solute of interest. As a practical matter, two other difficulties are involved with CARS. The first is the phase matching condition, since liquids have sufficient dispersion that noncollinear phase matching is required. This makes the the method difficult to align, and results in a short interaction length. The second problem is that the resonant signal scales with the square of the concentration. This is readily compensated for, but it means that the sensitivity falls off rapidly with decreasing concentration. In general, CARS is well suited to measuring spectra of major components in gasses in the small focal volumes of the laser. Because of this, it is widely used for such things as measuring \( N_2 \) vibration-rotation spectra to determine flame temperatures\(^{23} \). It is not well suited to liquid solution measurements. This is unfortunate, because it is otherwise a reasonable method for use in a pump-probe experiment. It is not overwhelmingly sensitive to the small sample perturbations associated with the excitation pulse, and the output is in the form of a conveniently accessible beam. Were it not for the nonresonant susceptibility, it would be a reasonable method.

A variety of tricks have been proposed for getting around the nonresonant susceptibility, but none have been terribly successful. It is possible to use the polarization
dependence of CARS to generate beams with differing amounts of resonant and nonresonant scattering. By heterodyning these two beams, it is possible to cancel most of the nonresonant scattering, and increase the sensitivity by roughly an order of magnitude. Unfortunately, this method is difficult to use, and will suffer from any birefringence induced in the sample by an excitation pulse. In addition, the order-of magnitude improvement in signal is not enough to make it useful for solutions at concentrations below a few per cent.

A second method for eliminating the nonresonant contribution exploits the real lifetime of the induced polarization to separate the resonant and nonresonant processes. Two beams are initially passed through the sample to excite a vibrational population via SRS. This population is allowed to evolve for a time, and then a second beam is sent through the sample and scattered off the remaining polarization. This provides a method for detecting the energy left in the sample by SRS. Although in principle, this method seems to be applicable to picosecond measurements, there are enormous complexities involved. The question of generating transient polarizations and studying their decay has been widely studied. In general, the dephasing time of the polarization is on the order of a few picoseconds, and to carry out a pulse-sequenced CARS measurement, it is necessary to generate a population with one pulse and then use a second pulse within a few picoseconds to observe the resonant scattering. This severely constrains the widths of the pulses used. Not only must they be on the order of a few picoseconds in length, but there can be no wings to the pulse, since the nonresonant interaction stemming from the edges of the pulse will still overwhelm the weak and decaying resonant signal. Note that the signal will not simply be a function of the concentration, but will depend on the dephasing time as well. This in turn has a strong concentration dependence. As a method for measuring the dephasing time of liquids, this type of measurement is reasonable. It is essentially the only way of making such measurements, so the difficulty is justified. Successful measurements have been made with both Nd:glass lasers and
CW mode-locked dye lasers\textsuperscript{31}; in both cases pulses of less than 5 ps are available. The method also has some unique aspects as a spectroscopic technique, and some unusual line narrowing effects have been observed in some liquids \textsuperscript{32}. When the OPS was first constructed here, it appeared that transform-limited pulses with virtually no wings could be generated and that pulse-sequenced methods might be viable. On further characterization, it was found that the OPS pulses were neither as short nor as reliable as had been initially believed. It became clear, that a pulse-sequenced method could not be used here. Whether these methods are useful for anything besides dephasing measurements is debatable. They appear to be an extremely difficult method for generating nonlinear signals that can often be obtained by other methods.

In general, the only coherent method which appears to have any real potential value for pump-probe picosecond experiments is SRS. This method is linear, requires no special phase matching and has no contribution from the nonresonant susceptibility. It has in fact been successful implemented using CW mode-locked lasers, although not in a pump-probe type experiment. The limitation in this method is the ability to measure the small change in the transmitted signal accurately. The stability of the CW laser is high enough that this is possible; whether comparable measurements are possible with the noisier pulsed lasers is difficult to say. One feature which may ultimately prevent this method from working is the presence of excite-state absorption in the sample. This is not a problem in the purely spectroscopic measurements, but it may be inevitable in a pump-probe measurement. Thus, while the coherent methods make it possible to generate much larger Raman signals than can be obtained from spontaneous Raman, the measurements are susceptible to several types of background problems which appear to be worse than those encountered with spontaneous Raman scattering. Coherent methods are wonderful from the point of view of resolution, and can be made to work reasonably well in well-behaved, nonabsorbing samples or in pure compounds. However, in the relatively hostile environment of a flowing liquid cell of a dilute solution undergoing a pump-probe
measurement, coherent Raman appears to be at a severe disadvantage.

F. Conclusion.

Of the three spectroscopic techniques discussed here, time-resolved emission is clearly the easiest to use and produces the best results. In systems where it can be used it is clearly the method of choice. The technique used for absorption is more difficult to use than the emission technique, and does not match the signal-to-noise ratios attainable with emission. Nonetheless, useful results, which are often unobtainable with emission, can be obtained this way. The results obtained here are relatively respectable for a single beam absorption technique. While pump-probe techniques appear to offer better sensitivity, they are correspondingly more complex to carry out. The method used here provides a simple way to extend the range of the emission system. Time-resolved Raman was much less successful. A combination of fundamental and instrumental limitations made it difficult to make any progress with this technique. There is no doubt that with a better-designed system it will be possible to obtain useful picosecond Raman spectra. The results will probably be limited to species which show significant resonant enhancement, but it appears that a large number of free-radical species may fall into this class. Thus, with sufficient development, picosecond Raman may become a usable, if still difficult, technique.
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Chapter 4

Picosecond Solvation Processes in 9,9'-Bianthryl

A. Introduction

There has always been a very strong connection between chemistry and the study of liquid solutions, since such solutions provide the medium in which the majority of chemical processes of practical interest occur. There is a very good reason for this, since liquid solutions constitute an excellent environment for chemical reactions, with a combination of high density and facile molecular motion which maximizes the collision rates between potentially reactive molecules. Since collisions constitute the primary events in most chemical reactions, it is apparent why solution-phase processes play such a large role in chemistry. Solvents are more than just an inert medium to support the reacting species, and the outcome of a given reaction is often strongly dependent on the solvent used. By changing the solvent it is possible to completely change both the rate and the product distribution of a given reaction. A number of factors ordinarily go into the choice of a solvent. Such a choice is often based on experience and intuition, with empirical rules-of-thumb such as “like dissolves like”, playing a major role. Solvent physical properties such as polarity, acidity, viscosity or volatility, as well as practical properties such as purity, toxicity or price are often the determining factors. Since a large number of solvents with a variety of physical properties are commercially available, a resourceful chemist can generally combine these empirical considerations to find a solvent or solvent mixture suited to a particular application. Such pragmatic rules are difficult to interpret physically, since they are related to macroscopic properties of the solvents, and do not pertain directly to microscopic solvent-solute interactions. From a physical point of view, it is these microscopic interactions which are responsible for determining the roles which solvents can play in chemistry. Elucidating the connections between the
empirical, macroscopic rules used in practice and the fundamental nature of solvation is essential to a physical understanding of condensed phase chemistry.

The nature of the liquid phase makes it difficult to extract information about the underlying microscopic processes. The very properties which make liquids so well suited to chemistry (high density, high collision rates and a disordered environment) are the same properties which make liquids so difficult to study. To obtain information about the microscopic dynamics occurring in the liquid, measurements with time resolution comparable to intermolecular collision rates are necessary. Liquid densities are intrinsically high, on the order of $10^{22}$ molecule cm$^{-3}$, and a molecule experiences a collision approximately every 100 femtoseconds$^2$. Even though this number is somewhat artificial (a molecule in a liquid does not undergo discrete collisions, but is always in close contact with several neighboring molecules), it defines the relevant microscopic time scale. In the gas phase, collision rates can be reduced to convenient levels by changing the pressure. In solids, a combination of low temperatures and a rigid, ordered environment often lead to a similar slowing of the important dynamic processes. Since liquids are intrinsically dense and disordered, there is no obvious way to effect such a simplification in this case, and high time resolution is an inescapable requirement. This need for high time resolution severely constrains the range of experimental techniques which can be used to investigate microscopic processes in solution. Only with the development over the last two decades of of picosecond (ps) and, more recently, femtosecond (fs) spectroscopic techniques have measurements of microscopic solvation processes become possible.

In view of the experimental difficulties associated with probing the microscopic properties of liquids, theoretical studies might be considered as a means of clarifying the situation. Unfortunately, theoretical studies of liquid properties have not yet achieved the degree of sophistication required for dealing with real systems. To properly model the liquid state, it is necessary to simultaneously consider a large number of molecules interacting through poorly defined potentials for a large number of collisions$^3$. This is clearly
a difficult problem, and it immediately leads to almost insurmountable computational difficulties. Even for simple, relatively tractable systems such as liquid rare gases, calculations which go beyond a few picoseconds (i.e. thousands of collisions per molecule) are all but impossible. The theoretical study of solutions of more complex molecules under realistic conditions is simply beyond the range of the current technology.

A number of experimental methods have been devised for studying the nature of solvation. One of the most direct methods for studying solutions and the nature of solvent-solute interactions is that of observing spectroscopically the behavior of an isolated probe molecule in solution. In a dilute solution, the interactions between such a probe molecule and the surrounding solvent are reflected in the internal energy levels of the probe molecule, and thus in the spectroscopic properties of the system. The use of such spectral shifts to clarify the nature of solvent-solute interactions is an old and well-established technique, dating back to the work of Hildebrand and co-workers on the solvent dependence of the spectra of iodine complexes. In this case, the observed spectral shifts arose from the formation of charge-transfer complexes; the magnitude of the spectral shift was thus an indicator of the Lewis acidity of the solvent. This approach can be extended to measurements of many other solvent properties. By determining the spectral properties of various probe molecules in different solvents, scales reflecting various combinations of solvent properties been developed. Such diverse spectroscopic techniques as $^{31}$P-NMR, visible circular dichroism, and UV absorption applied to suitable probe molecules have all yielded useful information. Since these scales are based on steady-state measurements, the reflect the equilibrium properties of the solvents. However, the spectra themselves correspond to the instantaneous, microscopic behavior of individual probe molecules. With suitable time resolution, such measurements can yield information about the dynamic nature of solvent-solute interactions. Such dynamic information is important because chemical reactions are fundamentally dynamic processes. To understand the dynamics of condensed-phase chemical reactions, it is first necessary
to understand the dynamics of the environment in which they occur.

B. Excited-State Solvation

1. Overview

The measurements described below emphasize the solvation processes of excited-state molecules in solution. There are several reasons for using excited molecules as solvation probes. First of all, they can be created very rapidly; the process of photon absorption occurs on the timescale of a single optical cycle, (a few femtoseconds for visible light), so with a suitable excitation pulse, it should be possible to create a population of excited-state molecules on this timescale. Once an excited state molecule is formed, its physical properties are often quite different from what they were in the ground state. The electronic distribution can change greatly on going from one electronic state to another. Since many molecular properties, such as acidity\(^7\), polarity\(^8\), and Lewis acidity\(^9\) are very sensitive to subtle changes in the electronic distribution, large changes in these properties can be expected. Cases exist where the pK\(_a\) of a molecule either increases\(^7\) or decreases\(^10\) by many orders of magnitude on excitation. Similarly, dipole moments can also increase or decrease greatly, depending on the system in question\(^11\). Molecules are also known to undergo major conformational changes in the excited state\(^12\), even if no dipole change is involved. These types of changes simply reflect the different potential surfaces found in the excited state, and they can occur even in the absence of any solvent. When such changes do occur in the presence of solvent, they result not only in a change in the probe molecule, but also in a modification of the solvent-solute potential surface. This in turn leads to solvent-solute relaxation and dynamic solvation. For example, if exciting a molecule in a polar solvent causes a large increase in the dipole moment, then the solvent dipoles will tend to reorient themselves to counteract the new charge distribution. Since this change will also serve to stabilize the excited state, this relaxation will be
reflected in spectroscopic properties of the probe molecule. By performing time-resolved spectroscopy, it will then be possible to follow this relaxation as it occurs.

A final reason for working with excited-state molecules is that they are spectroscopically convenient. The fluorescence associated with decay to the ground state provides a simple way to observe the evolution of the excited-state population. This naturally leads to the use of time-resolved emission spectroscopy as an experimental method. When this method is applicable, it provides a very simple, direct way of following relaxation processes. It is restricted to molecules which fluoresce and can only be used to follow relaxation channels which are not accompanied by radiationless conversion to the ground state. In general, these channels are limited to those which do not significantly perturb the molecular chromophore; photochemical processes such as dissociation are almost always accompanied by internal conversion. As a practical matter, this distinction can be considered as the divide between solvation and photochemistry. Time-resolved absorption spectroscopy is also potentially useful in studying solvation, providing a second, often complementary method for observing the probe molecule. Although both absorption and emission measurements reflect the same underlying physical processes, the different spectra can emphasize different aspects of the process. An example of this can be seen in figure 4.1, where the emission spectrum shows much greater changes than the excited-state absorption spectrum. Absorption spectroscopy also has the advantage of being usable for detecting molecules in their ground states. This makes it applicable to a wide range of photochemical processes.

The process of solvation is shown schematically in figure 4.1. The curves shown here are drawn for the case that the ground state \( S_0 \) is non-polar while the next two excited states \( S_1 \) and \( S_2 \) exhibit significant and roughly equal dipole moments. Point A gives the equilibrium solvent-solute configuration for the ground state, while C gives the corresponding point for the \( S_1 \) state. Upon absorbing a photon, a molecule undergoes a Franck-Condon transition from point A into an unrelaxed vibronic level, possibly in-
Figure 4.1. Potential energy diagram for a continuous solvation process along a single solvation coordinate, as described in the text.
volving a higher electronic state, as shown. Emission occurring at this point is unrelated to the structure of the excited states and corresponds to resonance Rayleigh or Raman scattering\textsuperscript{13}. The molecule rapidly relaxes (~100 fs\textsuperscript{14}) into the lowest vibrational level of the $S_1$ manifold at point B. The system then begins to propagate down the $S_1$ potential curve from B to C as shown. In this case, this process would correspond to the polarization of the solvent in response to the imposed solute dipole moment. Note the effect that this has on the other two states. The $S_2$ state, having a similar dipole moment is stabilized by this process, so that the $S_2 \leftarrow S_1$ absorption spectrum would show very little change. On the other hand, the $S_1 \rightarrow S_0$ emission spectrum shows a significant red shift as the excited state is stabilized and the ground state is destabilized by the solvent relaxation. The observed emission depends on the lifetime of the $S_1$ state. If it is shorter than the relaxation time from FC to B, then only resonance Rayleigh and Raman scattering will be seen. If it is shorter than the relaxation time from B to C, the unrelaxed fluorescence will predominate. If the lifetime is longer than the other relaxation processes, the full relaxation process will be detectable, subject only to the time resolution of the detector. If such a process can be monitored, it will be a real-time measurement of solvation.

This potential curve is only a qualitative approximation and is not necessarily applicable to all excited-state solvation processes. The model just described assumes that dipole-dipole interactions are the only form of solvent-solute interaction, and ignores the presence of multiple interacting excited states. These assumptions are often not correct. Figure 4.2 shows a second commonly proposed model for solvation of polar excited states\textsuperscript{15}. In this case, excitation to a Franck-Condon state and rapid relaxation leaves the molecule at the point B in the nonpolar LE potential well. The energy of the polar CT state on the right depends on the local polarization of the solvent, that is, the degree to which the solvent can interact with the solute dipole moment. In the Franck-Condon state, the solvent is still configured to stabilize the nonpolar ground state, so at short times the nonpolar excited state will be the most stable. In a polar solvent, however, the
Figure 4.2 Potential Energy Diagram for a two-state relaxation process along a single configuration/solvation coordinate, as described in the text.
CT state will ultimately be favored, as the polar solvent can stabilize the dipolar excited state. A rather complex relaxation process involving both solvent and solute motions is required to transfer a molecule from B to C. Not only will the energy C vary with the solvent polarization, but the barrier between the two states will also change. The details of how the solvent-solute system makes this transition are not clear, since there is no longer a simple separation between solvent and solute relaxation processes. There is no longer the solute dipole moment “pushing” the solvent into a new configuration. Instead, the transition between the two excited states now involves a cooperative motion of both the solvent and solute. It is no longer clear whether the solvent is rearranging around solute, or whether the solute is responding to the polarization of the solvent. This process resembles a barrier crossing process in a molecule with many degrees of freedom, except in this case, the “molecule” consists of a solvent-solute complex. Note that as drawn there are two barriers to be crossed, one for LE-CT interconversion, and one for the internal conversion of the CT state. Changing the polarity will consequently have an affect on the excited-state equilibration and the overall lifetime. As will be seen, both of these are real effects.

The extent to which one will be able to observe solvation processes will depend on the time resolution of both the excitation source and the detector. With infinite time resolution, the example of figure 4.1 would show the details of vibrational relaxation and the gradual process of solvation. With pulses of finite duration excited state molecules will be generated over the entire pulsewidth, blurring any fast processes taking place. In this example, as time resolution is lost, the details of vibrational relaxation would disappear first, with more of the fine details of solvation gradually washing out until only the slower components of solvation remained visible. The present state of laser technology is such that optical pulses in the visible with a duration of only a few optical cycles can be produced. Using such a pulse it should be possible to generate a large population of excited state molecules in less that 20 fs. The rapidly developing field of
femtosecond spectroscopy has been reviewed in detail elsewhere\textsuperscript{16}. In general, measurements are carried out using pump-probe techniques very much like those often used in the picosecond time regime\textsuperscript{17}. Unfortunately, such a laser system was not available, so that a somewhat slower system, based on the approximately 30 ps pulses of a Nd:YAG laser was used instead. Use of this system for both absorption and emission spectroscopy have been described in the previous chapters. Various instrumental limitations restrict the time resolution of this system to about 10 ps, even when deconvolution techniques are used\textsuperscript{18}. Although this is much slower than the process of excitation, it is still rapid enough to detect significant solvation processes in many molecules.

2. Previously Studied Systems: 1-Napthol, DMABN and 4AP

The process of solvation in solutions containing electronically excited molecules has been studied for a number of years. With picosecond time resolution it has not been possible to monitor all aspects of this process. In general, vibrational relaxation of the solute\textsuperscript{14} or simple polarization of the solvent\textsuperscript{19} are too rapid to be observed on a picosecond timescale, but in many cases changes in solvent-solute interactions, notably proton transfer\textsuperscript{7} and hydrogen bonding\textsuperscript{20} can be detected. In addition to this, many systems exhibiting conformational changes have been investigated\textsuperscript{21}. Since such conformational changes are often accompanied by large changes in the molecular charge distribution, major solvent reorientation often takes place. In these cases, it is generally difficult to distinguish the rate of conformational change from the rate of solvent relaxation. Much confusion has resulted from the failure to distinguish between the two\textsuperscript{19}.

Excited-state proton transfer is one of the most extreme examples there is of excited state solvation. Not only does the solvent stabilize the solute, it reacts with it. Numerous examples of excited-state proton transfer are known to exist\textsuperscript{22}, characteristically involving large phenolic compounds as excited-state acids, or aromatic carbonyl compounds as excited-state bases\textsuperscript{10}. It is convenient to classify proton transfer as a solvation process
because, unlike virtually any other dissociation process, it can occur entirely on the excited state manifold, suggesting that despite the proton transfer, the probe molecule remains relatively unperturbed. Proton transfer is readily reversible, and in aqueous solution, it often represents little more than a shift in a pre-existing hydrogen-bonded solvent complex. Thus it has much in common with other solvation processes such as hydrogen-bond formation. Systems involving proton transfer are often regarded as a relatively clear example of two-state relaxation. In the case of 1-naphthol in aqueous solution, studied in this laboratory, the excited state of 1-naphthol readily transfers a proton to the solvent with a single exponential time constant of 32±5 ps. The emission spectra for both the naphthol and the naphtholate ion are known from steady-state measurements and the observed time constant corresponds to both the fall time for naphthol emission and the risetime for the naphtholate emission. This seems to indicate that these are the only states involved in the relaxation process. However, even in this seemingly simple case there is evidence that other, more complex processes are occurring. When deuterated water is used as a solvent, there is isotopic exchange between the solvent and the hydrogens at the 5 and 8 positions of the naphthyl group. This demonstrates the unusual properties of excited-state molecules. Not only is the pKₐ of the hydroxy group affected, but the ordinarily unreactive aromatic system becomes a strong base as well. This unusual protonation scheme can be related to observed proton-induced quenching of the naphtholate emission. It is important to note that aromatic systems can take on completely unexpected properties in the excited state. This example serves as a warning that even a seemingly well-understood two-state system may contain hidden complexities.

One of the most thoroughly investigated cases of conformational changes coupled to charge redistribution and solvation is the case of the formation of twisted intramolecular charge transfer (TICT) states. This is essentially the process described in figure 4.2, with the additional fact that the reaction coordinate involves an intramolecular rotation. Many examples of this type of behavior have been observed. The most widely studied
of these molecules is 4-(N,N'-dimethylamino)benzonitrile (DMABN). Early picosecond studies\textsuperscript{19} were interpreted in terms of solvent reorganization around the large dipole of the excited state, in a manner reminiscent of figure 4.1. Subsequent studies have suggested that figure 4.2 provides a better description. Experimentally, the spectroscopy of these molecules reflects the fact that both excited states are present, subject to an equilibrium which varies with solvent polarity. Figure 4.3 shows the conformations of this molecule in the ground and excited states. The ground state of DMABN can exist in either a planar (a) or a twisted (b) geometry. The experimental dipole moment of 7.6 Debye suggests that the planar form predominates. The excited states of both forms also exist, as shown in (c) and (d). The planar state maximizes the interaction between the amino nitrogen and the aromatic ring at the expense of the dipole moment, while the twisted state maximizes the dipole moment at the expense of \( \pi \) orbital interaction. In the absence of solvation the planar state is slightly more stable, but if the charge stabilization associated with a polar solvent is included, the twisted state is favored. This is directly analogous to the double well potential of figure 4.2.

The nature of the TICT state is relatively well understood, although there is some question as to whether the formation of this state is better thought of as a simple barrier crossing problem with a polarity-dependent barrier, or whether it is necessary to include other solvent effects such as viscosity or dielectric relaxation. Extensive studies in linear nitriles and alkane-nitrile mixtures have shown that in isoviscous solutions, the observed isomerization process can be well described by a polarity-dependent barrier crossing problem\textsuperscript{24}. For nitriles somewhat less polar than butanol (e.g. valeronitrile) a time constant of 16 ps was observed. Although it is not absolutely certain that this type of behavior persists when a hydrogen-bonding solvent is used, it clearly indicates that a rapid equilibration between the two excited states is possible. Numerous studies have been carried out regarding the internal rotation of aromatic compounds such as 1,1'Binapthyl\textsuperscript{17} or various triphenylmethane dyes\textsuperscript{12}. In these cases, a relatively rapid
Figure 4.3. Conformations of DMABN in the ground and first singlet states. Structure A is the normal ground state conformation, and accounts for the ground-state dipole moment. In the excited state, C predominates in nonpolar solvents and D in polar solvents. The potential in figure 4.2 describes the interconversion of C and D.
(1-10 ps) relaxation has been observed with a nonlinear viscosity dependence. Such behavior can be successfully modelled using the Fokker-Planck equation which takes into account both a barrier and the solvent viscosity. A similar approach might be feasible for modelling the fast relaxation in DMABN.

Recent work by Eisenthal et al. has suggested that other processes may be detectable as well. In particular, it appears that complex formation between the excited state of DMABN and alcohol solvents can represent the rate limiting step in the formation of the TICT state. A likely mechanism for this process involves hydrogen bonding between the solvent and the solute. When DMABN emission was studied in alcohol-alkane mixtures, a triexponential decay was observed; in pure butanol short time constants of 30 and \( \sim 95 \) ps were observed. The intermediate time constant varied inversely with the alcohol concentration, suggesting a diffusion-controlled reaction between the alcohol and the DMABN. The magnitude of the intermediate time component was quite small in the pure alcohols, but became increasingly prominent as the alcohol concentration was decreased. At low alcohol concentration, only a fraction of the ground-state molecules are initially complexed. Thus, on excitation significant solvent reorganization is required to form the complexes necessary for stabilizing the polar excited state. Note that the nonpolar and TICT states are always close to equilibrium in this model; the slow process corresponds to the rearrangement of the solvent to stabilize the latter state. This model does not distinguish between the charge transfer followed by solvation or solvent rearrangement followed by charge transfer. Instead, it describes the simultaneous evolution of both the solute and the solvent leading to an increase in the population of the CT state.

A second example involving excited-state solvation and hydrogen bond formation is found in the case of 4-aminophthalimide (4AP) in protic solvents. In this case, a solvation process quite similar to that which would be expected from figure 4.1 is seen. A continuous spectral shift is observed with increasing Stokes shift in the fluorescence becoming evident on a timescale of tens to hundreds of picoseconds. In pure alcohols,
this spectral shift occurs more rapidly than the molecular rotation time inferred from the fluorescence depolarization, so this process is attributed to solvent polarization about a quasi-stationary solute molecule. This appears to be consistent with the assumptions inherent in figure 4.1, where the solvation involves a continuous rearrangement of the solvent about a stationary molecule. The Stokes shift varied exponentially with time, and this exponential time constant was taken as the solvation time. This solvation time was found to correlate well with the longitudinal dielectric relaxation time described below. Note that this is precisely the behavior predicted theoretically for a system like that in figure 4.1.

Despite this correlation, it is also possible to fit the behavior of 4AP to a model like that in figure 4.2. Several reasons exist for considering such a possibility. The relative orientations of the amino and carbonyl groups are analogous to the amino and cyano groups of DMABN, so similar behavior in the two systems seems like a reasonable possibility. In addition, it appears that 4AP is hydrogen bonding to the solvent. This is suggested by both the behavior of similar molecules and by the isotope effect seen in 4AP, where the singlet lifetime increases by a factor of two in deuterated alcohols. Although changes in solvent-solvent hydrogen bonding play an important role in dielectric relaxation in alcohols, this is not the same as solvent-solute hydrogen bonding. The former process can be described in terms of a continuum dielectric; the latter in terms of a solvent-solute reaction. It appears reasonable to suppose that the processes being observed in 4AP can be described in terms of an initial charge transfer equilibrium followed by diffusion-limited hydrogen bond formation. Such a model would predict triexponential decay kinetics, with wavelength-independent time constants, and indeed if the experimental data is reanalyzed, it is found that an excellent fit can be obtained with such a decay. In pure n-butanol time constants of 25 and 100 ps were found. These are almost identical to the values found for DMABN, and as will be seen, are also close to the values obtained for 9,9'-Bianthryl. In a practical sense, the difference between the two
models is largely semantic. Although the theoretical descriptions are quite different, the qualitative results are basically the same. Both models describe a relatively slow solvent reorientation, in which hydrogen bonding plays a major role. In either description, this process tends to scale with the same external parameters, in particular, with viscosity and alcohol concentration. As will be shown below, this makes it difficult to distinguish between the two experimentally.

A feature which both 4AP and DMABN have in common is that in the ground state, both molecules are capable of strong interactions with the solvent. Both molecules have a ground-state dipole moment of several Debye, a value comparable to that seen in such polar molecules as acetone or chlorobenzene. In addition, as has just been noted, these molecules (especially DMABN) are known to form hydrogen bonds in the ground state. This is reasonable, since both molecules have several heteroatomic sites which could function as hydrogen bond acceptors. Because of these features, the change in solvation associated with the formation of the more polar excited state may not be overwhelmingly large. If, for example, there is a change in the solvent configuration associated with the presence of a nearby dipole, (e.g. a reorientation of a polar functional group on an adjacent solvent molecule), it will have occurred at least partially in the ground state. Furthermore, if solvent-solute hydrogen bonding occurs, the presence of ground-state hydrogen bonding means that the hydrogen bond donating solvent moieties will already be oriented towards the solute molecule, eliminating the slow diffusive process of solvent reorientation. When nonpolar molecules are solvated in hydrogen bonding solvents, the solvent is expected to favor a “micellar” configuration in which the nonpolar ends of the solvent molecule would be expected to associate with the nonpolar solute thus maximizing the number of “outer shell” hydroxyl groups available for hydrogen bonding to the solvent. If the solute molecule forms hydrogen bonds, then this configuration will not be especially favorable, and a more random configuration may well occur.

Because of these features, it is not accurate to characterize the excitation of 4AP
or DMABN as being "nonpolar to polar" transitions, as has sometimes been done. Instead, it is necessary to consider both the ground state and excited state in detail. This is especially true with respect to solvation processes, since even a small ground-state dipole moment will tend to orient the solvent and obscure the relatively slow reorientation processes which are expected to occur in a true "nonpolar to polar" transition. It is clearly of interest to identify probe molecules which in fact undergo such a transition, and to observe whether such solvent reorganization processes do in fact occur. Such systems would have to be completely nonpolar in the ground state with essentially no possibility of forming ground state hydrogen bonds. In essence, what would be needed would be a symmetric hydrocarbon which nonetheless gives rise to a large dipole moment in the excited state.

3. 9,9′-Bianthryl

The unusual charge transfer properties of the excited states of large aromatic double molecules such as 9,9′-Bianthryl (BA) or 1,1′-Bipyrene (BP) are well known. In the ground state, these molecules act very much like any other sterically hindered aromatic double molecule, and can be thought of as being analogous to a 2,5 disubstituted biphenyl. As shown in figure 4.4, steric interference forces the two rings apart, resulting in a nonplanar geometry with an internal angle of approximately 65 degrees. In this nominally perpendicular configuration, interactions between the two pi electron systems are relatively weak, and the double molecules have essentially the same properties as the constituent halves. The absorption spectrum of BA is almost identical to anthracene, and remains essentially unchanged in different solvents. This reflects the fact that the same noninteracting, noncoplanar structure occurs irrespective of the solvent.

In contrast to this, the emission spectrum depends strongly on the solvent. In nonpolar solvents the emission spectrum of BA resembles that of anthracene and, as discussed below, can be assigned to a nonpolar exciton resonance state directly analogous...
Figure 4.4. Structure of 9,9'-Bianthryl. The internal angle $\theta$ is approximately 65 degrees in the ground state and varies in the excited states. The coordinate system shown is conventional for a molecule in the point group $D_2$. 
to the excited state of anthracene. This is sometimes referred to as the locally excited (LE) state. Note that BA does not show the spectral broadening seen with 1,1'-Binaphthyl (BN) in fluid solutions. This is attributable to the differing energy levels of napthalene and anthracene and not to solvent polarity or solvation. So far, the properties of BA are precisely what one would expect for a nonpolar aromatic system. A sharp departure from this behavior is seen in the emission spectrum in polar solvents. Although some of the features of the LE state emission can still be seen, a broad unstructured peak begins to appear, with a polarity-dependent spectral shift characteristic of a polar excited state. From this shift, an excited-state dipole moment of roughly 20 Debye can be inferred. This corresponds to a full charge transfer (CT) between the two anthryl groups, resulting in a state which has many similarities to a radical anion-cation pair. The appearance of this highly polar CT state is rather unexpected in a symmetrical molecule such as this, but from the point of view of solvation, it represents a near-perfect example of a "nonpolar-to-polar" transition. These aromatic double molecules, and BA in particular, are thus ideally suited to studying solvation processes in polar solvents.

A considerable volume of literature concerning BA exists, although very little of it addresses the question of solvation directly. The strong polarity dependence of the emission spectrum of BA was first reported in steady-state emission studies. It was shown that the emission consisted of two components, a strongly structured LE component similar to that seen in nonpolar solvents and a broad, featureless CT emission with a strong polarity dependence. The relative quantum yield of the CT state decreased with increasing solvent viscosity (in ethanol and glycerol/methanol), suggesting a slow, viscosity dependent relaxation from the LE to the CT state. The formation of the CT state was attributed to a large excited-state polarizability, with the idea that electric field fluctuations in the polar solvent induced the initial asymmetric dipole moment which could then interact with the solvent polarizability to produce the observed state. They also carried out a limited molecular orbital calculation and suggested that the CT state
could be identified with the so-called $^1L_b$ level, shifted to lower energies by the electric field. This is the same state which is responsible for the excited-state behavior of BN noted above. It is also similar to models used at that time to explain what is now attributed to TICT formation in DMABN\textsuperscript{11}.

Several subsequent sets of measurements cast doubt on various aspects of this interpretation. Time resolved absorption studies\textsuperscript{38} indicated that there were no slow equilibration processes occurring in BA. They found that with $\sim$50 ps time resolution, the excited-state absorption spectrum remained essentially unchanged for the entire 25-35 ns lifetime in various polar solvents. They interpreted this as indicating an equilibrium between the two excited states. The excited-state polarizability of BA in the Franck-Condon state was measured using electrooptic absorption techniques\textsuperscript{39} and was found to be quite similar to anthracene itself. This suggested that the simple model proposed earlier was not complete, and that a more sophisticated barrier crossing theory was probably needed.

The work of Grabowski et al.\textsuperscript{11} with TICT molecules has greatly clarified the nature of the BA excited states. Although their work focussed on DMABN and related molecules, they noted that BA exhibited many of the same features as DMABN and might well be a TICT-type molecule as well. A more systematic study of the steady-state emission spectrum of BA and several closely related molecules in a variety of polar solvents has recently been carried out\textsuperscript{35}. By using a microstructural model of the solute molecules\textsuperscript{40}, the dipole moments of BA and several similar, asymmetric compounds were compared. Their results indicate that the charge transfer states in all of these molecules are TICT states. This conclusion was supported by calculations. In another study, the pressure dependence of BA fluorescence spectrum in various solvents showed a similar dependence to that seen for DMABN, once again indicating that the same process is occurring\textsuperscript{41}. Both of these papers use curve fitting procedures to estimate the relative quantum yields of the two states. As discussed below, such methods can only produce crude estimates of the relative quantum yields.
Finally, a variety of data tend to suggest that detectable solvation processes are occurring with BA, especially in alcohols. Several picosecond time-resolved measurements were made using both absorption and emission spectroscopy. In aprotic solvents, notably acetonitrile and acetone, there was no detectable spectral relaxation except for the overall fluorescence lifetime, indicating that all relaxation processes occurred in a few picoseconds. In alcohols, such as glycerol/methanol or 1-propanol relaxation processes were observed with lifetimes of a few hundred picoseconds. These times were attributed to the formation time of the CT state with no consideration given to the possible role of solvation. The fact that measurable relaxation times were only seen in protic solvents was attributed to dielectric relaxation. A puzzling aspect of these results is that such relaxation times were not observed using absorption spectroscopy in cyclohexanol. It was of interest to determine if this carried over into other alcohols, or indeed, whether it was simply an artifact associated with the poor signal-to-noise of the absorption measurements. Another unusual aspect of BA in alcohols is seen in the steady-state spectra. It has been shown that for a given solvent polarity ($E_T(30)$ value) the Stokes shift obtained in protic solvents is approximately 2500 cm$^{-1}$ less than that obtained for aprotic solvents. Since this is comparable to the energy of a hydrogen bond, this suggests that the protic solvents are hydrogen bonding to BA. The fact that the CT emission is strongly quenched by protons also indicates that proton transfer and/or hydrogen bonding may occur. Although this would be unusual behavior for a hydrocarbon, it is within reason for a radical cation or anion. It is also similar to the behavior noted above for 1-napthol.

C. Experimental Procedure

At the present time it is not possible to obtain BA commercially, but it is readily synthesized by the zinc amalgam reduction of anthraquinone. The procedure of Magus et.al. was used without modification. 100 g of zinc amalgam (prepared by stirring
100 g mossy zinc, 7 g HgCl₂, and 5 ml concentrated HCl in 125 ml H₂O for 5 minutes at room temperature⁴⁹) was added to a mechanically stirred, refluxing suspension of 30 g anthraquinone in 350 ml glacial acetic acid. Over the course of the next five hours, 200 ml concentrated HCl was added dropwise to the refluxing mixture. At the end of this time, the mixture was cooled to room temperature and filtered. The solids were extracted with boiling chlorobenzene, and crystallized. Mass spectroscopic analysis of the resulting yellowish-white crystals indicated that the crude product was approximately 95% BA, with anthracene and an anthracene dimer (MW 356) as the only detectable impurities. The overall yield of the reaction was not determined exactly, but was approximately 50%.

Further purification was necessary, since anthracene has spectral properties which are very similar to bianthryl, and would interfere with subsequent measurements. Analysis by HPLC⁵⁰ indicated that two impurities absorbing at 266 nm were present, with one (identified by retention time as anthracene), which absorbed at 355 nm as well. Recrystallization from chlorobenzene, as suggested by Magus et al. was not successful. BA appears to be more soluble than anthracene, since recrystallization led to the isolation of pure anthracene. Recrystallization from mixtures of acetic acid and acetic anhydride, as suggested by Mataga et al.³⁸, was more successful. Anthracene is much more soluble than BA, and BA crystals form readily on cooling. Actual purification is complicated by the fact that anthracene tends to adhere to the crystals. To overcome this problem it was necessary to cool the saturated solutions slowly in an ultrasonic bath. This led to the formation of microscopic crystals from which the adsorbed anthracene could then be removed. By repeatedly dissolving the sample in the boiling solvent mixture (approximately 80% acetic acid, and 20% acetic anhydride), cooling to 0°C in an ultrasonic bath, and washing the resulting crystals repeatedly with cold methanol, samples were produced in which no impurities could be detected by HPLC. A purity of at least 99.9%, at least with regard to UV absorbing impurities, was indicated. No indication of any impurity was found in the fluorescence, proton NMR or mass spectra, confirming the HPLC result.
These samples were used in subsequent experiments.

It has been suggested by Shizuka et al.\textsuperscript{47} that recrystallization from ethanol can be used to purify BA. Although it was not tried here, it is consistent with the observed solubility of anthracene and bianthryl in alcohols. Other than the odor, the main advantage of ethanol would be that it freezes well below 0°C, so there is no possibility of the solvent freezing during cooling. This was a problem with the acetic acid mixtures if too little acetic anhydride was present. Butanol or pentanol might be even better than ethanol, since their lower polarity and higher boiling points should make it possible to use less solvent.

The solvents used for the spectroscopic measurements were all of the highest commercially available purity. Acetonitrile, DMSO, \(n\)-hexadecane, \(n\)-propanol and \(n\)-butanol were HPLC grade, obtained from Burdick and Jackson. Methanol, benzene, \(n\)-heptane and \(n\)-pentane were spectroscopic grade from Mallinckrodt. Anhydrous ethanol was from Rossville. \(n\)-Pentanol (99%), \(n\)-hexanol (98%), \(n\)-Octanol (99+) as well as methan(ol-d) (99.5 atom%), ethan(ol-d) (99.5 atom%), \(n\)-butan(ol-d) (98 atom%) and 20\% w/w DCl in D\(_2\)O (99 atom%) were the highest available grade for Aldrich. All solvents were dried over 5\(A\) molecular sieve prior to use. All samples used for spectroscopic purposes were placed in vacuum cuvettes prior to use and were degassed in vacuum.

Picosecond absorption and emission measurements were made using the apparatus described in chapter two. Sample excitation was with the 355 nm beam in both cases, except as noted. Except when measuring polarization anisotropies, "magic angle" detection was used for emission and absorption measurements. The emission intensity was adjusted to produce a similar signal level in all datasets. This ensured that any power-dependent distortion of the data, such as that arising from electron debunching in the streak tube would at least be consistent. Such adjustment is also necessary to accommodate the finite dynamic range of the streak camera. To reduce the signal, the pump beam was attenuated rather than the emission itself, since this minimized sample degradation and stimulated
Raman scattering, without distorting the signal. For the absorption spectra shown, the fluorescence dyes were those described earlier; dye excitation was with the 532 nm beam.

Steady-state absorption spectra were measured on a Cary 219 spectrophotometer. Steady-state emission spectra were measured on a Spex Fluorolog II, using Rhodamine B for quantum corrections. Steady-state emission spectra were measured with right angle detection in .002 mM solutions; this eliminated most of the reabsorption of the fluorescence below 400 nm. Time-resolved emission used .4 mM solutions, and time-resolved absorption was carried out using 1 mM BA concentrations. Mass spectra were measured on an AEI MS-12 magnetic sector instrument. Proton NMR spectra were measured on a Nicolet 250 FT-NMR. An IBM HPLC was used for sample analysis.

Time resolved data was analyzed using the procedure described in the appendix. This entire procedure was combined into a single set of programs and implemented using a Digital Equipment Corporation VAX-780 computer. This program takes a series of decay curves with comparable peak intensities, deconvolutes the excitation pulse from the datasets and fits the resulting curves to a set of triexponential decays with wavelength-dependent amplitudes and wavelength-independent time constants. This is the functional form expected from a simple three-state relaxation process, although it can be used to approximate a variety of other processes as well. The program then proceeds to combine a steady-state emission spectrum with the time-resolved emission data to produce time-dependent spectra.

D. Picosecond Emission Measurements: BA in Alcohols

It is known from previous work that BA undergoes detectable excited-state relaxation processes in alcohols, so the first solvents to be investigated were the simple linear alcohols. These represent a very convenient set of solvents with which to work, since they have been characterized in detail, and are readily available in high purity. The steady state emission spectra of BA in a series of alcohols is shown is shown in figure
4.5, along with the excitation spectrum in \( n \)-butanol and the emission spectrum in \( n \)­hexadecane. The excitation spectrum shown is essentially the same as the absorption and excitation spectra seen in other solvents. These spectra are essentially the same as those reported previously\(^{37} \), and they clearly show the increasing red shift in more polar solvents characteristic of the CT state. Note the persistence of the vibrational structure at the blue edge of the band. This structure is characteristic of the LE state, and it persists to some degree even in the most polar solvents. Since the CT state is not formed in nonpolar solvents, the spectrum seen in \( n \)-hexadecane corresponds to that of the LE state spectrum. Note that the peak in the spectrum of \( n \)-hexadecane spectrum does not line up with the shoulder seen in the alcohols. Although not shown here, the same peak is seen in \( n \)-hexane, but not in diethyl ether where the vibrational structure is well aligned with that of the alcohols\(^{41} \). A similar shift is seen in other nonpolar solvents\(^{38} \). It is not clear why this occurs, but it can have a significant effect on some of the methods used to interpret the data, especially the curve fitting procedures sometimes used to estimate the relative quantum yields for the LE and CT states\(^{35} \). Hexadecane was used for comparison with the alcohols because its viscosity is comparable to the larger alcohols.

Time-resolved emission for BA in \( n \)-propanol, \( n \)-butanol and \( n \)-hexanol are shown in figure 4.6 at the blue and red edges of the emission. Similar curves were observed in other alcohols and in other protic solvents such as acetic acid. The data for propanol is quite similar (albeit less noisy) than the data reported previously in the same solvent\(^{43} \). These earlier results were interpreted in terms of a simple two-state system. This requires that the same exponential decay be seen at all wavelengths. To support this interpretation, it was emphasized that the risetime at 540 nm, treated as a single exponential, was equal to the falltime seen at 400 nm. Looking at the newer, less noisy data, it is not altogether clear that this interpretation is correct. In particular, the description of the risetime seen at 540 nm as a single exponential appears to be an incorrect, since the data appears to include a significant prompt component. When this is included, the agreement between the
Figure 4.5. Corrected emission spectra for BA in a series of linear alcohols at 20 C. From right to left solvents are methanol, ethanol, $n$-butanol, $n$-hexanol and $n$-hexadecane. It can be seen that the Stokes shift increases with the solvent polarity. Curve at far left is the excitation spectrum in $n$-butanol. The absorption spectrum in all these solvents is essentially constant, and closely resembles the excitation spectrum shown.
Figure 4.6. Time-resolved emission at 20°C for BA in n-propanol, n-butanol and n-hexanol at 400 and 540 nm.
risetime and the falltime becomes much poorer, and a simple two-state decay seems less likely. Figure 4.6 also shows data for n-butanol and n-hexanol at the same wavelengths. In these cases the data looks even less like a single exponential than it does for propanol.

In an effort to clarify the nature of the processes occurring in BA, it was necessary to generate time resolved spectral data. This requires both the steady-state emission spectrum and time-resolved data taken at 10 nm intervals over the entire spectral band, from 390 to 600 nm. These initial studies were carried out in solutions of BA in n-butanol and n-hexanol. Spectra were measured in both of these solvents at 20 degree intervals between 0 and 60 C. This leads to an order of magnitude variation such solvent parameters as viscosity, in an otherwise relatively constant solvent environment. Because the lifetime of BA is so much longer than the initial equilibration times, two measurements are necessary. One, at a slower streak speed is used to determine the overall fluorescence lifetime, while the second at a much faster streak speed to measure the fast relaxation times. A typical decay curve for BA in n-hexanol at 20 C made with the slower streak speed (100 ps/ch) is shown in figure 4.7. After the initial equilibration, the data at all wavelengths could be fit to a single exponential decay of 22 ns. This is in reasonable agreement with previous lifetime measurements for BA. The data for BA in n-hexanol at 0 C as a function of wavelength, measured at the faster streak speed (1.97 ps/ch) is shown in figure 4.8. The smooth curves shown are the calculated curves resulting from the triexponential fitting procedure. It can be seen that they fit the data quite well. All the data in both alcohols was fit by this procedure, and the fits in all cases were quite good. Table 4.1 gives a summary of the resulting time constants.

The next step in this procedure is to generate the time-dependent spectra. The steady-state data provides the relative quantum yield in a given spectral bandwidth, and the time-resolved data can then be used to apportion this between the different exponential components, so that the full time-resolved spectrum can be calculated. The scanned steady-state spectra is matched to the 10 nm bandpass filters by by integrating the spectrum
Figure 4.7. Linear and semi-log plots of the fluorescence decay of BA at 500 nm in $n$-hexanol at 20 C. The decay is clearly a single exponential. After the initial dynamics, the decays observed at all wavelengths showed the same 22 ns exponential decay.
Table 4.1

Time constants resulting from the triexponential fitting procedure for BA in \textit{n}-butanol and \textit{n}-hexanol as a function of Temperature.

<table>
<thead>
<tr>
<th>Solvent</th>
<th>°C (^a)</th>
<th>(\tau_1(\text{ns})) (^b)</th>
<th>(\tau_2(\text{ps})) (^c)</th>
<th>(\tau_3(\text{ps})) (^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>\textit{n}-Butanol</td>
<td>-15 C</td>
<td>*</td>
<td>425</td>
<td>60</td>
</tr>
<tr>
<td>\textit{n}-Butanol</td>
<td>0 C</td>
<td>28</td>
<td>330</td>
<td>60</td>
</tr>
<tr>
<td>\textit{n}-Butanol</td>
<td>20 C</td>
<td>27</td>
<td>160</td>
<td>40</td>
</tr>
<tr>
<td>\textit{n}-Butanol</td>
<td>40 C</td>
<td>26</td>
<td>110</td>
<td>†</td>
</tr>
<tr>
<td>\textit{n}-Butanol</td>
<td>60 C</td>
<td>*</td>
<td>60</td>
<td>†</td>
</tr>
<tr>
<td>\textit{n}-Hexanol</td>
<td>0 C</td>
<td>25</td>
<td>520</td>
<td>60</td>
</tr>
<tr>
<td>\textit{n}-Hexanol</td>
<td>20 C</td>
<td>22</td>
<td>320</td>
<td>60</td>
</tr>
<tr>
<td>\textit{n}-Hexanol</td>
<td>36 C</td>
<td>21</td>
<td>200</td>
<td>70</td>
</tr>
<tr>
<td>\textit{n}-Hexanol</td>
<td>60 C</td>
<td>22</td>
<td>100</td>
<td>†</td>
</tr>
</tbody>
</table>

†. Single exponential fit.

* . Not measured

a. Reproducible to ±2 °C.

b. Reproducible to ±2 ns.

c. Reproducible to ±20 ps. or ±10%. 


Figure 4.8. Fast components of the time-resolved emission of BA in $n$-hexanol at 0°C at 20 nm intervals. The smooth curves represent fits to fast biexponential process with relaxation times of 62 and 519 ps.
in 10 nm sections (e.g. from 395–405 nm) giving the discrete spectrum \( I(\lambda) \). This, in turn can be set equal to the time integral of the time-resolved decay. For the triexponential decays used here with amplitudes \( a_i \) and time constants \( \tau_i \) this becomes

\[
I(\lambda) = a_1 \tau_1 + a_2 \tau_2 + a_3 \tau_3
\]  

(4.1).

This can then be solved for \( a_1 \), and a time resolved spectrum can be obtained. Time resolved spectra for \( n \)-hexanol at 0 C are shown in figure 4.9.

E. Short Time Behavior

1. Time-Resolved Emission

It is clear from the time-resolved spectra that the major portion of the spectral shift is governed by the fast time constant. In the case of \( n \)-hexanol at 0 C, the shift is essentially complete in less than 100 ps. This is in good agreement with what one would expect from an equilibration between the two excited states. Note that there is even an isosbestic point near 470 nm on this time scale, in agreement with a two-state model. After 100 ps, the spectrum changes very little, but the emission intensity continues to decrease. Note that this process is governed by the intermediate time constant, and is not simply due to the overall fluorescence decay. This type of behavior is consistent with solvation. The fact that there is only a small red shift associated with the second decay process indicates that the solvent relaxation process does not greatly perturb the energy of the CT state. One possibility is that the second relaxation time is associated with the formation of solvent-solute hydrogen bonds. Calculations\(^{23}\) tend to suggest that a rotation into a perpendicular geometry is accompanied by a decrease in fluorescence cross-section, an increase in the internal energy and an increase in the likelihood of hydrogen-bond formation. As discussed below, this one effect would explain much of the observed data.
Figure 4.9. Time resolved emission spectra for BA in n-hexanol at 0 C reconstructed form the data in figure 4.5 and figure 4.8. Upper figure, 0–100 ps in 20 ps increments; lower figure 100–1000 ps in 200 ps increments. The peak intensity is uniformly decreasing with time. Note the presence of the isosbestic point in the upper curve, suggesting that an initial two-state relaxation process is occurring. The lack of an isosbestic point in the lower curve suggests that at later times, an intramolecular solvation process is taking place.
It would be desirable to take the time resolved spectra and separate out the effects of the LE and CT states. From the persistence of the LE state emission in the steady-state spectrum, it is evident that the steady-state mixture consists of several excited states in equilibrium with one another. Separating these spectra into their various contributions is not easy. Since nothing is known about the relative free energies of the states, it is not possible to separate the different emissions directly. It is possible to crudely decompose the steady-state spectrum into a LE component and a CT component, by assuming that the vibrational structure of the LE emission is constant, and that the CT band is completely unstructured\textsuperscript{35}. This gives a spectrum for the overall CT band, but does not distinguish between the possible variations in solvation. There are also some potential problems with this technique. As can be seen from the spectra for BA in heptane and hexadecane, the LE spectrum is subject to variation. If the vibrational structure is not constant, then these procedures may well fail. Since these procedures can only be used to get a crude idea of the relative yield of the LE state, they were not pursued in detail.

There appears to be no reliable way of measuring the fast time constant $r_3$. It never appears as an isolated decay, and although it is needed to fit the data especially near 400 and 520 nm, its exact value is uncertain. Indeed, a reasonable fit for the data will result if any value between 30 and 60 ps is used. It does appear the $r_3$ is decreasing in the less viscous solutions. In the least viscous solvents, this time constant cannot be resolved at all, although there is still spectral evidence for the fast relaxation. Figure 4.10 shows the spectra corresponding to time-zero as well as the spectrum observed in n-hexadecane. In the more viscous solvents, where two time constants could be resolved, the time-zero spectra are very close to that in n-hexadecane, in agreement with the idea that the system is initially in the LE state. In the less viscous solvents there is a significant red shift in the time-zero spectrum. This indicates that as the temperature increases, there is an increase in the “prompt” formation of the CT state. There is nothing unreasonable about this, since is what is normally observed in aprotic polar solvents. It suggests that a
fast partial polarization occurs, so the alcohol acts much like a weakly polar, effectively aprotic solvent on short timescales.

The fast time constant is very badly resolved, and the value close enough to the pulse width that the value found in the fitting process will be strongly affected by any sources of scattered light, such as stimulated Raman scattering (SRS). The possibility that the short time constant was indeed an artifact arising from SRS was considered in detail. Using the 355 nm excitation beam, SRS in the 380–420 nm range can be a real problem, since this region corresponds to the CH and OH stretch resonances of the solvent. In pure solvents, SRS is quite intense, and it can be readily observed. However, SRS is suppressed when a relatively strongly absorbing solution is used instead. This is one of the reasons why the solutions used for time-resolved emission are so much more concentrated than those used for the steady-state measurements. Evidence that SRS is not a problem can be seen in figure 4.11. In the upper half of the figure, the time-resolved emission observed from a solution of BA in n-butanol at 400 nm and 40 C is shown as the power density is increased by nearly three orders of magnitude from \( \sim 1 \) to \( \sim 200 \text{ MWcm}^{-2} \). Except for an increase in the noise levels, there is no detectable change in the shape of the decay. Besides indicating that SRS is not a problem in this case, this data also shows that it is reasonable to adjust signal levels by adjusting the pump power. The lower half of the figure shows the decay at 400 nm for a BA solution in n-hexanol using both 355 and 266 nm for excitation. Once again there is no difference, indicating that SRS is not a problem. Thus it appears that the shorter time constant is indeed a real phenomenon, although it is not clear if it represents one process or many.

2. Time-Resolved Absorption

Further investigation of the short-time processes in alcohols using emission spectroscopy was precluded by the difficulty of isolating a reproducible time constant. It was conceivable that the short time behavior might be more pronounced in the absorption
Figure 4.10. Time-zero spectra of $n$-hexanol between 0 and 60 C. Also shown is the smoothed emission spectrum for BA in $n$-hexadecane. At 0 C the alcohol and the alkane spectra are almost identical, but as the temperature increases the alcohol spectral width increases considerably. This suggests that at higher temperatures an unresolved fast relaxation process is occurring. The spectra have been offset vertically for clarity.
Figure 4.11. Upper figure: Time resolved emission at 400 nm of BA in n-butanol at 40 C, as the laser intensity is varied from 1 to 200 MW cm\(^{-2}\). Lower figure: Time resolved emission at 400 nm of BA in n-hexanol at 20 C, with both 266 and 355 nm excitation. Laser intensity is approximately 50 MW cm\(^{-2}\) for both excitation wavelengths. That the fluorescence shows no appreciable power or wavelength dependence indicates that stimulated Raman scattering is not occurring.
spectrum. This was suggested by the fact that previous investigators had not seen any time development in cyclohexanol\textsuperscript{45}. It has been shown that in nonpolar solvents, BA has an absorption extending from 500 to 650 nm, with a peak near 590 nm. This matches the absorption seen in anthracene. In polar solvents, the absorption cross-section increases by roughly a factor of three, and the spectrum is shifted to the 650 to 700 nm region\textsuperscript{38}. Reliable time-resolved absorption measurements for BA in \textit{n}-butanol could only be made at wavelengths between 600 and 700 nm. The long wavelength limit results from the diminishing sensitivity of the streak camera photocathode, while the short wavelength limit is imposed by the increasing intensity of the sample fluorescence. Figure 4.12 shows the absorption profiles obtained for BA at 600 and 700 nm. Also shown is the curve for anthracene at 600 nm in cyclohexane, and the integral of a pulse measured at the same streak speed using the emission configuration. It can be seen that the pulse integral agrees quite well with the data at 600 nm for both BA and anthracene. This is expected for anthracene, since, in this case, there is no evidence in emission for spectral relaxation. The BA data is somewhat confusing, since one might expect some relaxation to be detectable if the LE–CT equilibration is occurring. The spectra\textsuperscript{45} suggest that near 600 nm the two states have comparable absorption cross-sections, so the amplitude of any relaxation would be small. Measurements at shorter wavelengths might be expected to show a decay, but they could not be measured here due to fluorescence. A risetime is clearly evident in the 700 nm curve. Using the pulse shown for deconvolution, a risetime of 120 ps is found, although the fit is not good. A somewhat better fit can be obtained with a biexponential risetime. In this case all the usual cautions about not taking the values of the time constants literally apply, since only one curve is being fit\textsuperscript{51}. The data can be quite well fit with a combination of a 60 and 160 ps risetime, that is with the same values found in emission. These are by no means the only values which will give reasonable fits, but they indicate that no new information can be obtained from the absorption spectra, at least with at these wavelengths.
Figure 4.12. Room-temperature time resolved absorption curves for (A) BA in n-butanol at 600 nm, (B) BA in n-butanol at 700 nm and (C) anthracene in cyclohexane at 600 nm. Curve (D) shows the integral of a typical pulse as measured with the emission configuration. Note that curve B has an appreciable risetime compared with the other curves, as would be expected from the excited-state absorption spectrum.
It appears that if one is interested in investigating the charge-transfer process itself, the use of non-hydrogen bonding solvents is necessary. Unfortunately, with the time resolution available here, no detectable time behavior was observed in acetonitrile, DMSO, DMF or acetone, preventing any further study. It would be of interest to look at these processes with femtosecond time resolution, using either absorption or emission spectroscopy. Absorption spectroscopy is particularly appealing, since it is possible to generate femtosecond pulses in the neighborhood of 725 nm\(^{52}\). It would thus be a relatively simple experiment to generate the second harmonic of this pulse (362 nm) and use it to excite the sample, and then use the 725 nm pulse as a probe beam\(^{17}\). Unfortunately, this sort of measurement was not possible, since such a laser was not available here. One question which comes up in connection with aprotic solvents is why, if the charge transfer step appears as 60 ps “fast” relaxation process in alcohols, is there no detectable relaxation in aprotic solvents. In other words, why is the charge transfer step so much slower in alcohols. A possible reason for the greater rate of charge transfer is that dielectric relaxation still plays a role in determining this rate. Dielectric relaxation in alcohols is orders of magnitude slower for alcohols than it is for aprotic solvents (430 ps for propanol\(^{32}\) versus 5 ps for acetonitrile\(^{53}\)), so that to even partially polarize the alcohol takes much longer than the entire charge transfer process would in an aprotic solvent.

F. Intermediate Time Behavior

1. Pure Alcohols

From the data in Table 4.1 it is clear that as the temperature of a sample is changed, \(\tau_2\) scales directly with the solvent viscosity. This indicates that whatever process is involved in this time constant involves molecular motion. This is consistent with a model involving diffusion controlled hydrogen bonding and torsional relaxation, but it is also consistent with several other interpretations. In particular, the idea that this time constant is related
Table 4.2

Relaxation Properties of Alcohols at 20°C.

<table>
<thead>
<tr>
<th>Solvent</th>
<th>$\eta^b$ (cp)</th>
<th>$\tau_L^c$ (ps)</th>
<th>[OH] $^d$ (M)</th>
<th>$\tau_2^e$ (ps)</th>
<th>$\tau_2/\tau_L^f$</th>
<th>[OH] $\tau_2/\eta^g$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ethanol</td>
<td>1.20</td>
<td>37</td>
<td>17.13</td>
<td>30</td>
<td>.81</td>
<td>428</td>
</tr>
<tr>
<td>$n$-Propanol</td>
<td>2.25</td>
<td>83</td>
<td>13.37</td>
<td>100</td>
<td>1.20</td>
<td>594</td>
</tr>
<tr>
<td>$n$-Butanol</td>
<td>2.95</td>
<td>136</td>
<td>10.92</td>
<td>160</td>
<td>1.18</td>
<td>592</td>
</tr>
<tr>
<td>$n$-Pentanol</td>
<td>3.70</td>
<td>202</td>
<td>9.24</td>
<td>200</td>
<td>0.99</td>
<td>499</td>
</tr>
<tr>
<td>$n$-Hexanol</td>
<td>5.30</td>
<td>293</td>
<td>7.96</td>
<td>320</td>
<td>1.09</td>
<td>481</td>
</tr>
<tr>
<td>$n$-Octanol</td>
<td>8.90</td>
<td>525</td>
<td>6.35</td>
<td>610</td>
<td>1.16</td>
<td>435</td>
</tr>
</tbody>
</table>

a. Temperatures uncertain to ±2°C.
b. See reference 54.
c. Longitudinal dielectric relaxation time; see text for definition. Ethanol data from reference 56, other solvents from reference 32. Many other measurements exist; see reference 57. Most literature values are within 10% of the values shown.
d. Calculated from data in reference 55.
e. Spectral relaxation time for BA in the alcohol solution. Determined from the relaxation time at 420 nm. These values were reproducible to ±20 ps.
f. Average value: 1.07 ± .15 (14%).
g. Average value: 505 ± 73 (14%).
to the solvent longitudinal dielectric relaxation time $\tau_L$ (see below) is also consistent with the viscosity dependence. In contrast to the situation for $\tau_3$, accurate values for $\tau_2$ can be obtained from a limited number of measurements. Over much of the spectrum, $\tau_2$ is the dominant time constant. Fitting a single dataset taken between 420 and 450 nm to a single exponential decay provides a reasonable value for $\tau_2$. Furthermore, the fact that $\tau_2$ scales directly with viscosity for a given solvent suggests that measurements at one temperature can be combined with known viscosity values to obtain reasonable values for $\tau_2$ at other temperatures. This greatly simplifies data collection, and makes it possible to look at a wider range of solvents. Table 4.2 gives values for $\tau_2$ as well as values for both $(\tau_2/\eta)[\text{OH}]$ and $\tau_2/\tau_L$ for several alcohols. The first of these quantities should be constant if the process is diffusion controlled, while the second will be constant if dielectric relaxation is the controlling factor. As can be seen, both quantities are constant to within 15%, so that it is not possible to distinguish between the two models.

2. Alcohol-Alkane Mixtures

Since there are many alcohol properties which vary simultaneously as the chain length increases, it is difficult to single out the factors controlling the variation in $\tau_2$. Among the properties which vary with alcohol chain length are the viscosity, and viscosity-dependent processes including dielectric relaxation and diffusion; the hydroxyl group concentration and related properties including the solvent polarity; and the degree of hydrogen bonding in the solution. It is desirable to be able to vary the solvent parameters in a more independent manner. One method of doing this is to make use of mixed solvents. Unlike the pure alcohols, where many properties scale together, the properties of mixed solvents can be made to vary in rather different ways so there is the possibility that their effects can be distinguished. In choosing solvent mixtures, it is clearly desirable to find mixtures in which it is possible to keep some solvent properties constant while varying others. The solvent mixtures used here were chosen to variously
keep the viscosity, the polarity or the alcohol concentration fixed. Alcohol-alkane mix-
tures are especially reasonable for use in comparison with linear alcohols. The only
difference between the mixtures and the pure solvents is the distribution of bonds in the
linear alkane chains.

The first solvent system to be investigated was the same one used previously to study
the relaxation of DMABN\textsuperscript{26}, namely mixtures of \textit{n}-butanol and \textit{n}-hexadecane. This mix-
ture has the advantage that both compounds have similar viscosities so that the viscosity
of mixtures remain at an almost constant value of 3.2 ± .2 cp for all concentrations.
Table 4.3 once again gives values for both $(\tau_2/\eta)[\text{OH}]$ and $\tau_2/\tau_L$ for these mixtures.
The dielectric relaxation data is estimated based on the properties of butanol-paraffin
oil and butanol-decalin mixtures, corrected for the hydrocarbon viscosity\textsuperscript{59}. Given the
rather approximate values for the dielectric properties, it is surprising how well the mea-
sured relaxation times correlate with the corrected dielectric relaxation times, with all
values of $\tau_2/\tau_L$ being within a factor of two of one another. A comparable correlation
can be obtained between the decay times and the ratio of the alcohol concentration to
the viscosity, the two quantities expected to correlate for a diffusion-controlled reaction.
Neither of these correlations is especially good; they certainly do not make it possible to
choose between the two processes.

It is of interest to consider other factors which will affect these correlations. A
serious problem associated with this particular experiment is the fact that the polarity of
the solvent changes with each solvent mixture. In a molecule like DMABN this is not a
serious problem, since emission spectra of the two excited states are well separated from
each other, and can be clearly observed even at relatively low alcohol concentrations.
With DMABN, measurements could be made with alcohol concentrations as low as
200 mM\textsuperscript{26}. In BA, the LE and CT emissions tend to overlap each other, so that it
becomes increasingly difficult to separate the two emissions as the alcohol concentration,
and solvent polarity decrease. The decays observed at 400 nm for the butanol-hexadecane
Table 4.3

Relaxation Properties of Butanol-Hexadecane Mixtures at 20°C.

<table>
<thead>
<tr>
<th>Mixture(^b)</th>
<th>(\eta^c) ((\text{cp}))</th>
<th>(\tau_L^d) ((\text{ps}))</th>
<th>[OH] ((\text{M}))</th>
<th>(\tau_2^e) ((\text{ps}))</th>
<th>(\tau_2/\tau_L^f)</th>
<th>[OH] (\tau_2/\eta^g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>n-butanol</td>
<td>2.95</td>
<td>136</td>
<td>10.92</td>
<td>160</td>
<td>1.20</td>
<td>577</td>
</tr>
<tr>
<td>B-H</td>
<td>3.1</td>
<td>226</td>
<td>8.19</td>
<td>380</td>
<td>1.68</td>
<td>1004</td>
</tr>
<tr>
<td>B-H</td>
<td>3.2</td>
<td>360</td>
<td>5.46</td>
<td>650</td>
<td>1.81</td>
<td>1109</td>
</tr>
<tr>
<td>B-H</td>
<td>3.3</td>
<td>315</td>
<td>2.72</td>
<td>830</td>
<td>2.63</td>
<td>686</td>
</tr>
<tr>
<td>n-hexadecane</td>
<td>3.44</td>
<td>*</td>
<td>0.00</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
</tbody>
</table>

\(\text{a. Temperatures uncertain to } \pm 2^\circ\text{C.}\)

\(\text{b. Butanol-hexadecane mixtures with the alcohol concentrations shown.}\)

\(\text{c. See reference 54 for the pure compounds; viscosities for the mixtures were interpolated.}\)

\(\text{d. Longitudinal dielectric relaxation time; see text for definition. Data for mixtures estimated from the data in reference 59 for butanol mixtures with decalin and paraffin oils.}\)

\(\text{e. Spectral relaxation time for BA in the alcohol solution. Determined from the relaxation time at 450 nm. These values were reproducible to } \pm 20 \text{ ps.}\)

\(\text{f. Average value: } 1.83 \pm .60 (33\%).\)

\(\text{g. Average value: } 848 \pm 248 (29\%).\)
mixtures are shown in figure 4.13. As the polarity decreases, the amplitude of the decaying component clearly becomes smaller, so that for alcohol concentrations below \( \sim 2.5 \text{ M} \), it is no longer possible to distinguish the decay with any accuracy. In alcohol-alkane mixtures, the presence of various alcohol oligomers is expected to have a profound effect on the alcohol diffusion rates. A simple linear dependence on alcohol concentration can only be expected at low alcohol concentrations. Thus it is unfortunate that with BA measurements can only be made at relatively high concentrations where only crude correlations can be expected. That a simple linear correlation is seen in DMABN is actually rather surprising.\(^{26}\)

To overcome some of these difficulties, a second set of measurements in which the solvent composition and temperature were varied while leaving unchanged both the alcohol concentration and the \( E_T(30) \) value.\(^{58}\) The data in figure 4.14 shows the results obtained at several temperatures with \( n \)-hexanol and several alcohol-alkane mixtures with the same alcohol concentration (8.0 M). It is interesting to note that for each solvent mixture the relaxation time is directly proportional to the viscosity, although the proportionality constant varies by an order of magnitude on going from \( n \)-hexanol to \( n \)-pentane/methanol. In the simple reaction model this proportionality constant should remain unchanged for fixed alcohol concentrations. That such a large change in this quantity occurs, suggests that the detailed solvent structure plays an important role in determining the solvation dynamics. The fact that both propanol-containing mixtures fall on the same line suggests that the relaxation time depends primarily on the size of the alcohol, with the exact structure of the alkane being relatively unimportant except for its influence on the solvent viscosity. This is what would be expected for a system consisting of micelle-like alcohol oligomers suspended in a hydrocarbon solution, where the volume fraction of the hydrocarbon determines the average solute-hydroxyl distance.

All of the rate data for both alcohols and alcohol-alkane mixtures is compared in table 4.4, which gives values for \( [\text{OH}]\tau_2/\eta \). Literature values for DMABN, 4AP and for a
Figure 4.13. Time resolved emission curves at 400 nm for BA in mixtures of \( n \)-butanol and \( n \)\'-hexadecane. \( n \)\'-Butanol concentrations are 10.92 M in (a), 8.2 M in (b), 5.5 M in (c) and 2.7 M in (d). While the decay time increases with decreasing alcohol concentration, the amplitude of the decaying component decreases. Thus the decay is difficult to measure at lower alcohol concentrations.
Figure 4.14. The intermediate spectral relaxation time $r_2$ plotted against the viscosity for a series of 8.0 M alcohol solutions in alkanes. Temperatures were varied from 15 to 60 C to provide a range of viscosities. (#): $n$-hexanol; (+): $n$-propanol in $n$-hexadecane; (@): $n$-propanol in $n$-pentane; (*): methanol in $n$-pentane. The slopes of the solid lines are given in Table 4.4.
simple diffusion controlled process in butanol are also shown. It is clear that the nonpolar BA molecule and the polar DMABN molecule behave quite differently. While the data for DMABN scales linearly with alcohol concentration even in the butanol-hexadecane mixtures, only the data for the pure alcohols scales this way for BA. In BA the mixed solutions all show dramatically reduced relaxation rates relative to the corresponding pure alcohols. In both cases it appears that essentially the same process is occurring, that is the rearrangement of the solvent about a newly formed CT state. In both cases there is circumstantial if not unambiguous evidence that hydrogen bonding constitutes the primary form of solvation. The difference between the two systems appears to lie in the nature of the ground state solvation. In DMABN, the solvent dipole has polarized the alcohol so that the local environment has an anomalously large alcohol concentration. Even in the pure alcohols, the hydroxy groups should tend to be directed toward the molecule. This argument has to be reversed for BA since the hydrophobic ground state will tend to minimize the local alcohol concentration. Thus the hydroxy groups of the pure alcohols should be oriented away from the molecule, and the mixed solvents should be primarily hydrocarbon near the BA molecule. Of course other factors such as the differences in the size and geometry of the two molecules may also contribute to the differences. Nonetheless the result appears to be quite consistent with the idea that much of the difference is caused by variations in the local solvent environment.

The presence of local solvent inhomogeneities induced by the presence of a polar solute molecule have been reported before, primarily in relationship to the anomalously large spectral shifts seen in mixtures of polar and nonpolar solvents. These measurements tended to suggest that there was an increased concentration of the polar solvent molecules near the solute dipole, so that the solvent acted more polar than would be expected from the bulk dielectric constant. Calculations of the magnitude of this effect have been carried out, based on the model of a spherical dipole placed in a polar-nonpolar solvent mixture. The extent to which the local environment is enriched in the polar
Table 4.4

Relative Relaxation Properties of Alcohols and Alcohol-Alkane Mixtures.

<table>
<thead>
<tr>
<th>Solvent</th>
<th>Solute</th>
<th>([\text{OH}]\tau_2/\eta)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n)-Alkanols&lt;sup&gt;a&lt;/sup&gt;</td>
<td>BA</td>
<td>505±73</td>
</tr>
<tr>
<td>Butanol-hexadecane&lt;sup&gt;b&lt;/sup&gt;</td>
<td>BA</td>
<td>1050±100</td>
</tr>
<tr>
<td>Propanol-alkanes&lt;sup&gt;c&lt;/sup&gt;</td>
<td>BA</td>
<td>1600±200</td>
</tr>
<tr>
<td>Methanol-pentane&lt;sup&gt;d&lt;/sup&gt;</td>
<td>BA</td>
<td>5500±500</td>
</tr>
<tr>
<td>(n)-Alkanols&lt;sup&gt;e&lt;/sup&gt;</td>
<td>DMABN</td>
<td>370±30</td>
</tr>
<tr>
<td>(n)-Alkanols&lt;sup&gt;f&lt;/sup&gt;</td>
<td>4AP</td>
<td>370±30</td>
</tr>
<tr>
<td>(n)-Alkanols&lt;sup&gt;g&lt;/sup&gt;</td>
<td>Diffusion Control</td>
<td>114</td>
</tr>
</tbody>
</table>

- a. Based on the data in table 4.2.
- b. Based on the data in table 4.3 for concentrations comparable to hexanol.
- d. See figure 4.14.
- e. Data from reference 26 for \(n\)-butanol.
- f. Data from reference 20 for butanol and propanol.
- g. See text.
component can be calculated by balancing the electrostatic stabilization caused by the increased local dielectric constant against the entropy associated with the concentration inhomogeneity. The results suggest that over distances comparable to the molecular radius, a large enrichment will be seen, but that this enrichment will fall off rapidly at longer distances. This dependence on molecular size may be responsible for some of the anomalies seen in the spectra of different molecules. With the relatively small 4-nitroaniline molecule, a large spectral shift was seen\textsuperscript{34}, whereas for the much larger \(E_T(30)\) dye, there was no spectral evidence of local polar solvent enrichment\textsuperscript{58}.

The problem associated with BA is more complex, since it involves the exclusion of polar molecules from the neighborhood of a nonpolar solute. This is of interest since it corresponds to the biologically important hydrophobic interaction\textsuperscript{60}. The force behind this interaction is generally taken to be the strong association between the polar solvent molecules which tends to force the excluded nonpolar molecules together. Such forces are extremely difficult to quantify, since they result from microscopic solvent inhomogeneities. The measurements reported here tend to confirm this picture, and provide an independent, dynamic method for assessing the magnitude of this effect. It would clearly be of interest to observe the behavior of BA in a micellular environment. In this case, the "nonpolar to polar" nature of BA might be expected to produce radical changes in the structure of the micelle, helping to clarify the dynamic nature of such systems.

3. Deuterated Alcohols

One additional set of time-resolved emission measurements were carried out using identical solutions of BA in \(n\)-butanol and \(n\)-butanol-(ol-\(d\)), with detection at 420 nm. The decay curves are essentially identical to those in figure 4.6, except that the decay time in the deuterated alcohol is 24% longer than that seen in the protonated alcohol. Table 4.5 gives representative physical properties for several deuterated alcohols, including the
Table 4.5

Relative Properties of Protonated and Deuterated Alcohols ($X_D/X_H$) at 20 C.

<table>
<thead>
<tr>
<th></th>
<th>Methanol</th>
<th>$n$-Propanol</th>
<th>$n$-Butanol</th>
<th>$n$-Octanol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Viscosity Coefficient ($\eta$)</td>
<td>1.025&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.015&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.015&lt;sup&gt;a&lt;/sup&gt;</td>
<td>*</td>
</tr>
<tr>
<td>Self-Diffusion Constant ($D$)</td>
<td>1.09&lt;sup&gt;b&lt;/sup&gt;</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Dielectric Relaxation Time ($\tau_L$)</td>
<td>1.34&lt;sup&gt;c&lt;/sup&gt;</td>
<td>1.15&lt;sup&gt;d&lt;/sup&gt;</td>
<td>*</td>
<td>1.09&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>Bianthryl Rotational Relaxation Time ($\tau_R$)</td>
<td>*</td>
<td>*</td>
<td>1.24</td>
<td>*</td>
</tr>
<tr>
<td>Bianthryl Spectral Relaxation Time ($\tau_2$)</td>
<td>*</td>
<td>*</td>
<td>1.23</td>
<td>*</td>
</tr>
<tr>
<td>Bianthryl Fluorescence Lifetime ($\tau_1$)</td>
<td>1.0</td>
<td>*</td>
<td>1.0</td>
<td>*</td>
</tr>
<tr>
<td>Dielectric Constant ($\epsilon_S$)</td>
<td>0.958&lt;sup&gt;e&lt;/sup&gt;</td>
<td>*</td>
<td>*</td>
<td>1.016&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>Refractive Index ($n_D$)</td>
<td>0.999&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.999&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.999&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.999&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>Polarity ($\Delta f$)</td>
<td>0.998&lt;sup&gt;a&lt;/sup&gt;</td>
<td>*</td>
<td>*</td>
<td>1.006&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

* Data unavailable.
† Extrapolated from temperatures below 200 K.
<sup>a</sup> See reference 62.
<sup>b</sup> See reference 61.
<sup>c</sup> See reference 63.
<sup>d</sup> See reference 63.
<sup>e</sup> See reference 57.
rotational reorientation time for BA described in the next section. Despite the paucity of
the data it is clear that deuteration affects $\tau_2$ in a significantly different manner than it
affects the viscosity. The scaling of the spectral relaxation time more closely resembles
that of rotational reorientation, dielectric relaxation or, to a lesser extent, self-diffusion.
Although this might be taken as an argument against a diffusion-controlled mechanism
especially one involving hydrogen bond formation, such is not the case. Note that this
scaling is virtually identical to that observed for solutions of 4AP in deuterated
alcohols, suggesting that the spectral relaxation process seen in both compounds is the
same. In view of the fact that hydrogen bonding to the solute is rather well substantiated
in 4AP, the observed isotope effect cannot be used to rule out such behavior in BA.

The isotope effects observed here are much larger than would be expected from clas­
cical arguments. A simple kinetic energy argument predicts that the transport properties
of the solution should scale with $(M_D/M_H)^{1/2}$. Deuteration of a molecule as large as
$\alpha$-butanol would be expected to induce changes of less than 1%. This molecular weight
argument is strictly true only in the case where the weights of all the atoms increase in
the same proportion. It neglects effects which can arise from changes in the intramolec­
ular potentials or in internal parameters such as the moments of inertia. All available
evidence indicates that deuteration has a relatively minor effect on the hydrogen bond
strength and molecular dimensions in alcohols$^{62}$, so it is not reasonable to attribute the
slower behavior of deuterated alcohols to hydrogen-bonding effects. One factor which
does scale in an appropriate manner, at least in small alcohols is the moment of inertia,
especially that associated with the rotation of the OH group about the O–C bond. This
is expected to have an effect primarily on the rotational behavior of the solvent, that is
on the angular momentum. Longitudinal diffusion can be described in terms of a linear
momentum autocorrelation function. In real molecules, the “roughness” of molecules
leads to a coupling between translational and rotational motions which leads to dephas­ing
effects, and a reduced diffusion constant$^{64}$. Isotopic substitution modifies the angular
momentum of the solvent, and so influences the diffusion constant via this coupling. Rotational diffusion processes will feel an even greater effect, since since they directly depend on angular momentum autocorrelation functions which will be directly affected by isotopic substitution. Both the rotational reorientation time and the dielectric relaxation time relate to the rotational reorientation of a dipole. The first corresponds to a free rotation, while the latter includes the influence of an external field, but both processes can be reasonably well modelled by the diffusional rotation of a spherical molecule. That both scale in roughly the same manner indicates that similar processes are involved. The fact that the solvation time also scales this way indicates the importance of a rotational process such as the rotation of an alcohol molecule so as to better solvate the CT state. As shown below, this can be related to either hydrogen bond formation or dielectric relaxation.

4. Rotational Reorientation

The data in both the alcohol-alkane mixtures and in \( n\)-butan(ol-d) indicate that the local dynamic solvent environment is subject to influences not reflected in the macroscopic properties of the solvent. It would clearly be desirable to have an independent measurement which can be used to characterize the microscopic solvent environment. The rotational relaxation time is provides just such a measurement, since it can be used to determine a local viscosity for the molecular environment. The rotational relaxation time is derived directly from polarized, time-resolved emission measurements. When a molecule is excited with polarized light, only those molecules with an excitation dipole in the direction of a component of the electric field will be excited. If the emitting dipole is parallel to the excitation dipole, a similarly asymmetric distribution of emission dipoles will have been produced. As a result, the polarization of the emission will initially be anisotropic, with a large fraction of the emission being polarized parallel to the direction of the excitation polarization. As a function of time, rotational Brownian motion will
tend to randomize the physical orientation of the excited molecules. This in turn will lead to a randomization of the emission dipoles so that at long times, the initial anisotropy in the emission polarization will disappear. The only requirement for the probe molecule is that the excitation and emission dipoles not be perpendicular. As will be discussed later, the transition dipole associated with the BA absorption feature at 355 nm is polarized along the short axis of the anthracene moieties. The dipole for both the LE and CT emission is also along this axis. Thus measurements of rotational reorientation is possible in BA. Note that the transition corresponding to excitation at 266 nm is polarized perpendicular to the emission dipole, so that a completely depolarized spectrum is observed at all times.

The rotation problem can be treated hydrodynamically in terms of an Einstein sphere of volume \( V \), with a single absorption and emission dipole, immersed in a continuum fluid of viscosity \( \eta \). More sophisticated treatments involving more general molecular shapes, more elaborate treatments of viscosity and the hydrodynamic boundary conditions, and a more general relationship between the emission and absorption dipoles are possible, but this simple treatment is adequate for discussing the behavior of BA. Consider such a spherical molecule placed at the origin of a three dimensional coordinate system. The excitation beam is propagating along the along the the \( x \) axis, with the electric field vector in the \( z \) direction. Fluorescence propagating along the \( y \) axis will be observed in both the \( z \) axis (\( I_\parallel \)) and \( x \) axis (\( I_\perp \)) polarizations. The transition dipole \( \mu \) of the molecule is pointed in the direction defined by the polar angles \( (\theta, \phi) \). Initially, probability of a given dipole being excited is proportional to the projection of the electric field onto the dipole axis. This leads to an initial dipole distribution function

\[
W(\theta, \phi, 0) = \frac{3 \cos^2 \theta}{4\pi}
\]  

This distribution will evolve with time due to both rotational diffusion and the finite lifetime of the excited state. The diffusion problem can be readily solved for this initial condition to yield the time-dependent angular distribution; this is multiplied by the
excited-state decay function $P(t)$, to produce the time-dependent dipole distribution:

$$W(\theta, \phi, t) = \frac{P(t)}{4\pi} \left[ 1 + (3\cos^2 \theta - 1) \exp \left( -\frac{kTt}{V\eta} \right) \right]$$  \hspace{1cm} (4.3).

The probability of a given dipole direction producing emission in a given polarization depends once again on the projection of the dipole direction onto the electric field vector. For emission along the $y$ axis, $I_{||}$ will be proportional to $\cos^2 \theta$ and $I_{\perp}$ will be proportional $\sin^2 \theta \cos^2 \phi$. Substituting the angular distribution function into the expressions for $I_{||}$ and $I_{\perp}$ and integrating over all angles yields the time-dependent expressions for the emission intensity:

$$I_{||}(t) = P(t) \left[ \frac{1}{3} + \frac{4}{15} \exp \left( -\frac{kTt}{V\eta} \right) \right]$$  \hspace{1cm} (4.4a),

$$I_{\perp}(t) = P(t) \left[ \frac{1}{3} - \frac{2}{15} \exp \left( -\frac{kTt}{V\eta} \right) \right]$$  \hspace{1cm} (4.4b).

The fluorescence anisotropy function

$$r(t) = \frac{I_{||} - I_{\perp}}{I_{||} + 2I_{\perp}} = \frac{2}{5} \exp \left( -\frac{kTt}{V\eta} \right)$$  \hspace{1cm} (4.5)

then relates the diffusion parameters to the observed emission profiles. Note that the denominator of this expression is equal to $P(t)$, and is independent of the diffusion parameters. This is equivalent to the mixture of the two polarizations obtained when the fluorescence is detected through a polarizer set at an angle $\omega$ with respect to the z axis, such that $\sin^2 \omega = 2 \cos^2 \omega$. Detection at this angle, (54.74 degrees from the z axis, also known as "magic angle") was used for all the other measurements presented here. An example of this can be seen in figure 4.15.

Table 4.6 shows the values obtained for the rotational time constant $\tau_R = (V\eta/kT)$ in a series of solvents at 20 C. Also shown are values for the viscosities and spectral relaxation times. That the molecular volume is not expected to change greatly between solvents, so that changes in $\tau_R$ appear to be attributable to changes in the microscopic or local viscosity. Several trends are apparent. The behavior of the solutions of BA in
Figure 4.15. Rotational reorientation data for BA in n-butanol at 400 nm. The upper curves show the decays observed at the parallel, magic and perpendicular angles, while the lower curve shows the logarithm of the anisotropy function. The linearity of this curve indicates that a single exponential fit will be adequate.
Table 4.6

Rotational and Spectral Relaxation Properties of alcohols and alcohol-alkane mixtures at 20 °C.

<table>
<thead>
<tr>
<th>Solvent</th>
<th>η (cp)</th>
<th>τ_R (ps)</th>
<th>τ_2 (ps)</th>
<th>τ_R/η</th>
<th>τ_2/τ_R</th>
</tr>
</thead>
<tbody>
<tr>
<td>n-butanol</td>
<td>2.95</td>
<td>122</td>
<td>156</td>
<td>41.4</td>
<td>1.27</td>
</tr>
<tr>
<td>n-butanol (d)</td>
<td>2.99</td>
<td>151</td>
<td>192</td>
<td>50.5</td>
<td>1.27</td>
</tr>
<tr>
<td>n-hexanol</td>
<td>5.38</td>
<td>214</td>
<td>284</td>
<td>39.8</td>
<td>1.33</td>
</tr>
<tr>
<td>A3C16</td>
<td>2.43</td>
<td>160</td>
<td>264</td>
<td>65.8</td>
<td>1.65</td>
</tr>
<tr>
<td>A3C5</td>
<td>0.86</td>
<td>67</td>
<td>151</td>
<td>77.9</td>
<td>2.25</td>
</tr>
<tr>
<td>A1C5</td>
<td>0.36</td>
<td>36</td>
<td>202</td>
<td>100.0</td>
<td>5.61</td>
</tr>
<tr>
<td>DMSO</td>
<td>2.16</td>
<td>178</td>
<td>*</td>
<td>82.4</td>
<td>*</td>
</tr>
</tbody>
</table>

* Not measurable.

a. Temperatures uncertain to ±2 °C.
b. A3C16 refers to an 8.0 M solution of n-propanol in n-hexadecane, A3C5 to the comparable mixture of n-propanol and n-pentane, and A1C5 to a mixture of methanol and n-pentane. These solutions all have the same alcohol concentration as n-hexanol.
c. See reference 54 for the pure compounds and reference 62 for n-butanol (d). Viscosities for the mixtures were measured with an Ostwald viscometer.
d. Rotational reorientation time for BA determined at 420 nm; see text for details.
e. Spectral relaxation time for BA measured at 420 nm. Sequential measurements of the emission polarized in the parallel, perpendicular and magic-angle directions were made of the same sample. The first two were used to calculate the rotational reorientation time, and the last one for calculating the spectral relaxation time. This ensures that the measurements were made under the same conditions, so direct comparisons were feasible. Some values for τ_2 differ slightly from those in the other tables, probably because of temperature variations.
n-butanol and n-butan(ol-d) have already been discussed, and strongly suggest that the observed solvation processes correspond to a molecular rotation.

The data for the nondeuterated alcohols indicates that both relaxation times scale in essentially the same way as the viscosity. This is quite reasonable and is what is expected from the theory. The values obtained for these rotation times are quite close to those obtained for molecules of similar sizes in comparable solvents. Given the uncertainties in these values, one might suspect that the two relaxation times are in fact equal. If this were the case, it would be possible to argue that both decays arose from the same process. This would occur, for example, if the second relaxation time corresponded to a transition to a nonpolarized state. This is a troubling possibility when only data for pure alcohols is available. However, if one includes the data for the aprotic solvents and the solvent mixtures, this possibility seems remote. The similarity of the two values appears to be a coincidence.

The alcohol-alkane mixtures provide the most interesting set of data. The large change in the values of \( \tau_2/\eta \) has already been noted, and it has been suggested that it relates to the local solvent composition. A second effect which may be related to the local solvent composition is the fact that as the hydrocarbon fraction increases, the rotational reorientation time increases more rapidly than the bulk viscosity. The origin of this trend is not altogether clear. It might be expected that the relative rotation time would decrease in the local hydrocarbon environment, owing to a decrease in dipole-dipole interactions. On the other hand, the hydrocarbon chains are somewhat longer than those of the alcohols. It is possible that the intertwining of the alkane chains will impede local rotational motion more efficiently than it does long range shear effects. Such behavior would lead to the observed viscosity effects. It is also consistent with the observed isotope effect in butanol. Dielectric relaxation scales in a somewhat similar way in alcohol-alkane mixtures. Since this is also a rotational process, it tends to support this argument. The value of \( \tau_2/\tau_R \) increases consistently the hydrocarbon fraction increases. This indicates
that even if one allows for the difference between rotational and bulk viscosity, the rate of solvation in these mixtures is still anomalously slow. This is once again consistent with the notion that there is a local depletion of the alcohol concentration in the neighborhood of the BA molecule. The value for DMSO is somewhat anomalous, with the value for $\tau_R/\eta$ being twice as large as that seen in alcohols. It is possible that this effect arises from the rapid formation of the CT state, and the correspondingly greater dipole-dipole interaction, but this is once again uncertain.

G. Long Time Behavior

1. Polarity Dependent Lifetimes

If the relaxation processes in BA include the formation of solvent-solute complexes, then the presence of these complexes should be most apparent in the long-time emission properties of the system. Once the fast relaxation processes are complete, the emission will be from molecules in the quasi-equilibrium solvent-solute configuration, and whatever complexation is occurring should be detectable. Table 4.7 gives a summary of the the fluorescence lifetimes and quantum yields for a variety of solvents. The temperature dependences observed in both $n$-butanol and $n$-hexanol are also shown. It is clear that in these solvents the lifetime decreases only slightly with temperature. This is consistent with the potential curve in figure 4.2, since assuming a relatively large barrier for radiationless deactivation results in a small decrease in the lifetime with increasing temperature.

The most pronounced trend in this data is the relationship between the lifetime and the solvent polarity. In nonpolar solvents a lifetime of 10 ns is seen. This appears to correspond to the lifetime of the LE state. In protic solvents (including the butanol-hexadecane mixtures) the lifetime increases linearly with alcohol concentration, until a lifetime of 37 ns is found for methanol. In these solvents, both the LE and CT states exist simultaneously. Even if only a small amount of the nonpolar state is present, the larger
Table 4.7

Fluorescence Yields and Lifetimes for BA at 20 C^a.

<table>
<thead>
<tr>
<th>Solvent^b</th>
<th>( \tau_1^c )</th>
<th>( \Phi_f^d )</th>
<th>[OH]^e</th>
<th>( \Phi_f/\tau_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methanol</td>
<td>37^f</td>
<td>.21^f</td>
<td>24.69</td>
<td>.0057</td>
</tr>
<tr>
<td>Ethanol</td>
<td>33^g</td>
<td>*</td>
<td>17.13</td>
<td>*</td>
</tr>
<tr>
<td>n-butanol</td>
<td>27^h</td>
<td>*</td>
<td>10.92</td>
<td>*</td>
</tr>
<tr>
<td>n-pentanol</td>
<td>25</td>
<td>*</td>
<td>9.24</td>
<td>*</td>
</tr>
<tr>
<td>B-H</td>
<td>23</td>
<td>*</td>
<td>8.19</td>
<td>*</td>
</tr>
<tr>
<td>n-hexanol</td>
<td>22^h</td>
<td>*</td>
<td>7.96</td>
<td>*</td>
</tr>
<tr>
<td>B-H</td>
<td>18</td>
<td>*</td>
<td>5.46</td>
<td>*</td>
</tr>
<tr>
<td>B-H</td>
<td>13</td>
<td>*</td>
<td>2.73</td>
<td>*</td>
</tr>
<tr>
<td>n-hexadecane</td>
<td>10</td>
<td>*</td>
<td>0.0</td>
<td>*</td>
</tr>
<tr>
<td>n-hexane</td>
<td>8^g</td>
<td>.55^g</td>
<td>0.0</td>
<td>.0688</td>
</tr>
<tr>
<td>Acetonitrile</td>
<td>46^f</td>
<td>.42^f</td>
<td>0.0</td>
<td>.0091</td>
</tr>
<tr>
<td>DMSO</td>
<td>26</td>
<td>*</td>
<td>0.0</td>
<td>*</td>
</tr>
</tbody>
</table>

^a. Not measured.

a. Temperatures uncertain to ±2° C.

b. B-H is a solution of n-butanol in n-hexadecane with the alcohol concentration shown.

c. Fluorescence lifetime in ns; typical uncertainty ±10%.

d. Fluorescence Quantum Yield; literature values from the references cited.

e. Molar alcohol concentration.

f. Values from reference 47

g. Values from reference 38

h. \((dr_1/dT) = -(.06 \pm .01)\ ps/C\) for n-butanol and n-hexanol.
emission probability associated with this state (as reflected in the shorter lifetime) will cause decay via this channel will be significant. As the solvent polarity is increased, the relative amount of the CT state will increase, leading to an increase in the fluorescence lifetime. Despite the fact that they are less polar than alcohols, aprotic solvents give rise to even longer lifetimes. This is not surprising if the LE–CT equilibrium is controlling the lifetime. Not only do the aprotic solvents give rise to longer lifetimes for a given polarity, but the spectral shifts are larger as well. This can be interpreted in terms of a lowering of the CT state energy. This will both increase the Stokes shift and decrease the rate at which the excited state population decays via the LE state. This data tends to confirm the idea that there is a qualitative difference between the excited state seen in protic and aprotic solvents. The idea that a hydrogen-bonded state slightly higher in energy is occurring in the alcohols is consistent with the data.

The lifetimes and quantum yields are strongly dependent on the solvent purity, with both sample dryness and the presence of oxygen leading to a significant decrease in the measured lifetimes. Lifetimes measured in air-saturated solutions were on the order of 10 ns for all solvents, consistent with diffusion-controlled oxygen quenching. Samples containing oxygen were also prone to photo-oxidation and such samples acquired a yellowish cast after a few hours of exposure to light. Mass spectroscopic analysis of such decomposed samples showed the presence of a peak at mass 386, corresponding to the addition of two oxygen atoms. This suggests the presence of a quinoid oxidation product, consistent with an increased reactivity at the 10 and 10' positions, although the details of this reaction were not investigated further. The effect of water on the lifetimes is more subtle, but it is clearly detectable. In n-butanol at 20°C the lifetime decreased from 27 to 23 ns when the solvent was not dried before use. The effect was even more pronounced in the aprotic solvents. A value of 26 ns is shown for DMSO; this value was obtained after repeated drying of the solvent over 5A molecular sieve. Without drying the solvent, lifetimes as short as 10 ns were obtained. Similarly, with acetonitrile, both
the lifetimes and quantum yield reported for unpurified spectroscopic grade acetonitrile are considerably less than those reported for dry acetonitrile.

If hydrogen bonding is important, then the use of deuterated solvents might yield useful information. It might be expected that the replacement of the solvent OH with an OD group will have a greater effect on a hydrogen-bonded system than on a system with no hydrogen bonds. Unfortunately, most existing evidence suggests that the changes will be small, generally less than 20%, so they can be difficult to detect. Deuteration of alcohols not only affects solvent-solute interactions, but solvent-solvent interactions as well. Under these circumstances, it is quite difficult to separate changes in bulk solvent properties from changes in the detailed solvent-solute interactions. Table 4.5, gives representative physical properties for several deuterated alcohols. Dielectric data for deuterated alcohols is surprisingly rare, and the reliability of some of the data, especially that for octanol, is uncertain. The dielectric relaxation and viscosity data appear to be internally consistent, since deuteration uniformly leads to slower relaxation times. The dielectric constants and polarity data may be less reliable; deuteration decreases the apparent polarity of methanol while increasing that of octanol. This may be an artifact resulting from the fact that the differences in dielectric constant are comparable to the uncertainties in the measurements. In any case the change in polarity is quite small, being much less than the effect associated with increasing the alcohol chain length. The emission spectra of BA in methan(ol-d) and n-butan(ol-d) were measured, and no isotope effect was observed. The spectra were essentially indistinguishable from the spectra shown in figure 4.5. The spectral shifts were certainly no larger than those expected from the polarity change. The effect which the deuterated solvent has on the fluorescence lifetime and quantum yield of BA in either methanol and n-butanol is equally small. No change in either quantity could be detected. This data offers little support for the idea that hydrogen-bonding plays an appreciable role in the excited-state properties of BA, although, once again the results are not conclusive.
2. Proton Quenching and Proton Transfer

The evidence which exists for a strong interaction between the CT state of BA and protic solvents is primarily based on three results. First of all, the spectral shift seen in protic solvents is significantly smaller that would be expected on the basis of polarity. As described below, this agrees theoretically with what has been predicted for a hydrogen bonded state. The second set of evidence involves the quenching of BA fluorescence by protons. The data of Shizuka et al. demonstrates that there is a strong interaction between BA and protons, with appreciable fluorescence quenching being observed in methanol solutions with H$_2$SO$_4$ concentrations less than .2 M. Their data at these concentrations can be interpreted in terms of a reaction between BA and protons, and a rate constant of $1.5 \times 10^9$ M$^{-1}$sec$^{-1}$ is obtained in methanol-sulfuric acid mixtures. This is slower than a diffusion-controlled rate for this solvent, although it is somewhat faster than what was observed for the relaxation of BA in butanol-hexadecane mixtures. This difference is attributable to the higher diffusion constant for protons and the lower viscosity of methanol. Similar measurements in acetonitrile-sulfuric acid solutions gave a rate constant of $2.2 \times 10^8$ M$^{-1}$sec$^{-1}$ for proton quenching and a rate of $1.5 \times 10^8$ M$^{-1}$sec$^{-1}$ for deuteron quenching. This isotope effect suggests the presence of a protonated BA complex, similar to the solvent complex indicated for 4AP. Shizuka described the interaction in terms of an ion-pair process, with the proton interacting with the anionic half of BA via a charge-transfer mechanism. Such a mechanism was invoked to account for the large (30%) quantum yield for intersystem crossing associated with the proton quenching process. In this model, an radical pair $BA^+ \cdot \cdot \cdot H$ is formed by electron transfer in a loosely associated complex, with the triplet BA being formed by geminate recombination. This model was formulated before the existence of the TICT state was proposed, so that this complexation scheme was needed to generate a radical ion pair which could recombine to form the triplet state. This may be unnecessary, since
the CT state itself corresponds to radical ion pair.

More recent theoretical work has related the electron density at specific carbon atoms with the rate of proton quenching\(^{23}\). Note that this work included the behavior of both BA and 1-napthol, and suggested that the proton quenching was related to the formation of a weakly bound proton complex at an electronegative carbon atom, and to subsequent proton transfer. In general, in aromatic systems which exhibit proton fluorescence quenching also show evidence of proton transfer, albeit with a relatively low quantum yield. It was suggested that the barrier to protonation in the ground state is so large that the \(S_0\) potential would cross the \(S_1\) surface. The resulting avoided crossing leads to a barrier which limits the rate of excited-state proton transfer and also leads to a high rate of fluorescence quenching via internal conversion. According to the calculations the site of complexation will be the carbon atom with the greatest electron density. In the case of BA, this is the 10 position of one of the anthracene moieties.

Evidence confirming the prediction that protonation is occurring at the 10 position of BA was obtained through isotopic substitution measurements. A saturated solution of BA in a solvent mixture made from 1.0 ml of 20% DCl in \(\text{D}_2\text{O}\) and 9.0 ml ethan(ol-\(d\)), corresponding to a deuteron concentration of 0.6 M. After degassing the sample with repeated freeze-pump-thaw cycles, the sample was irradiated overnight through a pyrex filter with ordinary fluorescent lights. The solvent was pumped away, and the mass spectrum of the resulting solid was measured. The normal molecular ion at 354 was completely eliminated and replaced with a peak at 356, suggesting that two protons had been replaced with deuterium. The symmetry of BA is such that only substitution at the 10 position will result in two protons being exchanged, confirming the theoretical prediction. Further confirmation came from the proton NMR spectrum. The hydrogens at the 10 position ordinarily result in an isolated singlet corresponding to two protons at \(\delta \)8.67. While the remainder of the spectrum remained unchanged, this peak disappeared completely in the deuterated sample\(^{68}\). An identical sample stored in the dark showed
no evidence of isotopic exchange. Irradiating a similar sample made from nonacidified methan(ol-d) also produced no isotopic exchange.

These measurements clearly indicate that BA can act as an excite-state base. In principle, either the singlet or the triplet state could be involved, although in studies of related excited-state bases the singlet state has generally been implicated\(^6^9\). This appears to be the case here as well. It has been found\(^4^7\) that while protons had a large influence on the singlet relaxation, there was no observable proton quenching of the triplet state. This suggests that protons interact much more strongly with the singlet. Furthermore, there is no evidence that the triplet state is polar, making it unlikely that proton interaction will occur. Only the highly polar TICT state has the charge characteristics normally associated with proton transfer. This is consistent with the behavior of a number of other compounds where proton transfer and proton quenching appear to be attributable to singlet state\(^2^3\). That no isotopic exchange was observed in the nonacidified solution, indicates that if excited-state hydrogen bonding is occurring, it is not accompanied by proton transfer to any significant degree.

H. Discussion

1. Bianthril Photophysics

The most surprising feature of the charge transfer state in BA is that it exists at all. There is nothing in the behavior of smaller aromatic systems which would lead one to suspect that a symmetry-breaking charge transfer process would occur. Nonetheless, it is not altogether unreasonable that such a state should exist. The formation of charge transfer states in symmetric molecules is not unknown; the metal-ligand charge transfer states seen in tris-bipyridine complexes of transition metals certainly fall in this class\(^6^6\), and other examples can be found. The relative stability of the radical ions of larger aromatic systems such as perylene or tetracene is also well known\(^7^0\), so it is clear that
aromatics can function as electron donors or acceptors. Because of these features, it is not as unreasonable as it first appears that BA should form a CT state. Most of the unusual properties found in the excited state of BA, such as the large dipole moment and the proton exchange reaction are quite reasonable for a CT state. Because of the relative simplicity of the π electron systems found in symmetric aromatic hydrocarbons, a relatively good theoretical understanding of the states in question is possible. A variety of aromatic double molecules, have been investigated theoretically, including BA, BN and BP. The results of these calculations make it relatively simple to understand the underlying process in BA.

A discussion of the photophysics of BA should begin with the ground state. The equilibrium conformation of BA has been studied by several methods primarily in regard to the structure of substituted biphenyls in general. In the ground state, BA consists of two noncoplanar essentially noninteracting anthracene moieties. This lack of interaction reflected in a variety of electrochemical, thermochemical and spectroscopic measurements, all of which show that in the ground state, BA acts very much like two noninteracting anthracene molecules. One way of rationalizing this situation is to assume that the two aromatic groups are perpendicular so that the two π electron systems cannot interact. An internal angle as large as 90 degrees has been suggested for both BA and BN, primarily to account for the similarity between the absorption spectra seen in the single and double molecules. Calculations for BN suggest that this is unnecessary, and that any angle larger than ~60 degrees will reproduce the observed spectra. In the case of BA, there are other independent measurements to support this interpretation, at least for nonpolar solvents. These include measurements of the solution Kerr effect tensors, the Cotton-Mouton (magnetic Kerr effect) tensors and dipole moment measurements of halogenated analogs. In all of these cases a vector property of anthracene (or a halogenated analog in the case of the dipole moment) is measured, and compared to that of the double molecule. Since the two anthryl groups are essentially unperturbed in the
double molecule, its properties are just the vector sum of those of the constituent halves. The internal angle is then adjusted until this sum matches the result obtained for the real molecule. Such measurements all indicate an angle of $65 \pm 10$ degrees. A similar value (67 degrees) has been obtained theoretically, in good agreement with experimental and theoretical values for a variety of sterically hindered biphenyls\textsuperscript{76}. (Note that a previously reported value of 89 degrees for a fluorinated analog of BA, cited by Lippert and Schneider\textsuperscript{37} as evidence for a perpendicular geometry was retracted by the original authors and revised to 65 degrees in a subsequent errata.\textsuperscript{75})

As might be expected, the properties of the double molecules are closely related to those of the individual halves. The spectroscopy of the linear polyacenes have been studied extensively for many years. Although the structure of a large number of excited states have been characterized, it is only necessary to look at the two lowest lying singlet states in napthalene and anthracene to understand the fluorescence behavior of the double molecules. In the $D_{2h}$ point group of these molecules, these correspond to states of the $B_{2u}^+$ and $B_{3u}^-$ representations, also known respectively as the $1L_a$ and $1L_b$ states\textsuperscript{77}. In napthalene the latter state has the lowest energy, and thus dominates the fluorescence spectrum. Transitions from this state to the ground state are symmetry-forbidden and this accounts for the relatively long fluorescence lifetime of napthalene. The electron configuration corresponding to this state is not a simple HOMO-LUMO transition, instead it results from configuration interaction (CI) of several higher-lying transitions\textsuperscript{78}. In anthracene $1L_a$ state dominates. The transition to this state is strongly allowed, corresponding to a simple HOMO-LUMO transition, with the transition dipole lying along the short axis of the molecule. One of the few remaining controversies regarding the spectroscopy of anthracene regards the exact location of the $1L_b$ state. As a symmetry-forbidden transition lying slightly above the strongly allowed $1L_a$ state, it is so thoroughly obscured as to be almost undetectable\textsuperscript{79}.

The spectroscopy of double molecules in general is dominated by exciton resonance
Figure 4.16. Energy level diagram showing the states and the symmetry point groups related to the CT state in BA. In this figure, the individual anthracene moieties are treated as essentially noninteracting two-state systems. In this admittedly crude approximation, all the excited states shown are isoenergetic. The ER and CR states are the linear combinations of the LE and CT states required to maintain the ground-state symmetry.
(ER) and charge resonance (CR) states. The spectroscopy of these systems has been extensively discussed\textsuperscript{72}. Published results have emphasized BN and BP, but the discussion is applicable to BA as well. In a simple case, such as BA, where the $S_1$ level of the single molecule is derived from a HOMO-LUMO two level transition, the states of the double molecule can be thought of as arising from a pair of identical two level transitions. When the two halves do not interact (i.e. 90 degree internal angle) the resulting states divide into ER states (HOMO and LUMO on the same half) and CR states (HOMO and LUMO on opposite halves), with pairs of ER and CR states having the same symmetry. This is shown schematically in figure 4.16 In BN and BP (point group $C_2$) the symmetries for the symmetric ER and CR states are $A$ (long axis polarized) and $B$ (short axis polarized)\textsuperscript{72}. In BA (point group $D_2$) they are $A$ (inactive) and $B_2$ (short axis polarized). This corresponds to the allowed transitions in BA being along the 9,9' axis. Away from 90 degrees, significant CI between these states occurs, resulting in an $S_1$ level with a mixed ER-CR character. In both BN and BP (and presumably in BA as well) this leads to a decrease in the dihedral angle and a red shift in the emission relative to the single molecules\textsuperscript{80}. The case of BN is complicated by the presence of the $^1L_b$ state, since at angles near 90 degrees this is the $S_1$ level, but with decreasing dihedral angle, there is a crossing to the mixed ER-CR state described above. This crossing is responsible for the observed spectroscopic and polarization properties observed in BN in fluid solutions\textsuperscript{17}. The $^1L_b$ level is shifted to higher energies in anthracene, so this spectral complexity is not observed BA. In nonpolar media, the equilibrium configuration for BA, BN and BP should all be quite similar. With BN and BP there is also the question as to whether this configuration is cis or trans. Calculations tend to suggest that both orientations are nearly equal in energy, with no clear indication as to which is the most favorable\textsuperscript{73}. In the case of BA, the configurations are identical, so this question does not come up.

To extend this discussion to BA first consider the relaxation processes in nonpolar solvents. Here one expects relaxation processes comparable to those in BN. Thus some
torsional relaxation is expected, with the corresponding increase in the CR character of
the state, although the final configuration is sufficiently similar to that of a noninteracting
configuration that the anthracene-like vibrational structure is still visible. At any angle
other than 90 degrees, the $S_1$ state consists of a combination of ER and CR components.
Since the transition is strongly allowed, the relevant states appear to be the short-axis
polarized $B_2$ states. The time-resolved emission in nonpolar solvents is found to be
strongly polarized when excited at 355 nm and totally depolarized at 266 nm. This
is to be expected, since the higher-lying transition is to a $B_1$ or $B_3$ state with the
transition moment lying perpendicular to the emitting $S_1$ state. Thus in this case, there
will be no correlation between the excitation and emission dipoles so the emission will
be unpolarized.

Up to this point the existence of the CT state has not been discussed. This is
principally because the the behavior of BA has been discussed in terms of the ground-state
symmetry, which automatically precludes a charge transfer between the rings. It seems
clear that the CT state is of CR parentage. After all, the CR states are just symmetric
linear combinations of the polar states, and an electric field induced asymmetry would
tend to split them into the polar components. Returning to figure 4.16, the nature of
the CT state can clearly be seen. It corresponds to the direct transfer of an electron
from one ring to the other. In the absence of electron repulsions, this state should be
exactly equal in energy to that of the local excited state. Note that this state is rigorously
defined for a 90 degree internal angle, where interactions between the pi electron systems
will be minimized, leading to a complete electron transfer. It should be noted that
experimentally, the emission retains the same polarization as the LE state. This is not
altogether surprising, since the LE emission is polarized along the $9,9'$ axis, and so is
parallel to the charge separation in the TICT state. Thus the emission dipoles will lie
along the same axis, resulting in polarized emission.

The CT state of BA differs significantly from that seen in DMABN. In DMABN,
the existence of two excited states was rationalized in terms of a solvent-dependent equilibrium between two excited-state conformations. The conformational change in this case corresponded to a 90 degree rotation of the amino nitrogen about the C-N bond. In one configuration, the nonbonding orbital on the nitrogen atom is oriented in a direction perpendicular to the plane of the aromatic ring. This maximizes the interaction between \( \pi \) electron system and the nitrogen orbital, but it minimizes the degree of charge transfer. A rotation of 90 degrees eliminates the possibility of \( \pi \) electron interactions, but maximizes the degree of charge transfer. At angles between these two extremes, a mixture of conjugation and charge transfer would be expected. Calculations by Grabowski et al.\(^{11}\) indicate that in DMABN the rotational potential has minima at 0 and 90 degrees. The intermediate states are not formed and the molecule can be understood in terms of a planar and a twisted form. The nature of the CT state in BA is somewhat different, since no heteroatoms or nonbonding electrons are involved. In addition, steric considerations make a 90 degree rotation unlikely, since a coplanar geometry is not going to be stable. Finally, it is not clear whether the excited state is truly perpendicular.

In a nonpolar solvent the CT state will be destabilized by its large dipole moment, since there are no electrostatic interactions to stabilize the large charge separation. In this case the molecule will presumably retain its ground-state symmetry and eventually form a mixed ER-CR state with an internal angle comparable to that in BN, that is \( \sim 40 \) degrees. In polar solvents, the polarization of the solvent will tend to compensate for the large charge separation in the CT state, and this state will predominate. This is the usual tradeoff between "resonance stabilization" associated with the greater \( \pi - \pi \) interaction in the more coplanar, nonpolar geometry and the "electrostatic stabilization" associated with a large dipole moment in a polar solvent. This model tends to predict two rather different types of conformational relaxation, even in polar solvents. Starting from a ground-state angle near 65 degrees, the molecule in the unrelaxed solvent environment will initially rotate toward a more planar geometry; in nonpolar solvents this configuration
will persist, but in polar solvents, as the solvent polarizes, the CT state will form, causing a rotation back toward 90 degrees. Unfortunately, there is no way to follow this process, and it is not clear to what extent it occurs. In particular, it is not clear how close to a perpendicular geometry the CT state really is.

The configuration of the BA CT state has been considered in some detail in connection with the process of proton quenching of the fluorescence. The total energy of the system is found to vary somewhat with angle, with an increase of 730 cm\(^{-1}\) occurring on going from 60 to 90 degrees. Thus, it is possible that an angle less than 90 degrees might in fact be the preferred configuration. Two other features are associated with the rotation from 60 to 90 degrees. The oscillator strength of the transition to ground decreases by at least a factor of 8, and the negative fractional charge density at the 10 position increases by a factor of ten to almost 0.2. It is interesting to note that these facts can be used to generate an internally consistent picture of the difference between the observed spectral behavior in protic and aprotic solvents.

Based on the fluorescence quenching and isotopic exchange experiments, it appears that the 10 position of the CT state of BA can function as base. In most cases, molecules which can function as bases can also function as hydrogen bond acceptors, since both processes involve interactions with protons\(^{33}\). It appears therefore, that in protic solvents, solvent-solute hydrogen bonds should be formed. Their formation will be accompanied by a rotation into the perpendicular configuration, since this maximizes the degree of charge separation and hence the hydrogen bond strength. Note that the typical energy of a hydrogen bond is about 2500 cm\(^{-1}\). This is almost exactly equal to the value (2520 cm\(^{-1}\)) obtained by Kosower et.al.\(^{46}\) for the difference in energy between the excited state seen in protic and aprotic solvents. This strongly indicates that a perpendicular hydrogen-bonded state is occurring in protic solvents. In aprotic solvents, there will be no such tendency to form hydrogen bonds, so the molecule may well adopt a somewhat more coplanar geometry, since in the absence of hydrogen bonds this is a more stable
geometry. A second aspect of the data which agrees with this interpretation is the time-resolved emission spectrum shown in figure 4.9. In this case after the initial formation of the charge transfer state, there is a gradual loss of fluorescence intensity, associated with the intermediate time constant. It has been shown that this time constant scales in the way one would expect for either dielectric relaxation or a diffusion controlled reaction between BA and the solvent. That this process is also associated with a large loss in fluorescence intensity corresponds to the fact that in the perpendicular, hydrogen bonded geometry, the emission cross-section is much less than it is in other geometries. This suggests that what is occurring is hydrogen bond formation coupled to a rotation into a less intensely emitting geometry.

In aprotic solvents, the molecule may favor a more coplanar geometry, since there is no stabilization associated with maximizing the local charge densities. Because of this, a lower energy state with a larger oscillator strength might be expected in aprotic solvents. The lowering of energy is consistent with what is observed, although hydrogen bond formation may be a more significant factor in the observed Stokes shifts. The relative oscillator strength can be estimated from the lifetime and quantum yield data in table 4.7. The emission rate will correspond to the ratio of the quantum yield to the lifetime. As can be seen, this quantity is significantly larger in acetonitrile than it is in methanol, indicating that, as predicted, the oscillator strength is larger in acetonitrile than it is in methanol. Note that both values are an order of magnitude smaller than that seen in n-hexane. Since the electron distribution and symmetry of the CT state are quite different from the ground state, it is reasonable that the Franck-Condon factors associated with emission from the CT state (in any geometry) will be smaller than those associated with the LE emission. Note that a decrease in oscillator strength does necessarily not lead to a longer lifetime, since the lifetime depends on both the emission rate and the rate of other relaxation processes such as LE emission and internal conversion. The barriers to the nonradiative processes are governed primarily by the level of the CT state, and it is
indeed found that the lifetime does scale with the spectral shift. This tends to suggest that the lifetime is governed by the nonradiative channels, rather than the oscillator strength.

On additional reason to believe that BA in aprotic solvents is in a somewhat less polar geometry is the relative rates of proton quenching seen in methanol and acetonitrile. It was found that that the rate was at least a factor of five faster in methanol. Since this rate was found to correlate with the maximum charge density, it suggests that in acetonitrile, a state with less localized charge is occurring. This is precisely what results from decreasing the internal angle. These results also may be related to the quenching of fluorescence by traces of water in aprotic solvents, i.e., the shorter lifetimes seen in wet DMSO. Traces of water should not affect the polarity greatly, but might have a significant effect on the lifetime by forming a perpendicular hydrogen-bonded state with a lower barrier for nonradiative relaxation. Only small concentrations of this state would be expected, so it might not be seen spectroscopically. This possibility was not studied in detail, but if this interpretation is correct, such studies might lead to direct evidence of hydrogen bond formation.

Thus, on both experimental and theoretical grounds there is reason to believe that the process underlying solvation of BA in alcohols is hydrogen bond formation, with a hydrogen-bonded perpendicular CT state dominating in protic solvents, and a more coplanar, nonhydrogen-bonded state occurring in aprotic solvents.

2. Polarity, Solvation and Dielectric Relaxation

   In understanding the behavior of BA, it is important to keep in mind the nature of solvent polarity. The observed behavior of BA can to some degree be explained either in terms of a reaction between the solvent and the BA molecule or in terms of the polarization of a dielectric fluid. The two models appear to be quite different, since one emphasizes the microscopic diffusion of individual solvent molecules while the other relates to the relaxation of a continuous fluid. Nonetheless, the underlying processes
are quite similar and the two theories lead to similar behavior. The dielectric relaxation theory has received a great deal of attention recently\textsuperscript{29}, so it would be of interest if it applies here. At the same time, the microscopic reaction picture is much clearer in some respects, and also appears to describe the data reasonable well. In essence, the difference between the two approaches is the relative importance of non-specific, long-range dipole interactions, and short range interactions such as hydrogen bonding.

Solvent polarity, that is the tendency of solvent dipoles to stabilize polar and charged species in solution, is an extremely valuable guide to the behavior of a solvent. Polarity affects many aspects of solvent behavior from solubilities to the spectroscopy of dissolved species. Spectral shifts come about when the states involved in a transition have different dipole moments and so are stabilized to differing degrees in polar solvents. For example, the absorption spectrum of a molecule whose dipole moment is large in the ground state and small in the Franck-Condon excited state, will be increasingly blue-shifted as the solvent polarity is increased. This reflects the fact that the energy of the ground state is lowered by dipole-dipole interactions in the polar solvent, while the energy of the excited state remains essentially unchanged. This leads to an increase in the energy difference between the two states, and hence to a blue shift in the absorption spectrum. By measuring the spectral shift of a single molecule in a range of solvents, an empirical polarity scale can be obtained. This is the origin of the commonly used $E_T(30)$ polarity scale, based on the absorption spectrum of a betaine dye. Many other properties show similar variations indicating that to a good approximation, polarity is a real, definable property of a solvent\textsuperscript{6}.

Of greatest interest here is the relationship between the macroscopic solvent dielectric properties and the solvent-dependent spectral shift. The theory of polar molecules in solution as developed by Onsager, Lippert, Mataga and many others\textsuperscript{81} treats the problem of a spherical dipolar object with radius $a$ immersed in a continuous polarizable dielectric. For fluorescence spectra, this theory gives the following relationship between the Stokes
shift and the dielectric properties of the solvent:

\[ \Delta \nu_{St} = \frac{2}{a^3 \hbar c} (\mu_e - \mu_g)^2 \left( \frac{\epsilon - 1}{2\epsilon + 1} - \frac{n^2 - 1}{2n^2 + 1} \right) \]  

(4.06).

The cavity radius \( a \) is not well defined and must be treated as an empirical parameter. It can vary from solvent to solvent and between closely related solute molecules in the same solvent. There has been some success in developing microstructural models which make it possible to obtain reliable relative values of \( a \) (and hence relative dipole moments) for closely related molecules, but the problem is by no means solved. The spectral shift depends on the difference between the dipole moments \( \mu_e \) and \( \mu_g \) in the two states. A similar result applies for absorption spectra, with the dipole moment terms reversed. The term on the right involving \( \epsilon \) and \( n \) is referred to as \( \Delta f \) and can be used as an empirical polarity scale. In general, it has been found that the correlation between the \( E_T(30) \) value and \( \Delta f \) is reasonably good within a homologous series, but changes with different families of solvents. This simply reflects the variation in \( a \).

A number of efforts have been made to extend this approach to time-dependent processes. The expression given here for the Stokes shift can be generalized to include the time dependence of the dielectric constant. The macroscopic variable which is ordinarily used to describe this time dependence is the dielectric relaxation. The dielectric relaxation properties of many liquids have been investigated, characteristically by measuring the microwave dispersion and absorption properties. As shown by Debye, the dielectric response of a polar liquid includes relatively slow components arising from the reorientation of molecular dipoles. This leads to a decrease in the polarizability with increasing frequency, and is reflected in both the real and imaginary parts of the electric susceptibility. In the time domain, the process of dielectric relaxation is described in terms of a polarization with a finite response time. In isotropic media, where the tensor nature of \( \epsilon \) can be neglected, this takes the form of the convolution integral

\[ D(t) - E(t) = \int_{-\infty}^{t} E(u) \alpha(t - u) \, du \]  

(4.7),
where the displacement, \( D \) and the electric field \( E \) have their usual meanings.

In a real liquid, the response function \( \alpha(t) \) includes both fast and slow components, which arise from a variety of mechanisms and correspond to the various absorption features of the liquid. From the point of view of the experiments carried out here, all components which relax faster than \( \sim 10 \) ps cannot be detected, and so can be lumped into a "high frequency" polarizability, \( \epsilon_\infty - 1 \), and a slow polarization \( \alpha'(t) \). Equation 4.4 now becomes

\[
D(t) - \epsilon_\infty E(t) = \int_{-\infty}^{t} E(u) \alpha'(t - u) \, du
\]  

(4.8).

For many liquids, there is no appreciable dielectric absorption below this cutoff, so dielectric relaxation will not be observed with this time resolution. The principal exception to this rule is in the case of hydrogen-bonded solvents, such as alcohols, where a slow relaxation of hundreds of picoseconds is seen. This slow relaxation is usually expressed in the form

\[
\alpha'(t) = \left( \frac{\epsilon_S - \epsilon_\infty}{\tau_D} \right) \exp \left( \frac{-t}{\tau_D} \right)
\]  

(4.9).

The preexponential factor takes this value so that for static fields, the polarization given by equation 4.2 agrees with that given by the static dielectric constant, i.e. \( D = \epsilon_S E \). This form, due to Debye, is largely phenomenological, although it can be derived by considering the reorientation of spherical dipoles in a viscous fluid, in a manner analogous to that used for rotational reorientation. In this case the dielectric relaxation time takes the form \( \tau_D = (3V\eta/kT) \), where the variables take the same definitions as they did in the case of rotational relaxation. Note that this formulation only takes into account a single dielectric relaxation time \( \tau_D \). The mathematics are readily extended to the case of multiple exponential decays, but for the systems considered here (linear alcohols and alcohol-alkane mixtures) this was found to be unnecessary. Although multiple relaxation times are observed, the higher frequency components are generally either too fast or too weak to be of any significance. Their contributions are represented in the value for \( \epsilon_\infty \).
Substituting the form of a single Debye relaxation into equation 4.2 and subtracting the time derivative of this equation from itself, leads to a differential equation to describe dielectric relaxation:

\[
\frac{d}{dt}(D - \epsilon_\infty E) + (D - \epsilon_\infty E) = (\epsilon_S - \epsilon_\infty)E \tag{4.10}
\]

There are several conditions under which this equation can be solved. If \(E\) and \(D\) are taken to be of the form \(Ee^{i\omega t}\) and \(De^{i\omega t}\), and the frequency-dependent complex dielectric constant is defined by \(\epsilon(\omega) = D/E\), then equation 4.2 becomes

\[
\epsilon(\omega) = \epsilon_\infty + \frac{\epsilon_S - \epsilon_\infty}{1 + i\omega\tau_D} \tag{4.11}
\]

This form of solution reflects the method normally used to measure dielectric relaxation, in which the real and imaginary parts of \(\epsilon\) are measured using sinusoidal electric fields at microwave frequencies. Clearly there will be a Lorentzian resonance at \(\omega = \tau_D^{-1}\); this is the value tabulated for the dielectric relaxation time. On the other hand, it is also possible to solve the equation with the assumption that \(D\) is a constant. In this case, equation 4.2 becomes

\[
\frac{dE}{dt} = -\frac{\epsilon_S}{\tau_D\epsilon_\infty} \left( \frac{E - D}{\epsilon_S} \right) \tag{4.12}
\]

This yields an exponential decay with a time constant given by \(\tau_L = \epsilon_\infty \tau_D/\epsilon_S\). This time constant, the longitudinal relaxation time, corresponds to the relaxation of a system in response to an imposed charge distribution, and is the case which is often used to describe the relaxation of the solvent in the field of a molecular dipole\(^{85}\). A more sophisticated analysis\(^{29}\) suggests that instead of \(\tau_L\), one should expect the relaxation rate to scale with the slightly different time constant \(\tau'_L\) defined by

\[
\tau'_L = \frac{2\epsilon_\infty + 1}{2\epsilon_0 + 1}\tau_D \tag{4.13}
\]

This difference arises from the fact that the simple derivation of \(\tau_L\) is literally true only for a parallel-plate capacitor; it ignores the effects due to the spherical molecular cavity
as per the Clausius-Mossotti equation. The difference between the two values is small and is of little real significance. Note that the value of $\tau_L$ depends strongly on the value of $\epsilon_\infty$. In particular, the common practice of using the optical dielectric constant $n_r^2$ in place of $\epsilon_\infty$, is not correct\textsuperscript{44}. Doing so typically leads to values for $\tau_L$ which are a factor of two too small.

The relevance of these calculations to BA is unclear. Calculations relating time-dependent spectral shifts to dielectric relaxation often explicitly assume that a potential diagram comparable to figure 4.1 is applicable, with a fixed excited-state dipole moment appearing instantaneously, and the solvent then rearranging to accommodate it\textsuperscript{29}. This leads to a continuously shifting spectrum with a with an exponentially varying Stokes shift, as is seen in 4AP. Since BA appears to be a molecule with a CT state, with a potential analogous to figure 4.2, such an interpretation is doubtful. If the potential in figure 4.2 can be taken literally, then solvent polarization corresponds to a lowering of the CT potential curve, with only minor changes in the nonpolar LE and ground states. If the timescale for LE-CT interconversion is is much faster than the dielectric polarization, then the solvent relaxation will correspond to a gradual shift in the LE-CT equilibrium and to a shift in the CT spectrum. The shifting equilibrium will result in a given molecule spending more time in the CT state, which in turn will increase the tendency of the solvent to polarize further. In the simple electrostatic derivation given above, this corresponds to the case where $D$ varies in a nonlinear fashion with $E$. Such a system is expected to give a relaxation time intermediate between $\tau_D$ and $\tau_L$, although it is not possible to give a definite value. Once again, this relaxation would correspond to a shift in the position of a fixed spectral feature, and not a two-state relaxation process.

The basic problem with applying the theories based on dielectric relaxation to the observed behavior of BA is that the theories predict a type of behavior which is not observed in BA. They predict that the relaxation corresponding to $\tau_L$ will involve a continuous shift in the position of a fixed spectral feature. This is what would be expected
if the polarity of the solvent were continuously increasing, since it is what is seen in a series of increasingly polar solvents. What is observed instead in BA is an initial spectral shift followed by an exponential loss of intensity. Because of this phenomenological mismatch, it is difficult to directly associate the observed spectral decay with dielectric relaxation or an increase in the solvent polarity. As noted above, a reasonably good phenomenological description of the observed spectral relaxation can be obtained from a model involving hydrogen bonding. In this model, the high frequency components of the dielectric relaxation cause the solvent to act initially like a weakly polar, aprotic solvent (comparable to an ester or an ether). This leads to the observed rapid formation of the CT state. The slow, diffusive component of dielectric relaxation is not seen directly; it manifests itself as the formation of hydrogen bonds. This leads to the conclusion that dielectric relaxation is not what is being observed, despite the fact that the observed time constants are quite close to the predicted values.

3. Solvation as a Diffusion Controlled Reaction.

If dielectric relaxation and a concomitant increase in the solvent polarity is not the mechanism responsible for the observed spectral relaxation, then an alternative model is needed. If possible, it would be desirable to both account for the experimental results and to show why dielectric relaxation, an evidently incorrect model, correctly predicts the observed relaxation times. As has been suggested, a diffusion controlled reaction between the protic solvent and the BA CT state leading to the formation of a hydrogen-bonded state seems to account for most of the observed features of the decay. The existence of the hydrogen bonded state cannot be shown directly, but it is consistent with the observed spectroscopic and proton-transfer properties of the molecule. The nature of the diffusion controlled formation of this state is more complicated than a simple diffusion controlled reaction. The conventional Einstein-Smoluchowski rate for a diffusion controlled reaction between equal sized, spherical molecules would give the following time constant for the
reaction of BA with the surrounding solvent,

\[ \tau = \frac{\eta}{[\text{OH}]} \frac{3}{8kT} \]  

(4.14).

For butanol at 20 C, this corresponds to 42 ps, which is somewhat faster than the observed decay time. This is not a serious disagreement, since this model ignores any electrostatic effects associated with the adjacent dipoles, and makes unreasonable assumptions about the molecular geometry. It also ignores the orientation effects which must arise due to the site-specific nature of hydrogen bonding. In effect, this model ignores rotational diffusion and describes the relaxation process in terms of translational diffusion.

A second approach to the diffusion controlled mechanism is to ignore translation and concentrate on rotational diffusion. To do this, it is necessary to obtain the rotational relaxation times. For BA, this can be readily obtained from the fluorescence depolarization measurements. In general, these rates are proportional to the solvent viscosity and the molecular volume; for BA in pure alcohols, the spectral and rotational relaxation times are almost equal. For the solvent relaxation, the rotation time \( T_{\text{rot}} \) a solvent molecule in the presence of the solute dipole is needed. This is identical to the problem of dielectric relaxation, and leads to the same result, that \( \tau = \tau_{\text{L}} \). In terms of the Debye theory, this is given by

\[ \tau = \frac{3V \eta \varepsilon_{\infty}}{kT \varepsilon_0} \]  

(4.15),

where \( V \) is an empirically determined molecular volume. One might expect that it would be related to the molecular size and would be inversely proportional to the molar alcohol concentration. This is not true for pure alcohols; dielectric relaxation in alcohols is generally attributed to the motion of individual molecules within a hydrogen-bonded structure. The rate limiting step in this case is believed to be the rate of hydrogen bond formation\(^{32}\). The value for \( V \) is thus not directly related to the molecular size and is roughly constant for all linear alcohols. The alcohol concentration does, however enter into the picture. For alcohols and alcohol-alkane mixtures it is generally true that the
static dielectric constant is close to a linear function of the alcohol molarity. In fact, in all but the most dilute solutions, it can be treated as being directly proportional to the alcohol concentration, so $\epsilon_0 \sim \beta[\text{OH}]$. With this approximation, the relaxation time takes the form

$$\tau = \frac{\eta}{[\text{OH}]} \frac{3V\epsilon_\infty}{\beta kT}$$

(4.16).

Because of the nature of dielectric relaxation in pure alcohols, this corresponds to the reorientation time of a single molecule.

The observed spectral relaxation time in pure alcohols takes the form

$$\tau \propto \frac{\eta}{[\text{OH}]}$$

(4.17).

In the alcohol-alkane mixtures this is still roughly true, but the proportionality constant varies with the volume fraction of the alcohol. Note that this is the functional form assumed by both the translational and rotational diffusion times. Because of this, the data can be fit to any model which includes some combination of these two effects. This why it is so difficult to distinguish "diffusion control" and "dielectric relaxation" models; to a reasonable approximation, they give exactly the same functional form. Differences arise only in the more subtle concentration effects. After correcting for the bulk concentration and viscosity, the Einstein-Smoluchowski relaxation time will vary in different solvents as the size and shape of the solvent changes. It will also be affected by local solvent inhomogeneities, as the effective concentration will vary in the neighborhood of the probe molecule. The dielectric relaxation time varies in different ways, as the molecular volume changes and longitudinal diffusion begin to play a role. At low concentrations, dielectric relaxation represents the rotation of individual alcohol molecules. As the concentration increases alcohol oligomers begin to form, leading to increased volumes and longer dielectric relaxation times. Finally, at very high concentrations, the oligomers give way to an extended hydrogen bonded structure which allows cooperative motions of of several molecules to play a greater role. Because of this, the dielectric relaxation time decreases
for alcohol mole fractions above 0.5. Because of this, in relatively concentrated solutions, both models predict that the viscosity- and concentration-corrected relaxation time will increase significantly as the alcohol volume fraction decreases; this is precisely what is observed. At lower concentrations a greater effect might be expected, as the dielectric relaxation time becomes smaller again. Unfortunately, as noted above, it is not possible to measure relaxation times in BA at low alcohol concentrations, owing to the lower polarity and the smaller Stokes shift. Thus there is no clear phenomenological difference between the two approaches.

Both of these models represent a gross oversimplification of the molecular environment, since both describe the behavior of spherical molecules in a continuum fluid and ignore the finite size of the solvent molecules. This hydrodynamic approximation is quite reasonable when considering macroscopic measurements, such as diffusion over relatively long distances, but it becomes difficult to accept when processes on a molecular scale are considered. After all, at this level the solvent and solute molecules are approximately the same size so that treating one group of molecules as a continuum seems inherently unreasonable. Nonetheless, hydrodynamic models are widely used and have been found to give relatively reliable descriptions of molecular phenomena such as rotational reorientation, even though the motions being described occur over molecular dimensions. This success can be attributed to the nature of statistical averaging. Diffusion acts like a random walk; it can be shown, that provided the motions are not correlated, a random walk with small equal steps will give the same distribution as one with large, randomly distributed steps. In other words, the coarseness of the motion associated with the equal sizes of the solvent and solute motions will average out when a large ensemble of molecules is considered. What will remain are effects arising from non-random features of the solution such as oligomer formation or local solvent inhomogeneities.

Treating the relaxation process according to the Einstein-Smoluchowski theory as a diffusion controlled reaction minimizes the affect of this simplification, since the solvent
and solute are treated as having finite sizes. The continuum fluid simply maintains the viscosity. Diffusion in alcohols is a complex process, since it involves the motion of a variety of oligomeric species. Nonetheless, Fick's law is obeyed so that an average diffusion constant can be defined. The diffusion controlled rate will be affected by spatial inhomogeneities around the BA molecule. In pure alcohols these effects are limited; only the orientation of the neighboring alcohol molecules can be changed. Translational diffusion cannot play a major role in this case, since the reacting species are already in contact. If it is assumed that the rotational time is proportional to the molecular volume and the viscosity, and that the molecular volume is proportional to the reciprocal of the alcohol concentration, then the observed viscosity and concentration dependences are accounted for. They are also accounted for if the dielectric relaxation time is taken as being the single-molecule reorientation time. In alcohol-alkane mixtures, greater inhomogeneities are possible because of the presence of the hydrocarbon molecules, and the nonpolar BA molecule is expected to induce such inhomogeneities. Translational diffusion will be needed to bring the reacting species together; smaller alcohols will typically be farther apart, leading to the longer relaxation times. Rotational diffusion is still needed to account for the relative orientations of the molecules, but since both rates scale in the same way, the rotational and translational components will be difficult to distinguish.

The difference between the dielectric relaxation model and the diffusive model can be seen to be quite small. This is primarily because the dielectric relaxation time corresponds to a rotational relaxation time, and not because of the electrostatic nature of the relaxation process. The underlying physical processes are much better explained in terms of the diffusive model. In particular, the behavior of the alcohol-alkane mixtures is quite reasonable. By invoking a diffusion controlled reaction, it is quite easy to describe the difference between what was observed in DMABN with a polar ground state and with BA and a nonpolar ground state. The simplicity of this interpretation makes its use seem preferable to invoking dielectric relaxation. The latter method appears to give reasonable
results as well, but only because it is closely related to the diffusion process.

I. Conclusion

The data presented here all tends to support the following interpretation for the solvation processes observed in BA. In nonpolar solvents, the molecule behaves just as would be predicted for BN, except for the absence of the low-lying $^1L_0$ state. Solvation in this case should take the form of torsional relaxation to a more planar geometry, in a manner analogous to BN. In polar aprotic solvents, the CT state is rapidly formed. Presumably, with femtosecond time resolution, it might be possible to follow this process. It is expected in this case that dielectric relaxation will be the limiting factor, and that a time-dependent spectral relaxation process, similar to what is predicted theoretically, might be seen. Finally, in protic solvents, the sequence of events appears to be an initial formation of a CT state in a partially polarized solvent environment followed by diffusion-controlled hydrogen bond formation. The first part of this is reasonable; on timescales short compared to the hydrogen bond rearrangement time, alcohols might well be expected to exhibit a polarity comparable to an ester or an ether. As for the second step, as unlikely as it appears, a variety of spectroscopic, theoretical and chemical evidence all point to the CT state of BA as both a base and a hydrogen bond acceptor. Although the longitudinal dielectric relaxation time agrees quite closely with the observed solvation times, a mechanism involving dielectric relaxation \textit{per se} does not account for the observed spectral behavior. It appears that the close similarity of the two time constants arises because both arise from rotational reorientation of a solvent molecule in the presence of an electric field.

The most unusual feature of BA, the fact that it goes from a rigorously nonpolar molecule to a highly polar charge transfer state, is reflected in its behavior in alcohol-alkane mixtures. In these solvents, the solvation times are as much as an order of magnitude slower than would be predicted for a pure alcohol with the same alcohol con-
centration and viscosity. This effect is readily accounted for by considering the presence of a nonpolar ground state will have resulted in a local enrichment of the nonpolar solvent. Solvation, in the form of hydrogen bond formation will thus be much slower than would be predicted from the bulk alcohol concentration. An area which was not investigated, but would clearly be of interest would be the behavior of BA in micelles. In particular, the long lifetime and hydrogen bond acceptor properties of the CT state of BA might be expected to yield interesting results.

The data presented here have by no means exhausted the experiments which can be carried out using BA and analogous compounds as probe molecules. For example, the anomalously large isotope effect observed in the solvation time and in the rotational reorientation time suggests that studies in other deuterated alcohols might be of interest. The difference in behavior between the nonpolar BA molecule and the polar DMABN molecule suggest that a great deal can be learned about the local solvent environment of the ground state. A significant limitation on comparing the results of BA and DMABN is the differing molecular geometries. BA has the advantage that many closely related molecules with significantly different ground state properties can be synthesized. The asymmetric compounds used by Rettig et al. can be used to provide a range of ground state dipole moments. These compounds include a variety of 10 substituted analogues of BA, as well as the compounds in which one of the anthryl groups is replaced by a 9-carbazolyl or 9-acridinyl group. An equally interesting group of analogues are the symmetric compounds such as 1,1'-bipyrene, 9,9'-bicarbazole or 9,9'-biacridine. The last of these compounds is nonpolar, but is expected to be a strong hydrogen bond acceptor at the 10 and 10' positions. It is thus expected to act much like DMABN, since the solvent molecules needed for excited-state hydrogen bonding are already in place. The results obtained so far demonstrate the unusual behavior of this molecule, and further studies can be expected to yield further unusual results.
J. Appendix on Data fitting

Most of the conclusions reached here are based on the existence of wavelength-independent time constants which can describe a multiexponential decay. This section will consider the reasons for expecting that such a fit will occur, what it corresponds to physically, and the limitations and cautions which must be applied when interpreting such results. In addition, the mechanics of how to go about obtaining such a fit for multiple datasets is included, mostly to provide an unambiguous description of how these results were obtained.

Ideally, the systems studied here will undergo a series of relaxation processes where a molecule in one state will undergo a transition into another state. It is of interest to consider how to go about describing the behavior of a system undergoing a multi-state decay. For the molecules described here, it was sufficient to consider a four-state process (the ground state and three excited states), but the generalization is obvious. Since dilute solutions of the probe molecules are being studied on timescales much shorter that the time between bimolecular encounters, it is expected that all processes will be first order. Assuming this sort of kinetic scheme leads to the rate laws of the following form:

$$
\frac{d}{dt} \begin{pmatrix} C_1 \\ C_2 \\ C_3 \\ C_4 \end{pmatrix} = \begin{pmatrix} k_{11} & k_{12} & k_{13} & k_{14} \\ k_{21} & k_{22} & k_{23} & k_{24} \\ k_{31} & k_{32} & k_{33} & k_{34} \\ k_{41} & k_{42} & k_{43} & k_{44} \end{pmatrix} \begin{pmatrix} C_1 \\ C_2 \\ C_3 \\ C_4 \end{pmatrix} \quad (4.18),
$$

where the vector $C$ corresponds to the concentrations of the four states and $k$ corresponds to a matrix of rate constants. Such systems have solutions which are linear combinations of four exponentials, with the time constants given by the reciprocals of the eigenvalues of the matrix $k$. To make the system physically reasonable, it is necessary that the components of $k$ obey the usual constraints of microscopic reversibility, that the number of molecules be conserved and that all the molecules eventually return to the ground state. The last of these conditions is equivalent to setting the last column of $k$ equal to
zero. This causes one of the eigenvalues to be zero, so that there is a time-independent term corresponding to the ground state at long times. The time-dependent spectrum (absorption or emission) is given by the sum of the concentrations of the four states, weighted by their relative spectral intensity:

\[ S(\lambda) = \sum_{j=1}^{4} I_j(\lambda)e_j \]  

(4.19)

where \( I_j(\lambda) \) is the spectrum of the \( j \)th component. The contribution from the time-independent term is ordinarily included in a background term and ignored. This then leads to a triexponential decay with wavelength-independent time constants and wavelength-dependent amplitudes.

There are many pitfalls associated with fitting experimental data to multiexponential decays. In general, the fits are not unique, and many different combinations of time constants and amplitudes can be used to fit a given set of data. It has been shown repeatedly that it is far simpler to obtain a plausible fit than it is to assign any real significance to the resulting time constants. The existence of a relatively simple two or three exponential fit does not automatically indicate the existence of an underlying simple two or three state decay process. At best, a lower bound on the number of excited states might be obtained; the possibility that a complex or nonexponential process is occurring cannot be ruled out. For the present problem, the constraint that the time constants not be a function of wavelength removes some of the arbitrariness from the problem by minimizing the number of free parameters in the system. Now, instead of fitting a single decay, it is necessary that the lifetimes chosen fit up to twenty different decays. This does not rule out the possibility that a given time constant is representing a distribution of similar time constants. However, if the data can be fit over the entire spectrum with only a few time constants having significantly different values, then it is probably reasonable to infer that different processes are occurring on different timescales and that the exponential time constants obtained from the fitting procedure are valid.
estimates of the relevant timescales.

There is a question of how one goes about defining the best fit for a group of datasets. Clearly it is just a generalization of the usual procedures used to fit individual datasets, but there are some new questions about weighting the data and comparing data from different datasets. For fitting single datasets, the noise characteristics of the streak camera are such that Poisson statistics are ordinarily used. In this case the weaker datapoints will receive greater weight. This is reasonable within a single dataset, but when used with multiple datasets, it will give an inordinate weight to any datasets with the low signal levels. To avoid this, it is important that all the datasets have comparable signal levels. It is actually rather difficult not to satisfy this condition experimentally, due to the finite dynamic range of the detector. In practice, either the pump beam or the sample fluorescence was attenuated until peak intensities slightly below the detector saturation level were obtained. If the differences in overall intensity between datasets is small, then the overall deviation between the data and a set of fitting functions (the quantity to be minimized) is simply the sum over all the datasets of the squares of the individual deviations, divided by the individual signal intensities. This corresponds to treating all the datapoints in all the datasets as being equally valid.

The purpose of the fitting procedure is to find a set of wavelength-independent time constants, and wavelength-dependent amplitudes and time-zero values which generate a set of positive-definite triexponential decays which, when convolved with the excitation pulse and normalized to the same area as the corresponding datasets, minimize the overall deviation defined above. The method used to find the parameters corresponding to the best fit combined a simplex search for the time constants, a grid search for time-zero (varied for each dataset), and a constrained linear fit for the amplitudes of the various exponential components. In addition to this, a modified version of the Grinvald-Steinberg iterative convolution procedure was used to speed up the calculations\textsuperscript{86}. In most cases, it was not actually necessary to vary all three time constants simultaneously. For example,
the fluorescence lifetime of BA in alcohols is so much longer than the short time constants, that measurements at two different streak speeds are needed to measure all three times. Lifetime measurements were made at a relatively slow streak speed. They could be fit as single exponentials and were found to be independent of wavelength. When the data at higher streak rates was fit, this time constant was fixed at this value. Thus the actual fitting procedure consisted of varying the two fast time constants until the overall offset was minimized.

Figure 4.17 shows a "typical" dataset. By inspecting the curve it is possible recognize the "pulse" region (channels $m_1$ to $m_2$) and the "data" region (channels $n_1$ to $n_2$). These are best determined manually, so they are treated as given by the fitting routine. They are taken to be the same for an entire group of datasets. The data offset, or time-zero is determined by the difference between $t_1$ and $t_2$. Because of the way in which the data is collected, $t_1$ is invariant from dataset to dataset. On the other hand, $t_2$ tends to vary by a few channels from dataset to dataset, because of the differences in the thickness of the bandpass filters and because of general chromatic abberations. Because of this it must be left as a free parameter in fitting each dataset. The data shown is for the simple case where the data is the integral of the pulse. In this case, $t_1$ represents the center of the pulse, while $t_2$ corresponds to the 50% point of the data.

Each data set can be divided into an n-vector $D_i$ taken from the "data channels" of the dataset, and an m-vector $P_i$ taken from the "pulse channels". Since this pulse remains essentially unchanged over an entire group of datasets, a "typical" pulse is generated by averaging the individual $P_i$ vectors. The averaged pulse vector $P$ is defined only at the m grid points, but it can be transformed to a continuous function $P(t)$ by setting all the undefined grid points equal to zero, interpolating the datapoints and correcting the timescale using the streak rate of $R$ ps/ch. In order to carry out the fitting procedure, it is necessary to convolute the pulse function $P(t)$ with each of the exponential decays This
Figure 4.17. A “typical” dataset obtained from the streak camera. The “data” shown is simply the integral of the pulse. The points marked on the figure relate to the fitting process, as described in the text.
leads to a new function $Q(t)$:

$$Q_j(t) = \int_0^t P(x) \exp\left(\frac{x-t}{\tau_j}\right) dx \quad (4.20).$$

To compare this with $D_j$, it is necessary to convert this function back into a vector. This is accomplished by evaluating $Q(t)$ at the grid points. Making use of the fact that $P(t)$ is linear between these points leads to a simple iterative method for carrying out this calculation. It is clear from the definitions of $P$ and $Q$ that for the value of $t$ corresponding to $P_i$,

$$Q_j(t + R) = Q_j(t) + \int_t^{t+R} [(P_{i+1} - P_i)(x - t_i) + P_i] \exp\left(\frac{x-t}{\tau_j}\right) dx \quad (4.21);$$

Solving the integral and rearranging, leads to the following iterative formula for the components of $Q_{i,j}$:

$$Q_{i+1,j} = Q_{ij} + A_j P_i + B_j P_{i+1} \quad (4.22),$$

with

$$A_j = 1 + \beta_j^2 - (1 + \beta_j + \beta_j^2)e^{-1/\beta_j} \quad (4.23),$$

$$B_j = -\beta_j^2 + (\beta_j + \beta_j^2)e^{-1/\beta_j} \quad (4.24),$$

and

$$\beta_j = \frac{R}{\tau_j} \quad (4.25).$$

These are an extension of the formulae given by Grinvald et al., using slightly different assumptions as to how one should interpolate the pulse. Note that $A$ and $B$ should be calculated in double precision to avoid roundoff errors. Applying this formula is straightforward, since $P_0$ and $Q_{0,j}$ are equal to zero. These formulas look complex, but since $A$ and $B$ need only be calculated once for each value of $\tau_j$, they make it possible to calculate the convolutions quite rapidly, so the relatively complex fitting scheme used here converges in a reasonable time. In the actual fitting routine, it is necessary to know
the integral of \( Q \) so the areas of the calculated curves can be matched to those of the actual data. This is quite conveniently done at the same time that the iterative calculation is being carried out.

There is one more detail to be worked out before the problem is reduced to a simple linear fit, that of time-zero. As it stands, the \( Q \) vectors are calculated as if \( t_2 \) were equal to \( t_1 \). This is obviously not the case, so \( Q \) must be shifted before it is fit to \( D \). In principle, \( Q \) can be shifted continuously, it being possible to evaluate \( Q(t) \) at any point desired. In fact, this is unnecessary. Restricting the shifts to integral channels saves an appreciable amount of calculation by facilitating the use of the iterative formula for \( Q \), and does not noticeably affect the results. This is reasonable, since the streak camera response function is several channels wide, and that it is unlikely that fractional channel resolution would be possible in any case. In what follows the notation \( Q_j^i \) is used to describe the vector defined by convolving the pulse with the \( i \)th exponential, and then shifting the result by an integral number \( s \) channels.

The fitting problem for \( i_0 \) datasets and \( j_0 \) exponentials now becomes that of finding \( a_{ij}, \tau_j, \text{and } s_i \) such that the weighted norm

\[
\sum_{i=1}^{i_0} \sum_{j=1}^{j_0} a_{ij} Q_j^i \|2 = e^2
\]

is minimized, subject to the constraints

\[
\sum_{j=1}^{j_0} a_{ij} (Q_j^i \cdot I) = (D_i \cdot I) \quad 1 \leq i \leq i_0
\]

\[
\sum_{j=1}^{k} a_{ij} \geq 0, \quad 1 \leq k \leq j_0
\]

The vector \( I \) is unity for the channels in the "data range", and zero elsewhere. The dot products shown correspond to taking the integral of the data and the fit curve over the "data range", and are used in the equality constraints to conserve area. The set of
inequality constraints provide a sufficient (though not absolutely necessary) condition that
the fit curves be positive definite, provided that \( r_1 > r_2 > \cdots > r_{j_0} \).

All the nonlinear aspects of the problem are now concealed in \( Q \). At this point, given values for \( r_j \) and \( s_i \), the values for \( a_{ij} \) and \( e^2 \) can be found immediately by standard methods. Taking the partial derivatives of (8) with respect to the \( a_{ij} \) and setting them equal to zero leads to a set of linear normal equations. Each value of \( i \) corresponds to a different dataset, so the problem in fact separates into \( i_0 \) individual constrained optimizations. The first constraint is an equality constraint, so it can be included immediately to eliminate one of the \( a_{ij} \). Having done this, the remaining constraints are ignored and the problem is solved directly. If the constraints are satisfied, the new values for \( a_{ij} \) are accepted and the fit is complete. If not, a simplex search among the constraints can be carried out until the optimum set of active constraints is found. In reality, the only inequality constraint which ever matters for this problem is that with \( k = j_0 \), since it is almost impossible to construct curves which are even qualitatively similar to the data if the other constraints are violated. Therefore, if the unconstrained fit fails, invoking this constraint almost always solves the problem.

At this point, it is easy to vary \( s_i \); since only integral values of the shift are allowed, such changes correspond only to changing the subscripts of \( Q \). Furthermore, since the integral of \( Q \) was calculated at all points at the same time as \( Q \), the dot product involving \( Q \) is also calculated immediately. A grid search for the best value of \( s \) is thus carried out for each dataset along with the linear optimization. This is not as inefficient as it sounds, since the search starts from the previous best value, and \( s \) rapidly converges to the best value. Doing this leads to a problem where \( \varepsilon \) depends only on \( r_j \). A simplex optimization for \( \varepsilon(r_j) \) thus completes the solution of the optimization problem.

The type of data resulting from the fitting process can be seen in table 4.8 through table 4.11, which show the fits for BA in \( n \)-hexanol at several temperatures.
Table 4.8

Parameters of fits for BA in n-hexanol at 0°C. Viscosity = 10.6 cp

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>24600 ps $a_1$</th>
<th>519 ps $a_2$</th>
<th>62 ps $a_3$</th>
<th>t=0 $\sum a_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>390</td>
<td>0.031974</td>
<td>0.063389</td>
<td>0.035786</td>
<td>0.131148</td>
</tr>
<tr>
<td>400</td>
<td>0.065646</td>
<td>0.126312</td>
<td>0.045158</td>
<td>0.237116</td>
</tr>
<tr>
<td>410</td>
<td>0.096223</td>
<td>0.167755</td>
<td>0.021313</td>
<td>0.285291</td>
</tr>
<tr>
<td>420</td>
<td>0.115652</td>
<td>0.173341</td>
<td>-0.011478</td>
<td>0.277515</td>
</tr>
<tr>
<td>430</td>
<td>0.116881</td>
<td>0.136704</td>
<td>-0.032332</td>
<td>0.221253</td>
</tr>
<tr>
<td>440</td>
<td>0.113960</td>
<td>0.095972</td>
<td>-0.039295</td>
<td>0.170637</td>
</tr>
<tr>
<td>450</td>
<td>0.099330</td>
<td>0.059652</td>
<td>-0.041945</td>
<td>0.117037</td>
</tr>
<tr>
<td>460</td>
<td>0.083925</td>
<td>0.034671</td>
<td>-0.037275</td>
<td>0.081321</td>
</tr>
<tr>
<td>470</td>
<td>0.068510</td>
<td>0.019091</td>
<td>-0.033949</td>
<td>0.053652</td>
</tr>
<tr>
<td>480</td>
<td>0.054008</td>
<td>0.006652</td>
<td>-0.024608</td>
<td>0.036053</td>
</tr>
<tr>
<td>490</td>
<td>0.040933</td>
<td>-0.000692</td>
<td>-0.019433</td>
<td>0.020809</td>
</tr>
<tr>
<td>500</td>
<td>0.030821</td>
<td>-0.000923</td>
<td>-0.012223</td>
<td>0.017675</td>
</tr>
<tr>
<td>510</td>
<td>0.022571</td>
<td>-0.002093</td>
<td>-0.006845</td>
<td>0.013633</td>
</tr>
<tr>
<td>520</td>
<td>0.016495</td>
<td>-0.002919</td>
<td>-0.003211</td>
<td>0.010364</td>
</tr>
<tr>
<td>530</td>
<td>0.011801</td>
<td>-0.002342</td>
<td>-0.002530</td>
<td>0.006929</td>
</tr>
<tr>
<td>540</td>
<td>0.008559</td>
<td>-0.002001</td>
<td>-0.002022</td>
<td>0.004535</td>
</tr>
<tr>
<td>550</td>
<td>0.006080</td>
<td>-0.001885</td>
<td>-0.000924</td>
<td>0.003271</td>
</tr>
<tr>
<td>560</td>
<td>0.004334</td>
<td>-0.001582</td>
<td>-0.000647</td>
<td>0.002105</td>
</tr>
<tr>
<td>570</td>
<td>0.003109</td>
<td>-0.001068</td>
<td>-0.000700</td>
<td>0.001341</td>
</tr>
<tr>
<td>580</td>
<td>0.002244</td>
<td>-0.000771</td>
<td>-0.000352</td>
<td>0.001121</td>
</tr>
<tr>
<td>590</td>
<td>0.001615</td>
<td>-0.000659</td>
<td>-0.000121</td>
<td>0.000835</td>
</tr>
<tr>
<td>600</td>
<td>0.001162</td>
<td>-0.000558</td>
<td>0.000002</td>
<td>0.000607</td>
</tr>
</tbody>
</table>
### Table 4.9

Parameters of fits for BA in n-hexanol at 20°C. Viscosity = 5.37 cp

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>22400 ps</th>
<th>323 ps</th>
<th>62 ps</th>
<th>t=0</th>
<th>∑ a_i</th>
</tr>
</thead>
<tbody>
<tr>
<td>390</td>
<td>0.035590</td>
<td>0.055418</td>
<td>0.019774</td>
<td>0.110782</td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>0.069168</td>
<td>0.131377</td>
<td>0.044132</td>
<td>0.244677</td>
<td></td>
</tr>
<tr>
<td>410</td>
<td>0.098836</td>
<td>0.185434</td>
<td>0.002751</td>
<td>0.287021</td>
<td></td>
</tr>
<tr>
<td>420</td>
<td>0.117395</td>
<td>0.194773</td>
<td>-0.038362</td>
<td>0.273807</td>
<td></td>
</tr>
<tr>
<td>430</td>
<td>0.116806</td>
<td>0.167760</td>
<td>-0.053459</td>
<td>0.231108</td>
<td></td>
</tr>
<tr>
<td>440</td>
<td>0.113114</td>
<td>0.130407</td>
<td>-0.054808</td>
<td>0.188713</td>
<td></td>
</tr>
<tr>
<td>450</td>
<td>0.097862</td>
<td>0.081791</td>
<td>-0.044108</td>
<td>0.135545</td>
<td></td>
</tr>
<tr>
<td>460</td>
<td>0.082441</td>
<td>0.050109</td>
<td>-0.034329</td>
<td>0.098221</td>
<td></td>
</tr>
<tr>
<td>470</td>
<td>0.066588</td>
<td>0.030733</td>
<td>-0.029387</td>
<td>0.067934</td>
<td></td>
</tr>
<tr>
<td>480</td>
<td>0.052450</td>
<td>0.016649</td>
<td>-0.023945</td>
<td>0.045154</td>
<td></td>
</tr>
<tr>
<td>490</td>
<td>0.039674</td>
<td>0.007930</td>
<td>-0.015191</td>
<td>0.032413</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>0.029936</td>
<td>0.002211</td>
<td>-0.009627</td>
<td>0.022520</td>
<td></td>
</tr>
<tr>
<td>510</td>
<td>0.021875</td>
<td>0.000064</td>
<td>-0.005646</td>
<td>0.016292</td>
<td></td>
</tr>
<tr>
<td>520</td>
<td>0.016074</td>
<td>-.001751</td>
<td>-0.002919</td>
<td>0.011404</td>
<td></td>
</tr>
<tr>
<td>530</td>
<td>0.011471</td>
<td>-.000005</td>
<td>-0.003425</td>
<td>0.008040</td>
<td></td>
</tr>
<tr>
<td>540</td>
<td>0.008294</td>
<td>-.000866</td>
<td>-0.001743</td>
<td>0.005685</td>
<td></td>
</tr>
<tr>
<td>550</td>
<td>0.005896</td>
<td>-.001180</td>
<td>-0.000496</td>
<td>0.004221</td>
<td></td>
</tr>
<tr>
<td>560</td>
<td>0.004252</td>
<td>-.000997</td>
<td>-0.000837</td>
<td>0.002418</td>
<td></td>
</tr>
<tr>
<td>570</td>
<td>0.003040</td>
<td>-.000726</td>
<td>-0.000492</td>
<td>0.001821</td>
<td></td>
</tr>
<tr>
<td>580</td>
<td>0.002184</td>
<td>-.000420</td>
<td>-0.000300</td>
<td>0.001464</td>
<td></td>
</tr>
<tr>
<td>590</td>
<td>0.001585</td>
<td>-.000316</td>
<td>-0.000085</td>
<td>0.001184</td>
<td></td>
</tr>
<tr>
<td>600</td>
<td>0.001141</td>
<td>-.000255</td>
<td>0.000065</td>
<td>0.000952</td>
<td></td>
</tr>
</tbody>
</table>
Table 4.10

Parameters of fits for BA in n-hexanol at 36 C. Viscosity = 3.32 cp

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>21100 ps $a_1$</th>
<th>202 ps $a_2$</th>
<th>73 ps $a_3$</th>
<th>t=0 $\sum a_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>390</td>
<td>0.039743</td>
<td>0.049939</td>
<td>0.012211</td>
<td>0.101894</td>
</tr>
<tr>
<td>400</td>
<td>0.072167</td>
<td>0.091206</td>
<td>0.040807</td>
<td>0.204180</td>
</tr>
<tr>
<td>410</td>
<td>0.100930</td>
<td>0.124647</td>
<td>0.040402</td>
<td>0.265978</td>
</tr>
<tr>
<td>420</td>
<td>0.118549</td>
<td>0.130896</td>
<td>0.040901</td>
<td>0.290346</td>
</tr>
<tr>
<td>430</td>
<td>0.116488</td>
<td>0.106461</td>
<td>0.025056</td>
<td>0.248006</td>
</tr>
<tr>
<td>440</td>
<td>0.112102</td>
<td>0.083999</td>
<td>0.015576</td>
<td>0.211677</td>
</tr>
<tr>
<td>450</td>
<td>0.095977</td>
<td>0.056746</td>
<td>0.005981</td>
<td>0.158704</td>
</tr>
<tr>
<td>460</td>
<td>0.080565</td>
<td>0.038272</td>
<td>-0.004321</td>
<td>0.114516</td>
</tr>
<tr>
<td>470</td>
<td>0.065515</td>
<td>0.020334</td>
<td>-0.002265</td>
<td>0.083584</td>
</tr>
<tr>
<td>480</td>
<td>0.051443</td>
<td>0.011137</td>
<td>-0.002116</td>
<td>0.060465</td>
</tr>
<tr>
<td>490</td>
<td>0.038815</td>
<td>0.004641</td>
<td>-0.005551</td>
<td>0.037905</td>
</tr>
<tr>
<td>500</td>
<td>0.029168</td>
<td>0.002927</td>
<td>-0.008415</td>
<td>0.023681</td>
</tr>
<tr>
<td>510</td>
<td>0.021309</td>
<td>0.000466</td>
<td>-0.005300</td>
<td>0.016475</td>
</tr>
<tr>
<td>520</td>
<td>0.015585</td>
<td>-0.001160</td>
<td>-0.003480</td>
<td>0.010945</td>
</tr>
<tr>
<td>530</td>
<td>0.011150</td>
<td>-0.001089</td>
<td>-0.003159</td>
<td>0.006902</td>
</tr>
<tr>
<td>540</td>
<td>0.008060</td>
<td>-0.001142</td>
<td>-0.002136</td>
<td>0.004782</td>
</tr>
<tr>
<td>550</td>
<td>0.005725</td>
<td>-0.001290</td>
<td>-0.001180</td>
<td>0.003254</td>
</tr>
<tr>
<td>560</td>
<td>0.004142</td>
<td>-0.001088</td>
<td>-0.001012</td>
<td>0.002041</td>
</tr>
<tr>
<td>570</td>
<td>0.002949</td>
<td>-0.000774</td>
<td>-0.000821</td>
<td>0.001354</td>
</tr>
<tr>
<td>580</td>
<td>0.002121</td>
<td>-0.000591</td>
<td>-0.000554</td>
<td>0.000976</td>
</tr>
<tr>
<td>590</td>
<td>0.001538</td>
<td>-0.000671</td>
<td>0.0000010</td>
<td>0.000877</td>
</tr>
<tr>
<td>600</td>
<td>0.001110</td>
<td>-0.000484</td>
<td>0.000007</td>
<td>0.000633</td>
</tr>
</tbody>
</table>
Table 4.11

Parameters of fits for BA in n-hexanol at 60 C. Viscosity = 1.78 cp

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>21800 ps</th>
<th>101 ps</th>
<th>(0 ps)</th>
<th>t=0</th>
<th>( \sum a_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>390</td>
<td>0.043684</td>
<td>0.029709</td>
<td>0.000000</td>
<td>0.073392</td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>0.076041</td>
<td>0.069549</td>
<td>0.000000</td>
<td>0.145590</td>
<td></td>
</tr>
<tr>
<td>410</td>
<td>0.104645</td>
<td>0.087644</td>
<td>0.000000</td>
<td>0.192289</td>
<td></td>
</tr>
<tr>
<td>420</td>
<td>0.121443</td>
<td>0.090788</td>
<td>0.000000</td>
<td>0.212231</td>
<td></td>
</tr>
<tr>
<td>430</td>
<td>0.116992</td>
<td>0.063101</td>
<td>0.000000</td>
<td>0.180093</td>
<td></td>
</tr>
<tr>
<td>440</td>
<td>0.111522</td>
<td>0.045008</td>
<td>0.000000</td>
<td>0.156530</td>
<td></td>
</tr>
<tr>
<td>450</td>
<td>0.094525</td>
<td>0.019923</td>
<td>0.000000</td>
<td>0.114448</td>
<td></td>
</tr>
<tr>
<td>460</td>
<td>0.078611</td>
<td>0.025865</td>
<td>0.000000</td>
<td>0.104477</td>
<td></td>
</tr>
<tr>
<td>470</td>
<td>0.063451</td>
<td>0.015067</td>
<td>0.000000</td>
<td>0.078519</td>
<td></td>
</tr>
<tr>
<td>480</td>
<td>0.049443</td>
<td>0.005822</td>
<td>0.000000</td>
<td>0.055265</td>
<td></td>
</tr>
<tr>
<td>490</td>
<td>0.037082</td>
<td>-0.000366</td>
<td>0.000000</td>
<td>0.036716</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>0.027793</td>
<td>-0.002638</td>
<td>0.000000</td>
<td>0.025154</td>
<td></td>
</tr>
<tr>
<td>510</td>
<td>0.020276</td>
<td>-0.003044</td>
<td>0.000000</td>
<td>0.017232</td>
<td></td>
</tr>
<tr>
<td>520</td>
<td>0.014708</td>
<td>-0.002525</td>
<td>0.000000</td>
<td>0.012183</td>
<td></td>
</tr>
<tr>
<td>530</td>
<td>0.010530</td>
<td>-0.002456</td>
<td>0.000000</td>
<td>0.008074</td>
<td></td>
</tr>
<tr>
<td>540</td>
<td>0.007588</td>
<td>-0.002255</td>
<td>0.000000</td>
<td>0.005333</td>
<td></td>
</tr>
<tr>
<td>550</td>
<td>0.005403</td>
<td>-0.001717</td>
<td>0.000000</td>
<td>0.003686</td>
<td></td>
</tr>
<tr>
<td>560</td>
<td>0.003871</td>
<td>-0.001777</td>
<td>0.000000</td>
<td>0.002094</td>
<td></td>
</tr>
<tr>
<td>570</td>
<td>0.002747</td>
<td>-0.003324</td>
<td>0.000000</td>
<td>-0.000578</td>
<td></td>
</tr>
<tr>
<td>580</td>
<td>0.001990</td>
<td>-0.002408</td>
<td>0.000000</td>
<td>-0.000419</td>
<td></td>
</tr>
<tr>
<td>590</td>
<td>0.001409</td>
<td>-0.000733</td>
<td>0.000000</td>
<td>0.000676</td>
<td></td>
</tr>
<tr>
<td>600</td>
<td>0.001030</td>
<td>-0.001240</td>
<td>0.000000</td>
<td>-0.000210</td>
<td></td>
</tr>
</tbody>
</table>
K. References for Chapter 4


27. 4-Aminophthalimide is the trivial name for the compound. Official nomenclature is: 5-amino-1H isoindole-1,3(2H)-dione.


54. Viscosities for pure compounds as a function of temperature are from reference 55. These values compared reasonably well with measurements made at 20°C with a temperature-controlled Wells-Brookfield Cone/Plate Digital Viscometer. Viscosities of the alcohol-alkane mixtures were measured with an Ostwald viscometer.


Chapter 5

Conclusion

It should be clear from the work presented in the last three chapters that picosecond spectroscopic techniques can be profitably used for the study of dynamic processes in solution. The studies carried out with bianthryl point out both the types of results which can be achieved, as well as the inherent difficulty involved in interpreting them in a meaningful or unambiguous way. Although it is clear that bianthryl undergoes a variety of interesting relaxation processes in alcohols and other hydrogen-bonding solvents, there remain some uncertainties in describing the origins of these processes. The fact that BA acts as an excited-state base and undergoes detectable proton transfer, along with the fact that detectable relaxation occurs only in protic solvents, tends to suggest that a combination of solvent mediated intramolecular charge transfer and excited-state hydrogen bond formation are occurring. Nonetheless, it is difficult to rule out the possibility that the observed relaxation is simply a manifestation of the simple solvent dielectric relaxation. The behavior of the molecule in alcohol-alkane mixtures tends to suggest that the role of ground-state solvation is important. The observed slowing of the measured relaxation time is consistent with the idea that the nonpolar alkane molecules tend to concentrate in close proximity to the nonpolar ground-state bianthryl molecule, so that when the molecule is excited it must first diffuse through this boundary layer before reacting (i.e. forming a hydrogen bond ) with the alcohol fraction of the solvent. Unfortunately, this cannot be directly differentiated from dielectric relaxation, because of the similar concentration dependence of the solvent dielectric constant. It is possible that by comparing the behavior of bianthryl to analogous molecules such as 9,9'-biacridine (which should hydrogen bond in the ground state), a more definitive conclusion might be obtained. In addition, the study of bianthryl and related compounds in aprotic solvents with femtosecond time resolution might also provide information on the formation of the
charge transfer state itself. Nonetheless, with the information that is available, it is clear that bianthryl constitutes an interesting probe molecule which might be well suited to the study of polarity related dynamic processes in a wide range of chemical systems.

The choice of this chemical system was dictated more by experimental limitations than by its overwhelming chemical interest. It is one of the relatively few systems which can be studied using time resolved-emission. There are a tremendous number of chemical processes of great practical interest which are not accessible by this method, most notably those involving ground state free-radical chemistry or complex mixtures. Nonetheless the relative ease with which time-resolved emission measurements could be made dictated that an emitting system be used.

Time-resolved emission spectroscopy is, within limits, a simple, reliable method for studying excited-state dynamic processes. The system used here represents a reasonable and convenient method for making such measurements. Several experimental limitations exist. The fact that the laser pulses are almost an order of magnitude longer than the streak camera resolution means that the pulse shape must be deconvoluted from all the data. This complicates the analysis of the data. The lack of a convenient tunable source in the 250–400 nm range is also a problem, and limits the range of systems which can be studied. For example, investigating the behavior of bianthryl in nitromethane would require a pump wavelength near 390 nm to avoid the long wavelength tail of the solvent absorption. Similarly to study binapthyl in chlorinated solvents would require a source near 300 nm. A final limitation stems from the rate of data acquisition; at ~3 Hz, collection of a single dataset takes several minutes, so acquiring time-resolved spectra (which require tens of datasets) can be very time consuming. In addition, the mechanical stability of the system is such that perfect optical alignment cannot be maintained over this period of time, so that several adjustments must be made in the course of acquiring the spectral data. These problems can be readily overcome by increasing the laser repetition rate and data collection rate, as described above. With essentially no changes in hardware,
the system can be made to operate at rates approaching 25 Hz. This repetition rate would largely eliminate the difficulties involved in collecting spectral data, although one could undoubtedly devise more elaborate experiments which would make this data collection rate seem too slow to be useful. Ultimately, by using the second harmonic of a cavity-dumped synchronously-pumped dye laser as a pump beam, and using a faster image intensifier, a faster A-D converter, and a bigger, faster computer system, one could approach the KHz repetition rates imposed by the streak camera itself. At this point, one could obtain spectra with signal averaging much better than that used here with a repetition rate limited only by the rate at which the sample and bandpass filters could be changed. Note that the short tunable pulses from this system would eliminate the other difficulties described above as well. In addition, the pulse peak powers would be lower; this would necessitate more signal averaging, but would minimize the possibility of nonlinear effects in the sample.

Further development of time-resolved emission would be more of a convenience than anything else, since it is not altogether clear that the method is general enough to be of value in studying a wide range of processes. There is a limit to what information one can obtain from excited state measurements, simply because so few systems undergo excited-state relaxation; there are other processes of interest besides proton transfer, electron transfer and solvation. Time-resolved absorption makes it possible to study a much broader range of problems, most notably those involving ground state molecules. Unfortunately, the sensitivity and selectivity of absorption are rather low, so that the results obtained this way are often ambiguous or difficult to interpret. The streak camera-based absorption system described here is not especially noteworthy in terms of the quality of the data. Although it appears to be better that reported using picosecond continua as probe sources, it lacks the sensitivity which can be obtained by using a tunable laser as a probe source. Nonetheless, the system is extremely easy to use, and complements the time-resolved emission system. Any improvements in one would likely be reflected in
the other. The absorption system is perhaps best regarded as a useful accessory to the fluorimeter, not as the ultimate in absorption technology.

Raman spectroscopy provides a potentially useful method for studying complex mixtures of ground-state molecules in solutions. Unfortunately, the low signal levels in conjunction with the high laser peak powers, make it extremely difficult to carry out these measurements on this timescale. The use of parametric generation to produce tunable light greatly improves the prospects for using resonance Raman for this purpose, although the high peak powers and low repetition rates are still a problem. Further development of this method will most likely come only with the use of a higher repetition rate laser with a higher average power. As noted above, either a quasi-CW Nd:YAG laser used in conjunction with a parametric generator or a cavity-dumped, synchronously pumped dye laser appear to be the best candidates. At this point it should be noted that infrared absorption may also become more feasible in the future. In particular, the combination of Nd:YAG pumped parametric sources utilizing crystals such as Proustite in conjunction with high efficiency HgCdTe detectors may ultimately make this a more practical method than Raman for measuring vibrational spectra.

Time-resolved emission is the only method used here which does not suffer from severe technical limitations. The results presented for bianthryl reflect this fact. Indeed, only with emission was it possible to reach the point that chemical system being studied received more attention that the hardware used to acquire the data. The efforts to stabilize the laser as well as the development of the OPS all represent efforts to overcome these technical difficulties so as to make other methods of spectroscopy possible. Although significant improvements were made, resulting in a stable laser and convenient tunable visible light, these were not enough to make Raman spectroscopy into a viable method, especially with regard to irreversible phenomena. They mostly served to simplify emission measurements. At present, a higher repetition rate laser (1-100 KHz) appears to be the most likely means for making this type of study possible. Unfortunately, it is at
present a relatively untried panacea, so that it is difficult to gauge the extent to which it will actually work.
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