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ABSTRACT

This work illustrates that false alarms are likely to have significant frequencies as well as detrimental influence on the effectiveness of human-machine warning systems. Several factors are responsible for false alarm materialization, including the need to predict uncertain conditions in the future, variability of human perception, and low a priori probabilities of traffic collisions. The effect of false alarms on human trust in warning systems and on credibility of warnings could be considerable even for low false alarm rates. One way to decrease false alarm rates would be to focus on predicting possible conflicts, which are much more probable than actual collisions (thus increasing a priori probabilities). One of the suggested future research directions is to assess directly what different individuals will view as being a false alarm. In the majority of existing studies, the researchers defined this outcome. It is possible that people will change their behavior based on their perception of false alarms rather than on a researcher’s definition of them.
INTRODUCTION AND BACKGROUND
Motor vehicle crashes were the cause of nearly forty-two thousand deaths in year 2000 (1). The
total economic cost of all crashes exceeded two hundred and thirty billion dollars, which is more
than two percent of the U.S. Gross Domestic Product (2). The sheer impact of traffic collisions
on society warrants research into safety improvements that would decrease the frequency of
traffic crashes or at least reduce their severity.

Intelligent transportation systems (ITS) appear to have a sound potential to apply emerging
technologies to increase safety. Throughout the past several years, numerous systems have been
proposed and more research is in progress (3), (4), and (5). The researchers often stress the
importance of looking from the human factors perspective when evaluating warning systems and
the expected effectiveness of such systems in reducing collisions (6), (7), (8), and (9).

The focus of the following discussion is the introduction of systems that detect potentially
dangerous conditions and then warn vehicle operators of possible threats. It is important to stress
that these systems are not designed to take control of the driving task as discussed by Chovan
(10), (11), and (12). Even when such systems are operational, drivers still are the ones who will
be ultimately responsible for making driving decisions. A schematic representation of
information flow in such human-machine systems is shown in Figure 1.

If a warning system is not deployed, vehicle operators receive information only through
information link 0-2. A warning system introduces a new 0-1-2 information link. The need for
this new link may be justified if vehicle operators are unable to obtain sufficient and useful
information necessary to make safer driving decisions through link 0-2 alone. A warning system
must have the capacity to detect the needed information in such situations and to communicate it
reliably to vehicle operators.

The following example illustrates two situations in which warning systems can be helpful to
vehicle operators by providing useful information. A driver is attempting to perform a left
turning maneuver while vehicles that may be approaching from the opposite direction are not
required to stop (e.g. permissive traffic signal indication or a two-way stop sign controlled
intersection). A diagram of the scenario is provided in Figure 2. In the first situation, the driver
that is turning left is unable to see approaching vehicles (due to queued up vehicles in the
opposing left-turn lane, intersection geometry, etc.). The second scenario applies to a driver that
is able to see the approaching vehicles but fails to evaluate the gap appropriately. The example
illustrates a common traffic situation. Crashes of vehicles identified by these pre-crash
maneuvers constitute more than six percent of all traffic collisions in the United States. The
nomenclature and in-depth description of similar traffic crashes may be found in (13).

For the benefit of the subsequent analysis, it is important to define the scope of the
discussion. A human-machine system that is designed to utilize automation in order to acquire
and convey additional useful information to human operators may be viewed as consisting of two
subsystems: detection subsystem and information management subsystem, somewhat
comparable to the structure described by Breznitz (14). The detection subsystem uses sensors to
recognize certain parameters (e.g. position, speed, and acceleration of vehicles approaching an
intersection) that usually identify with dangerous situations to be avoided. After detection, the
subsystem issues warnings alerting the drivers to these possible dangers, using preset rules (e.g.,
a warning system issues an alert in a manner that is timely and reliably understood by a vehicle
operator). These warnings constitute the additional information that either may or may not be
used by vehicle operators.
A driver may be depicted as an information management subsystem that is constantly receiving information from the environment and from the detection subsystem. Based on all information, this person has to make decisions. In the examples above, a vehicle operator must decide whether to initiate the left-turn maneuver or wait until the approaching vehicles have passed.

Therefore, even if the effectiveness of the detection subsystem can be estimated based on the technical parameters of the equipment, the detection algorithms, and on the environmental characteristics, the evaluation of effectiveness of the human-machine system (warning subsystem and information management subsystem together) will require additional insights into the effect of automation on human operators. More specifically, the influence of automation errors on credibility and trust that drivers attach to automated warning systems is of great concern.

The motivation of this paper is to address false alarms and their influence on human reaction to the information that is generated by detection subsystems. This reaction constitutes the false alarm effect (FAE) or, as it has been addressed in some sources, “cry wolf” phenomenon.

**SOURCES OF FALSE ALARMS**

Numerous factors affect the credibility of human-machine warning systems. These factors include relevance and timeliness of warnings. To issue a warning, a detection subsystem must evaluate the likelihood of occurrence of a certain dangerous event into the future. The longer the time into the future, the less accurate the prediction could be, and thus, the less relevant the warning will be to a receiver. On the other hand, it follows that the closer in time the dangerous event, the higher the predictive power of the warnings issued by the subsystem. However, at some point the detection subsystem, although predicting the danger with high probability, will cease to be useful to drivers. As timing of warnings moves closer to the beginning of the dangerous event, vehicle operators will not have enough time to reliably use the additional information to take protective measures. Hence, the condition of warning timeliness is not satisfied. As a reference, it is valuable to note that driver perception-reaction times vary from fractions of a second to more than three seconds. These times depend on whether the warning is expected or not, the complexity of decision a driver needs to make, and on the driver characteristics, such as age (15).

Decreased relevancy and timeliness of alerts generated by detection subsystem could decrease the credibility of the subsystem in the eyes of the users. In other words, users would treat the information coming through link 0-1-2 in Figure 1 as nearly worthless.

A related consideration is a trade-off between misses and false alarms. Often, designers set the criteria for warning activations to minimize misses. Such practice typically increases the probability of false alarms. Signal detection theory (SDT) tools are available to estimate the optimum detection threshold (criterion), which minimizes the total cost of possible errors (16) and (17), assuming that people that receive warnings would follow the system advice in all instances. Misses generally have very large costs so the criterion is usually set to a value that results in the rate of misses being far lower that the rate of false alarms.

In evaluating the effectiveness of human-machine warning systems, it is important to address the inherent variability of human perception of the same conditions in the environment. One of the conditions relevant to this discussion is the notion of gap acceptance, which may be defined in terms of arrival time (18). The same gap may be too liberal for one person while being too conservative for another. This manifests itself in people using their vehicles’ horns to announce to the world that they would have accepted gaps that people in front of them just rejected. The
safety buffers built into timing of algorithms of detection subsystems to accommodate the majority of driving population may contribute to similar effects.

To illustrate the above point, consider a detection subsystem that is designed so that the driver preparing to turn left at an intersection receives a warning if vehicles approaching the intersection from the opposite direction are within a predetermined number of seconds. This time may be objectively set so that the majority of drivers would be accommodated. An ideal detection subsystem would acquire the danger and issue a warning with perfect reliability. However, from the point of view of the driver who is a receiver of the warning, the scenario could be far from ideal. The driver would receive a warning, take protective measures (slowing down or stopping) in anticipation of the arrival of the vehicles and they indeed arrive but too late: the driver would have accepted a much smaller gap. This driver may consider that the system has generated a false positive and that this erroneous warning just cost him or her an opportunity to turn.

The false positive in this scenario is a subjective false positive, as it is predominantly dependent on the drivers’ internal characteristics. Individual differences among drivers, such as personality traits as well as drivers’ perception of initial credibility of the system, determine the susceptibility to the effect of false alarms and are likely to have a marked effect of the frequency of subjective false alarms (14).

Another complication is that even for near perfect detection subsystems (i.e. very low probability of misses and false alarms), the performance of human-machine systems may be only marginal. Low a priori probabilities (base rates) of traffic collisions are to blame for that. Low base rate often results in low posterior probabilities of warnings. Posterior probabilities of warnings characterize likelihood that a particular warning represents a valid potential crash or conflict (19) and (20) or, in other words, the posterior probability is the probability of a dangerous condition given a warning was issued.

This fact could have a profound effect on the effectiveness of human-machine warning systems. Perhaps, the effect of low a priori probability of traffic collisions on the false alarm rate could be better illustrated in the following example: Assume that there is a detection subsystem that could be characterized by a high rate of true positives, say 0.999 and a low rate of false positives, say 0.001. If the a priori probability of a signal is 0.0002 (as a reference, Farber and Paley, (21), estimated that the base rate for highway rear-end collisions was 0.000173). The posterior likelihood of a true alarm for such detection subsystem is about 0.17. Given such posterior probability, a human driver would encounter about one true alarm out of every six warnings.

HUMAN REACTION TO FALSE ALARMS

It appears that false alarms are unavoidable artifacts of human-machine warning systems. The discussion then turns to a very important question: What is the impact of a high number of false alarms on driver response to the warnings?

The adverse reaction of humans to false alarms is likely to have deep psycho-physiological roots, as indicated by Breznitz (14). Breznitz used changes in heart rates and skin conductance, among other measures, to evaluate the reaction of human organism to false alarm occurrences. His extensive experiments showed that human responses to false alarms include reductions in probability of engaging in protective behavior, reductions in protective behavior intensity, and increases in latency between the warning and the beginning of taking protective measures.
A large body of literature exists that addresses the effects of false alarms on human operators. The large majority of works concentrate on systems that are not directly relevant to automobile applications. Nevertheless, these works offer insights into far-reaching effects of automated warning systems’ errors on human operators (22), (20), and (23).

Several studies that illustrate false alarm effect on automotive collision avoidance warnings are described below. Chugh and Caird, (24), explored the effects of reliability and failures of in-vehicle train warnings on driver perception-response time and trust in the warning system. Using video simulations of approaches to railroad crossings, thirty-six younger drivers were found to adjust their behavior in response to the false alarms. System trust was decreased by the decreases in system reliability and the perception-response times were increased after experiencing false alarms. A small number of people did not respond to warnings at all after being exposed to false alarms. The warnings issued by the system could have been perceived as carrying less useful information to the drivers. The reliability of the warning system was controlled by the researchers and assumed two discrete values of 83 and 50 percent.

A study by Dingus et al., (25), evaluated the effect of false alarms on drivers’ following behavior and on driver perception of system reliability. Forty people were separated into two groups based on their age and presented with various false alarm rates. The participants were exposed to false alarm rates of 0 percent to 30 percent, 31 percent to 60 percent, and greater than 60 percent. While the experiment was conducted using naturalistic data collection, false alarms were triggered by the experimenter, possibly influencing the results. As the false alarm rate exceeded 60 percent, younger drivers showed changes in behavior, possibly indicating a decrease in trust in the warning system and “decided to maintain whatever following distance they felt was appropriate regardless of the system warnings.” It is worth noting that while exposed to lower false alarm frequencies, the younger drivers reacted in a way consistent with drivers receiving no false alarms. There was no false alarm effect (positive or negative) observed for older drivers.

Lehto et al., (26), performed an experiment to evaluate the effectiveness of a collision warning system using an interactive simulation of a rural two-lane driving environment. Fifteen drivers needed to make decisions whether to pass a slower moving vehicle ahead of them. It was found that increased rate of false alarms had a detrimental effect on the risk taking behavior (increased risk taking). The authors alluded to the hypothesis that over-warning can be worse than under-warning and that the effects of over-warning were worse than expected. Authors indicate that additional research is necessary to confirm their hypothesis.

Ben-Yaacov et al., (27), used naturalistic data collection to assess the effect of imperfect warning system on driver headway maintenance and on driver behavioral response to warning system errors. The experiment showed that for the range of reliabilities from 60 to 95 percent there were no significant changes in driver behavior. The authors found it reassuring that the warning system does not have to be perfect to be useful.

While some studies indicate that the FAE is insignificant or nonexistent, one must keep in mind that the false alarm rates used in these studies are relatively low. As it was described in the previous section, the rate of false alarm occurrences may be considerably higher than the rates applied in the experiments. Even considering the low frequencies of false alarms used in the studies, most experiments show that these errors may significantly affect the effectiveness of the human-machine warning systems. Thus, the perceived reliability of the automation often influences the value people place on the system warnings (28). This fact warrants consideration of possible measures that could reduce false alarm rates or alleviate the impact of such errors.
COUNTERMEASURES
Besides increasing the sensitivity of sensors and detection algorithms, a way to reduce the frequency of false alarms could lie in redefining the dangerous event. Instead of striving to predict actual collisions, which are very rare events, the detection subsystem could focus on only predicting possible conflicts (e.g., the system would issue a warning if vehicles approaching the intersection from the opposite direction were within a certain time from entering the intersection). These events are not nearly as rare as collisions and, thus, the posterior probabilities of warnings are much higher limiting the rate of false positives.

After all, not all false alarms are created equal. Under some circumstances, false alarms may be beneficial for human-machine performance. Farber and Paley contemplated that the algorithm should issue warnings in collision-possible circumstances, although a driver would likely be able to complete an avoidance maneuver successfully. Although in principle a false alarm, this type of warning could be interpreted as an aid in allowing improved response to an alarm in a collision-likely situation. On the other hand, the information that is gained by drivers through alarms that warn only about approaching vehicles rather than impending collisions may be less appreciated by the drivers, as carrying less value.

Nevertheless, it appears that false alarms are to reside in the world of human-machine warning systems. While there is no complete defense against the effect of false alarms, the influence of them may be reduced. Breznitz suggests that pre-defined rules requiring taking protective measures after a warning would reduce the effect of false alarms on humans. Such rules would also lessen the pressure on the drivers to make complex decisions as well as would allow them to engage in safer behavior even if it is unnecessary on some occasions. The clear way to implement this countermeasure is to require vehicle operators to take or not to take certain predefined actions after each warning (e.g., wait until the warning is cancelled before initiating the left-turn maneuver). This countermeasure, however, may limit the applicability of some warning systems, such as in the case in which conventional crash countermeasures are available (e.g., installation of a protected left-turn phase, instead of deploying left turn warning devices).

CONCLUSIONS
The number of traffic collisions and their cost to society warrant the development of ITS countermeasures to reduce the rate of these crashes. It is important not to underestimate the effect of human interaction with automation in assessing the effectiveness of human-machine warning systems. False positive rate could be significant and false alarms are likely to adversely affect the performance of such systems.

The design of physical components and systems is considered to be a dominant engineering task. However, the design decisions made during the design stage “can forever plague the user” and cause lower than expected human-machine warning system performance if the human factors are not considered. On the other hand, the proper use of relevant human factors in the design could facilitate the use and bring enhanced system performance.

Different people may perceive a potentially dangerous situation differently. Drivers could exhibit different levels of trust in the system. At two possible extremes, drivers could over-rely on the warning system or have no trust in it (29). Additional research is necessary to gain insights into the extent of influence of such conditions on the effectiveness of human-machine systems.
One of the important considerations in setting detection thresholds is the fact that the perception of what is considered to be a false alarm may vary from driver to driver and even for any individual driver in different situations. The level of variability among drivers could be a vital factor in assessing the effectiveness of the human-machine systems. In the studies reviewed, the researchers defined false alarms and false alarm rates themselves. Perhaps it would be beneficial to study directly what different individuals will view as being a false alarm. It is possible that people will change their behavior based on their perception of these outcomes rather than on a researcher’s definition of them.
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