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Abstract

Optimization and Design for Automation of Brachytherapy Delivery and Learning
Robot-Assisted Surgical Sub-Tasks

by

Animesh Garg

Doctor of Philosophy in Engineering – Industrial Engineering and Operations Research
University of California, Berkeley
Professor Ken Goldberg, Co-chair
Professor Alper Atamtürk, Co-chair

The goal of this dissertation is to enhance automation in healthcare applications, specifically: brachytherapy delivery for cancer treatment and robot-assisted surgery, used for over 500,000 procedures annually in US alone. Brachytherapy uses cutting-edge computer-assisted planning, but assumes a fixed hardware design. On the contrary, Robot-Assisted Surgery uses high-precision state-of-the-art hardware under complete manual control with little automation. This dissertation is a step towards addressing this gap using a combination of optimization and design. Case studies show that performance of autonomous systems can be improved by leveraging the interaction between optimization based algorithms and the design of hardware systems.

For Brachytherapy, this dissertation has developed a new approach for treatment delivery in Intracavitary Brachytherapy using patient specific 3D printed implants and implemented it on a clinical case of oral cancer. We present an algorithm to quantify reachability with straight-line needles for a given anatomy in prostate cancer. This dissertation integrates optimization based needle and dose planning algorithms in interstitial brachytherapy for prostate cancer using two methods of skew-line needle configuration implants: robot-assisted procedures and customized needle guides. The procedures are demonstrated on physical phantoms and performance is compared with an expert physician.

For Robot-Assisted Surgery, this dissertation highlights the interplay between the design of hardware to reduce uncertainty and optimization based motion planning to enable automated multi-throw suturing. We present a sequential convex programming based algorithm for optimizing curved needle trajectories and we also devise a novel mechanical needle guide, SNAP that reduces needle pose uncertainty by 3x. This dissertation introduces a novel algorithm, Transition State Clustering (TSC) that extracts the latent task structure from task demonstrations by segmenting robot trajectories using hierarchical clustering and fitting Gaussian mixture model to identify transitions. We extend TSC with deep learning to perform trajectory segmentation for multi-modal data consisting of kinematics and videos.
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Chapter 1

Introduction

This dissertation applies optimization to two healthcare applications: radiation therapy and surgical robotics. Through case studies in these applications, this dissertation highlights that performance of autonomous systems can be improved by leveraging the interaction between optimization based algorithms and the design of hardware systems. Specifically, this dissertation presents new algorithms and hardware designs for High Dose-Rate Brachytherapy (HDR-BT) treatment for cancer and Subtask automation in Robot-assisted Minimally Invasive Surgery (RMIS).

1.1 High Dose-Rate Brachytherapy

Cancer is a major cause of death across the world with over 14 million cases in 2012 [1]. Among the various treatment options available, radiation therapy has proved to be an effective treatment modality with advancements in targeted delivery. Radiation therapy is used in two-thirds of cancer treatment procedures, either independently or in combination with another treatment modality [2].

Radiation delivery in cancer treatment can be broadly categorized by mode of radiation delivery as External and Internal. Each year over 500,000 patients are treated with Brachytherapy, a form of internal radiotherapy wherein radioactive sources are located proximal to tumor [3]. Brachytherapy is frequently used for tumors in prostate, cervix, breast, oral, nasopharynx, rectal, and gynecological tumors. Furthermore, brachytherapy is also commonly employed along with other treatment modalities including external radiotherapy and surgical interventions.

Brachytherapy procedures involve the use of radioactive sources temporarily proximal to the tumors to sufficiently irradiate the tumors while limiting radiation damage to healthy organs and tissues. And based on the strength of sources used, the procedures are classified as Low Dose-Rate (LDR) and High Dose-Rate (HDR). In LDR procedures, sources are placed and often left inside the body for long periods leading to the nomenclature: permanent implants. In contrast, HDR source(s) are threaded into catheters to reach a sequence of pre-planned locations and stay at each location for a short duration, in the order of seconds, and the source is finally retracted from the body. Multiple such dose fractions are delivered for a complete treatment plan over the course of several days. Brachytherapy procedures may be further, classified as intracavitary
CHAPTER 1. INTRODUCTION

Figure 1.1: Intracavitary Brachytherapy: The sequence the steps in creating a personalized implant. A CT-Scan generates 3D anatomy models which are used for treatment planning and internal channel planning in the cavity. Thereafter, a cavity conformal implant is 3D printed.

Figure 1.2: Interstitial Brachytherapy: Illustration of a prostate phantom (a) along with a needle plan (b). Two methods of needle configuration implant are shown in: (c) Robot-Assisted, and (d) Customized Needle Guide.

and interstitial depending on radioactive source placement inside the tissue or inside naturally occurring body cavities. Based on the tumor location, either form or a combination of both forms of brachytherapy procedures may be used.

This dissertation focuses on automation in HDR brachytherapy, both intracavitary and interstitial forms. The key insight behind this work is that current methods of dose planning implicitly assume that the source placement mechanism is fixed, hence the set of reachable dwell positions is artificially constrained. We present algorithms and systems to circumvent the hardware constraints of current clinical methods with a potential to reduce side effects and improve treatment quality. Specifically, this dissertation has developed a customized implants for treatment delivery in Intracavitary Brachytherapy and implemented it on a clinical case of oral cancer (Figure 1.1) [4]. Moreover, this is also the first to integrate optimization based needle and dose planning algorithms with robot-assisted skew-line needle configuration implants in interstitial brachytherapy for prostate cancer (Figure 1.2) [5].

1.2 Robot-assisted Minimally Invasive Surgery

Robot-assisted Minimally Invasive Surgery (RMIS) was used in manual teleoperation mode in over 500,000 procedures worldwide in 2015 with 3600 systems [6]. Robotic surgical assistants (RSAs), such as the da Vinci system from Intuitive Surgical, address the ergonomic constraints of hand-held laparoscopic tools through the use of a master-slave configuration. RSAs provide surgeons with a precision laparoscopic tool that offers higher dexterity, tremor reduction and range of motion with immersive 3D visualization. Clinical RMIS systems have focused on not only general surgery but
CHAPTER 1. INTRODUCTION

(a) Da Vinci Master Console  
(b) Da Vinci Research Kit (dVRK)

Figure 1.3: Da Vinci Surgical System: (a) Master console along with the visualization system as seen by the surgeon. (Image: Intuitive Surgical) (b) The image depicts the dVRK set-up with two arms at the UC Berkeley Autolab.

(a) Autonomous Suturing with da Vinci  
(b) Unsupervised Trajectory Segmentation: Transition State Clustering

Figure 1.4: Robot-Assisted Suturing: (a) The image show the 4 steps in a single throw in the Suturing subtask on a tissue phantom. (b) Unsupervised Trajectory Segmentation: The first row shows a manual segmentation of the suturing task in 4 steps: (1) Needle Positioning, (2) Needle Pushing, (3) Pulling Needle, (4) Hand-off. Transition State Clustering extracts many of the important transitions without labels.

also a number of surgical specialties such as gynecologic surgery, urologic surgery, cardiothoracic surgery, and head and neck surgery.

RMIS has ushered in an era of shorter recuperation time, lesser blood loss, lower patient trauma, and lesser tissue injuryin [7–9]. Surgical outcome studies have shown preference for robot-assisted surgery such as kidneys [10], pancreas [11] hysterectomy [12], and uterine fibroids [13]. Regardless of the benefits, RMIS requires skilled surgeons to perform tediously long procedures with reduced sensory perception during surgical manipulation. Supervised automation in RMIS has the potential to reduce the time required for surgical procedures, reducing the time patients are under anesthesia and associated costs and contention for operating room resources. Partial automation in RMIS has the potential to be the next generation of tools, akin to having an intelligent, personalized, and modular surgical assistant rather than a replacement for the surgeon. The key aim to introduce algorithmic automation, learning and design in RMIS is to enable low-latency telesurgery, reduction in surgeon’s training requirement and cognitive load.

This dissertation contributes towards progress in sub-task automation in RMIS. First, we high-
light the interplay between the design of hardware solutions, that minimize uncertainty, and optimization based motion planning to enable automated multi-throw suturing on a Da Vinci system (Figure 1.4a) [14]. The system uses a novel mechanical needle guide design to minimize needle pose uncertainty and a sequential convex optimization framework to optimize needle size, needle trajectory and control parameters for two arms.

Furthermore, robot learning from raw trajectory data is challenging due to temporal and spatial inconsistencies. A key problem is extracting conceptual task structure from noisy human demonstrations. This dissertation also presents a novel algorithm, Transition State Clustering (TSC) that extracts the latent task structure (Figure 1.4b). TSC proposes a Switched Linear Dynamical System (SLDS) characterization of the demonstrations [15]; the key insight being that switching events induce a density over the state space. When the model noise and transition noise are Gaussian, this reduces to hierarchical clustering as shown for a Suturing example in Fig 1.4b. These clusters encode two important aspects: (precondition) the state of the robot prior to the transition and (post-condition) the state of the environment when beginning a new segment. This gives a notion of necessary conditions for task success, where a robot has to ensure that it satisfies the post-condition before proceeding.

1.3 Summary of Contributions

An outline of the main contributions of this dissertation is presented briefly here along with the corresponding peer-reviewed publications and co-authors.

1. **Customized Implants for Brachytherapy** This dissertation is the first to present a new approach for Intracavitary Brachytherapy therapy that leverages 3D printing and steerable needle motion planning to create patient-specific bio-compatible implants.

   a) **Algorithm**: We present the Channel Layout Algorithm (CLA) computing channels to precisely guide radioactive sources to target dwell positions inside the printed channels. CLA is a probabilistic algorithm based on rapidly-expanding randomized trees (RRT) that outputs a set of curvature-constrained channels inside the implant volume.

   b) **Simulated Experiments**: A simulated case of prototypical OB/GYN cervical & vaginal cancer with three treatment options: standardized ring implant (current practice), customized implant with linear channels, and customized implant with curved channels. Results with a two-parameter coverage metric suggest that customized implants with curved channels can offer significant improvement over current practice.

   c) **Physical Experiments**: This method has been used on two patients of Oral-cancer in a clinic for post-surgery tumor ablation.

This work was performed in collaboration with UCSF Department of Radiation Oncology and is discussed in Chapter 2. This work was published in:
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2. Robot-Assisted HDR Brachytherapy This dissertation presents a first integrated brachytherapy system that leverages optimization based needle and dose planning algorithms with the Acubot-RND needle guiding robot.
   a) Algorithm We present a systematic integration of two optimization algorithms: Needle Planning and Inverse Dose Planning with robot-assisted skew-line needle implants to efficiently deliver radiation to the prostate while minimizing trauma to sensitive structures such as the penile bulb.
   b) Physical Experiments We evaluate our system on custom designed anatomically-correct phantom models. We perform two robot-assisted implants and compare them with an expert physician. We find that robot-assisted implants achieve an average source placement error of 3.5 mm and meet clinical dose requirements without puncturing healthy organs-at-risk (penile bulb).
This work was in collaboration with UCSF Department of Radiation Oncology. It is discussed in Chapter 3 and was published in:
• An initial version of the TASE paper was published in CASE 2012 [17].

3. Customized Needle Guides for HDR-BT This dissertation also presents a new a concept of patient-specific 3D printed customized needle guide (CNG) for a skew-line needle configuration output from the needle planning and dose planning optimization algorithms.
   a) Design We present an algorithmic method to create patient-specific customized needle guides and also present a workflow to integrate optimization-based planning with CNG.
   b) Physical Experiments We performed a similar analysis to evaluate the placement error associated with inserting needles with a custom needle guide and the effect this error has on the number of structures punctured and the ability to meet treatment objectives. We observed that in the 4 physical experiments on phantom models, all four cases met clinical dose requirements with the RMS error for manual insertion without feedback ranging between 2.3 mm to 4.5 mm.
This work was in collaboration with UCSF Department of Radiation Oncology. Chapter 3 describes the details and it was published as an abstract in:
• Timmy Siauw, J. Adam M. Cunha, Animesh Garg, Ken Goldberg, I Hsu, and Jean Pouliot. “Customized Needle Guides for Inserting Non-Parallel Needle Arrangements in Prostate HDR Brachytherapy: A Phantom Study”. In: Brachytherapy 13 (2014)

4. Reachability Analysis for Needle Placement in HDR-BT We quantify the reachability in a given anatomical setup of tumor volume in the presence of a single healthy organ to avoid with all possible skew-line configurations from a pre-specified entry zone.
Algorithm Assuming linear needles, convex polyhedral representations of entry zone, organs-at-risk and target volume, we present an exact polynomial time algorithm for checking existence and calculation of the non-reachable set in the target volume.

Simulation Experiments We perform experiments using patient data from 18 brachytherapy cases and found that 11 cases had non-empty occluded volume inside the target ranging from 0.01% to 4.3% of the target volume. We also report a sensitivity analysis showing the change in the occluded volume with dilation of the avoidance volume and entry zone.

This is discussed in Chapter 4 and was published at

5. Supervised Automation of Multi-Throw Suturing This dissertation presents a framework for supervised automation of the multi-throw suturing task

a) Algorithm We present a sequential convex programming based algorithm for optimizing the choice of needle size and trajectories of these curved needles.

b) New hardware concept We present the design for Surgical Angular Needle Positioner (SNAP), a novel mechanical needle guide. We track the needle using vision and achieve real-time pose estimate within 5° error. And the SNAP improves repeatability in needle grasping by 10× and reduced needle pose uncertainty by 3x.

c) Physical Experiments We evaluate the algorithm and SNAP on a da Vinci Research Kit using tissue phantoms and compare completion time with that of humans from the JIGSAWS dataset [20]. Initial results suggest that the dVRK can perform suturing at 30% of human speed while completing 86% suture throws attempted.

Chapter 5 described the algorithm and design details. The work was published in:

6. Transition State Clustering for Unsupervised Trajectory Segmentation This dissertation develops a new unsupervised segmentation algorithm, Transition State Clustering (TSC), which combines results from hybrid dynamical systems and Bayesian non-parametric statistics to segment kinematic recordings of robotic surgical procedures.

a) Algorithm We present the TSC algorithm, that models demonstration trajectories as noisy observations of an underlying switched linear dynamical system (SLDS) and clusters them into spatially and temporally similar transition events (i.e., switches in the linear regime). TSC uses a hierarchical Dirichlet Process Gaussian Mixture Model to avoid selecting the number of segments a priori.

b) Evaluation on Real Data TSC is evaluated against 5 state-of-the-art techniques and we find that TSC recovers the ground truth 49% more accurately these alternatives in the presence of
corrupted with process and observation noise. Furthermore, TSC runs 100x times faster than the best performing alternate method. We also evaluated TSC on 67 recordings of the surgical needle passing and sutturing. On this dataset with manually annotated visual features, TSC finds 83% of the needle passing transitions and 73% of the sutting transitions annotated by human experts.

TSC models and details are presented in Chapter 6 and these contributions were published at:
• An extended version of the ISRR 2015 paper is under review at Int. Journal of Robotics Research 2016.

7. **TSC over visual state space with Deep Learning** We build on the Transition State Clustering algorithm to extend its application to unannotated video and kinematic data to segment trajectories into locally-similar contiguous sections.

a) **Algorithm** We present a novel framework TSC-DL that finds regions of the visual feature space that correlate with transition events using features automatically constructed from layers of pre-trained image classification Deep Convolutional Neural Networks (CNNs).

b) **Evaluation on Real Data** We evaluate TSC-DL on real surgical datasets and observe that it result in up-to a 30.4% improvement in Silhouette score for clustering.

Chapter 7 discusses these extensions and these contributions were published at:
Part I

Optimization Algorithms for Automation in Brachytherapy
Chapter 2

Customized 3D Printed Implants for Intracavitary Brachytherapy

Overview

Each year, over 500,000 cancer patients worldwide are treated with brachytherapy [3], a form of internal radiotherapy where small radioactive sources are placed close to tumors (brachys: Greek for proximal). Brachytherapy is widely used to treat cancer in a number of anatomical sites: interstitial locations such as prostate, breast, liver, brain; and intracavitary locations such as nasal and oral cavity, cervix, and the vaginal canal [23]. This chapter presents an algorithm for computing customized 3D-printed implants with curvature constrained channels for enhancing intracavitary brachytherapy radiation delivery.

In current practice for intracavitary brachytherapy, standardized applicators with internal channels are inserted into body cavities to guide the sources. A radioactive source is then guided through the needle or implant channel using an attached wire and precisely controlled by an automated afterloader that causes the source to dwell for specified times at specified points along the needle or channel to deliver the desired radiation dose.

These standardized implants are one-size-fits-all and are prone to shifting inside the body, resulting in suboptimal dosages. As we describe later in this chapter, existing clinical methods employ standardized implants that do not conform to the patient anatomy allowing for relative movement, and only offer a fixed set of possible dwell position options for placing sources (see Figure 2.2a). Furthermore, biological effectiveness requires the prescribed dose be divided into 2-4 iterations and delivered with intervening gaps of 5-6 hours. In existing practice, patients are required to remain immobile over the course of treatment to maintain the geometric positions between anatomy and sources. Another limitation is that treatment quality depends on precisely positioning the sources to sufficiently irradiate the tumors while minimizing radiation delivered to healthy organs and tissues. As noted by Magne et al. [24], “the proper placement of the applicator within vagina is the most important first step to avoid tumor underdosage or excessive dose to critical organs”.

In this chapter, we present a new approach for HDR-BT intracavitary treatment that builds on recent results in 3D printing and steerable needle motion planning to design customized implants with interior curvature-constrained channels that can fit precisely and guide radioactive sources to customized dwell points proximal to cancerous tumors. Such curved channels have potential to reach targets that may not be reachable with existing methods. We present an algorithm for computing curvature constrained channels that fit inside the specified implant geometry and meet dose and delivery requirements. Figure 2.1 illustrates an OB/GYN case study with typical cervical and vaginal tumors (the approach is also relevant to others tumor locations in intracavitary HDR-BT). Comparison with standardized ring implant (current practice) with a two-parameter coverage metric suggest that customized implants with curved channels can offer significant improvement.

2.1 Background and Related Work

There are a number of commercially available implants/applicators for treating cervical and vaginal cancers, for e.g. Fletcher applicators [25], Utrecht applicator [26], Vienna applicator [27] and Mold type applicators [24]. These standardized implants can be combined with linear catheters as illustrated in Figure 2.2a. Used by many radiation oncologists, these intracavitary applicators include an intrauterine tandem and intravaginal ovoids, and produce a pear-shaped dose distribution centered on the cervix, allowing a high dose to be delivered to the cervix while sparing bladder and rectum. Although these systems allow some adaptation to patient anatomy, in correct placement and patient movement (and filling of bladder and bowels) can cause shifts in the applicator position and hence result in undesired doses.

An innovative approach is described by Magne et al. [24], which proposes use of a customized implant created using vaginal impression with plaster that accurately shows the topography and extension of tumors and the specific anatomy of the vagina and cervix as shown in Figure 2.2b. A silicone implant is made using this plaster mold, and two linear catheters and tandem shaft are inserted by the oncologist into the implant. The authors report decreased relative movement of implant while the patient is mobile over three days, thereby improving conformity between planned and delivered dose distributions. Treatment of patients with tumor extensions to the endometrial
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(a) Standardized implants.  (b) French Mold Applicator

Figure 2.2: (a) Four standardized templates/applicators/implants for gynecological brachytherapy. (A) Vaginal cylinder applicator with 8 parallel catheters, (B & D) Ovoids applicator, (C) Ring applicator. B,C&D also have a uterine tandem and allow for interstitial catheters. The uterine tandem provides a channel for dwell positions inside the uterine canal. The ring (C) and ovoids (B & D) act as guides for inserting catheters into the tissue surrounding the cervix. (b) The procedure to create a French Mold Applicator [24]. This applicator is prepared manually and unlike our method no computation is involved in channel placement.

Recent advances in 3D printing (also known as additive manufacturing) are poised to have a major impact on many fields as described in introductions by Jacobs [28] and Lipson [29]. Non-toxic, FDA approved materials are allowing 3D printed parts to be used for medical applications [30] such as bone replacement and oral surgery implants.

In contrast to Magne et al., we explore an extension where MRI/CT scans are used to reconstruct precise 3D model of patient anatomy (or the plaster cast may be scanned). This model is provided as input to our algorithm for computing a set of internal curved channels that can be embedded in a biocompatible implant of the same shape as the vaginal volume.

Motion Planning for Needle Steering:  A growing body of research has been reported on motion planning for steering needles [31–33]. The objective is to steer a flexible needle with curvature constraints through tissue to internal targets by exploiting asymmetries at the needle tip. Such needles can reach targets that cannot be reached by stiff linear needles. The needle is a nonholonomic system and is related to motion planning for fixed-wing aircraft [34].

Furthermore, the radiation source for HDR brachytherapy for treatment of GYN tumors is typically an $^{192}$Ir core embedded in a steel capsule 0.9 mm in diameter and $\sim 5.0$ mm in length [35] as shown in Figure 2.3. The cylindrical geometry imposes curvature constraints on the channels;
given a channel diameter of 2.5 mm, we calculate the minimum local curvature as 10 mm.

Computing a set of internal channels is a similar problem in that curvature is constrained but has the distinct advantage that there is no uncertainty due to tissue properties or needle mechanics: channels can be printed with high accuracy. It is also important that channels do not intersect. We build on prior work by Patil et al. [32] which uses rapidly exploring random trees (RRT) [36] for planning curvature constrained paths for steerable needles [33].

### 2.2 Problem Statement

The objective is to compute a set of non-intersecting curvature-constrained channels within the implant that reach targets proximal to tumors for delivery of radiation and if needed, a report of which tumor zones cannot be reached.

The input is the registered pre-operative geometry from a combination of 3D scan of the plaster cast and CT (or MRI) scan of the patient. This input includes external geometry of the implant specified as a triangle mesh; the desired entry zone at the base of the implant for all channels; and the locations of tumors and organs-at-risk (OAR) (vaginal wall, cervix, rectum, urethra, bladder, uterus). The channel layout problem can then be stated as below.

**Objective**: Given a 3D model of the implant volume $I$, which may include internal voids that will be treated as obstacles for channels, a set of 3D cancerous tumors that require radiation treatment $T$, a specification of the entry region at the base of the implant $E$, the maximum allowable entry angle (deviation from normal) $\alpha$, the minimum radius of curvature of the channel, $r_{\text{min}}$, and the channel diameter, $w$, corresponding to the width of the catheter carrying the source, the objective is to compute a set of non-intersecting curvature constrained channels $C = \{C_1, C_2, \ldots, C_N\}$ starting from $E$ that lie within $I$ and are proximal to as much of the set $T$ as possible.

**Coverage Quality Metric** The ability to deliver radiation doses depends on the arrangement of potential source dwell points and their proximity to tumors. The radiation dosage is assumed to follow an inverse square law. We measure the quality of an implant by the percentage of tumor volume that is “covered” by the set of dwell points, where coverage is a function of the distance between a dwell point (source) and a tumor point (target). Higher quality reduces the maximum dwell time needed to treat tumors and the potential for hot spots that can harm healthy tissue. The use of alternate dose models such as inverse dose planning [35] is deferred to future work.

To compare implants and channels for a given set of tumors $T$, we consider the set of reachable dwell positions and how thoroughly they “cover” the set of tumors. Consider a set of reachable dwell positions $S$ (for instance in the case of 3D printed implants these are evenly spaced inside
reachable dwell segments). We discretize the set of tumors into a set of evenly spaced points \( dT \). We quantify the proximity of a dwell position \( dS \) from a tumor point \( dT \) with the “coverage radius” \( \delta \) such that: if \( dS \) lies within a ball of radius \( \delta \) centered at \( dT \), then \( dS \) is said to cover \( dT \). Hence the cover of \( dT \) is the set

\[
\text{cover}(dT, \delta) = \{dS : \|dS - dT\|_2 \leq \delta, dS \in S\}.
\] (2.1)

It is also helpful to consider cases where tumor points can be covered by multiple dwell points, say \( n \). We define the quality of coverage \( Q(n, \delta) \) as the percentage of tumor volume such that each tumor point \( dT \) within that volume \( T' \) \((T' \subseteq T)\) is covered by at least \( n \) dwell positions within a ball of radius \( \delta \) centered at \( dT \). Hence,

\[
Q(n, \delta) = \frac{1}{|T|} \int_T I\{|\text{cover}(dT, \delta)| \geq n\} \, dT,
\] (2.2)

where \( I\{\cdot\} \) is the indicator function and \( |\cdot| \) is set cardinality. Reaching 100% coverage with smaller radiation radius and more dwell positions can reduce occurrence of hot spots and increase dose conformation to the tumor geometry to spare healthy tissue.

### 2.3 Channel Layout Algorithm (CLA)

The Channel Layout Algorithm (CLA) is summarized in Algorithm 1. The first step is generating a set of dwell segments proximal to the given set of tumors. Starting from the dwell segment most distal to the entry zone, we use the curvature constraints to construct an RRT backward from the segment toward the entry zone, stopping if/when we find a channel that avoids obstacles. We then treat this channel as an obstacle and consider the next dwell segment until all dwell segments are considered. We describe each step in detail below.

**generate_dwell_segments(·):** We start by computing a candidate set of dwell segments, which are linear segments near tumors that may include multiple potential source dwell positions. We can also consider curved dwell segments and segments in alternate orientations.

Given the set of tumors \( T \) and the implant volume \( I \), we compute the set of dwell segments \( D \) as follows. We discretize the implant volume with a regular voxel grid, where each voxel is a cube of side length equal to the channel width \( w \). The surface of the implant volume is represented as a triangle mesh. We mark all triangles on implant whose surface normals intersect with tumor mesh. All marked triangles are then projected inwards in opposite direction to their surface normals by a distance \( w/2 \) to account for the channel width. All voxels intersecting with projected triangles are noted.

These voxels represent a discretization of the volume that should ideally be covered with the dwell segments. We then select a set linear segments with a greedy heuristic that covers the marked voxels. In general an optimal solution to this choice is an integer program, also known as the “pencil packing problem,” which can in general case be NP-hard [37].

For every dwell segment in \( D \), we compute a channel inside the implant volume that reaches it or a report that no channel can be found. We consider the dwell segments in decreasing order
Algorithm 1: $C \leftarrow \text{channel\_layout}(I, E, T, r_{\text{min}}, w)$

1. $\mathcal{D} \leftarrow \text{generate\_dwell\_segments}(I, T)$
2. $C = \emptyset$
3. forall $d \in \mathcal{D}$ do
   4. $X' \leftarrow \emptyset$
   5. $X' \leftarrow \text{add\_vertex}(X_d)$
   6. while ($(p_{\text{new}} \in E) \wedge \text{permissible}(R_{\text{new}}))$ do
      7. $p_{\text{rand}} \leftarrow \text{random\_point\_in\_} \mathbb{R}^3(I, C)$
      8. $X_{\text{near}} \leftarrow \text{nearest\_neighbor}(p_{\text{rand}}, X', r_{\text{min}})$
      9. $X_{\text{new}} \leftarrow \text{circular\_arc}(X_{\text{near}}, p_{\text{rand}})$
     10. if $\text{collision\_free}(X_{\text{near}}, X_{\text{new}}, I, C)$ then
         11. $X' \leftarrow \text{add\_vertex}(X_{\text{new}})$
         12. $X' \leftarrow \text{add\_edge}(X_{\text{near}}, X_{\text{new}})$
   13. $C_d \leftarrow \text{build\_channel}(X', X_{\text{new}}, w)$
   14. $C \leftarrow C \cup C_d$
4. return $C$

of distance from the entry region $E$. The medial axis of each curvature constrained channel can be parameterized as a sequence of circular arcs $\{\Psi_1, \Psi_2, \ldots, \Psi_n\}$ in $\mathbb{R}^3$, where each circular arc $\Psi_i$ is parameterized as a tuple $[l_i, \phi_i, r_i]^T$ (Figure 2.4). Here, $l_i$ is the length of the arc, $r_i > r_{\text{min}}$ is the radius of the arc, and $\phi_i$ is the twist applied to the tangential frame at the end of $\Psi_i$ that rotates the plane containing the arc $\Psi_i$ to the plane that contains the arc $\Psi_{i+1}$. The channel is constructed by sweeping a circle of diameter $w$ along the medial axis.

Although the channels are constructed in 3D space, the state space of the layout problem comprises of both the position and orientation in $SE(3)$ because of the constraints on the channel curvature. The position and orientation constraint at the end of each dwell segment $d \in \mathcal{D}$ can be described as $X_d = \begin{bmatrix} p_d & R_d \end{bmatrix} \in SE(3)$ comprising of the position $p_d$ of the end of the segment and rotation matrix $R_d$ encoding the orientation of the dwell segment in 3D. Without loss of generality, we assume that the dwell segment $d$ is oriented along the $z$-axis of the local coordinate frame attached to the end of dwell segment.

Recent results in motion planning for nonholonomic systems emphasize sampling-based methods such as the Rapidly-exploring Random Tree (RRT) planner [36] where the probability of finding a solution converges to one, if such a solution exists, as the number of samples approaches infinity. We employ this approach building on an algorithm to compute curvature constrained needle paths in $\mathbb{R}^3$ [32]. Given a dwell segment $d \in \mathcal{D}$, we use the planner to compute the medial axis of the channel while staying within the implant volume and avoiding obstacles and the set of existing channels $C$ in the environment. We plan backward starting from the dwell segment $d$ to the entry region $E$ because the larger entry region is less constrained.

Given initial state $X_d$ and entry region, the algorithm incrementally builds a tree $X'$ over the
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Second, whenever a new node $X_{\text{new}}$ is added to the tree, the planner attempts to connect $X_{\text{new}}$ to a randomly sampled point in the entry zone $E$.
nearest_neighbor(·): We use the distance measure proposed by Patil et al. [32] that is customized for nonholonomic systems with curvature constraints to select the tree node that is nearest to the sampled point \( p_{\text{rand}} \). Since the channel has a minimum radius of curvature \( r_{\text{min}} \), not all sampled points will be reachable from a given state. The reachable set from a state \( X_{\text{near}} = [R_{\text{near}} \ p_{\text{near}}] \) consists of all points that can be connected to \( p_{\text{near}} \) by a circular arc that has a radius \( r \geq r_{\text{min}} \) and is tangent to the \( z_{\text{near}} \)-axis of the local coordinate frame. We use this definition of the reachable set to define the distance metric \( \rho[X_{\text{rand}}, p_{\text{rand}}] \) as the length of such a circular arc connecting \( p_{\text{rand}} \) and \( X_{\text{near}} \) if \( p_{\text{rand}} \) is in the reachable set of \( X_{\text{near}} \), and infinity otherwise.

\[
\rho[X_{\text{rand}}, p_{\text{rand}}] = \begin{cases} 
  l(\equiv r\theta) & \text{if } r \geq r_{\text{min}} \land \theta \geq 0 \\
  \infty & \text{otherwise}
\end{cases}
\] (2.6)

circular_arc(·): Given a circular arc parameterized as \( [l, \phi, r]^T \) and a maximum step size \( \Delta \) to progress at each iteration of the RRT algorithm, we compute the position and orientation of the new node \( X_{\text{new}} \) by composing a rotation of \( \phi \) around the \( z_{\text{near}} \)-axis and then applying a rotation of \( \theta = \min\{l/\Delta\}/r \) around a line parallel to the \( x_{\text{near}} \)-axis and passing through the point \( [0, -r, 0]^T, r > r_{\text{min}} \) in the local coordinate frame of \( X_{\text{near}} \).

collision_free(·): To enable obstacle avoidance, only collision free arcs are added to the tree. We check if the circular arc connecting \( X_{\text{near}} \) and \( X_{\text{new}} \) is collision free by approximating it as a sequence of line segments and checking if all the segments are collision free. Since the obstacle definitions are obtained from segmentation of 3D scans, the obstacle meshes are likely to be non-manifold. We use the SOLID library [38] for detecting collisions with arbitrary, polyhedral obstacles at interactive rates. We also check if the minimum clearance of the circular arc is at least the channel width \( w \) from the implant volume and existing channels to ensure that the channel that is constructed around the medial axis of this arc is collision free.

permissible(·): Since the catheter carrying the source is inserted through the channels, we want the channel orientation at the entry region \( E \) to be as close as possible to perpendicular to \( E \). We allow a cone of permissible orientations, i.e., the dot product of the local \( z \)-axis at a point on the channel medial axis at the entry region and the normal to the entry region should be less than the maximum allowable entry angle (deviation from normal), \( \alpha \).

build_channel(·): A channel is found when the position \( p_{\text{new}} \) of a newly added state \( X_{\text{new}} \) is found to lie in the entry region \( E \) and the orientation \( R_{\text{new}} \) is permissible. By traversing the tree \( \mathcal{X} \) backwards from \( X_{\text{new}} \) to the root \( X_{\text{r}} \), we obtain a path composed of piecewise circular arcs \( \{\Psi_1, \Psi_2, \ldots, \Psi_n\} \) constituting the medial axis of the channel, each with radius \( r > r_{\text{min}} \). We build the channel by sweeping a circle of diameter \( w \) along the medial axis.

The channel is then added to the list of existing channels \( \mathcal{C} \) and the process is repeated for the next most distant dwell segment until all dwell segments \( D \) are considered. As it may not be possible to find solutions for all dwell segments, we report a segment as unreachable if a maximum number of iterations of the RRT algorithm are exceeded and no valid path is found to the entry region \( E \).
2.4 Case Study and Evaluation

Figure 2.5: This sequence of figures depicts the procedure followed while generating a custom implant. The image in (a) shows a contoured image slice from CT-Scan. The image in (b) shows the 3D model of anatomy reconstructed from the set of contoured CT images. The image in (c) shows smoothed meshes of only the tumor and the vaginal cavity extracted from the 3D model. These meshes are used for generating internal channels. The image in (d) shows a custom 3D printed implant shaped as the corresponding vaginal cavity with catheters inserted in the channels.

Physical evaluation of the proposed technique requires following a multi-step procedure as illustrated in Figure 2.5. A CT-scan is performed on a patient, and a clinician contours different organs in the CT-scan images. One such CT-image slice with organ contours is shown in Figure 2.5(a). A labeled 3D model of the anatomy is then reconstructed from the CT-scan images as shown in Figure 2.5(b). Thereafter, the tumor and the vaginal cavity are considered separately as shown in Figure 2.5(c) for planning purposes. Using the algorithm described in Section 2.3, internal channels are planned in the vaginal cavity. A modified mesh for vaginal cavity containing internal channels is created and printed using a 3D printer. Figure 2.5(d) shows an image of a custom implant with catheters inserted in the channels. The channels have been extended to be open at distal end of the implant and catheters are shown to exit the implant. In practice, channels will not have an opening at the distal end and catheters will remain in the implant interior.

Case Study Setup: As a case study, we used anonymized data from an actual patient CT-scan from UCSF Mt. Zion Center. A side tumor was also added to anatomy to supplement the complexity of the case. The vaginal cavity was contained in a $70 \times 52 \times 54$mm bounding box with anatomy shown in Figure 2.1. We consider three treatment methods: standardized ring implant (current practice), customized 3D printed implant with linear channels, and customized 3D printed implant with curved channels. We compare them with the coverage quality metric defined in Section 2.2.

We first consider the standardized ring implant. The left image in Figure 2.6a shows a ring implant placed in the vaginal cavity, containing a toroidal channel running around the interior of the ring and a number (usually 6) of parallel catheters running along the axis of symmetry of the...
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Figure 2.6: (a) Standardized ring implant (white) that cannot conform to patient anatomy. Only 12 dwell positions (in blue) are reachable in this case. (b) 3D Printed implant with only linear channels: Left: candidate set of 70 dwell positions. Right: only 21 dwell positions can be reached using linear channels. (c) 3D Printed implant with curved channels computed by the CLA algorithm: Left: 11 dwell segments. Right: channels computed by the CLA algorithm.

ring near its outer diameter. A central tube (uterine tandem) passes into the uterine canal via the cervix. In a clinical procedure, the ring implant is placed against the cervix by the physician and then the patient is scanned using either MR or CT imaging. After scanning, a physician segments the anatomical structures and digitizes the positions of the catheters. Using these structures and the set of catheter positions defined by their geometry, dose optimization software determines the best subset of dwell positions and times at each of these positions. The right image in Figure 2.6a shows one such configuration of dwell positions superimposed on the implant.

Next, we consider an alternative technique to the plaster mold proposed by Magne et al. [24], where the channels are manually created by the clinician by pushing linear catheters into the soft material. The right image in the Figure 2.6b shows a set of linear channels (skew lines) that reach as many of the dwell positions as permitted by the size of the entry zone. Finally, we consider the
Table 2.1: The minimum coverage radius ($\delta$ in mm) needed to achieve 100% coverage ($Q$), for 1, 5, 12 and 20 dwell points respectively. The 3D printed implant with curved channels achieves 100% coverage with smaller coverage radius in all cases. The ring implant reaches 12 dwell positions and hence is not applicable for $n > 12$

<table>
<thead>
<tr>
<th>Tumor Type</th>
<th>$n$ (multiple)</th>
<th>Implant Type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Standardized Ring</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3D Printed with Linear Channels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3D Printed with Curved Channels</td>
</tr>
<tr>
<td>Side Tumor</td>
<td>1</td>
<td>41.35</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>50.61</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>61.10</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>N/A</td>
</tr>
<tr>
<td>Top Tumor</td>
<td>1</td>
<td>74.32</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>86.00</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>105.12</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>N/A</td>
</tr>
</tbody>
</table>

custom implant with curvature-constrained non-linear channels generated by the CLA algorithm as shown in Figure 2.6c.

The standardized ring implant can reach 12 potential radiation source dwell points, the custom implant with linear channels can reach 21 dwell points and the 3D Printed implant with curved channels can reach 70 dwell points (11 dwell segments discretized at 5 mm intervals). We have analyzed the coverage performance for the two tumors (top and side) separately. Table 2.1 lists the values of $\delta$ in mm at which coverage quality $Q$ reaches 100%. Figure 2.7 shows the quality metric as a function of radius for each of three implant types: standardized, custom with linear channels, and custom with curved channels (3D printed). Figure A considers the side tumor with $n = 1$ (number of dwell positions that achieve that indicated quality); Figure B considers the side tumor with $n = 12$. For the side tumor, the 3D printed implant can achieve full tumor coverage ($Q = 100\%$) with lower $\delta$. The effect is less pronounced for the top tumor since a majority of tumor volume is distant from the implant surface.

## 2.5 Discussion

This chapter presented a new approach to perform intracavitary brachytherapy using 3D printing and present an algorithm for generating curvature-constrained internal non-linear channels. We considered a case-study with an OB/GYN cervical and vaginal cancer to compare three treatment options: standardized implant (current practice), customized implant with linear channels, and customized implant with curved channels. Results with a two-parameter coverage metric, summarized in Section 2.4 and Table 2.1, suggest that customized implants with curved channels can offer significant improvement over current practice, especially for tumor volumes proximal to cavity.

However, we note that none of the intracavitary implants can treat tumor volumes located at a distance of more than 1 cm from the cavity surface. In the case of the Top tumor, use of curved channels provide only a marginal advantage while in the case of proximal Side tumor, curved
Figure 2.7: Comparison of quality metric \( Q \) (\% of tumor volume covered) versus the coverage radius \( \delta \) for Side Tumor \([n = 1 (A), n = 12 (B)]\) and Top Tumor \([n = 20 (C)]\) for the three implants types: standardized ring (current practice), customized implant with linear channels, and customized 3D printed implant with curved channels. As \( n \) increases, full tumor coverage \((Q = 100\%)\) is achieved with significantly lower \( \delta \) in the case of curved channels in comparison to linear channels or standardized implant.
Figure 2.8: This sequence of figures shows the application of customized implants on an oral cancer patient at UCSF clinic in Summer 2014. (a) The image shows the patient with customized implant put in the cavity with catheters connected to the Afterloader device. (b) The image shows the placement and fitting procedure for implant in the left side of the upper jawbone (maxilla). The bottom figure shows the contoured CT-Scan of the patient with the tumor volume displayed in red, (c) The image shows the Class VI biocompatible implant with catheters. Inset image shows a prior iteration of the implant used to fitting procedure.

channels perform significantly better than the other two implant types. Hence a direction of future work is to explore designs of implants that allow placement of interstitial catheters along with intracavitary channels for treatment of tumor volumes farther from the surface.

Such improvements in the coverage metric improve: (a) options for dose planning, which can reduce occurrence of hot spots, and (b) dose conformity with the tumor geometry to spare healthy tissue. We envision that 3D printed implants are clinically viable as outlined below in the potential treatment procedure:

1. Create a cavity model: Use a patient CT/MRI scan along with manual organ contouring. Alternatively, a plaster cast of the cavity can be created.
2. 3D scan the plaster cast noting locations of tumors on surface when possible.
3. Create a 3D printed implant with CT/MRI opaque fiducial markers to improve registration.
4. Scan patient after inserting planning implant: Improve 3D anatomy model with associated fiducial markers embedded to account for post insertion anatomy changes.
5. Compute dose plan and channels in implant using Channel Layout Algorithm (CLA) along with inverse dose planning.
6. 3D print the final custom implant with internal channels.
7. Insert custom implant and deliver treatment using a programmable Afterloader device, which controls the radiation source, over several sessions as needed.

This method has been used for two test patient cases, one of which is depicted in Figure 2.8. The patient in this case was administered with brachytherapy for post-surgery radiation ablation of the tumor bed to reduce possibility of recurrence. The tumor was located in left side of the upper jawbone (maxilla). After the surgical removal of the tumor volume from bone, the resultant cavity was scanned and the aforementioned procedure was followed during treatment delivery.
Chapter 3

Methods for Skew-Line Needle Implants in Interstitial Brachytherapy

Overview

As introduced in Section 1.1, Brachytherapy is a method of internal radiation therapy where radioactive sources are placed in close proximity to tumor sites for achieving better control over dose distributions to both the tumor and the healthy organs-at-risk. Brachytherapy is an effective treatment for cancers in the prostate, cervix, breast, and other anatomical sites [39]. For prostate cancer, there are two modes of brachytherapy: Prostate Permanent-seed Implant (PPI) and High Dose-Rate (HDR). In PPI-BT, needles implant radioactive seeds with a relatively short half-life (weeks) which are left in the patient after the procedure. In HDR-BT, multiple needles are inserted into the patient. After scanning and planning, a highly radioactive source is automatically moved through each needle using a remote afterloader. The dose distribution is controlled by source dwell times at pre-specified positions along the needles; the source is removed after treatment.

In this chapter, we focus on improving Interstitial HDR-BT treatment delivery for prostate cancer, where current approaches often result in side-effects such as incontinence and impotence [40–42]. Most side-effects result from needle penetration through sensitive structures (urethra, bladder, rectum, penile bulb, cavernous veins, and neuro-vascular bundles) [42–46].

In the previous chapter, we addressed the limitations imposed by standardized implants in intracavitary brachytherapy through the use of patient-specific implants. We demonstrated that radioactive sources can be placed along algorithmically calculated curved channels inside a customized 3D printed implant. In this chapter, we demonstrate similar ideas for addressing the shortcomings of standardized external templates, for guiding linear needles, used in prostate cancer treatment. We demonstrate that a set of linear brachytherapy needles can be accurately placed in a non-parallel (skew-line) pattern to avoid puncturing sensitive organs with the help of a specialized autonomous robot and also with a manual procedure utilizing Customized Needle Guides (CNG).

In the current approach to Interstitial HDR-BT for prostate, hollow needles are inserted into the prostate through the perineum. The insertion is performed manually by the physician using
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(a) Parallel Needle Template  (b) Parallel and Skew-line Needle Configurations

Figure 3.1: (a) The current clinical approach to prostate high dose rate brachytherapy (HDR-BT) uses parallel needles guided by a mechanical template [53]. (a) Left: This approach may prevent needles from reaching prostate volumes blocked by the pubic arch and often require needles to puncture sensitive organs (which can produce long-term side-effects). Right: Skew-line needle arrangements facilitated by robot guidance can avoid puncture by reaching under the pubic arch and can minimize trauma to sensitive organs such as the penile bulb which can produce side effects such as incontinence and impotence.

real-time imaging using a trans-rectal ultrasound probe and a rigid template with parallel holes. As illustrated in Figure 3.1(left), the rigid template requires that all needles be parallel. This restriction often results in puncture of healthy organs such as the penile bulb and related vasculature, and can prevent access to some sections of the prostate due to pubic arch interference. Puncturing healthy tissues also results in trauma related side-effects such as tissue swelling; urinary infections & incontinence; and impotence [47, part 7], [48]. Alternatively, skew-line (non-parallel, non-intersecting) needle arrangements as shown in Figure 3.1(right), can avoid puncturing delicate structures and be angled to reach under the pubic arch. Recently, a “freehand” approach that does not require the template was proposed by physicians to allow skew-line needle arrangements [49]. However, the freehand approach requires a high degree of skill and clinical proficiency. This chapter explores the use of a robot and a customized needle guide to implant skew-line needle arrangements in HDR-BT.

This chapter describes a first integrated brachytherapy system that leverages optimization-based needle and dose planning algorithms with the Acubot-RND needle guiding robot [50] illustrated in Figure 3.2(a) and with customized need guides as shown in Figure 3.2(b). Prior work on the development of IPIP algorithm to compute HDR-BT dose plans [51] and the NPIP algorithm for computing skew-line needle arrangements [52] showed the feasibility of patient-specific skew-line needle arrangements that avoid sensitive organs and meet treatment dose objectives in simulated results. We present physical experiments with both methods and our results suggest that a human-centered automation system can successfully implant skew-line needle arrangements that avoid puncturing non-prostate structures, meet clinical radiation dose objectives, with mean RMS error between planned and actual dwell points between 2-4 mm.
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Figure 3.2: Two methods of human-centered automation of treatment delivery in HDR-BT for prostate cancer. (a) Robot-Assisted: The left figure shows the 7-DoF Acubot-RND robot used for this study. It has a 3-DoF Cartesian stage (1,2 and 3), a 2 DoF rotating center of motion (4 and 5), needle insertion (6) and needle rotation (7). The right figure shows a skew-line needle arrangement implanted by the robot system into a phantom as viewed after CT-Scan. (b) Customized Needle Guide (CNG): These patient specific needle-guides are 3D-printed after Needle configuration planning for that anatomy instance. The figure shows an example of one such needle-guide with needles in place for illustration.

3.1 Background and Related Work

The clinical HDR-BT workflow has six main steps: pre-implant patient scanning, needle planning, needle insertion, post-implant patient scanning, dose planning, and dose delivery. An excellent overview of prostate cancer treatment is provided by Salembier and Hoskin [53]. Existing research has explored planning systems for computing optimal dose distributions for both PPI and HDR-BT [51, 54–58]. Since the set of possible dose distributions depends on the implanted needle arrangement, planning systems like Prostate Implant Planning Engine for Radiotherapy (PIPER) [54] and Hybrid Inverse Planning and Optimization (HIPO) [58] incorporate the positioning of needles into their dose planning model.

However, these approaches were developed for the standard parallel needle template, which has a smaller search space: fewer than 100 candidate parallel needles in contrast to 200-300 candidates for skew-line needles. In contrast to active needle steering using bevel-tips or cannuli [59–65], this chapter explores how a symmetric (diamond-tip) needle can be steered to the desired configuration within the tissue by precisely positioning and orienting its primary axis outside the body.

Automation in Needle Implants Prior research in automated needle insertion has explored devices that address the clinical challenges of space constraints and safety requirements for needle insertion robots specially designed for prostate brachytherapy with trans-rectal ultrasound guid-
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ance [66–69]. Several of these devices can potentially insert skew-line needles, but they focus on PPI-BT and are not fully integrated with needle planners[70–74].

Similarly, Roy et al. [75] explored the use of precision machining for making external templates as guides for linear needle configurations. But unlike our method, these templates and paths were not generated algorithmically. The Acubot-RND was designed for PPI-BT and is operated by a manual joystick [50, 76, 77]. In this chapter, we describe a modified version of the Acubot-RND with an interface to our needle planning software.

A recent study by Long et al. [78] used the PROSPER image-guided robotic brachytherapy system [69] to perform multiple needle insertions into a gelatin phantom using intra-operative feedback from a 3-D ultrasound system. As noted in the Discussion section, we obtain similar error values without using ultrasound feedback.

This chapter focuses on HDR-BT and integrates automated needle planning system with open-loop robot guided insertion using the Acubot-RND. The needle and dose planning systems are discussed in Section 3.2 and the modifications to the Acubot-RND are discussed in Section 3.3. This is a revised and expanded version of a paper presented at the IEEE International Conference on Automation Science and Engineering (CASE) [17]. This paper is rewritten throughout, with an expanded related work section and detailed analysis of random vs. systematic error.

3.2 Problem Statement

The objective is to compute a set of non-intersecting skew-line needle configuration for a given prostate anatomy that meets the clinical dose requirements and then implant the configuration with a novice assisted by needle insertion robot.

The RTOG-0321 clinical protocol [79] established recommendations for a set of dosimetric indices that are correlated with positive patient outcomes. In these indices, $V_{s, d}$, is the volume of structure $s$ that receives at least $d$ percent (eg., 75%, 100%, 150%) of a specified reference radiation dose (typically 950 cGy).

For the prostate, the value of $V_{Prostate}^{d}$ is specified as a percentage of the total prostate volume, thus $V_{Prostate}^{Prostate, 90\%} \geq 90\%$ specifies that at least 90% of the prostate volume should receive at least 100% of the specified reference radiation dose. For other structures such as the bladder, penile bulb, rectum, and urethra, $V_{s}^{d}$ is specified in cubic centimeters, thus $V_{Urethra}^{125\%} \leq 0.1$ cc specifies that no more than 1 cc of the urethra should receive more than 125% of the reference dose. The RTOG-0321 recommendations are summarized in the second column of Tables 3.1 and 3.3. Note that $V_{Body}^{200\%} = 0$ cc specifies that no non-organ volume of the body should receive 200% of reference radiation dose.

The treatment requires a sequence of steps: A 3D model of patient anatomy is obtained from a CT scan and manually segmented into organs. We then (1) plan a needle arrangement, if such exists, that lies within the workspace of the robot, avoids non-prostate organs/structures, and meets RTOG-0321 dose requirements, (2) transform this plan into a set of corresponding robot set-points so that each needle starting position and orientation guides a human novice who inserts needles
to the indicated depth. (3) perform a second CT scan, compute a dose plan for the actual needle arrangement and report RTOG-0321 dose indices.

In addition to meeting the clinical dose requirements, the performance of both proposed solutions, i.e. implants performed with the robot and customized needle guides, are measured on the following two criteria:

**Trauma Metric** To quantify the damage to sensitive organs and structures, we propose a trauma metric equal to the total intersection volume: The trauma metric for structure $s$ is:

$$T^s = \sum_k A_k L^s_k,$$

where $A_k$ is the cross-sectional area of needle $k$ and $L^s_k$ is the length of needle $k$ puncturing structure $s$. The needles have a circular cross sections, hence, $A_k = \pi d^2/4$ in mm$^2$, where $d$ is needle diameter.

**Measurement of Needle Placement Error** We also measure the total, systematic, and random errors between planned and actual needle arrangements in physical experiments. We sample needle position at 1 mm intervals producing 60 sample points per needle. Using the same sampling procedure for planned and actual needle configurations, we generate two sets of corresponding points: a set of planned points $P$ and set of actual points $A$.

The total placement error was computed as the root mean squared error (RMSE) between the corresponding points in the planned and actual arrangements. We decompose total error into systematic and random components by computing the least-squares rigid transformation between the pairs of point sets [80]. Specifically, we compute the rotation matrix, $R$, and the translation vector, $T$, which minimizes the least-squares error over the whole point set,

$$\sum \|P - (RA + T)\|^2,$$

where $P$ is the vector of planned points and $A$ is the vector of actual points. The associated translations and rotation values define the systematic error. The $\alpha$, $\beta$, and $\gamma$ values are the rotations in the Euler angles reported in degrees. The Euler angles are computed as:

$$\alpha = \sin^{-1}(r_{1,3}), \beta = \cos^{-1}\left(\frac{r_{1,1}}{\cos(\alpha)}\right), \gamma = \cos^{-1}\left(\frac{r_{3,3}}{\cos(\alpha)}\right),$$

where $r_{i,j}$ is the element of $R$ in the $i^{th}$ row and the $j^{th}$ column.

**Planning Skew-Line Needle Arrangements and Dose Distributions**

**Skew-Line Needle Planning** To plan skew-line needle arrangements and dose plans, we modified the NPIP needle planning algorithm [52] to use a more comprehensive sample set of candidate needles and we incorporated it with the IPIP dose planning algorithm [51]. These references include details on these planners with experiments and sensitivity analysis.
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Figure 3.3: The candidate needle set is the set of needles that are available during needle planning. As shown in the figure, the candidate needle set for this study consisted of: parallel lines, and skew-lines. The entry plane, which represents the bounded region on the perineum within which needles can enter the phantom is also depicted.

NPIP accepts as input patient anatomy, the prostate target, obstacles such as the pubic arch and penile bulb, and the defined needle entry zone to search for an arrangement of skew-line needles that: (1) includes approximately 16 needles (the standard at the UCSF clinic), (2) avoids the pubic arch bone and other sensitive organs, (3) offers dwell points that can deliver a dose plan that meets RTOG-0321 dose objectives, (4) minimizes for the trauma metric.

The planner uses integer programming and it is not complete (guaranteed to find such an arrangement if one exists) nor does it always produce an optimal solution. NPIP was modified to use non-uniform sampling to generate the candidate needle set and an additional constraint: all needles in the solution must have a mutual clearance of \( \gamma \). The parameter \( \gamma \) specifies the distance between the medial axes of a pair of needles. For a nonintersecting needle pair, \( \gamma \geq d \), where \( d \) is the needle diameter. We chose a conservative value of \( \gamma = 2d \) to allow for deviations during insertion.

The prostate volume is discretized into a rectangular grid of sample points, with a spacing of 4 mm in the x- and y-directions and 3 mm in the z-direction (the inter-plane CT sample distance). This produced approximately 1000 points for each case. NPIP takes as input this set of sample points and a user-specified parameter, \( \delta \). NPIP generates a candidate needle set (line segments) and searches for a subset of these candidate needles where every point within the prostate is within \( \delta \) of at least one needle. A high value of \( \delta \) allows needles to cover more volume, producing needle arrangements with fewer needles. To normalize across the prostate volume, we set \( \delta = 33\% \) of the radius of a sphere with equivalent volume to the prostate and iteratively increased or decreased it to obtain a solution with 16 needles. NPIP uses heuristics to solve an integer program so there are no time or performance guarantees, but for the cases we considered, NPIP computed solutions within 120 seconds.

**Dose Planning**  The needle arrangements computed by NPIP are given as input to the Inverse Planning by Integer Program (IPIP) dose planning algorithm [51]. Given the set of needles, IPIP computes a set of dwell times (spaced 5 mm apart within each needle) for the radioactive source that maximizes \( V_{100}^{\text{Prostate}} \) subject to the RTOG-0321 dose requirements. For the three phantom cases, we studied, IPIP found solutions within 10 seconds with values as reported in Table 3.1.

### 3.3 Robot-Assisted Needle Insertion with the Acubot-RND

The Acubot-RND robot system was designed and constructed at Johns Hopkins University to guide needle insertion for permanent-seed (PPI-BT) treatment [50]. Hardware specifications for the
Acubot-RND, including spatial resolutions and maximum ranges for each degree of freedom are reported in Fichtinger et al [68].

As shown in Figure 3.2 (a), the Acubot-RND is a 7-DoF robot with three stages: The first is the 3-DoF Cartesian Positioning Stage (CPS), The second is the 2-DoF Rotating Center of Motion (RCM) that sets needle angle keeping the needle tip position fixed, and the third is the 2-DoF Rotating Needle Driver Module (RND) that can rotate and insert needles automatically.

The phantom is draped during the experiments. For this study, we position the first stage manually during calibration and we send computed commands to the second stage to orient the needle prior to insertion. We then send a command to the third stage to insert the needle to a pre-specified end point without feedback. At this point a human novice with no clinical experience manually retracts each needle leaving behind a stylet in tissue.

Digital Interface

The needle entry plane with CT marker defines the coordinate frame. We modified the Acubot-RND, augmenting the manual joystick operation with a digital interface that allows commanding specific offsets in tip position from the center of the entry zone, and specific pairs of angular offsets from the normal to the plane of needle entry zone.

A needle plan defines a set of $i$ needles, each specified with two points: $p_{0i}$ in the entry plane, and $p_{1i}$ at the desired distal tip of the inserted needle, where $x$ and $y$ components of $p_{0i}$ span the entry plane in horizontal and vertical directions; and the $z$ component points into the phantom volume. The insertion depth for needle $i$ is $d_i$, the Euclidean distance between the points. The angles for angle needle $i$, defined as rotations in the associated planes, are:

$$\theta_{xz} = atan2 (x_1 - x_0, z_1 - z_0)$$

$$\theta_{yz} = atan2 (y_1 - y_0, z_1 - z_0)$$

These angles are specified as joint angles for the RCM.
3.3.1 Setup of Physical Experiments

Prostate Phantoms To evaluate the performance of the NPIP and IPIP algorithms and robot hardware, we constructed three nearly identical physical phantoms in the clinic at UCSF: Ph1, Ph2, and Ph3. Each phantom includes an anatomically-correct layout of organ structures of similar density as human tissue and suspended in a translucent gelatin medium that had a strong CT contrast to the mixture used for the prostate, bladder, and penile bulb. Harder bone structures like that of the pubic arch are constructed from modeling clay to prevent puncturing. The prostate, bladder, and penile bulb were made from small, latex water balloons filled with a water-milk-gelatin mixture. A plastic straw segment was inserted into the prostate balloon to simulate the urethra length within the prostate. The rectum was simulated by a 1 inch (2.5 cm) diameter plastic tube. The organ structures include urethra, prostate, bladder, penile bulb, pubic arch and rectum as shown in Figures 3.4 and 3.5.

Each phantom also had a square entry zone of dimension 45 mm, consistent with clinical practice as shown in Figure 3.4, relative to an example candidate needle set in Figure 3.3. We performed end-to-end needle insertion procedures with 16 needles on each phantom using the robot for the first two (Ph1 and Ph2) and an expert human physician for the third phantom (Ph3).

Procedure Workflow Each experiment includes these steps (with step 2 omitted for the expert human physician who used his clinical intuition to determine a needle plan):

1. Perform first CT-Scan and 3D segmentation of organs.
2. Plan desired Needle configuration using NPIP and calculate dose plan IPIP.
3. Implant Needles with robot or with expert human.
4. Perform second CT-scan of phantom with needles.
5. Perform dose planning using IPIP.
3.3.2 Needle Implant Experiments

A side view of an implanted phantom Ph1 is shown with needle configuration A1 in Figure 3.5. A robot-assisted implant of needles was performed on two phantoms, Ph1 and Ph2. The needle entry zone is a square on the surface of the phantom centered on the CT marker. As in typical clinical cases, the entry zone is 45 mm × 45 mm as shown in Figures 3.4 and 3.5. We place a radio-opaque CT-marker at the center of each entry zone to register the coordinate system of the planning algorithm with the robot.

Pre-Implant Scanning

CT scans of tissue phantoms, before and after all 16 needles are inserted, were taken in 3 mm thick slices. The contoured prostate volumes for the three phantoms were 39 cc, 32 cc, and 37 cc. The total phantom volume was 750 cc. The organs in the phantom and the CT marker were contoured in 3D using the Nucletron Oncentra® Dynamic Planning Environment. Using Oncentra, we added a 2 mm margin to the outer contour of the penile bulb. These 3D organ models were exported to NPIP and IPIP. A reference dose of 950 cGy is commonly prescribed for prostate HDR-BT; we used this level as the reference in all cases.

Needle and Dose Planning

For Ph1 and Ph2, there were 287 and 229 candidate needles respectively. NPIP used a $\delta$ value of 6.5 mm for Ph1 and 6.0 mm for Ph2 to produce solutions with 16 needles. $\gamma$ value was chosen to be twice the needle diameter, 4 mm. For Ph1 and Ph2, we define two needle arrangements the planned needle arrangements, P1 and P2, and the actual needle arrangements, A1 and A2.

All computation was performed using Matlab R2011a on a Lenovo ThinkPad with an Intel i5-2410M processor and 4GB of RAM. The integer program optimization was done using the Matlab interface for the Mosek Optimization Toolbox v.6. The complete run for planning using NPIP less than 70 seconds for both Ph1 and Ph1; and IPIP runs took 10 seconds for both Ph1 and Ph2.

Robot Experiments on Prostate Phantoms Ph1 and Ph2

After the initial CT scan, the robot and phantom are clamped to a worktable, leveled, and manually calibrated as follows: (1) the robot is manually moved to an initial state with first needle tip at the registration mark and aligned normal to the entry plane by moving to specified x and y offsets and confirming that it just touches the surface at each point. Figure 3.4 shows the Acubot-RND and phantom in such an initial state. We used a standard 18-gauge diamond-tip brachytherapy needle (COOK Biotech) of length 15 cm and 2 mm diameter hollow sheath that housed a rigid stylet. To implant needle arrangements in Ph1 and Ph2, the Acubot-RND was brought into each specified position and orientation where a needle was inserted by the robot until the pre-specified depth in phantom tissue. The insertion depth was marked on a stylet and it was manually pushed through the hollow needle in the phantom by the novice operator, and the needle is retracted to leave the stylet.
in the phantom. The stylets were used as a proxy for needles in phantom to minimize interference to the robot during subsequent needle insertions.

**Expert Human Physician Experiment on Prostate Phantom Ph3**

Collaborator Dr. I-Chow Hsu is a certified radiation oncologist at UCSF with a specialization in brachytherapy and over 18 years of clinical experience. He performed insertion on Ph3 for comparison. We performed a CT scan of Ph3 as above. Dr. Hsu used his expert intuition to determine a needle plan. He inserted 16 standard HDR-BT needles into phantom Ph3 under trans-rectal ultrasound (TRUS) guidance using the UCSF-developed “freehand” technique [49]. A HAWK 2102 EXL TRUS system from B-K Medical was used for ultrasound imaging.

**Post-Implant CT Scan**

After executing all implants, another CT scan is performed on the phantom. The needles are segmented and organs are contoured to determine the needle configuration actually implanted, $A_i$.

### 3.3.3 Results

The expert human physician experiment was completed in under 15 minutes. Each robot experiment required approximately 45 minutes due to calibration and slow needle insertion speeds by the novice. We also note that the expert human physician had the benefit of ultrasound feedback while the needle insertions for the robot experiments were performed without ultrasound or visual feedback. Figure 3.6 shows the cross-section of the needle arrangements implanted by the expert (left) and by a novice with the robot guide (right).

![Figure 3.6: Cross-sectional view of an actual needle arrangement inserted by an expert human physician without the robot (left) and one inserted by a novice human guided by the robot (right). Both are considered successful as they meet the RTOG dose objectives without penetrating the penile bulb.](image)

**Dose Indices and Trauma Metric**

The RTOG-0321 clinical requirements and results from all three experiments, planned and actual for the robot, and actual for the human, are summarized in Table 3.1. For all 3 cases, clinical requirements were met and performance with the robot was comparable to that of an expert human physician.

It is worth noting that the difference between the values obtained from planned vs. actual needle arrangements is relatively minor. Although actual needles could puncture the penile bulb due to
Table 3.1: This Table lists the clinical dose index and trauma metrics, the RTOG-0321 requirements, and the values from each experiment, Ph1 and Ph2 using the robot, and Ph3 by an expert human physician. Columns P1 and A1 are the dose values achieved by IPIP for the planned and actual needle arrangements respectively for Ph1. The same for P2, A2, and Ph2. A3 for the third phantom Ph3 is based on the needles as actually implanted by the expert human physician (who did not plan a needle arrangement).

<table>
<thead>
<tr>
<th>Metric</th>
<th>RTOG Req.</th>
<th>Phantom 1</th>
<th>Phantom 2</th>
<th>Phantom 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_{\text{Prostate}}^{100} )</td>
<td>( \geq 90% )</td>
<td>99.0</td>
<td>97.0</td>
<td>96.0</td>
</tr>
<tr>
<td>( V_{\text{Prostate}}^{150} )</td>
<td>( \leq 45% )</td>
<td>39.0</td>
<td>40.0</td>
<td>40.0</td>
</tr>
<tr>
<td>( V_{\text{Bladder}}^{75} )</td>
<td>( \leq 1 \text{ cc} )</td>
<td>0.00</td>
<td>0.00</td>
<td>0.30</td>
</tr>
<tr>
<td>( V_{\text{Bladder}}^{100} )</td>
<td>( \geq 0 \text{ cc} )</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>( V_{\text{Bulb}}^{75} )</td>
<td>( \leq 1 \text{ cc} )</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>( V_{\text{Bulb}}^{100} )</td>
<td>( \geq 0 \text{ cc} )</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>( V_{\text{Rectum}}^{75} )</td>
<td>( \leq 1 \text{ cc} )</td>
<td>0.06</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>( V_{\text{Rectum}}^{100} )</td>
<td>( \geq 0 \text{ cc} )</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>( V_{\text{Urethra}}^{125} )</td>
<td>( \leq 0.1 \text{ cc} )</td>
<td>0.06</td>
<td>0.05</td>
<td>0.04</td>
</tr>
<tr>
<td>( V_{\text{Urethra}}^{150} )</td>
<td>( \geq 0 \text{ cc} )</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>( V_{\text{Body}}^{200} )</td>
<td>( \geq 0 \text{ cc} )</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>( T_{\text{Bulb}} )</td>
<td>\text{min}</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

placement error, the puncture volume in all planned and actual cases, for the robot and the human, was zero (0 cc). Also, no needles intersected the pubic arch.

A notable exception in dose is the difference in \( V_{\text{Bladder}}^{75} \) values for P2 and A2 which were 0.3 cc and 0.8 cc, respectively. They are both below the clinically acceptable limit for this criterion: 1 cc. This discrepancy is due to some needles not being inserted completely to the intended end-points into the prostate. This is mainly due to placement error in the manual step of the needle insertion. Since no dwell positions are available at the apex of the prostate, IPIP increases the dwell times at the distal ends of the needles to achieve coverage, but this produces a higher-than-desired dose to the bladder.

**Needle Placement Error**

We next consider the total, systematic, and random errors between planned and actual needle arrangements in the two robot experiments (there is no planned needle arrangement for the third experiment). Table 3.2 summarizes mean, min, and max RMS error (RMSE) along each dimension and \( d \), the Euclidean distance. For Ph1 and Ph2, the total RMS errors were 2.6 mm and 4.3 mm respectively.

The errors for Phantom 1 and Phantom 2 are shown in Table 3.2. The random error is the residual error after the actual points are compensated by the least square transformation. Note that
Figure 3.7: Robot-Assisted Implants: Superposition of planned (blue) and implanted (red) needle arrangement for Phantom 1 and Phantom 2. Although no sensitive structure was punctured in the implanted needle arrangement and all dose objectives were met, there was non-zero placement error. The placement error was separated into systematic and random error. Upon compensation for the systematic error, the adjusted needle arrangement (green) fits better to the planned configuration.

<table>
<thead>
<tr>
<th>Phantom 1</th>
<th>Phantom 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total RMS</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>y</td>
</tr>
<tr>
<td></td>
<td>z</td>
</tr>
<tr>
<td></td>
<td>d</td>
</tr>
<tr>
<td>Random Error</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>y</td>
</tr>
<tr>
<td></td>
<td>z</td>
</tr>
<tr>
<td></td>
<td>d</td>
</tr>
<tr>
<td>Systematic Error</td>
<td>$\varepsilon_x$</td>
</tr>
<tr>
<td></td>
<td>$\varepsilon_y$</td>
</tr>
<tr>
<td></td>
<td>$\varepsilon_z$</td>
</tr>
<tr>
<td></td>
<td>$\alpha$</td>
</tr>
<tr>
<td></td>
<td>$\beta$</td>
</tr>
<tr>
<td></td>
<td>$\gamma$</td>
</tr>
</tbody>
</table>

Table 3.2: Error Analysis: Total errors are RMS errors (in mm) measured in phantoms post-implant. Random errors are RMS errors (in mm) after compensation for systematic error. The $x$-, $y$- and $z$- rows list RMS errors in each direction. $d$ is the overall RMS error. Systematic errors are obtained by least square point set matching. ($\varepsilon_i$ in $mm$ and angles in $degrees$)

Systematic and random components do not sum to the total error due to rotations. Total random error for Ph1 and Ph2 are 1.4 mm and 2.4 mm respectively. Table 3.2 summarizes the results.

For qualitative comparison, the superposition of the planned (blue) and implanted (red) needles is shown in Figure 3.7, as well as the planned and adjusted needle arrangements (green).
3.4 Computationally Designed Custom Needle Guides

Recent advances in 3D ultrasound technology and rapid prototyping allow a low-cost alternative framework to robot-assisted implants for performing skew line needle insertion in brachytherapy. The main insight in this work is skew line needle implant based on a pre-computed plan by a human is not feasible due to intricate angles involved. However, a Customized Needle Guide (CNG) can be created for each patient that matches the needle plan, and this needle guide can then be used in a manner similar to standard templates (Figure 3.1) currently used in the clinic.

Figure 3.8: Recent advances in real time 3D ultrasound, EM tracking, needle position optimization, and rapid prototyping provide the means to radically change the prostate high dose rate (HDR) brachytherapy workflow. In this study, we evaluate the placement errors associated with inserting needles using a custom needle guide for optimized skew-line needle arrangements, which is one part of this workflow. The figure shows a prostate phantom with skew-line needle configuration implanted with a computationally designed needle guide.

The use of 3D printed needle-guides provides a scalable patient-specific method to perform the HDR-BT without the requirement of high skill in needle placement, as required by the “freehand” method [49], or high capital cost of a robotic system. This method enables needle implants by a novice with the placement errors comparable to the robotic system as described later in this section.

This section will describe a specific part of the 5-step procedure of the HDR-BT procedure as described in Section 3.3.1. Specifically, we evaluate the placement error associated with inserting needles according to a custom needle guide and the effect this error has on the number of structures punctured and the ability to meet treatment objectives.

Figure 3.8 shows a custom needle guide that was used to implant one of the phantoms. The experiments in this section do not use any real-time feedback to alter the needle arrangement or avoid puncturing non-target structures. And the evaluation procedure is similar to the robot-assisted implants in the previous section, through comparisons based on placement error, critical structure puncturing, and the final dose distribution.
3.4.1 Setup of Physical Experiments

The physical experimental setup and the procedure for phantom preparation are similar to the experiments with Robot-Assisted Needle Implants as described in Section 3.3.1. Step 3 in the aforementioned procedure is now replaced with a novice using a customized needle guide (CNG). We created four gelatin phantoms to simulate prostate cancer cases. These phantoms cases were labeled C1, C2, C3, and C4, respectively. Figure 3.9a shows one of the phantoms used in this study with labels for the relevant anatomical structures. The contoured prostate volumes for each phantom were 27, 26, 31, and 32 cm$^3$, respectively. These measurements are obtained from pre-implant CT Scan and digitization of the anatomical structures. Similar to robot-assisted implants (Figure 3.4), a global coordinate frame is also defined such that entry face (Figure 3.9a) forms the x-y plane and z-axis is defined along the depth in the phantom measured from the entry face.

In addition to the use of phantoms, in this case, a base was constructed to register the phantom to the planning system and the customized needle guide. The base was constructed from wood to avoid CT artifacts that could interfere with structure identification and segmentation. The base was designed such that the insertion face of the phantom and the CNG were parallel with a 2 cm offset, and the bottom of the phantom and the CNG were at the same height. The phantom was immobilized by side supports that were tight to the phantom’s outer housing. The base was designed to hold an extruded, rectangular needle-guide measuring 12 cm wide × 10 cm tall × 2 cm thick. The CNG was registered in position by two alignment dowels pins that were perpendicular to the base and 11 cm apart. These dowel pins were constructed from 3/8 in. (4.8 mm) wooden shafts embedded into the base. Each dowel pin had an associated mating channel in the CNG.
3.4.2 Needle Implants with Customized Needle Guide

Needle Planning

After following a similar pre-implant CT-Scan of each prostate phantom, a 3D model of the anatomical structures is created by manually contouring of the relevant tumors volumes and organs-at-risk. Thereafter, a needle arrangement was computed for each anatomical structure set using Needle Planning by Integer Program (NPIP)[52]. NPIP requires an entry zone definition, i.e. planar segment, through which needles can be inserted into the body. In practice, the entry zone for needles is on the surface of the perineum. Since the perineum was not modeled in our phantoms, the entry zone was taken to be a $6 \times 6$ cm square, perpendicular to the z-axis, centered at the center of mass of the contoured housing of the phantom.

For this study, the $\delta$ parameter was initially set to 32.5% of the prostate radius, which was defined to be the radius of a sphere with equivalent volume to the prostate. This selection of $\delta$ was known to produce needle arrangements with approximately 14-16 needles [52], where 16 needles are the standard number of needles used at the UCSF clinic for HDR-BT. The final needle arrangement is evaluated by computing a dose plan for it using Inverse Planning by Integer Program (IPIP), which is a dose planning algorithm presented in Siauw et al. [51]. If the dose plan met the target coverage requirement and constraints on the dose to organs-at-risk, then the needle arrangement was finalized. Otherwise, the $\delta$ parameter was tuned during the planning phase to achieve a dose plan that met clinical dose objectives and constraints. The planned needle arrangements were labeled P1, P2, P3, and P4, for C1, C2, C3, and C4, respectively.

Computational Design of Customized Needle Guide

Once a needle arrangement was computed, a triangle mesh was generated of a needle-guide that would guide needles to that arrangement and interface with the base. The surface mesh was generated using in-house software specifically designed for this use-case. The CNG was designed to be $12 \times 10 \times 2$ cm with a working area (i.e. space available for needles) of $10 \times 10$ cm in the x-y plane, centered on the template, and the front face of the CNG was expected to be 2 cm from the entry face of the phantom. For each needle in the skew line needle configuration output from the NPIP, a cylindrical mesh was intersected with the mesh of the CNG. A cylindrical hole, along the direction of the needle, was added to the CNG mesh as a result of the mesh difference operation. The holes were created 2 mm in diameter for 1.8 mm diameter needles.

The CNG was designed to mate perfectly with to the alignment dowel pins in the base, which prevented movement between the base and the CNG. The CNG had two circular channels to interface with the pins in the base. The channels were parallel to the y-axis with centers 1 cm from either side on the x-axis, and centered on the template along the z-axis. These channels were designed to be 6 mm in diameter with a small clearance to fit on 4.8 mm alignment pins.

The triangle mesh was written to a Surface Tessellation Language (STL) file, which is a standard file format for input to 3D printers. Each CNG was printed from the STL files using a uPrint SE Plus (uPrint). The uPrint has a minimum slice resolution of 0.254 mm, which was used for this study, and it has a building volume size of $8 \times 8 \times 6$ in. (204 $\times$ 204 $\times$ 152 mm). The needle
Figure 3.10: Planned needle arrangements (red) and actual needle arrangements (black) for each case. The units of the axis are in millimeters. Although the RMS errors are large, the needles are quite close, even difficult to tell apart, and most of the error is in the z-direction, which is along the needle insertion direction. We expect these errors to be reduced when needles are inserted in the context of a brachytherapy workflow with real-time ultrasound feedback, electromagnetic tracking, and software integration.

Needles were printed in ABS plastic, and the support material used was an SR-30 soluble material. The process of printing with a low-density setting took approximately 4 hours and needed another 2 hours in a lye bath to dissolve the support material.

Needle Implants on Prostate Phantoms C1, C2, C3, C4

To perform the needle insertion, the phantom and the CNG were registered using the base. A visual interface was designed to assist with the needle insertion step. This interface plotted a diagram of the back side of the template, with needle numbers and insertion depths. Each hole on the CNG was now assigned an identifying number and marked. Standard HDR-BT needles (catheters with steel stylets) were now numbered correspondingly in preparation. Furthermore, rubber stoppers cut from 1/16 in. diameter (1.6 mm) rubber tubes were placed on each needle at the insertion depth specified by the needle insertion interface. The insertion depth was measured from the back of the needle tip.

The needles were inserted one at a time up to the stoppers. The needles were twisted back and forth as they were inserted to facilitate the puncturing of the prostate membrane. There was no ultrasound imaging during needle insertion, and no attempt was made to deviate from the needle arrangement set by the CNG and NPIP plan. The needle implant process took approximately 5 minutes in each case.
Once the needles were inserted, the inner metal stylets of the needles were removed. The phantom, base, template, and needles were CT scanned. The anatomical structures and needles were segmented in Oncentra. The coordinate systems between the pre- and post-implant CT-scans were registered together using the 4 CT-markers on the of the base. Finally, the registration transformation between these two point sets was computed using the Coherent Point Drift Algorithm [81]. The actual implanted needle arrangements were labeled A1, A2, A3, and A4, for C1, C2, C3, and C4, respectively.

### 3.4.3 Results

We evaluated the volumetric dose distribution and the placement error of the needles for each planned and actual needle arrangement. We also computed a trauma metric for each structure, similar to the robot-assisted implants (Section 3.3), which is defined as the structure volume displaced by a puncturing needle.
Dose Indices and Trauma Metric

The final planned needle arrangements, labeled P1, P2, P3, and P4, for C1, C2, C3, and C4 respectively. The final number of needles in the arrangements computed for each phantom was 14, 14, 13, and 15, and the target coverage was 95%, 96%, 95%, and 96%, respectively. All dose constraints were met for the planned arrangements. The relevant numerical results for this study are shown in Table 3.3.

In our experiments, three phantoms were successfully implanted without puncturing any non-target structure. However, in one of the cases, the penile bulb and urethra were punctured and we noted this case as a failure (C2). However, for completeness, we compute a dose plan for C2 wherein all the successful needles are available for source placement leaving out the failed needle.

A satisfactory dose distribution was achieved for every case after dose planning. The maximum difference in target coverage between the planned and implanted needle arrangement was 2%. The planned and actual needle arrangements for each case are shown in Figure 3.10.

Needle Placement Error

The total placement errors were 3.6 mm, 3.0 mm, 4.5 mm, and 2.3 mm, for C1 through C4 respectively. We also computed the rigid transformation between the planned and actual needle arrangement and the associated errors, which are shown in parenthesis in Table 3.3. The RMSE denoting the random error component after the planned and actual arrangements were registered together was 1.9 mm, 2.8 mm, 2.8 mm, and 1.9 mm for C1 through C4, respectively.

We note that the majority of the difference between the non-registered and registered RMSE came from a systematic error in the z-direction. Furthermore, it is also worth noting that on average this error is larger than those achieved with robot-assisted implants in the previous section 3.3. The majority of this error is in the z-direction, which is primarily along the needle insertion direction and least restricted by the CNG.

3.5 Discussion

Chapter Summary This chapter describes the system architecture, algorithms, hardware, and experiments with a human-centered automation system for inserting skew line needle arrangements for HDR-BT. We report results with an open-loop robot guide system that uses CT scans before insertion and does not use sensor feedback during insertion. We also report a similar experiment with needle implants by a novice using Customized 3D printed Needle Guides. For comparison, we also present results from an experiment performed by an expert human physician using ultrasound guidance. These results, in a controlled experimental setup with phantom tissues, suggest that skew line needle arrangements can be planned and executed with a robot guide and patient specific needle guide to achieve the RTOG-0321 clinical treatment objectives while avoiding puncture of sensitive structures such as the penile bulb.

Our results suggest that skew line needle guides can achieve high needle insertion accuracy in the x- and y-direction but have large errors in the z-direction. There are two likely causes for high
error in the z-direction. Since the needle insertion direction is primarily in the z-direction, the errors in the z-direction could be caused by uncertainty in needle insertion depth due to reinserting the needles, or the error could be caused by uncertainty in finding the needle tip during segmentation since the scans were taken in 3 mm slices in the z-direction. The needle placement errors are not likely caused by errors in registration since performing a least-squares transformation between the planned and actual needle arrangements did not eliminate the majority of the error.

**Limitations** We note that Long et al. [78] used the PROSPER robot system (developed for PPI-BT), to insert glass bead markers into a gelatin prostate phantom. After an initial insertion, the needle tip and target bead were measured using 3D ultrasound and needle tip was adjusted along the insertion axis until the error was minimized. Using such intra-operative feedback, the PROSPER system achieved position errors of 2.7 mm. This error, between needle tips and target points, is relevant for PPI-BT. For HDR-BT, we report RMS error along the entire needle which contains dwell positions. We were able to achieve RMS errors of 2.6 – 4.3 mm for the robot and 2.3 – 4.5 mm for the CNG, which is comparable to the error achieved in the closed-loop PROSPER system.

We will explore how calibration can be enhanced with additional CT markers to reduce systematic error and perform experiments to explore how needle insertion order and needle rotation (rifling) may affect needle insertion accuracy. We will also explore how feedback control can be used during insertion.

Some studies like [82, 83] have explored the use of MRI for real-time scanning. Tovar-Arriaga et al. [84] and Ji [85] proposed workflows for needle insertion using CT and MRI feedback respectively. [86, 87] have studied the accuracy of needle placements in real-time MRI tracking. Real-time feedback from either CT or MRI has to deal with trade-off between spatial resolution and temporal resolution. CT can be used for feedback, but it results in radiation exposure to the patient. MRI (magnetic resonance imaging) is relatively slow, requires that all needles and guiding equipment be non-ferrous, and has issues with image warping in larger imaging volumes. As Ultrasound is safe and provides real-time imaging, we will explore how it can be incorporated into active needle guidance.
Chapter 4

Reachability Analysis for Needle Placement in Interstitial Brachytherapy

Overview

Prostate cancer has a high incidence among men, accounting for 14.4% of all cancers diagnosed and 5.1% of all cancer deaths (8.2 million) [88], and brachytherapy is a common and successful treatment modality for prostate cancer. In HDR-brachytherapy for prostate, the radioactive source is delivered to the tumor site using an arrangement of temporarily inserted needles. Currently, this needle arrangement is restricted to only parallel needles by a needle guide; often entailing punctures in healthy organs to reach the target, which in turn may lead to trauma and side effects.

In the previous chapter, we discussed a systematic integration of optimization based needle planning [52] and dose planning [51] algorithms with two methods of skew line needle configuration implants [5, 18]. We operated under the hypothesis that the use of optimized skew line needle arrangements can achieve above par radiation dose distribution without puncturing healthy organs.

In this chapter, we quantify the reachability in a given anatomical setup of tumor volume in the presence of a single healthy organ to avoid with all possible skew-line configurations from a prespecified entry zone. The goal of this dissertation is to introduce automation into the brachytherapy treatment process and this analysis advances the understanding of treatment planning optimization. This analysis can be used to guide the selection of candidate needles and to identify which subset of the target volume may not be reachable.

In overview, the needle planning problem is to determine a set of non-intersecting line segments that: (a) originate in a pre-specified entry zone, (b) do not puncture any avoidance volume, and (c) provide spatial coverage of target volume. “Spatial coverage” implies that every point in target volume is within a prespecified distance ($\delta$) of at least one needle. NPIP poses this as a set cover problem and optimizes over a large set of randomly generated candidate needles to select a minimal subset providing spatial coverage. Each candidate needle originates in Entry Zone, passes through Target Volume without intersecting Avoidance Volume.

However, a random generation may result in “voids” in the target volume that are not spatially


Figure 4.1: This figure shows a target volume (blue), an avoidance volume (cyan), and an entry zone (black), which represent the prostate, penile bulb, and perineum, respectively, in case of prostate brachytherapy. This chapter develops an exact algorithm for finding an occluded volume (red), which is the region inside the target volume that cannot be reached by any straight line originating in the entry zone without intersecting the avoidance volume, or showing that no such volume exists. This algorithm could be an important component of needle planning algorithms for computing brachytherapy needle arrangements.

Contributions

Occluded volume calculation is a step towards systematic needle selection to guarantee the absence of voids in the reachable region and providing complete coverage in the unreachable region. This chapter develops an algorithm for exact characterization of an occluded volume. We model this problem as a linear program which encodes the geometric properties of the prostate. Specifically, contributions in this chapter are:

1. An exact algorithm for finding an occluded volume that exploits the geometric structure and constraints of prostate brachytherapy,
2. A check for the existence of an occluded volume that is a polynomial time in the number of vertices describing the relevant volumes.

We also perform a sensitivity analysis with the motivation that exact contouring of avoidance volume/entry zone is often not possible due to a combination of limitation of imaging and conservative clinical estimates of anatomy contours. And a small uncertainty can result in a significant occluded volume. We use our algorithm to find the occluded volume or show that none exists, for data sets from prostate brachytherapy patients treated at the UCSF Mt. Zion clinic. Given the uncertainty in defining anatomical structures, the effect of systematic perturbations of the avoidance volume and entry zone on occluded volume are analyzed.
4.1 Background and Related Work

This chapter examines the problem of checking the existence of occluded volume in a polyhedral complex. The presented algorithm exploits assumptions about the geometry of prostate brachytherapy, which we use to simplify the problem statement compared to a general occlusion calculation problem. We develop a linear program that is feasible if and only if an occluded volume exists. Thus the existence of the occluded volume can be checked in polynomial time in the total number of vertices (i.e., of the target volume, avoidance volume, and entry zone) without having to perform expensive polyhedron intersection calculations.

Reachability Calculation  Many problems in computer graphics, computational geometry, robotics, and automation require an exact reachability (or visibility) computation in the presence of obstacles in 3D. Scherzer et al. [89] provide a survey in shadow computations. These are often performed at a pixel level exploiting parallel computing for handling real-time rendering of large discrete models. CGAL [90] provides efficient algorithms for such calculations. Recent work has also focused on sub-pixel shadow mapping for handling issues like jagged shadows and aliasing has been discussed in [91, 92]. Research in automation has looked at similar problems regarding polyhedral assembly [93] and viewpoint selection [94].

Automated Needle Planning  As discussed in the previous chapter, in HDR-brachytherapy for prostate, an arrangement of hollow needles is inserted into the prostate through the perineum, the patch of skin between the testicles and anus. Radiation dose is delivered to the prostate by sequentially threading a radioactive source through each needle. The dose distribution is controlled by halting the source at pre-specified locations along each needle for some dwell time.

Most clinicians insert needles using a rigid template with parallel holes as a needle guide [53]. However, this template restricts the possible insertion locations and directions, which can make puncturing obstructions such as penile bulb unavoidable. Puncturing healthy tissues results in trauma related side-effects such as tissue swelling; urinary infections & incontinence; and impotence [47, part 7], [48]. It has been shown that manually created skew-line (i.e. non-parallel, non-intersecting) needle arrangements [46] can produce dose plans on or above par with standard clinical patterns. The development of needle planning configurations is shown in Figure 4.2.

Siauw et al. [52] recently proposed a novel algorithm, NPIP, which computes patient-specific needle arrangements based on skew line segments. Since these needles can be inserted at a continuum of angles, it is non-intuitive for a human operator to implant the configuration. However, such a skew line needle arrangement can be implanted using an automated needle insertion as described in Chapter 3.

Limitations of Needle Planning  Dose planning has three main steps – candidate needle generation, needle selection, and dose planning. The candidate needle set is generated by randomly sampling line segments that originate from the entry zone are inside a projection of the prostate. The needle selection step finds a subset of candidate needle, such that every point in the target is within a distance parameter ($\delta$) from at least one needle in the subset. The heuristic helps ensure
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Figure 4.2: The figure shows the progression in the body of work in needle configurations in prostate Brachytherapy. Clinical practitioners regularly use needle templates with parallel needles as in (a) [53], which were improved upon by the freehand technique in (b) [49]. Fireworks needle configurations as in (c) were proposed with skew needles to avoid puncture in healthy organs [63]. And latest needle planning system coupled with automated needle insertion allows use of any point in the entry zone as in (d) [52].

that the target can be covered with adequate dose during dose planning. Dose planning is done using Inverse Planning by Integer Program (IPIP) [51], which maximizes dose coverage of the target using only the needles in the subset within dose limits to healthy tissue.

Often there are points in the target volume that cannot be covered by any needle in the candidate needle set (i.e. they are not within the user-specified distance from any candidate needle). Currently, these points are ignored in the needle selection step. This simplification does not significantly impact the final solution if the number of ignored points is small. However, for a given geometric configuration and a parameter $\delta$, it is desirable to provide a guarantee of complete coverage of the target or a proof that no needle arrangement can achieve complete coverage.

The algorithm presented in this chapter for calculation of an exact occluded volume is a step towards this coverage guarantee. Such a guarantee could provide bounds on treatment quality. Our approach would result in a complete algorithm as opposed to the heuristic approach from NPIP. Using the occluded volume, an informed selection of needles can be made for subsequent dose planning. For instance, systematic placement of needles around the occluded volume can achieve desired dose coverage despite incomplete spatial coverage and unreachability of the occluded volume.

4.2 Problem Statement

Given a target volume $T$, an avoidance volume $A$, and an entry zone $E$, we are interested in finding an analytic description of an “occluded volume” $O$, contained within the target volume $T$ or show that no such “occluded volume” $O$ exists. The latter case implies that every point in the target volume $T$ can be reached by a line segment from some point in the entry zone $E$ without intersecting the avoidance volume $A$.

In the context of brachytherapy, absence of an occluded volume implies that at least one needle can reach every point inside the target (prostate) from the pre-specified entry zone.

Assumptions: We have assumed that the objects in the environment can be represented as finite polyhedra, and hence are convex. In the case of brachytherapy, the organs are contoured by a physician and polyhedral representation results in the convex hull of the contour. We work with a planar region $E$, represented by its extreme points. Furthermore, there is no intersection between either of the objects: $T$, $A$, and $E$. 
Stated formally, we are interested in finding \( \mathcal{O} \subseteq \mathcal{T} \), such that for each \( p \in \mathcal{O} \), there exists a \( \lambda \in [0, 1] \) such that: \( [\lambda e + (1 - \lambda)p] \in \mathcal{A} \), for all \( e \in \mathcal{E} \), or show that no such region \( \mathcal{O} \) exists for the given configuration of \( \mathcal{T} \), \( \mathcal{A} \) and \( \mathcal{E} \).

Every polyhedral object in the environment can be specified completely by the vertex set of its convex hull. Let a convex polyhedral avoidance volume \( \mathcal{A} \) be represented by the vertex set \( \mathcal{A} \) of its convex hull. The sets \( \mathcal{T} \) and \( \mathcal{E} \) are defined similarly using \( \mathcal{T} \) and \( \mathcal{E} \). Further, defining \( J := \{ j : A_j \in \mathcal{A} \} \) as the index set of points in \( \mathcal{A} \). The index sets \( K := \{ k : T_k \in \mathcal{T} \} \) and \( I := \{ i : E_i \in \mathcal{E} \} \) are defined similarly for \( \mathcal{T} \) and \( \mathcal{E} \), respectively.

**Definition:** A truncated occlusion cone \( C_e \) is the polyhedron which characterizes the occluded volume generated by a convex set of vertices \( \mathcal{A} \) as viewed from a point \( e \notin \text{Conv}(\mathcal{A}) \). As shown in Figure 4.3, \( C_e \) consists of the faces of \( \mathcal{A} \) visible from \( e \) and all points behind them generated as a conic hull of rays corresponding to visible extreme points. Formally,

\[
C_e = \left\{ x \in \mathbb{R}^n : x = e + \sum_{j \in J} \lambda_j (A_j - e), \quad \sum_{j \in J} \lambda_j \geq 1, \quad \lambda_j \geq 0, \quad \forall j \in J \right\}
\]

(4.1)

In the case of a non-planar specification of \( \mathcal{E} \) we can find a suitable projection on a plane. In the case of non-convex objects, we can represent them as a disjoint union of convex sets. The algorithm outputs an occluded volume for each convex subset and the union of these results in final occluded volume. We note that in this case, the final occlusion region may not be necessarily convex.

### 4.3 Occlusion Volume Calculation Algorithm

![Figure 4.3: The figure illustrates the proposed algorithm for calculation of Occluded volume \( \mathcal{O} \). (a) We begin with input geometry with three volumes of interest: Target (\( \mathcal{T} \)), Avoidance (\( \mathcal{A} \)) and Entry Zone (\( \mathcal{E} \)). Fig (b) shows possible occlusion cones \( C_e \), \( \forall e \in \mathcal{E} \) from different locations at entry zone. (c) However only cones generated from extreme points (\( C_{E_i} \)) of the entry region need to considered to calculate occluded volume. Lastly as in (d) The polyhedral representation of \( \mathcal{O} \) is output as the intersection of \( \mathcal{T} \cap \left( \bigcap C_{E_i} \right) \).](image)
The proposed algorithm exploits the observation that every point $p$ in the intersection of truncated occlusion cones $C_i$ generated from vertices $E_i$ of a convex closed region $E$ also lies in the truncated occlusion cone $C_e$ generated from any other point $e$ in region $E$. Stating the above formally:

$$\forall p \in \bigcap_{i \in I} C_{E_i}, \exists \hat{\lambda} \in \mathbb{R}^A : \sum_{j \in J} \hat{\lambda}_j \geq 1; \hat{\lambda} \geq 0$$

such that: $p = e + \sum_{j \in J} \hat{\lambda}_j (A_j - e)$ i.e. $p \in C_e$, \hspace{1cm} (4.2)

where $e = \sum_{i \in I} \mu_i E_i$, $\sum_{i \in I} \mu_i = 1$, $\mu_i \geq 0$, $\forall i \in I$

This entails that any point in $T$ occluded from $E_i$, $\forall i \in I$ is also occluded from any point in $E$. Every point $p \notin \bigcap C_i$ is classified as visible, since $p \in C_i$ for at least one $i \in I$. Also, every point $p \in C_e$ is either visible from at least one $E_i$, i.e. $p \notin C_i$, or lies in the occluded volume $O$, if it exists, i.e. $p \in \bigcap C_i$.

An intuitive explanation for this observation is if a point $p \in \bigcap C_i$, then none of the $E_i$’s can see $p$. Moreover, by the reversibility of visibility, $p$ can’t see any of the $E_i$’s either. Since $E$ is convex, hence by extension $p$ should not be able to see any other point in $E$. Moving the viewing perspective to any point $e \in E$, and by a similar argument as above, any $e \in E$ can’t see $p$ either. This observation significantly improves the computational effort in the calculation of the occluded volume, since we only need to generate truncated occlusion cones on the finitely many vertices of the convex region $E$, instead of every point in $E$, or a discretization thereof.

Hereafter, we build a linear system of equations to check for the existence of an occluded region $O$. The system 4.3 is feasible if $O$ is non-empty and infeasible otherwise. If the system of equations returns feasibility, we calculate the polyhedral representation of $O$ using an iterative method for intersecting polyhedrons.

### 4.3.1 Check for Existence of Occlusion Volume $O$

Assume $O$ is non-empty, and let a point $x \in O$. Then by definition, $x$ must have the following two properties:

1. It must be a convex combination of the vertices of $T$ (since $O \subseteq T$).
2. The line segment between $x$ and some point $e \in E$ must have at least one point that is a linear combination of the vertices of $A$.

$$x = \sum_{k \in K} \mu_k T_k,$$

$$\sum_{k \in K} \mu_k = 1, \quad \mu_i \geq 0, \forall i \in I,$$

which is simply the definition of convex combination representing the first condition.

While the second condition is represented by $x \in C_e$. In other words, the conic hull of $A$ from $e$ is the set of rays originating at $e$ that have at least one point in $A$, i.e., at least one point that
is a linear combination of the vertices of $A$. So by definition, $x$ must be in the intersection of $C_e, \forall e \in \mathcal{E}$.

$$x \in \bigcap_{e \in \mathcal{E}} C_e.$$  

To simplify our representation of this property of $x$, which requires an intersection of an infinite number of conic hulls, it is sufficient to find the intersection of the conic hulls of $A$ around $E_i, i \in \mathcal{E}$, the vertices of $\mathcal{E}$. That is,

$$\bigcap_{e \in \mathcal{E}} C_e = \bigcap_{i \in I} C_{E_i}.$$  

We can then represent the second property of $x$ using

$$x = E_i + \sum_{j \in J} \lambda_{ij} (A_j - E_i), \forall i \in I$$

$$\sum_{j \in J} \lambda_{ij} \geq 1, \forall i \in I, \lambda \geq 0,$$

which states that $x$ must be in the conic hull of $A$ originating at each $E_i, i \in I$. We note that the condition: $\sum_j \lambda_{ij} \geq 1, \forall i \in I$, enforces that only the points situated beyond the visible boundary of the avoidance region $A$ are included.

Put together, we get our linear system, (LS).

$$\text{(LS)} \quad x = E_i + \sum_{j \in J} \lambda_{ij} (A_j - E_i), \forall i \in I$$

$$x = \sum_{k \in K} \mu_k T_k,$$

$$\sum_{k \in K} \mu_k = 1, \mu \geq 0$$

$$\sum_{j \in J} \lambda_{ij} \geq 1, \forall i \in I, \lambda_{ij} \geq 0, \forall i \in I, \forall j \in J.$$

By construction, any $x$ value that satisfies (LS) cannot be connected to a point in $\mathcal{E}$ by a line segment that does not intersect $A$. Therefore, the feasible region of $x$ in (LS) is exactly $O$, the occluded volume. Consequently, if (LS) is infeasible, then $O$ is empty and the entire target volume can be reached by at least one line segment originating in the entry zone that does not intersect the avoidance volume. If (LS) is feasible, then $O$ is not empty, and it is worth noting that since the feasible region is made up from a set of linear constraints and is bounded by $T$, that $O$ is a polytope when it is not empty.

### 4.3.2 Calculation of Occlusion Volume $O$

We use Algorithm 2 to obtain the polytope $O$. Polytopes can be described using inequalities (H-polytopes) or vertices (V-polytopes). H-polytopes can be converted to V-polytopes using vertex
Algorithm 2: Get Occluded Volume $\mathcal{O}$

1. Solve the system 4.3 as LP with zero cost
2. if $LP$ is infeasible then
   no occluded volume exists
3. else if $LP$ is feasible then // exists occluded volume
4.   foreach $i \in I$ do
5.     compute the smallest cone $C_{E_i}$ pointed at $E_i$ covering $A_j, \forall j \in J$
6.     compute the intersection $C$ of cones $C_{E_i}, \forall i \in I$
7.     compute the Occluded Volume $\mathcal{O}$ as the intersection between $C$ and target $T$.

4.3.3 Complexity Analysis

The linear system of equations for checking existence of a occluded volume can be solved as an LP. Assuming $A$, $T$ and $E$ have $m_1$, $m_2$ and $m_3$ points respectively and dimension of space being $n$. Furthermore, also assuming non-degeneracy we have: $n \leq m_1, m_2, m_3$. Then, the system 4.3 has $(n + m_1 + m_2m_3)$ variables and $(n(m_2 + 1) + m_3 + 1)$ constraints apart from the non-negativity constraints. LP has known polynomial time complexity [95].

Furthermore, in case there exists an occluded volume or the linear system 4.3 returns feasible solution, we calculate truncated occlusion cones $C_{E_i}, \forall i \in I$. Thereafter, a sequence of convex polyhedron intersections are performed to obtain $C := \bigcap C_{E_i}$. Every occlusion cone $C_e$ has $O(m_2)$ extreme rays. We perform $m_3$ such intersection operations for calculating $C := \bigcap C_{E_i}$, and thereafter one more intersection with target volume $T$ to get obtain $\mathcal{O}$. Hence the complexity for the intersections is in $O(m_2m_3)$. Polyhedral intersection, in general, is shown to be NP-Hard [96]. However, using the above approach, solving for redundancy in the union of k H-polytopes is an LP for convex polyhedra. An intersection of two such occlusion cones can be performed in polynomial time for low dimensions [97].

enumeration and vice-versa by facet enumeration. In this case, the input is in the form of V-polytopes while output as H-polytope for a complete representation of $\mathcal{O}$. A preliminary approach for calculation of intersection of convex polyhedra is to start by converting the input polyhedra to H-representation. Then, the intersection is a redundancy removal problem in the union of inequality systems. The minimal H-representation of the union results in H-polytope $\mathcal{O}$. Furthermore, to get vertices of $\mathcal{O}$, we can solve a vertex enumeration problem.
4.4 Experiments with UCSF Prostate Cancer Data

4.4.1 Preprocessing Clinical Dataset

We tested our algorithm on 18 anonymized anatomy cases taken from patients previously treated at UCSF [51]. This data set contained surface points on the prostate and the penile bulb, which were termed as the target volume $T$ and avoidance volume $A$, respectively. The prostate volumes ranged from 27 to 97 cm$^3$ and the penile bulb volumes ranged from 1 to 11 cm$^3$.

A specification of the entry zone did not exist in the data set because segmenting an entry zone is not a standard practice in HDR-brachytherapy for the prostate. In clinical procedures, the available entry zone near the perineum is visually assessed by the physician during needle insertion. We used the needles entry points in the actual cases as the available region. For this chapter, the entry zone was defined as the convex hull of these needle entry locations projected on a plane parallel to the ground (x-y plane) and located 2 cm below the penile bulb. This is a reasonable anatomical proxy for the perineum since the distance between the penile bulb and the perineum in human anatomy is also $\sim$ 2 cm. This is a conservative estimate of the possible entry zone; however, it ensures that we restrict the entry zone to an area used by the physician. We note that the entry zone to allow for skew-line needles could, in fact, be larger than this, which would reduce occlusion. The entry zone area ranged from 7 to 13 cm$^2$.

4.4.2 Occluded Volume Analysis

Table 4.1 lists the size of occluded volumes for the different cases in the dataset. For all cases, we checked for the existence of an occluded volume in the prostate where needles cannot reach without puncturing the penile bulb. We found that 11 out of 18 patients had a non-empty occluded volume. Among the patients with occlusion, the size of the occluded volume ranged from $0.06$ cm$^3$ to $2.4$ cm$^3$ or $0.01\%$ to $4.3\%$ of the respective target volume. The running time ranged from 4 s to 9 s. It is worth noting that time on the order of seconds is inconsequential to the overall brachytherapy workflow.

We implemented our algorithm in Matlab. We used the Matlab interface for Multi-Parametric Toolbox 3 (MPT) [98] to calculate extreme points of a convex bounded polyhedra and to perform polyhedral intersection operation. MPT toolbox implements polyhedral intersection queries in low dimension using the approach described in section 4.3.2. The algorithm was run on a computer with OS/X 10.9.2m 2.7 GHz Intel core i7, and 16 GB memory.

4.4.3 Sensitivity Analysis

The size of the penile bulb has substantial uncertainty in its definition owing to difficulty in its identification on a CT scan. We used our algorithm for computing the occluded volume in each patient’s target volume for various dilations of the nominal penile bulb. The dilations were computed by expanding the vertices of the penile bulb about its centroid by a dilation factor ($\alpha$) that ranged from 0.75 to 1.25 in increments of 0.05, where $\alpha = 1$ results in no change (i.e. its original
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Table 4.1: Results from 18 Patient Cases listing Target volume $T$, Avoidance Region Volume $A$, Occluded Volume $O$ in absolute and as percentage of Target volume. The last column lists time required for computation in seconds.

<table>
<thead>
<tr>
<th>Px</th>
<th>$T$ (cm$^3$)</th>
<th>$A$ [cm$^3$ (% T)]</th>
<th>$O$ [cm$^3$ (% T)]</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>33</td>
<td>8 (23)</td>
<td>1.00 (3.10)</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>27</td>
<td>5 (19)</td>
<td>0.00 (0.00)</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>44</td>
<td>10 (23)</td>
<td>1.80 (4.10)</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>31</td>
<td>4 (14)</td>
<td>0.26 (0.86)</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>39</td>
<td>3 (8)</td>
<td>1.00 (2.60)</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>55</td>
<td>7 (14)</td>
<td>2.40 (4.30)</td>
<td>9</td>
</tr>
<tr>
<td>7</td>
<td>58</td>
<td>3 (5)</td>
<td>0.00 (0.00)</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>38</td>
<td>4 (11)</td>
<td>0.00 (0.00)</td>
<td>6</td>
</tr>
<tr>
<td>9</td>
<td>31</td>
<td>10 (34)</td>
<td>0.00 (0.00)</td>
<td>8</td>
</tr>
<tr>
<td>10</td>
<td>46</td>
<td>7 (15)</td>
<td>0.06 (0.12)</td>
<td>6</td>
</tr>
<tr>
<td>11</td>
<td>74</td>
<td>4 (6)</td>
<td>0.00 (0.00)</td>
<td>5</td>
</tr>
<tr>
<td>12</td>
<td>32</td>
<td>4 (11)</td>
<td>0.15 (0.48)</td>
<td>5</td>
</tr>
<tr>
<td>13</td>
<td>97</td>
<td>1 (1)</td>
<td>0.00 (0.00)</td>
<td>3</td>
</tr>
<tr>
<td>14</td>
<td>66</td>
<td>10 (15)</td>
<td>2.30 (3.50)</td>
<td>7</td>
</tr>
<tr>
<td>15</td>
<td>40</td>
<td>4 (10)</td>
<td>0.00 (0.00)</td>
<td>4</td>
</tr>
<tr>
<td>16</td>
<td>50</td>
<td>6 (12)</td>
<td>0.09 (0.18)</td>
<td>5</td>
</tr>
<tr>
<td>17</td>
<td>45</td>
<td>8 (17)</td>
<td>0.85 (1.90)</td>
<td>9</td>
</tr>
<tr>
<td>18</td>
<td>27</td>
<td>9 (34)</td>
<td>0.003 (0.01)</td>
<td>9</td>
</tr>
</tbody>
</table>

size). For each iteration, we recorded the size of the occluded volume, the volume of the dilated bulb, and the running time of the algorithm.

Likewise, entry zone specification used in the dataset is a conservative estimate. Dilation of the entry zone is prone to the introduction (or removal) of occlusion. We have performed calculations of occluded volumes for various dilations of the entry zone about its centroid by a dilation factor ($\alpha$) in $[0.5, 1.5]$ in increments of 0.05.

Figures 4.4a and 4.4b show variation in existence and size of occluded volume as a % of target volume for various values of dilation factor $\alpha$ in case of penile bulb and entry zone, respectively. The error bars for each $\alpha$ value represent the measure of the standard deviation for the whole data set. An error bar corresponding to an occluded volume $<0\%$ implies no occlusion exists. Figure 4.5a shows the change in occluded volume with avoidance volume (penile bulb) dilation in one particular anatomical case. Similarly, Figure 4.5b shows the change in occluded volume with entry zone dilation for another case in the data set.

4.5 Discussion

The occluded volume in the target, where needles starting in the entry region cannot reach without puncturing the avoidance volume (penile bulb), if it exists, is found for all 18 cases in the data set. Computational results listed in Table 4.1 reveal that $\sim 60\%$ (11 out of 18) of cases in the
Figure 4.4: The figure illustrates the change in normalized occluded volume v/s change in dilation factor ($\alpha$) for (a) avoidance volume and (b) Entry Zone. The error bars show the standard deviation across the patients. An occluded volume value $< 0\%$ implies no occlusion exists. The graphs illustrate a possibility of large changes in occluded volume with small uncertainty in specification of either avoidance volume or entry zone.

The data set have non-zero occluded volume. Owing to the variance in location and size of the organs and the entry zone, the results ranged from no occluded volume to (4.3\%) of the prostate being occluded. In practice, an occluded volume inside the target volume could lead to voids in needle coverage, which results in areas that are difficult to cover with adequate dose and thus make the overall treatment of the patient less effective.

Furthermore, the effect of dilation on the avoidance volume and entry zone to occluded volume emphasizes the importance the proposed approach. As noted earlier, identification of true boundaries of the penile bulb may be difficult, and hence a conservative estimate may be made. We note from Figure 4.4a that the occluded volume is fairly sensitive to dilation of avoidance volume. Conservative errors of 5\% in the specification of margins of avoidance volume may result in $> 5\%$ of the target volume being occluded in some cases.

Moreover, the entry zone is not always precisely defined. A similar analysis shows that the occluded volume is relatively less sensitive to entry zone perturbation than to avoidance volume perturbation. As noted in Figure 4.4b, a 10\% contraction in entry zone results in $\sim 5\%$ occlusion in target volume. While on the other hand, at 40\% expansion of entry zone, all cases result in 0 occluded volume.

Figures 4.5a and 4.5b provide a qualitative review of occlusion events and resulting occluded volumes for a particular case highlighting the rapid growth of occluded volume with dilation of avoidance volume and entry zone respectively. The errors in estimating avoidance volume and entry zone may not always be isotropic as the centroidal dilation in the sensitivity analysis. We observe that occlusion is often resultant of obstruction from a small subset of neighboring faces.
Figure 4.5: Sensitivity analysis on the occluded volume calculation yields insight on the occluded volume. Uncertainty in specification of either entry zone or avoidance volume can result in large changes in occluded volumes. The figure shows variation in occluded volume with dilation (by factor $\alpha$) in the avoidance volume and entry zone in two anatomy instances.

However, prior knowledge of this obstructing neighborhood is not available, necessitating a check in all directions.

Moreover, in the case of non-zero occluded volume, we could perform a similar perturbation in the entry region vertices cyclically instead of isotropic dilation. This would result in the identification of directions, expansion in which would result in an elimination of occlusion.

**Limitations:** The complexity of the algorithm is proportional to a number of vertex points in the convex hull of the polyhedra. A high fidelity representation would thus result in slow computations. Furthermore, for time critical applications, faster implementation of polyhedral intersection operation with use of parallel computing may be explored.

Currently, the algorithm assumes convex anatomical structures. While in the case of a non-convex avoidance volume, a pre-processing step would section it into disjoint convex subsets. Then our procedure can then be used in parallel for each subset, and performing a union operation in the
end. The framework can be generalized to have more than one avoidance volumes, for instance, the pubic arch in the case of prostate brachytherapy. But in both cases, the union operation results in a heuristic without a guarantee on the absence of occlusion.

**Future Work:** In addition to checking the feasibility of a brachytherapy procedure without puncturing healthy organs, the output of the algorithm can be used to improve treatment planning. In case the target is not completely visible, we can calculate the extreme points of the entry zone which can reach the boundary of the occluded volume in the target. Needles starting from these points can be adaptively re-weighted for higher “importance” in the needle subset selection optimization of the NPIP algorithm [52].

Moreover, the algorithm is also applicable to other applications with reachability calculations: such as visual inspection, robotic spray painting, and other clinical procedures such as biopsy. A kidney biopsy is one such problem where the physician is interested in reaching a particular region inside kidney without puncturing healthy organs.

**Chapter Summary**

This chapter considers the problem of exact reachability analysis for checking the existence of occluded volume in a target in the presence of an avoidance volume not reachable from an entry zone, where all three regions of interest are modeled as convex polyhedra. The proposed algorithm performs the check in polynomial time and if it exists returns the polyhedral representation of the occluded volume. This analysis forms a basis for identification of candidate needle set generation and needle subset selection for treatment radiotherapy treatment planning in brachytherapy. We have shown computational results on actual anatomical cases of prostate cancer and quantified the occluded volume in each case. We have found that 11 out of 18 cases have non-empty occluded volume ranging from 0.01% to 4.3% of the target volume. Such occlusions can lead voids in radiation coverage, thus reducing the effectiveness of overall treatment. Furthermore, we have conducted a sensitivity analysis to study the change in occluded volume with dilation of the avoidance volume and the entry zone to emphasize that small uncertainty in the specification of regions of interest may result in large changes in occluded volumes in the target.
Part II

Learning Sub-tasks in Robot-Assisted Minimally Invasive Surgery
Chapter 5

Multi-Throw Suturing: A case study in Sub-Task Automation

Overview

Robot-Assisted Minimally Invasive Surgery (RMIS) was used in manual teleoperation mode in over 500,000 procedures worldwide in 2015 with 3600 systems [6]. Robotic surgical assistants (RSAs), such as the da Vinci system from Intuitive Surgical, address the ergonomic constraints of hand-held laparoscopic tools by providing a master-slave interface with 3D immersive visualization. RSAs provide surgeons with a precision laparoscopic tool that offers higher dexterity and range of motion. As noted in [6], – “an RSA utilizes computational, robotic and imaging technologies to enable improved patient outcomes compared to other surgical and non-surgical therapies. da Vinci Surgery is aimed towards advancing the critical surgical ideals of entering the body less invasively, seeing anatomy more clearly, interacting with the tissue more precisely and building surgical skills.” Clinical RMIS systems have focused on not only general surgery but also on other surgical specialties such as gynecologic, urologic, cardiothoracic, and head & neck.

RMIS has ushered in an era of shorter recuperation time, lower patient trauma, and lesser tissue injury [7–9, 12]. Regardless of the benefits, RMIS requires skilled surgeons to perform tediously long procedures with reduced sensory perception during surgical manipulation. Moreover, RSAs are currently operated by surgeons using pure teleoperation with little to no intelligent behavior by the system. However, automation of manipulation tasks in surgery such as suturing has the potential to assist surgeons, reduce tedium and fatigue, and facilitate supervised autonomy for remote telesurgery.

Automation of multilateral manipulation has the potential to reduce the time required for surgical procedures, reducing the time patients are under anesthesia and associated costs and contention for O.R. resources. Autonomous manipulation of deformable materials with two or more arms is of particular interest with a potential for surgical robot systems to be configured with more than two arms to perform tasks that may be difficult via dual-arm teleoperation. Multilateral manipulation is also necessary for common surgical tasks such as cutting and suturing; hand-off of tissue
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5.1 Background and Related Work

RSAs are being used for many tumorectomy interventions within the abdominal and thoracic cavities such as proctectomy and hysterectomy [9, 102] as described in reviews of recent developments in semi-autonomous and autonomous execution of surgical procedures by Moutris et al. [103] and Kranzfelder et al. [104].
Automated Suturing: Automation of suturing has been studied in the context of hierarchical models for multi-step task planning [105], multilateral manipulation of needle and suture [106], and interaction with deformable tissue [107, 108].

While each of these studies made significant contributions as outlined below, challenges in combining the steps to achieve autonomy in longer tasks has not been sufficiently addressed. Kang et al. devised a specialized stitching device for RMIS which is capable of tying a knot [105]. Mayer et al. used a recurrent neural net as part of a controller to learn knot tying with three industrial arms using motion primitives from human demonstrations [109]. Van den Berg et al. used iterative learning for performing knot tying at super-human speeds [110]. More recently, Schulman et al. used a learning by demonstration approach to warp recorded expert demonstrations and perform suturing in simulation and on a scaled-up robotic setup [111]. Padoy et al. showed the execution of collaborative human-robot suturing, but the key sections requiring interactions such as needle insertion and hand-off were performed manually [112]. Similarly, Staub et al. automated needle insertion into tissue for single-throw suturing [106].

Prior work in surgical automation has modeled the basis set of surgical motions as the “Language of Surgery” composed of surgemes (Hager et al.) [113]. Recent works have also explored the use of learning techniques to infer surgeme transitions from demonstration data [114, 115]. Many of the FSRS procedures, including MTS, are decomposable into long sequences of simpler sub-tasks. This decomposition allows the parametrization and building of Finite State Machines (FSM) for complex procedures using a learning by observation approach, for tasks such as tissue debridement [116], pattern cutting [117], and tumor localization & resection [118].

Suture Needle Path Planning: Some preceding studies use a needle path of fixed curvature. Jackson et al. used a reference trajectory to create an analytical solution allowing for needle insertion without considering uncertainty or robot pose constraints [108]. However, needles do not always follow their natural curvature. Interaction with tissue may deflect the needle, and end point pose constraints necessitate non-orthogonal exit. The use of optimization-based planning has the potential to address these limitations. Recent results in motion planning have shown that Sequential Convex Programming (SCP) based planning, such as [119] can be both faster and more successful in finding solutions than sampling-based planners. This chapter formulates suture needle path planning as a curvature constrained SCP based optimization problem.

This chapter builds on prior work in optimization-based planning [120, 121], sub-task level segmentation of demonstrations [15, 115], gripper mounted interchangeable tools [118], and building robust finite state machines [117]. This is one of the first studies which automate multi-throw suturing along with a concurrent and independent study by Shademan et al. [122].

5.2 Problem Statement

The objective is to compute a suturing plan for a given wound geometry, i.e., choice of needle curvature, number of sutures needed, and trajectory plan for each suture. After the planning the system has to perform the sutures under closed loop-visual feedback.
The success of suturing is highly sensitive to needle pose uncertainty at entry point. Uncertainty in needle pose during insertion can result in tissue injury due to skin penetration at undesirable angles or the lack of sufficiently deep needle insertion to hold the suture securely. As illustrated by the several error cases in Figure 5.2, it is essential to maintain proper needle pose during insertion and handover to avoid dropping the needle or damaging tissue. Since the needle is thin and highly reflective, it is difficult to accurately detect its position and orientation with computer vision as noted in [108, 123–125]. Several medical device manufacturers offer needle-alignment devices for manual laparoscopic applications [126, 127] but, to the best of our knowledge, these are not available for RSAs.

Surgeons follow suturing task guidelines such as entering the tissue orthogonally, minimizing tissue-needle wrench, choosing the correct needle size for adequate suture depth and inserting the needle to a sufficient depth to ensure needle protrusion for needle re-grasp. While a needle would follow a constant curvature path through rigid objects, tissue is deformable. Thus we model the needle path to allow bounded rotations about the needle tip while the needle is inserted. However, needle paths that do not follow the natural curvature of the needle can result in tissue damage, hence we define a bounded deviation ($\gamma$) from needle curvature ($\kappa$) that can be visualized as a cone at each point as illustrated in Figure 5.3. We monotonically reduce $\gamma$ as the needle progresses to minimize tissue damage.

**Assumptions:** We assume that tissue is homogeneous and deformable. Real-time tracking and planning are used to account for departures from needle pose estimates during needle insertion. We assume that the needle is rigidly held in the gripper and can only move forward in the tangential direction of the tip. However, bounded reorientation of the needle tip is permitted as it is inserted through tissue. We assume that our system has access to a continuous range of needle sizes. In practice, needles vary in length in increments of 1 mm and vary in three different fractions of a circle.

**Input:** The wound shape is provided as input, with the points $M = [M_1, M_2, \ldots, M_D] \in \mathbb{R}^3$ representing the wound surface as a spline. The system is also provided with suture depth $d$, suture width $l$, and a pair of entry/exit poses ($P_i, P_f \in SE(3)$) for the first throw as illustrated in Figure 5.2. Further, we are also given suture pitch $w$ – distance between consecutive suture throws.

**Output:** The system needs to find a set of suture throws $S$, where $\forall S_j \in S$, we need to calculate an optimized sequence of needle tip poses $X_j \in SE(3)$ satisfying the suture depth and suture width constraints or report that no such path plan exists. The system also needs to choose a needle curvature and length. The entry and exit positions at each suture throw $S_j$ are obtained by linearly interpolating $P_i, P_f$ along the spline while keeping the orientation constant.

**Curvature Constrained Kinematic Model**

The needle trajectory is discretized into time intervals $T = \{0, 1, \ldots, T\}$, where the needle moves a fixed length ($\Delta$) at each time step. At each time step the needle’s pose is parametrized as $X_t \in SE(3)$.

We model the needle trajectory as a sequence of $T - 1$ circular arcs with curvature $\kappa_t$ between every consecutive pair of needle poses $(X_t, X_{t+1})$. We model our control of the needle at each time step as a rotation and insertion where at each time step the pose $X_t$ is propagated a distance
Figure 5.2: The needle trajectory labeled (3) shows the desired trajectory along with poses at entry and exit points from the tissue. The success of suturing depends on the correct orientation of needle with respect to the tissue. For example, uncertainty in needle pose at entry point may result in the needle not connecting opposite tissue sides (1), not making sufficiently deep insertion to hold the suture securely (2), not having enough length of needle at the other end to enable re-grasping (4), or passing completely under the wound and not exiting the tissue at all (5).

The transformation between consecutive needle poses can be represented as a twist in $SE(3)$, $u_t = \begin{bmatrix} \Delta 0 0 0 \Delta \kappa_t 0 \end{bmatrix}$.

The Lie group $SE(3)$ and the corresponding algebra $se(3)$ are related by the exponential and log maps $\exp : se(3) \rightarrow SE(3)$ and $\log : SE(3) \rightarrow se(3)$. Closed form expressions exist to compute these maps efficiently. Given an incremental twist $x = [p_x p_y p_z r_x r_y r_z]^T \in \mathbb{R}^6$, the corresponding Lie algebra element is given by the mapping $\wedge : \mathbb{R}^6 \rightarrow se(3)$ as

$$x^\wedge = \begin{bmatrix} 0 & -r_x & r_y & p_x \\ r_z & 0 & -r_x & p_y \\ -r_y & r_x & 0 & p_z \\ 0 & 0 & 0 & 1 \end{bmatrix}$$

The reverse mapping $\vee : se(3) \rightarrow \mathbb{R}^6$ can be used to recover the twist, $x$ from an element of $se(3)$. Poses between consecutive time steps can then be related as: $X_{t+1} = \exp(u_t^\wedge) \cdot X_t$.

5.3 Our Approach for Needle Planning and Manipulation

5.3.1 Suture Needle Path Planning

The Suture needle Path Planning (SPP) problem can be formulated as a non-convex, curvature constrained motion planning problem solved with a series of locally convex approximations using sequential convex programming (SCP). We begin by presenting the problem formulation.
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Figure 5.3: The optimization steps and non-holonomic motion at each time-step.

The figure shows stay-out zones $O_i$, trajectory poses $X_t$, step-size $\Delta$, needle radius $r$, and $\gamma$-cone of allowed rotation at each $X_t$.

Optimization Model:

For notational convenience we concatenate the states from all time steps as $X = \{X_t : t \in T\}$ and control variables as $U = \{\kappa, \Delta, \gamma_t : t \in T\}$

\[
SPP : \text{minimize} \quad \alpha_\Delta C_\Delta + \alpha_I C_I \\
\text{s.t.} \quad \log(X_{t+1} \cdot (\exp(u_t) \cdot X_t)^{-1})^v = 0_6 \quad (5.2) \\
|\bar{\gamma}_t| \leq \gamma_t \quad \forall t \quad (5.3) \\
T \Delta + 2l_g - \frac{2\pi l_n}{\kappa} \leq 0 \quad (5.4) \\
\text{sd}(X_t, O_i) \geq d_s, \quad \forall i \quad (5.5) \\
X_0 \in B(p_i, \varepsilon), \quad X_T \in B(p_f, \varepsilon) \quad (5.6)
\]

Each term in the above formulation is described below:

Costs (Eqn. 2): We assume the volume of the needle in tissue is proportional to tissue trauma and hence we penalize longer trajectories such that $C_\Delta = T \Delta$, the length of the trajectory. Furthermore, surgical guidelines suggest that the needle entry pose should be orthogonal to the tissue surface. $C_I$ penalizes deviations from an orthogonal start pose. The weights $\alpha_\Delta$ and $\alpha_I$ are parameters that are tuned in the optimization.

Kinematic Constraints (Eqns. 3, 4): The kinematic constraint in Eqn. 1 can be transformed using the exponential log map into the standard equality constraint in Eqn. 3. Eqn. 4 bounds the magnitude of $\bar{\gamma}_t$ to minimize tissue damage. We select $\gamma_t$ to be monotonically decreasing with $t$ because needle rotations away from its natural curvature cause greater damage the further the needle is inserted into the tissue.

Needle Length Constraints (Eqn. 5): The length of the insertion trajectory ($T \Delta$) is constrained to be less than the length of the needle ($2\pi l_n / \kappa$) and should allow for grippers to hold the needle on both ends ($2l_g$).

Collision Constraints (Eqn. 6): We impose constraints to ensure that our trajectory avoids collisions with pre-defined stay out zones. We ensure that the signed distance between each $X_{t+1}$ and each convex mesh in $O$ is greater than a safety margin parameter $d_s$. The stay out zones can be non-convex meshes that can be decomposed into convex sub meshes [128], $O = \{O_1, \ldots, O_i\}$.

Entry and Exit Point Constraints (Eqn. 7): We constrain the start and end poses of the trajectory to be within an $\varepsilon$-Ball of the calculated entry ($p_i$) and exit ($p_f$) poses. This can be
expressed as $\log(p_i \cdot X_0^{-1})^\vee \leq \epsilon \cdot 1_6$ for the start pose of the trajectory. The end pose constraint follows a symmetric formulation.

We note that a constant of $\Delta$ is chosen for all time steps instead of having a different $\Delta_t$ for each time, as the latter is experimentally found to disagree numerically with the findings of Duan et al. [120].

### Trajectory Optimization

Sequential Convex Programming (SCP) is a general approach for solving constrained, non-convex optimization problems. We refer the reader to [129] for the details of SCP-based motion planning are described.

Figure 5.4 shows the SPP output for three different sets of pose constraints. For #1, we restrict rotation about needle tip ($\gamma_t = 0, \forall t$). Coupled with the orthogonality constraint at entry/exit, this results in a constant curvature path along the needle radius. For #2, orthogonality is enforced only at entry pose, and $\gamma_t$ is set to a monotonically decreasing sequence in $t$. This results in rotations about the needle tip that achieve an asymmetric trajectory satisfying pose constraints at entry. We also demonstrate a case with no pose constraints in #3, resulting in the shortest path trajectory, but with oblique entry angles.

#### 5.3.2 Reducing Needle Pose Uncertainty

As stated in Section 5.2 and Figure 5.2, tissue damage is minimized with orthogonal needle entry and motions that are tangential to the needle tip. These guidelines require accurate needle pose estimates at the needle entry point and robust needle grasps.

**Suture Needle Angular Positioner (SNAP)**

Commercially available RMIS needle drivers allow handling of a variety of needle sizes, however, an analysis of suturing trials in JIGSAWS dataset [20] reveals that multiple pairs of hand-offs are required for correct needle orientation. This is because the motion of a needle held within the needle driver jaws is not fully constrained. The flat gripper surface allows rotation and translation along the length of the needle, which can be hard to control without haptic or visual feedback.

There have been some commercial efforts to mitigate back-and-forth hand-offs and uncertainty in laparoscopic surgery through passively orienting the needle on gripper closure using a “self-
righting’ gripper jaw design [126, 127]. However, these are not designed for automation and require a complete tool redesign.

We develop a design for a low-cost Suture Needle Angular Positioner (SNAP) for dVRK Classic 8 mm Needle Driver with 6 mm jaws, which works to guide and passively orient a curved needle into a stable pose upon closure of gripper jaws as illustrated in Figure 5.5(d). SNAP reduces needle pose uncertainty along two rotational axes as shown in Section 5.5. This allows for higher tolerance in relative positioning during needle hand-off, and which relaxes the accuracy requirements of needle tracking.

**Mode of Operation:** SNAP is mounted axially on one of the needle driver jaws. It is designed to guide the needle towards a groove running perpendicular to the length of the gripper jaws Figure 5.5 (b), (c). Upon closing the jaws, the needle rolls to a stable pose, passing through contact points $C_1$ and $C_2$ as shown in the section view in Figure 5.5(b).

The size of the needle gripper is parametrized by the distance between contact points $C_1$ and $C_2$ which is dependent on the curvature of the needle, that is a needle with a larger radius needs a wider contact grasp to enable the needle rolling upon jaw closure. As illustrated in Figure 5.5 (a), SNAP has a rear-wall that allows the gripper to overshoot during the pre-grasp approach. It also has a needle catching area in the front (Figure 5.5 (c)) that guides the needle into the groove, compensating for undershoot during pre-grasp. Both of the above features increase the robustness of needle manipulation.

The SNAP is fabricated from ABS plastic using a Stratasys uPrint 3D printer. For an 8 mm classic needle driver, using a $\frac{3}{8}$ circumference, 39 mm length needle, we designed the SNAP with $C_1 - C_2$ span of 10 mm. Through experimental evaluation, we improved upon the SNAP design to include a larger rear wall. This enabled a wider jaw opening during approach allowing for larger tolerance in needle pose uncertainty.

**Real Time Needle Tracking**

We have developed a real-time needle tracking system to provide closed loop feedback during the suturing process as summarized in Figure 5.6. Due to tissue and tool specularity, perception using RGB-D sensing is not feasible. Our system provides 3D needle pose estimates using a custom built stereo camera pair, composed of two Prosilica GigE GC1290C cameras with 6 mm focal...
length lenses. The needle tracking algorithm is implemented as a ROS node that publishes real-time estimates of the needle’s pose. The tracking system works with partial occlusion for instance when the needle is inside the tissue or behind the robot arms.

We use a model-based tracking system leveraging the needle shape and color. The first step in the process is Needle Segmentation. We paint the needle in yellow color to assist in foreground and background separation. And finally, an HSV (Hue, Saturation, Value) separation is used to identify the needle in a cluttered environment with the open-source OpenCV library and create a set of image plane points \( \mathcal{P}_i \).

We leverage the circular shape of the surgical needles and their elliptical projection. We create a small set of parametrically sampled points along the length of needle model \( \mathcal{P}_M \), \( |\mathcal{P}_M| = 12 \), and then use affine point set registration to fit the \( \mathcal{P}_i \) to \( \mathcal{P}_M \). We model the non-linear registration problem as point set matching. This creates robustness to outliers, missing data due to occlusions, and noisy data from incorrect segmentation masks. We use the Matlab library CPD2 for solving the registration problem [81].

Using the ellipse fits on the image pair, we generate a dense set of corresponding points along the needle. This creates a robust disparity map of 3D points on the needle. A plane is then fit to the 3D points, providing a normal vector, while an average tangential direction is calculated using the three points on the end of the needle. Using the end point of the needle and these two vectors, a pose \( p_n \in \mathbb{R}^6 \) is generated. We use a Kalman filter to smooth needle tip pose estimates.

The use of industrial Prosilica cameras with a wide baseline necessitated the use of a large workspace and consequently larger than average needles in order to enable robust needle tracking. Laparoscopic cameras have a smaller baseline and smaller field of view compared to our setup. The proposed tracking system should be transferable to a laparoscopic setup allowing the use of much smaller needles.

5.4 Multi-Throw Suturing: System Integration

We present a closed loop Finite State Machine (FSM) for multi-throw suturing with needle orientation tracking and multilateral needle hand-off as illustrated in Figure 5.7. Given the registration of the tissue phantom in the camera frame, a multi-throw suture plan is generated. The SPP algorithm is used to generate needle trajectories and a suggested needle curvature. Each throw in the task consists of the following sequence of sub-tasks which were segmented on the basis of manual
Figure 5.7: The figure outlines the Multi-Throw Suturing Finite State Machine. First, the surgeon specifies a suture path with wound width & depth and suture pitch. The system then computes the number of suture throws required, and generates entry & exit points, and optimized trajectories along with required needle size for each throw of the MTS. Each of the steps S1-S5 (see Figure 5.1) are repeated with visual feedback for each suture throw until all suture throws are completed.

Surgeme labels for suturing in the JIGSAWS dataset:

**S1. Needle Orientation:** The system generates pose estimates for both the front tip of the needle, $N_T$, and the tail connected to the suture thread, $N_S$. Starting with the needle held in the right gripper at $N_S$, the system creates an initial pose estimate. Using this estimate, the robot aligns the needle with the camera’s image plane, allowing for an occlusion-free view of the needle and an improved pose estimate.

**S2. Needle Insertion:** The system executes a trajectory for $N_T$ using the planner described in the previous section. We note that at this point, suture path can be re-planned after every user-specified rolling time horizon.

**S3. Needle Grasp:** After the right arm guides the needle through tissue, the left arm grasps the needle at $N_T$ and pulls the needle tangentially to the needle tip, rotating around the center of curvature of the needle in order to minimize tissue trauma.

**S4. Needle Pull:** Once the needle is completely outside the tissue, it is pulled away sufficiently to tighten the suture. The system estimates how much slack is available in the suture thread by modeling the length of thread between consecutive entry points as a helical loop with a radius equal to the radius of the needle and pitch equal to the suture pitch. This provides a conservative estimate of how much slack is lost in each throw and the system uses it to decrease the distance the needle is pulled away after each throw.

**S5. Needle Hand-Off:** Our needle tracking algorithm estimates the pose of the needle end $N_S$ while it is grasped at $N_T$. Similar to step (S1), the left arm aligns the needle with the image plane to improve the needle pose estimate. This estimate is used to align the needle with the right arm in order to grasp the needle at $N_S$ and perform the next suture throw.

Due to inherent pose errors in camera-robot registration and robot kinematics, the hand-off process is performed by simultaneously engaging the right arm at $N_S$ while disengaging the left arm at $N_T$. A slight error in coordination will result in failed transfer due to stresses generated on the needle. The use of SNAP on both gripper ends facilitates this process because the grooves provide a space resulting in a partial cage instead of force closure during the hand-off as described in Section 5.3.2.
5.5 **Physical Experiments with dVRK**

**dVRK: Hardware and Software**

We use the Intuitive Surgical da Vinci Research Kit (dVRK) surgical robot assistant as in [117], along with open-source electronics and software developed by WPI and Johns Hopkins University [130]. We use a pair of 8mm Needle Drivers with each gripper having one Suture Needle Angular Positioner (SNAP). The software system is integrated with ROS and allows direct robot pose space control, working in Cartesian space instead of commanding motor torques.

**Experimental Evaluation of Needle Tracking**

The size and shape of needles make it difficult to obtain ground truth pose estimates using techniques like fiducial-based motion capture. Instead, we designed an experiment to indirectly verify the efficacy of our needle tracking system. The robot holds the needle rigidly in its gripper and moves the needle to random positions in the workspace. Note that the relative pose of the needle with respect to the gripper position never changes. At each random position, the robot pauses and uses the needle tracking system to compute the needle’s relative pose with respect to the gripper pose (estimated from kinematics). Poses at 20 different random locations were recorded. Table I shows the standard deviation in the x,y,z (in mm) and in the roll, pitch, and yaw (in degrees) respectively in the needle’s relative pose. The low error in every dimension suggests that our estimates of the needle’s relative pose are nearly identical at each random location. This matches with the ground truth that the needle’s relative pose never changes. The errors reported are not due to the needle tracker alone, but the composite error produced from needle tracking, camera-robot registration, and robot kinematics. However, the errors provide an upper bound on the needle tracking error and are representative of error that our system tolerates.

<table>
<thead>
<tr>
<th>Position (mm)</th>
<th>Orientation (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>x 2.182</td>
<td>y 1.23</td>
</tr>
<tr>
<td>Yaw 2.495</td>
<td>Pitch 4.699</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Evaluation of Suture Needle Angular Positioner (SNAP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. <strong>Stationary Needle Pick up:</strong> In this experiment, we evaluate the SNAP’s ability to reduce variation in needle grasp pose. This variation is the result of small natural perturbations in the needle starting pose and noise in the robot’s kinematic chain. In each trial, a needle is placed in the same location and the robot is provided a constant known grasp pose to initiate pick up. Once the needle is grasped, the robot brings the needle to a known location and the needle’s pose is recorded using our needle tracker. We repeat this process over ten trials both with and without SNAP. The standard deviations in each degree of freedom of the needle’s pose are presented in Table 5.2. The SNAP reduced needle pose variation in both position and orientation, in some cases by over one order of magnitude.</td>
</tr>
</tbody>
</table>
Table 5.2: SNAP Evaluation: The following table lists the performance improvement in needle pose estimate through the use of Suture Needle Angular Positioner. We present numerical results for both Stationary and Perturbed grasp evaluations, and observe at least a 3x improvement in Needle pose estimate.

<table>
<thead>
<tr>
<th>Orientation</th>
<th>Successful Grasps</th>
<th>x (mm)</th>
<th>y (mm)</th>
<th>z (mm)</th>
<th>yaw (deg)</th>
<th>pitch (deg)</th>
<th>roll (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without SNAP</td>
<td>100%</td>
<td>2.51</td>
<td>1.43</td>
<td>4.83</td>
<td>20.54</td>
<td>7.58</td>
<td>6.47</td>
</tr>
<tr>
<td>With SNAP</td>
<td>100%</td>
<td>0.19</td>
<td>0.16</td>
<td>0.18</td>
<td>0.92</td>
<td>1.09</td>
<td>0.66</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Orientation</th>
<th>Successful Grasps</th>
<th>x (mm)</th>
<th>y (mm)</th>
<th>z (mm)</th>
<th>yaw (deg)</th>
<th>pitch (deg)</th>
<th>roll (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without SNAP</td>
<td>100%</td>
<td>2.01</td>
<td>2.59</td>
<td>5.95</td>
<td>15.54</td>
<td>12.74</td>
<td>7.62</td>
</tr>
<tr>
<td>With SNAP</td>
<td>91.66%</td>
<td>1.58</td>
<td>1.15</td>
<td>1.19</td>
<td>5.55</td>
<td>3.97</td>
<td>6.34</td>
</tr>
</tbody>
</table>

2. Perturbed Needle Pick up: In the second experiment, we intentionally perturb the orientation of the robot’s grasp pose to evaluate robustness to uncertainty and variation in grasp orientation. Experiment 2 is a variation of experiment 1 where the commanded grasp pose is perturbed from −30 degrees to 30 degrees in yaw, pitch, and roll. The perturbations are applied in increments of 10 degrees independently in each axis resulting in 19 trials total. Our results show that the use of SNAP results in a 3x reduction in needle pose uncertainty over the standard Needle Driver.

Robot Experiments: Four-Throw Suturing Task

We used a suturing phantom made with foam to mimic subcutaneous fat tissue with a layer of 1mm thick skin using (shore hardness 2A) DragonSkin 10 Medium Silicone Rubber (Smooth-On). The soft tissue phantom deforms during needle insertion to introduce uncertainty. The mechanical design of the dVRK robotic arms ensures that the arms do not move at the point where they would enter a human body ensuring that the kinematic motions of our system remain feasible in-vivo in a minimally invasive surgical (MIS) setting. Due to the wide baseline of our stereo cameras, the size of our phantom, needles, and workspace were constrained to be larger than those found in a nominal MIS setting.

In this experiment, the system tries to complete a closed loop four throw suturing task similar to the suturing task found in the JIGSAWS data-set [20]. We initialized the system with entry and exit poses on opposite surfaces of the tissue phantom and with a desired suture depth. Our system generates insertion trajectories and based on the output optimal needle curvature we selected a 39 mm long, 3/8 reverse cutting needle to perform the suturing throws. For each trial we record time to completion as well as the failure mode if necessary. The robot moves at a top speed of 3cm/s. The results of each trial are found in Tables 5.3 and 5.4.

A video of the procedure is available at: https://youtu.be/zleShXFToc
Table 5.3: Results for Four-Throw Suturing. 14 trials were performed, with a 50% success rate. For failed states, “N.I.” represents incorrect needle orientation or insertion, “G.P.” represents incorrect needle re-grasp and pull after insertion, and “H.O” represents a failure in needle hand-off respectively. The test setup was varied with translation of simulated wound along the wound axis.

<table>
<thead>
<tr>
<th>Trial</th>
<th>4-Throw Success</th>
<th>Number of Throws Completed (Attempted)</th>
<th>Completion Mode</th>
<th>Translation in X</th>
<th>Suture Pitch</th>
<th>Total Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Failure</td>
<td>1 (2)</td>
<td>G.P.</td>
<td>-3mm</td>
<td>3mm</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>Failure</td>
<td>2 (3)</td>
<td>G.P.</td>
<td>-3mm</td>
<td>3mm</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>Failure</td>
<td>3 (4)</td>
<td>G.P.</td>
<td>-2mm</td>
<td>3mm</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>Success</td>
<td>4 (4)</td>
<td>-1mm</td>
<td>3mm</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Success</td>
<td>4 (4)</td>
<td>0mm</td>
<td>3mm</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Success</td>
<td>4 (4)</td>
<td>0mm</td>
<td>3mm</td>
<td>380</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Success</td>
<td>4 (4)</td>
<td>0mm</td>
<td>3mm</td>
<td>383</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Failure</td>
<td>2 (3)</td>
<td>H.O.</td>
<td>1mm</td>
<td>3mm</td>
<td>-</td>
</tr>
<tr>
<td>9</td>
<td>Failure</td>
<td>2 (3)</td>
<td>N.I.</td>
<td>1mm</td>
<td>3mm</td>
<td>-</td>
</tr>
<tr>
<td>10</td>
<td>Failure</td>
<td>3 (4)</td>
<td>G.P.</td>
<td>2mm</td>
<td>3mm</td>
<td>-</td>
</tr>
<tr>
<td>11</td>
<td>Success</td>
<td>4 (4)</td>
<td>3mm</td>
<td>3mm</td>
<td>393</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Success</td>
<td>4 (4)</td>
<td>4mm</td>
<td>3mm</td>
<td>383</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Success</td>
<td>4 (4)</td>
<td>5mm</td>
<td>3mm</td>
<td>382</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Failure</td>
<td>3 (4)</td>
<td>G.P.</td>
<td>6mm</td>
<td>3mm</td>
<td>-</td>
</tr>
<tr>
<td>Mean</td>
<td>50%</td>
<td>3.14</td>
<td></td>
<td></td>
<td>384</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.4: This table compares the performance of our autonomous suturing system with different skill levels of surgeons in the JIGSAWS dataset[20]

<table>
<thead>
<tr>
<th>Operator Mode</th>
<th>Average Time for 1-Throw (s)</th>
<th>Average Time for 4-Throw Task (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expert</td>
<td>19.03</td>
<td>87.02</td>
</tr>
<tr>
<td>Intermediate</td>
<td>18.57</td>
<td>87.89</td>
</tr>
<tr>
<td>Novice</td>
<td>32.14</td>
<td>136.85</td>
</tr>
<tr>
<td>Autonomous (Our Approach)</td>
<td>112.33</td>
<td>383.00</td>
</tr>
</tbody>
</table>

5.6 Discussion

The methods and experiments in this chapter affirm that the system presented can computationally plan and execute the multi-throw suturing task with four throws in closed-loop operation. The combination of this needle tracking system and the SNAP enables our system to minimize and be robust to needle pose uncertainty. This allows our system to perform multilateral needle hand-off, enabling the execution of multi-throw suturing.

Limitations However, we note that the system completes on average 3.14 of the intended 4 throws, with a 50% completion rate for the four-throw task. It is worth noting that 5 out of the 7 failures were due to incorrect needle re-grasp and pulling after the insertion step. Some of these failures were due to incorrect needle estimate after the needle exits the tissue in unexpected locations. The visual needle tracker could not recognize the needle due to large occlusions. Additional
failures were due to the entanglement of the suture thread during the needle pulling. The slow speed of the task execution is partly because of the larger workspace as compared to the setup in JIGSAWS data [20]. Furthermore, moving to align the needle in camera for improving needle pose also contributes to the delay. We will work to improve the real-time visual estimate of the needle pose without the need for explicit alignment in front of the camera. Future work will focus on improving needle pose estimation with significant occlusions along with receding horizon re-planning during the needle insertion to reduce error in needle re-grasp. We will also evaluate the use of swept needle volume as objective cost and explore augmenting the needle state with needle pose belief for uncertainty compensation through optimization re-planning.

Chapter Summary  This chapter presents initial results toward automating MTS with a combination of new hardware and a novel optimization algorithm. The chapter describes the mechanical device, the Suture Needle Angular Positioner (SNAP), designed to align and hold the needle in a known orientation, and an SCP formulation of needle motion planning. The system completes 86.3% of individual suture throws attempted at approx. 30% of the average speed of manually teleoperated demonstrations as listed in Tables 5.3 and 5.4. Our results also show that the proposed needle tracking system can provide robust estimates of needle pose in near real-time with an empirical error of up to 5 degrees. Furthermore, the use of SNAP improves repeatability in needle grasping by $10 \times$ and grasping is robust to up to 30 degrees error in needle estimate.
Chapter 6

Transition State Clustering:
Unsupervised Surgical Trajectory Segmentation For Robot Learning

Overview

The adoption of robot-assisted minimally invasive surgery (RMIS) is generating datasets of kinematic and video recordings of surgical procedures. This data can facilitate robot learning from demonstrations [117], surgical training and assessment [20, 131], and automation [116, 132]. Segmenting this demonstration data into meaningful sub-trajectories can benefit learning since individual segments are often less complex, have lower variance, and it is easier to remove outliers.

In the previous chapter on automation of multi-throw suturing task, we presented a method for constructing a finite state machine with explicit error handling designed in the state machine. This approach is similar to the approach adopted our attempts for automation in pattern cutting [117] and tumor resection [133]. While an FSM is a reliable method to characterize behaviors that are active in particular regimes, scaling this approach to more complex tasks with unmodeled dynamics is a challenge. In this chapter, we address this limitation through performing unsupervised trajectory segmentation from trajectory demonstrations to recover task-structure which can then be used to construct more robust FSMs.

However, even in a consistent data collection environment, such as teleoperation on identical tissue phantoms, surgical trajectories can vary significantly both spatially and temporally. These trajectories are further corrupted by random noise, spurious motions, and looping actions where a surgeon repeatedly retries a motion until success. The primary challenge in surgical trajectory segmentation is to identify consistent segments across a dataset of demonstrations of the same procedure in the presence of such disturbances.

Trajectory Segmentation algorithms fall into two broad categories: (1) supervised approaches that learn from manual annotations or match sub-sequences to pre-defined dictionaries of primitives [115, 134–136], and (2) unsupervised approaches that infer the latent parameters of some
underlying generative process [137–140]. Consistency and supervisory burden are a key concern in supervised segmentation as it is often difficult to precisely characterize what defines a segment and labeling can be time-consuming. Similarly, it may be unclear how to specify a dictionary of primitives at the correct level of abstraction. To the best of our knowledge, prior work in the surgical setting has been supervised, and we draw from several studies of unsupervised segmentation in non-surgical settings to develop a new unsupervised approach [137–140]. Unsupervised approaches largely apply clustering or local regression models to identify locally similar states.

Transition State Clustering (TSC) is a novel algorithm that builds on these ideas with a two-phase algorithm that first identifies transitions states, defined as consecutive time-steps assigned to different segments, and then, clusters spatially and temporally similar transition states across demonstrations with a non-parametric mixture model. This chapter focuses on segmenting trajectories derived from kinematic and video recordings of surgical robots in teleoperation. While the TSC algorithm can in principle be relevant to problems in other domains, we restrict the scope of this chapter to robotic tasks.

Consider two trajectories $x_1$ and $x_2$. $x_1$ and $x_2$ may represent two different linear paths to the same needle insertion transition. That needle insertion is a invariant across $x_1$ and $x_2$. TSC attempts to infer such invariants using spatial and temporal clusters of transitions detected by changes in motion. The crucial insight is that the sequence of transition events often has a consistent partial order across demonstrations—even if the motion between those transition events is very different. This model can also be coupled with a series of merging and pruning steps to ensure that only the most important transition state clusters are retained.

Contributions We present a new unsupervised segmentation algorithm called Transition State Clustering (TSC), which given a set of discrete-time trajectories identifies a common transition structure to segment the trajectories. We treat each demonstration trajectory as generated from a locally linear dynamical system with i.i.d process noise $w_t$:

$$x_{t+1} = A_t x_t + w_t : A_t \in \{A_1, \ldots, A_m\}$$  \hspace{1cm} (6.1)
A transition state is a state at which the dynamics matrix changes at the next time-step $A_t \neq A_{t+1}$. We model the set of all transition states as sampled from a probability density generated from a hierarchical non-parametric Bayesian model, where the number of regions is determined by a Dirichlet Process. A series of merging and pruning steps remove outliers.

We evaluate TSC on real surgical data from the JIGSAWS surgical training dataset consisting of joint-space trajectories and video from a fixed camera [20], and a synthetic example consisting of randomly generated motions of a point robot with variable levels of noise. On the synthetic examples, we evaluate the ability of five alternative algorithms, Gaussian Mixture Model, Gaussian Hidden Markov Model, Coresets, Gaussian Hidden Semi-Markov Model, and an Autoregressive Hidden Markov Model, to return a segmentation that has a strong one-to-one correspondence with a known ground truth. Our experimental results suggest that TSC recovers this ground truth with greater accuracy than the alternatives, especially under low-frequency process noise. For the surgical experiments, TSC extends to state-spaces the include derived features from computer vision which are manually derived in this work. We present the TSC model and presents experiments in which we manually label the video stream with two features: a binary variable identifying object grasp events and a scalar variable indicating surface penetration depth. On 67 kinematic and video of the surgical needle passing and suturing tasks from the JIGSAWS surgical training dataset [20] TSC finds 83% of the needle passing transitions and 73% of the suturing transitions found by human experts.

6.1 Background and Related Work

TSC exploits the structure of repeated demonstrations by first identifying transitions and then correlating them spatially and temporally across different demonstrations.

6.1.1 Segmentation in Surgical Robotics

To the best of our knowledge, prior work in surgical robotics has only considered supervised segmentation using either segmented examples or a pre-defined dictionary called surgemes. For example, given manually segmented videos, [141] use features from both the videos and kinematic data to classify surgical motions. Similarly, [142] use manually segmented examples as training for segmentation and recognition of surgical tasks based on archived cataract surgery videos. Several studies use the surgemes to bootstrap learning segmentation, however, this involved time-consuming the process of identifying surgemes in existing data sources for use as training and testing data [115, 134–136]).

6.1.2 Unsupervised Segmentation Models

Unlike supervised segmentation techniques, unsupervised techniques do not use labels or dictionaries. As such, a key differentiating factor is the underlying probabilistic model for segmentation.
Consider a continuous time vector-valued trajectory, which is a sequence of $T$ vectors $\mathbf{x}_t$ in some vector-space $\mathbb{R}^p$.

**Gaussian Mixture Models:** Many unsupervised segmentation techniques are based on Gaussian Mixture models (GMM). GMMs are particularly intuitive, as shown by Ghahramani and Jordan [143] that GMMs are a form of local linear regression; linearizing around the mixture means.

Lee et al. [138] identify segmentation points in a trajectory by fitting a GMM directly to the data. That is, the sequence $[\mathbf{x}_1, \ldots, \mathbf{x}_T]$ is modeled as a sample from a GMM, and they assign each $\mathbf{x}_t$ to the most likely mixture component. They tune the number of mixture components using the Bayesian Information Criterion and apply PCA dimensionality reduction before applying the GMM for tractability. By treating the sequence as a sample from a GMM, this approach does not consider dynamics and correlation between demonstrations.

One solution is to draw from the dynamical systems literature [144, 145] and model the trajectory $\mathbf{x}_t$ as a noisy autonomous dynamical system:

$$\dot{\mathbf{x}} = \xi(\mathbf{x}) + \mathbf{w}$$

It can be shown to linearize this system in the same way as in Lee et al. [138], but instead of applying the GMM to the set of states $\mathbf{x}_t$, we have to apply a GMM to samples of $\mathbf{x}_t$ or $(\mathbf{x}_t, \mathbf{x}_{t+1})$ in discrete-time. This approach is used by Krüger et al. [139], and like TSC they also use a Dirichlet process prior to learning locally linear dynamics. Transition State Clustering builds on these GMM approaches with a two-phase algorithm that first identifies transitions states in a way similar to [139] and then, clusters spatially and temporally similar transition states across demonstrations with a non-parametric mixture model under the assumption that each demonstration follows the same partial order of transitions up to noise and loops.

**Hidden Markov Models:** One approach to deal with spatial and temporal variation is to model the high-level progression of a task as a finite-state Markov Chain [146–149], for example, primitive A progresses to B with probability 0.75 and to C with probability 0.25. Such a model is a class of Hidden Markov Models since this Markov chain is not directly observed. Given the current state of this Markov chain, the system will either "emit" different states (e.g., Gaussian HMM) or have different dynamics (e.g., Autoregressive HMM). This logic has been extended to more complex transition dynamics such as the Hidden Semi-Markov Model, which additionally models the amount of time spent in a given state [150]. There is also the related "workflow" HMM proposed by [151]. The HMM, HSMM, and their variants impose a probabilistic grammar on transitions, and the inference algorithm estimates the transition probabilities from data. Accordingly, they can be sensitive to hyperparameters such as the number of segments, the amount of data, and noise [152]. The problem of robustness in GMM+HMM (or closely related variants) has been addressed using down-weighting transient states [153] and sparsification [154, 155].

There have been several Bayesian extensions to these models, which model the time-series as a stochastic process and learn the parameters with MCMC or Stochastic Variational Inference. [156] proposed Beta Process-Autoregressive-Hidden Markov Model, which was applied by [140] in robotics. This model is fits an autoregressive model to time-series, where $\mathbf{x}_{t+1}$ is a linear function of states $\mathbf{x}_{t-k}, \ldots, \mathbf{x}_t$. The linear function switches according to an HMM with states parametrized
by a Beta-Bernoulli model (i.e., Beta Process). While HMMs and GMMs also draw from the Bayesian literature, they differ from recently proposed Bayesian segmentation models as they are typically solved more efficiently with analytic expectation maximization algorithms. Similarly, TSC is motivated by Bayesian non-parametrics, there are several features of the algorithm that are motivated by frequentist statistics (e.g., outlier rejection using merging and pruning).

We evaluate against these approaches (GMM+HMM, ARHMM, and HSMM) in our experiments and find that TSC is more robust to un-modeled noise. The intuition is that Hidden Markov methods make the implicit assumption that "the low-level dynamics within a segment are more structured and predictable than the higher-level dynamics that govern transitions between segments" [157]. In contrast, TSC explores the converse, suppose the low-level dynamics are uncertain and noisy, but the high-level dynamics follows a consistent partial order of events across demonstrations and these events are spatially and temporally correlated.

Coresets: A coreset is defined as a query-dependent compression of a dataset \( D \), such that running the query \( q \) results in a provably approximate result. This idea can be used to devise a locally linear segmentation technique [158–160]. The query \( q \) is the solution to the k-line segment problem, which fits a k-line segment to a trajectory. The idea is to find a compressed dataset such that the lines can be accurately reconstructed. The main benefit is that this results in segmentation with provable properties, such as sample complexity and convergence. However, the models used in prior work do not consider switched linear dynamics, non-parametrics when choosing \( k \), or robustness to loops.

6.2 Problem Statement

This section describes the problem setting, assumptions, and notation. The objective is to segment each of the given demonstration trajectories based on transition states recovered from the switched-linear dynamics model.

6.2.1 Demonstrations

Let \( D = \{d_i\} \) be a set of demonstrations. Each demonstration \( d_i \) is a discrete-time sequence of \( T_i \) state vectors in a state-space \( \mathbb{R}^p \). Associated with \( D \) is a set of \( k \) transitions which are informally defined as state-space and temporal conditions that trigger a change in motion, in the following section, we will precisely characterize this definition. Thus, each demonstration \( d_i \) can be represented as a sequence of labeled transitions \( \{1, \ldots, k\} \), e.g., \( d_1 = [S_1, S_2, S_4] \), \( d_2 = [S_3, S_1, S_4] \). The goal of Transition State Clustering is to learn the sequence of transitions that consistently occur across all demonstrations e.g., \([S_1, S_4]\), and associate them with states in a trajectory.
6.2.2 Regularity

Without regularity assumptions on the demonstrations, there may not be a meaningful common structure. For example, we could observe:

\[ d_1 = [S_1, S_3, S_5], \quad d_2 = [S_2, S_4, S_6], \]

where there does not exist any overlap between \( d_1 \) and \( d_2 \). Therefore, we assume, the set of demonstrations is regular, meaning there exists a non-empty sequence of transition \( U^* \) such that the partial order defined by the elements in the sequence (i.e., \( S_1 \) happens before \( S_2 \) and \( S_3 \)) is satisfied by every \( U_i \). For example,

\[ U_1 = [S_1, S_3, S_4], \quad U_2 = [S_1, S_1, S_2, S_4], \quad U^* = [S_1, S_4] \]

An example of an irregular demonstration set is

\[ U_1 = [S_1, S_3, S_4], \quad U_2 = [S_2, S_5], \quad U^* \text{ no solution} \]

Intuitively, this condition states that there have to be a consistent ordering of transitions over all demonstrations up to some additional transitions (e.g., spurious actions). We will show that we can extend this condition such that only a fraction \( \rho \) of the demonstrations need to be regular; thereby pruning the inconsistent transitions.

6.2.3 Looping

Loops, or repetitions of an action until the desired outcome, are common in surgical demonstrations. For example, a surgeon may attempt to insert a needle 2-3 times. For example, let us assume that a surgeon is attempting to insert a needle and fails to do so 2 times. If in all other demonstrations, there is only a single transition representing needle insertion (i.e., transition "1"), we might detect multiple transitions \( S_1' \) and \( S_1^\dagger \) demonstration with loops. Ideally, we would like to compact these repeated motions into a single transition:

\[ U_1 = [S_1, S_3, S_4], \quad U_2 = [S_1', S_1^\dagger, S_3, S_4], \quad U^* = [S_1, S_3, S_4] \]

We assume that these loops are modeled as repeated transitions, which is justified in our experimental datasets. This assumption may seem at odds with our argument that surgical demonstrations are highly variable. We find that while the motions between transitions are variable and noisy, up-to loops and extra transitions, the high-level sequence of transitions is relatively consistent. In the future, we hope to explore more complex models for failure and retrial, and we believe that variants of our approach can be applied in conjunction with Hidden Markov Models.

6.2.4 Problem Formalization

Other than the regularity assumptions above and the implicit assumptions about local linearity discussed in the next section, we make no assumptions about the nature of the trajectories given to
TSC. In this chapter, we focus on segmentation for surgical robotics applications such as subtask automation on the da Vinci surgical robot. However, TSC is broadly applicable to other robotics domains and data collected from other dynamical systems.

In our experiments, we define the state-space to be the 6-DOF orientation of the robot end-effector. However, it is worth noting the kinematic state of the robot may not be sufficient to describe the system or its interaction with the environment. We additionally provide TSC with features constructed from the video. Suppose at every time $t$, there is a feature vector $v_t$ composed of discrete and continuous features. Then, we define an augmented state of both the robot kinematic state and the features denoted is:

$$x_t = \begin{pmatrix} c_t \\ v_t \end{pmatrix}$$

Consider the following features:

1. Grasp. 0 if empty, 1 otherwise.
2. Needle Penetration. We use an estimate of the penetration depth based on the robot kinematics to encode this feature. If there is no penetration (as detected by video), the value is 0, otherwise, the value of penetration is the robot’s $z$ position.

Our goal with these features was to illustrate that TSC applies to general state-spaces as well as spatial ones, and not to address the perception problem. These features were constructed via manual annotation, where the Grasp and Needle Penetration were identified by reviewing the videos and marking the frames at which they occurred. We completely characterize TSC without such features on a synthetic dataset against alternatives, and for the surgical data present results with and without these features.

**Problem 1 (Transition State Clustering)** Given a set of regular demonstrations $D$, partition each $d_i \in D$ into a sequence of sub-trajectories defined by transitions $[S_1^{(i)}, \ldots, S_k^{(i)}]$. Each transition should correspond to exactly one other transition in at least a fraction of $\rho$ demonstrations.

### 6.3 A Probabilistic Model For Transitions

In this section, we formalize the definition of transitions and transition states.

#### 6.3.1 Demonstrations as Dynamical Systems

Each $d_i$ is a trajectory $[x_1, \ldots, x_T]$. We model each demonstration as a realization of a noisy dynamical system governed by the dynamics $\xi$ and i.i.d Gaussian white noise:

$$x_{t+1} = \xi(x_t) + w_t$$  \hspace{1cm} (6.2)

We assume that $\xi$ is locally-linear and can be modeled as switched linear dynamical system. That is, there exists $m$ $d \times d$ matrices $\{A^{(1)}, \ldots, A^{(m)}\}$:

$$x_{t+1} = A_t x_t + w_t : A_t \in \{A^{(1)}, \ldots, A^{(m)}\}$$  \hspace{1cm} (6.3)
A transition state is defined as a state at which the dynamics matrix changes at the next time-step $A_t \neq A_{t+1}$.

### 6.3.2 Transition State Distributions

Over all of the demonstrations $D$, there is a corresponding set $\Gamma$ of all transition states. We model the set $\Gamma$ as samples from an underlying parameterized distribution over the state space $x \in \mathbb{R}^p$ and time $t \in \mathbb{R}_+$.

$$\Gamma \sim f_\theta(x,t)$$

As the name suggests, Transition State Clustering fits mixture models to $f_\theta$, and this has the interpretation of correlating transition events spatially and temporally. Depending on how we choose to define this joint distribution, we can model different phenomena. We use different hierarchies of Gaussian Mixture Models.

**Time-Invariant Transition State Model:** The most straightforward approach is to consider an $f$ that is independent of time. This means that:

$$\forall t, t' \in [0,T] : f_\theta(x,t) = f_\theta(x,t')$$

Then, we can model the distribution as a GMM over just the state-space:

$$f_\theta(x) = GMM(\pi, \{\mu_1, \ldots, \mu_k\}, \{\Sigma_1, \ldots, \Sigma_k\})$$

However, this model cannot handle trajectories that cross over the same state multiple times, e.g., a figure 8 trajectory.

**Time-Varying Transition State Model:** We can extend the above model to consider time-varying distributions. We do this by splitting the distribution into a product of two components, one that is time-invariant and one that depends on time conditioned on the current state. This is a natural consequence of the chain rule where we can decompose $f_\theta(x,t)$ into two independently parametrized densities $p, q$:

$$f_\theta(x,t) = p_\theta_p(x) \cdot q_\theta_q(t \mid x)$$

If we model $p$ as a GMM, then for every $x$ will be drawn from one of the $\{1, \ldots, k\}$ mixture components. We then make a simplifying assumption that this mixture component is a sufficient statistic for $q_\theta_q$. Let $z \in \{1, \ldots, k\}$ be this mixture component, then, we can apply the time-invariant model from above for $p$, and we can apply a separate GMM for $q$ conditioned on each possible $z$:

$$q_\theta_q(t \mid z) = GMM(\lambda, \{\mu_1, \ldots, \mu_{l_z}\}, \{\sigma_1, \ldots, \sigma_{l_z}\})$$

In other words, a GMM models the spatial transition states distribution, and within each Gaussian, the states are further drawn from a GMM over time. The resulting mixture model for $f$ has $\sum_{i=1}^k l_i$ components.
Multi-modal Transition State Model: The same logic can be used to model multiple sensing modalities (e.g., kinematics, vision). Let \((x, v)\) be a state-space constructed of kinematics and visual features \(x\) and \(v\) respectively. Consider the following decomposition \(p, q, r\):  
\[ f_\theta(x, t) = p_\theta(x) \cdot q_\theta(v \mid x) \cdot r_\theta(t \mid x, v) \]

As in the time-varying case \(p, q, r\) are each modeled as GMMs conditioned on the mixture component of \(x\) and \(x, v\) respectively.
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Figure 6.2: Transition State Clustering models the set of transition states \(S\) as a sample from a mixture model that depends on the state \(x\), the time \(t\), and other features \(v\). Different probabilistic models can capture different phenomena

### 6.3.3 Feedback Model

The proposed model describes systems controlled with linear state feedback controllers to the centroids of the \(k\) targets \([\mu_1, \ldots, \mu_k]\). We can show that the Transition State Clustering model naturally follows from a sequence of stable linear full-state feedback controllers sequentially controlling the system to each \(\mu_i\) (up to some tolerance defined by \(\alpha\)).

Consider a single target \(\mu_i\). Suppose, we model the robot’s trajectory in feature space as a linear dynamical system with a fixed dynamics. Let \(A_r\) model the robot’s linear dynamics and \(B_r\) model the robot’s control matrix:

\[ x_{t+1} = A_rx_t + B_ru_t + w_t. \]

The robot applies a linear feedback controller with gain \(G_i\), regulating around the target state \(\mu_i\). This can be represented as the following system (by setting \(u(t) = -G_i\hat{x}\)):

\[ \hat{x}_t = x_t - \mu_i. \]
\[ \hat{x}_{t+1} = (A_r - B_rC_i)\hat{x}_t + w_t. \]

If this system is stable, it will converge to the state \(\hat{x}_t = 0\) which is \(x_t = \mu_i\) as \(t \to \infty\). However, since this is a finite time problem, we model a stopping condition, namely, the system is close enough to \(0\). For some \(z_\alpha\) (e.g., in 1 dimension 95% quantiles are \(Z_{0.95} = 1.96\)):

\[ \hat{x}_t^T\Sigma_i^{-1}\hat{x}_t \leq z_\alpha. \]
Algorithm 3: The Transition State Clustering Algorithm

1. **Input:** \( D \) demonstrations, \( \ell \) a window size, \( \rho \) pruning parameter, \( \delta \) compaction parameter, and \( \alpha \) a Dirichlet Process concentration prior.

2. Define: \( n_t^{(\ell)} = [x_{t-\ell}, \ldots, x_t] \top \)

3. Fit a mixture model to \( n_t \) using DP-GMM assigning each state to its most likely component.

4. **Transition states** are when \( n_t \) has a different most likely mixture component than \( n_{t+1} \).

5. Fit a mixture model to the set of transition states in the state-space using DP-GMM.

6. Conditioned on each possible state-space mixture component, apply DP-GMM to the set of times.

7. Assign every time step to its most likely mixture component, prune mixture components that do not have at least 1 observation from a fraction \( \rho \) demonstrations.

8. Merge together transitions that are within \( \delta L_2 \)-distance after Dynamic Time Warping.

9. **Return:** A set of transitions, which are regions of the state-space and temporal intervals defined by Gaussian sub-level sets.

If the robot’s trajectory was modeled as a sequence \( 1\ldots k \) of such controllers, we would observe the that the set of transition states \( \Gamma \) would be described as a mixture model around each of the targets \( [\mu_1, \ldots, \mu_k] \). The GMM is a tractable mixture model that approximates this distribution.

### 6.4 Transition State Clustering Algorithm

In this section, we describe the hierarchical clustering process of TSC, which is a two-phase algorithm that first identifies **transition states**, defined as consecutive time-steps assigned to different segments, and then, **clusters** spatially and temporally similar transition states across demonstrations with a non-parametric mixture model under the assumption that each demonstration follows the same partial order of transitions up-to noise and loops. The algorithm is summarized in Algorithm 3.

#### 6.4.1 Non-Parametric Mixture Models

Hyper-parameter selection is a known problem in mixture models. Recent results in Bayesian statistics can mitigate some of these problems by defining a soft prior of the number of mixtures. Consider the process of drawing samples from a Gaussian Mixture Models (GMM). We first sample some \( c \) from a categorical distribution, one that takes on values from \( (1\ldots k) \), with probabilities \( \phi \), where \( \phi \) is a \( K \) dimensional simplex:

\[
c \sim \text{cat}(k, \phi)
\]

Then, conditioned on the event \( \{c = i\} \), we sample from a multivariate Gaussian distribution:

\[
x_i \sim N(\mu_i, \Sigma_i)
\]
We can see that sampling a GMM is a two-stage process of first sampling from the categorical distribution and then conditioning on that sample.

The key insight of Bayesian non-parametrics is to add another level (or multiple levels) to this model. The Dirichlet Process (DP) defines a distribution over discrete distributions; in other words, a categorical distribution with certain probabilities and setting of $k$ itself is a sample from a DP [161]. To sample from the Dirichlet Process-GMM model, one must first sample from the DP, then sample from the categorical distribution, and finally sample from the Gaussian:

$$\ (K, \phi) \sim DP(H, \alpha) \quad c \sim cat(K, \phi) \quad x \sim N(\mu_i, \Sigma)$$

The parameters of this model can be solved with variational Expectation Maximization. We denote this entire clustering method in the remainder of this work as DP-GMM. DP-GMM is applied in multiple steps of the TSC algorithm including both transition identification and state clustering.

### 6.4.2 Transition States Identification

The first step is to identify a set of transition states for each demonstration in $D$. Suppose there was only one regime, then this would be a linear regression problem:

$$\arg\min_A \|AX_t - X_{t+1}\|$$

where $X_t = [x_1, \ldots, x_T] \in \mathbb{R}^{p \times T}$ with each column as the state at time $t$: $x_t \in \mathbb{R}^p$. Generalizing to multiple regimes, [145] showed that fitting a jointly Gaussian model to $n_t = (x_{t+1})$ is equivalent to Bayesian Linear Regression, and a number of others have applied similar techniques [144, 148]. This general logic defines a family of estimators, where we can define $n_t^{(\ell)}$ as:

$$n_t^{(\ell)} = [x_{t-\ell}, \ldots, x_t]^\top$$

In our experiments, unless otherwise noted, we use $\ell = 1$.

Therefore, to fit a switched linear dynamical system model, we can fit a DP-GMM model to $n_t$. Each $n_t$ is assigned to a most likely mixture component (i.e., cluster). To find transition states, we move along a trajectory from $t = 1, \ldots, t_f$, and find states at which $n_t$ has a different most likely mixture component than $n_{t+1}$. These points mark transitions. The result is a set $\Gamma$ of transition states across all demonstrations.

**Linearization with GMMs** Using a GMM (and by extension a DP-GMM) to detect switches in local linearity is an approximate algorithm that has been applied in several prior works [144, 145, 162].

Consider the following dynamical system:

$$x_{t+1} = \xi(x_t) + w_t$$
where $w_t$ is unit-variance i.i.d Gaussian noise $N(0,I)$. Let us first focus on linear systems. If $\xi$ is linear, then the problem of learning $\xi$ reduces to linear regression:

$$\arg\min_A \sum_{t=1}^{T-1} \|Ax_t - x_{t+1}\|.$$ 

Alternatively, we can think about this linear regression probabilistically. Let us first consider the following proposition:

**Proposition 1** Consider the one-step dynamics of a linear system. If we let $x_t \sim N(\mu, \Sigma)$, then $(x_t, x_{t+1})$ is a multivariate Gaussian.

Following from this idea, if we let $p$ define a distribution over $x_{t+1}$ and $x_t$:

$$p(x_{t+1}, x_t) \sim N(\mu, \Sigma)$$

For multivariate Gaussians the conditional expectation is a linear estimate, and we can see that it is equivalent to the regression above:

$$\arg\min_A \sum_{t=1}^{T-1} \|Ax_t - x_{t+1}\| = E[x_{t+1} \mid x_t].$$

The GMM model allows us to extend this line of reasoning to consider more complicated $\xi$. If $\xi$ is non-linear $p$ will almost certainly not be Gaussian. However, GMM models can model complex distributions in terms of Gaussian Mixture Components:

$$p(x_{t+1}, x_t) \sim GMM(k)$$

where $k$ denotes the number of mixture components. The interesting part about this mixture distribution is that locally, it models the dynamics as before. Conditioned on particular Gaussian component $i$ the conditional expectation is:

$$E[x_{t+1} \mid x_t, i \in 1...k].$$

As before, conditional expectations of Gaussian random variables are linear, with some additional weighting $\phi(i \mid x_t, x_{t+1})$:

$$\arg\min_{A_i} \sum_{i=1}^{T-1} \phi(i \mid x_t, x_{t+1}) \cdot \|A_i x_t - x_{t+1}\|.$$ 

where $\phi(i \mid x_t, x_{t+1})$ is the probability of a tuple $(x_{t+1}, x_t)$ of belonging to $i$th component, and this can be thought of as a likelihood of belonging to a given locally linear model.
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6.4.3 Learning The Transition State Distribution

Now, we learn the parameters for the time-varying transition state distribution.

**DP-GMM in State-Space:** First, we fit a DP-GMM to the spatial distribution of transition states. There are numerous transition states at different locations in the state-space. If we model the states at transition states as drawn from a DP-GMM model:

\[ x_t \sim GMM(\pi, \{\mu_1, ..., \mu_k\}, \{\Sigma_1, ..., \Sigma_k\}) \]

Then, we can apply the DP-GMM again to group the state vectors at the transition states. After fitting the GMM, each \( x \in \mathcal{X} \) will have a \( \hat{z} \in \{0, 1, ..., k\} \) associated with it, which is the most likely mixture component from which it is generated.

**DP-GMM in Time:** Using this \( \hat{z} \), we apply the second level of DP-GMM fitting over the time axis. Without temporal localization, the transitions may be ambiguous. For example, in circle cutting, the robot may pass over a point twice in the same task. Conditioned on \( \hat{z} = i \), we model the times which change points occur as drawn from a GMM \( t \sim GMM(\pi, \{\mu_1, ..., \mu_{l_i}\}, \{\Sigma_1, ..., \Sigma_{l_i}\}) \), and then we can apply DP-GMM to the set of times. Intuitively, this can be viewed as a hierarchical clustering process that groups together events that happen at similar times during the demonstrations. The result is a distribution that models spatially and temporally similar transitions.

**Interpreting the Distribution:** The above model defines a mixture distribution with \( m = \sum_{i=0}^{k} l_i \) components, where \( k \) is the number of state-space components, and conditioned on each state-space component \( i \) there are \( l_i \) time-axis components. If there are \( m \) total mixture components for the distribution \( \{C_1, ..., C_m\} \). Each mixture component defines a Gaussian over the state-space and a distribution that is conditionally Gaussian over time. The quantiles of each component distribution will define an ordered sequence of regions \( [\rho_1, ..., \rho_k] \) over the state-space (i.e., its sublevel set of the state-space Gaussian bounded by \( z_\alpha \) and ordered by mean the time Gaussian).

6.4.4 Outlier Rejection and Loop Compaction

Next, we describe our approach to improving resilience to spurious actions and loops.

**Transition State Pruning:** We consider the problem of outlier transitions, ones that appear only in a few demonstrations. Each transition state will have a most likely mixture component \( \hat{z} \in \{1, ..., m\} \). Mixture components whose constituent transition states come from fewer than a fraction \( \rho \) demonstrations are pruned. \( \rho \) should be set based on the expected rarity of outliers. For example, if \( \rho \) is 100% then the only mixture components that are found are those with at least one transition state from every demonstration (i.e., the regularity assumption). If \( \rho \) is less than 100%, then it means that every mixture component must cover some subset of the demonstrations. In our experiments, we set the parameter \( \rho \) to 80% and show the results with and without this step.

**Transition State Compaction:** Once we have applied pruning, the next step is to remove transition states that correspond to looping actions, which are prevalent in surgical demonstrations. We model this behavior as consecutive transition states that have the same state-space GMM mixture
component. We apply this step after pruning to take advantage of the removal of outlier mixtures during the looping process.

The key question is how to differentiate between repetitions that are part of the demonstration and ones that correspond to looping actions—the sequence might contain repetitions not due to looping. As a heuristic, we threshold the $L_2$ distance between consecutive segments with repeated transitions. If the $L_2$ distance is low, we know that the consecutive segments are happening in a similar location as well. In our datasets, this was empirically found to be a good indication of looping behavior.

For each demonstration, we define a segment $s^{(j)}[t]$ of states between each transition state. The challenge is that $s^{(j)}[t]$ and $s^{(j+1)}[t]$ may have a different number of observations and may be at different time scales. To address this challenge, we apply Dynamic Time Warping (DTW). Since segments are locally similar up to small time variations, DTW can find a most-likely time alignment of the two segments.

Let $s^{(j+1)}[t^*]$ be a time aligned (w.r.t to $s^{(j)}$) version of $s^{(j+1)}$. Then, after alignment, we define the $L_2$ metric between the two segments:

$$d(j, j+1) = \frac{1}{T} \sum_{t=0}^{T} (s^{(j)}[i] - s^{(j+1)}[i^*])^2$$

When $d \leq \delta$, we compact two consecutive segments. $\delta$ is chosen empirically and a larger $\delta$ leads to a sparser distribution of transition states, and smaller $\delta$ leads to more transition states. For our needle passing and suturing experiments, we set $\delta$ to correspond to the distance between two suture/needle insertion points—thus, differentiating between repetitions at the same point vs. at others. However, since we are removing points from a time-series, this requires us to adjust the time scale. Thus, from every following observation, we shift the time stamp back by the length of the compacted segments.

### 6.5 Evaluation: Synthetic and Real Data

We present the results evaluating TSC on a synthetic dataset and three real data sets of kinematic and visual recordings of surgical training tasks on the dVRK.

#### 6.5.1 Synthetic Example

One of the challenges in evaluating segmentation techniques on real datasets is that the ground truth is often not known. Comparing different segmentation models can be challenging due to differing segmentation criteria. We developed a synthetic dataset generator for segmentation and compared several algorithms on the generated dataset. Note, we do not intend this to be a comprehensive evaluation of the accuracy of the different techniques, but more a characterization of the approaches on a locally linear example to study the key tradeoffs. The primary purpose of our experiment is to evaluate the following hypothesis: TSC more accurately recovers the ground truth when the data is corrupted with observation noise and model noise.
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Figure 6.3: One of 20 instances with random goal points G1, G2, G3. (a) Observations from a simulated demonstration with three regimes, (b) Observations corrupted with Gaussian white sensor noise, (c) Observations corrupted with low frequency process noise, and (d) Observations corrupted with an inserted loop. See Figure 6.8 for evaluation on loops.

Figure 6.4: (a) Nominal trajectory, (b) 1 std. of high frequency observation noise, (c) 2 std. of high frequency observation noise, (d) 1 std. of low frequency process noise, and (e) 2 std. of low frequency process noise.

Setup  We model the motion of a holonomic point robot with two-dimensional position state \((x, y)\) between \(k\) goal points \(\{g_1, \ldots, g_k\}\). We apply position control to guide the robot to the targets and without disturbance this motion is linear (Figure 6.3a). We add various types of disturbances (and in varying amounts) including Gaussian observation noise, low-frequency process noise, and repetitive loops (Figure 6.3b-d). We report noise values in terms of standard deviations. Figure 6.4 illustrates the relative magnitudes. A demonstration \(d_i\) is a sample from the following system.

Task: Every segmentation algorithm will be evaluated in its ability to identify the \(k - 1\) segments (i.e., the paths between the goal points). Furthermore, we evaluate algorithms on random instances of this task. In the beginning, we select 3 random goal points. From a fixed initial position, we control the point robot to the points with position control. Without any disturbance, this follows a linear motion. For a given noise setting, we sample demonstrations from this system and apply/evaluate each algorithm. We present results aggregated over 20 such random instances. This is important since many of the segmentation algorithms proposed in literature have some crucial hyper-parameters, and we present results with a single choice of parameters averaged over multiple tasks. This way, the hyper-parameter tuning cannot overfit to any given instance of the problem and has to be valid for the entire class of tasks. We believe that this is important since tuning these hyper-parameters in practice (i.e., not in simulation) is challenging since there is no ground truth. The experimental code is available at http://berkeleyautomation.github.io/tsc/.
Alternate Algorithms for comparison

We compare TSC against alternative algorithms which explicitly find (or approximately find) locally linear segments. It is important to reiterate that different segmentation techniques optimize different objectives, and this benchmark aims to characterize the performance on a common task.

1. (GMM) We compare to a version of the approach proposed by [138]. In this technique, we apply a GMM to a vector of states augmented with the current time. The authors cite [143] to argue that this is a form of local linear regression. In [138], the authors use Bayesian Information Criterion (BIC) to optimize the hyper-parameter of the number of mixture components. In our experiments, we set the parameter to the optimal choice of 3 without automatic tuning.

2. (GMM+HMM) A natural extension to this model is to enforce a transition structure on the regimes with a latent Markov Chain [146–149]. We use the same state vector as above, without time augmentation as this is handled by the HMM. We fit the model using the forward-backward (or Baum-Welsch) algorithm.

3. Coresets We evaluate against a standard coreset model [159, 160], and the particular variant is implemented with weighted k-means. We applied this to the same augmented state vector as in the previously mentioned GMM.

4. HSMM We evaluated a Gaussian Hidden Semi-Markov Model as used in [140]. We directly applied this model to the demonstrations with no augmentation or normalization of features. This was implemented with the package pyhsmm. We directly applied this model to the demonstrations with no augmentation as in the GMM approaches.

5. AR-HMM We evaluated a Bayesian Autoregressive HMM model as used in [140]. This was implemented with the packages pybasicbayes\(^1\) and pyhsmm-autoregressive\(^2\).

Evaluation Metric

There is considerable debate on metrics to evaluate the accuracy of unsupervised segmentation and activity recognition techniques, e.g. frame accuracy [163], hamming distance [156]. Typically, these metrics have two steps: (1) segments to ground truth correspondence, and (2) then measuring the similarity between corresponded segments. We have made this feature extensible and evaluated some different accuracy metrics (Jaccard Similarity, Frame Accuracy, Segment Accuracy, Intersection over Union). We found that the following procedure led to the most insightful results—differentiating the different techniques.

In the first phase, we match segments in our predicted sequence to those in the ground truth. We do this with a procedure identical to the one proposed in [163]. We define a bipartite graph of predicted segments to ground truth segments, and add weighted edges where weights represent the overlap between a predicted segment and a ground truth segment (i.e, the recall over time-steps). Each predicted segment is matched to its highest weighted ground truth segment. Each predicted segment is assigned to exactly one ground-truth segment, while ground-truth segments may have none, one, or more corresponding predictions.

\(^1\)pybasicbayes: https://github.com/mattjj/pybasicbayes
\(^2\)pyhsmm-autoregressive: https://github.com/mattjj/pyhsmm-autoregressive
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Figure 6.5: [Experiment 1] Linear Trajectories: Each data point represents 20 random instances of a 3-segment problem with varying levels of high-frequency noise, low-frequency noise, and demonstrations. We measure the segmentation accuracy for the compared approaches. (A) TSC finds more accurate segmentation than all of the alternatives even under significant high-frequency observation noise, (B) TSC is more robust low-frequency process noise than the alternatives, (C) the Bayesian techniques solved with MCMC (ARHMM, HSMM) are more sensitive to the number of demonstrations provided than the others.

Figure 6.6: [Experiment 2] Non-Linear Trajectories: (A) illustrates a nominal trajectory of two linear dynamical motions. (B) TSC more accurately recovers the two segment ground truth than the alternatives under observation noise, (C) all of the techniques suffer in accuracy under process noise.

After establishing the correspondence between predictions and ground truth, we consider a true positive (a ground-truth segment is correctly identified) if the overlap (intersection-over-union) between the ground-truth segment and its corresponding predicted segments is more than a default threshold 60%. Then, we compute Segment Accuracy as the ratio of the ground-truth segments that are correctly detected. In [163], the authors use a 40% threshold but apply the metric to real data. Since this is a synthetic example, we increase this threshold to 60%, which we empirically found accounted for boundary effects especially in the Bayesian approaches (i.e., repeated transitions around segment endpoints).

Accuracy v.s. Noise

In our first experiment, we measured the segment accuracy for each of the algorithms. We also varied the amount of process and observation noise in the system. As Figure 6.4 illustrates, this is a very significant amount of noise in the data and successful techniques must exploit the structure
in multiple demonstrations. Figure 6.5a illustrates the performance of each of the techniques as a function of high-frequency observation noise. Results suggest that TSC is more robust to noise than the alternatives (nearly 20% more accurate for 2.5 std of noise). The Bayesian ARHMM approach is nearly identical to TSC when the noise is low but quickly loses accuracy as more noise is added. We attribute this robustness to the TSC’s pruning step which ensures that only transition state clusters with sufficient coverage overall demonstrations are kept. These results are even more pronounced for low-frequency process noise (Figure 6.5(b)). TSC is 49% more accurate than all competitors for 2.5 std dev of noise added. We find that the Bayesian approaches are particularly susceptible to such noise. Furthermore, Figure 6.5(c) shows TSC requires no more data than the alternatives to achieve such robustness.

Another point to note is that TSC is solved much more efficiently than ARHMM or HSMM which require expensive MCMC samples. While parameter inference on these models can be solved more efficiently (but approximately) with Mean-Field Stochastic Variational Inference, we found that the results were not as accurate. TSC is about 6x slower than using Coresets or the direct GMM approach, but it is over 100x faster than the MCMC for the ARHMM model. Figure 6.7 compares the runtime of each of the algorithms as a function of the number of demonstrations.

**Dynamical Trajectories**

It is important to differentiate linear dynamical motions from linear trajectories. TSC models trajectories as linear dynamical systems and this allows for circular and spiral trajectories. Next, we evaluate TSC on an example with two linear dynamical systems. One system represents a straight line trajectory which transitions into a circular motion. Figure 6.6 illustrates the results. We find that this problem is substantially harder than the previous problem and all of the algorithms show reduced accuracy. TSC is still the most accurate.
TSC Hyper-Parameters

Next, we explored the dependence of the performance on the hyper-parameters for TSC. We focus on the window size and the pruning parameter. Figure 6.8a shows how varying the window size affects the performance curves. Larger window sizes can reject more low-frequency process noise. However, larger windows are also less efficient when the noise is low. Similarly, Figure 6.8b shows how increasing the pruning parameter affects the robustness to high-frequency observation noise. However, a larger pruning parameter is less efficient at low noise levels. Based on these curves, we selected \((w = 3, \rho = 0.3)\) in our synthetic experiments.

![Figure 6.8: (A) shows the performance curves of different choices of windows as a function of the process noise. Larger windows can reject higher amounts of process noise but are less efficient at low noise levels. (B) the performance curves of different choices of the pruning threshold. Larger pruning thresholds are more robust to high amounts of observation noise but less accurate in the low noise setting. We selected \((w = 3, \rho = 0.3)\) in our synthetic experiments.](image)

Loops

Finally, we evaluated 4 algorithms on how well they can detect and adjust for loops. TSC compacts adjacent motions that are overly similar, while HMM-based approaches correspond similar looking motions. An HMM grammar over segments is clearly more expressive than TSC’s, and we explore whether it is necessary to learn a full transition structure to compensate for loops. We compare the accuracy of the different segmentation techniques in detecting that a loop is present (Figure 6.9). Figure 6.9a shows that TSC is competitive with the HMM approaches as we vary the observation noise; however, the results suggest that ARHMM provides the most accurate loop detection. On the hand, Figure 6.9b suggests that process noise has a very different effect.

TSC is actually more accurate than the HMM approaches when the process noise is high—even without learning a transition structure. This is an interesting property that we find is very useful in our experiments on real surgical data.
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Figure 6.9: (A) illustrates the accuracy of TSC’s compaction step as a function of observation noise. TSC is competitive with the HMM-based approaches without having to model the full transition matrix. (B) TSC is actually more robust to low-frequency process noise in the loops than the HMM-based approaches.

6.5.2 Evaluation on JIGSAWS Surgical Dataset

We describe the three tasks used in our evaluation and the corresponding manual segmentation (Figure 6.10). This will serve as ground truth when qualitatively evaluating our segmentation on real data. This set of experiments primarily evaluates the utility of segments learned by TSC. Our hypothesis is that even though TSC is unsupervised, it identifies segments that often align with manual annotations. In all of our experiments, the pruning parameter $\rho$ is set to 80% and the compaction heuristic $\delta$ is to 1cm.

(a) Circle Cutting
1. Start
2. Notch
3. 1/2 cut
4. Re-enter
5. 1/2 Cut
6. Finish
(b) Needle Passing
1. Start
2. Pass 1
3. Handoff
4. Pass 2
5. Handoff
6. Pass 3
7. Handoff
8. Pass 4
9. Handoff
10. Insert
11. Pull
(c) Suturing
1. Insert
2. Pull
3. Handoff
4. Insert
5. Pull
6. Handoff
7. Insert
8. Pull
9. Handoff
10. Insert
11. Pull

Figure 6.10: Hand annotations of the three tasks: (a) circle cutting, (b) needle passing, and (c) suturing. Right arm actions are listed in dark blue and left arm actions are listed in yellow.

Circle Cutting: A 5 cm diameter circle drawn on a piece of gauze. The first step is to cut a notch into the circle. The second step is to cut clockwise half-way around the circle. Next, the robot transitions to the other side cutting counter clockwise. Finally, the robot finishes the cut at the meeting point of the two cuts. As the left arm’s only action is to maintain the gauze in tension, we exclude it from the analysis. In Figure 6.10a, we mark 6 manually identified transitions points for this task from [117]: (1) start, (2) notch, (3) finish 1st cut, (4) cross-over, (5) finish 2nd cut, and (6)
Figure 6.11: (a) The transition states for the task are marked in orange (left arm) and blue (right arm). (b-c) The TSC clusters, which are clusters of the transition states, are illustrated with their 75% confidence ellipsoid for both arms.

Figure 6.12: (a) The transition states for the task are marked in orange (left arm) and blue (right arm). (b-c) The clusters, which are clusters of the transition states, are illustrated with their 75% confidence ellipsoid for both arms.

connect the two cuts. For the circle cutting task, we collected 10 demonstrations by non-experts familiar with operating the da Vinci Research Kit (dVRK).

We also perform experiments using the JIGSAWS dataset [20] consisting of surgical activity for human motion modeling. The dataset was captured using the da Vinci Surgical System from eight surgeons with different levels of skill performing five repetitions each of Needle Passing and Suturing.

**Needle Passing:** We applied TSC to 28 demonstrations of the needle passing task. The robot passes a needle through a hoop using its right arm, then its left arm to pull the needle through the hoop. Then, the robot hands the needle off from the left arm to the right arm. This is repeated four times as illustrated with a manual segmentation in Figure 6.10b.

**Suturing:** Next, we explored 39 examples of a 4 throw suturing task (Figure 6.10c). Using the right arm, the first step is to penetrate one of the points on the right side. The next step is to force the needle through the phantom to the other side. Using the left arm, the robot pulls the needle out of the phantom, and then hands it off to the right arm for the next point.
6.5.3 Results with Visual Features

TSC is compatible with visual features in addition to kinematic states. Our goal with these features was to illustrate that TSC applies to general state-spaces as well as spatial ones, and not to address the general perception problem. These features were constructed via manual annotation, where the Grasp and Needle Penetration were identified by reviewing the videos and marking the frames at which they occurred as described in Section 6.2.4. The use of generalized visual features from convolutional neural networks is also possible with the TSC algorithm and is studied in Chapter 7.

We evaluate TSC in this featurized state space that incorporates states derived from vision. We illustrate the transition states in Figure 6.13 with and without visual features on the circle cutting task. At each point where the model transitions, we mark the end-effector $(x, y, z)$ location (ignoring the orientation). In particular, we show a region (red box) to highlight the benefits of these features. During the cross-over phase of the task, the robot has to re-enter the notch point and adjust to cut the other half of the circle. When only using the end-effector kinematic pose, the locations where this transition happens is unreliable as operators may approach the entry from slightly different angles. On the other hand, the use of a gripper contact binary feature clusters the transition states around the point at which the gripper is in position and ready to begin cutting again. In the subsequent experiments, we use the same two visual features.

![Figure 6.13: (a) We show the transition states without visual features, (b) and with visual features. Marked in the red box is a set of transitions that cannot always be detected from kinematics alone.](image)

6.5.4 Results with Pruning and Compaction

In Figure 6.14, we highlight the benefit of pruning and compaction using the Suturing task as exemplar. First, we show the transition states without applying the compaction step to remove looping transition states (Figure 6.14a). We find that there are many more transition states at the "insert" step of the task. Compaction removes the segments that correspond to a loop of the insertions. Next, we show the all of the clusters found by DP-GMM. The centroids of these clusters are marked in Figure 6.14b. Many of these clusters are small containing only a few transition states. This is why we created the heuristic to prune clusters that do not have transition states from at least 80% of the demonstrations. In all, 11 clusters are pruned by this rule.
6.5.5 Results with JIGSAWS Surgical Data

Circle Cutting: Figure 6.15a shows the transition states obtained from our algorithm. And Figure 6.15b shows the TSC clusters learned (numbered by time interval midpoint). The algorithm found 8 clusters, one of which was pruned using our ρ = 80% threshold rule.

The remaining 7 clusters correspond well to the manually identified transition points. It is worth noting that there is one extra cluster (marked 2'), that does not correspond to a transition in the manual segmentation. At 2', the operator finishes a notch and begins to cut. While at a logical level notching and cutting are both penetration actions, they correspond to two different linear transition regimes due to the positioning of the end-effector. Thus, TSC separates them into different clusters even though a human annotators did not. This illustrates why supervised segmentation is challenging. Human annotators segment trajectories on boundaries that are hard to characterize mathematically, e.g., is frame 34 or frame 37 the segment boundary. Supervisors may miss crucial motions that are useful for automation or learning.

Needle Passing: In Figure 6.11a, we plot the transition states in (x, y, z) end-effector space for both arms. We find that these transition states correspond well to the logical segments of the task (Figure 6.10b). These demonstrations are noisier than the circle cutting demonstrations and there are more outliers. The subsequent clustering finds 9 (2 pruned). Next, Figures 6.11b-c illustrate the TSC clusters. We find that again TSC learns a small parametrization for the task structure with the clusters corresponding well to the manual segments. However, in this case, the noise does lead to a spurious cluster (4 marked in green). One possible explanation is that the demonstrations contain many adjustments to avoid colliding with the needle hoop and the other arm while passing the needle through leading to numerous transition states in that location.

Suturing: In Figure 6.12, we show the transition states and clusters for the suturing task. As before, we mark the left arm in orange and the right arm in blue. This task was far more challenging than the previous tasks as the demonstrations were inconsistent. These inconsistencies were in the way the suture is pulled after insertion (some pull to the left, some to the right, etc.), leading to transition states all over the state space. Furthermore, there were numerous demonstrations with
Figure 6.15: (a) The transition states for the circle cutting task are marked in black. (b) The TSC clusters, which are clusters of the transition states, are illustrated with their 75% confidence ellipsoid.

looping behaviors for the left arm. In fact, the DP-GMM method gives us 23 clusters, 11 of which represent less than 80% of the demonstrations and thus are pruned (we illustrate the effect of the pruning in the next section). In the early stages of the task, the clusters clearly correspond to the manually segmented transitions. As the task progresses, we see that some of the later clusters do not.

6.5.6 Comparison to Surgemes

Surgical demonstrations have an established set of primitives called surgemes, and we evaluate if segments discovered by our approach correspond to surgemes. In Table 6.1, we compare the number of TSC segments for needle passing and suturing to the number of annotated surgeme segments. A key difference between our segmentation and number of annotated surgemes is our compaction and pruning steps. To account for this, we first select a set of surgemes that are expressed in most demonstrations (i.e., simulating pruning), and we also apply a compaction step to the surgeme segments. When surgemes appear consecutively, we only keep the one instance of each. We explore two metrics: TSC-Surgeme the fraction of TSC clusters with only one surgeme switch (averaged over all demonstrations), and Surgeme-TSC the fraction of surgeme switches that fall inside exactly one TSC cluster. We found that the transitions learned by TSC often aligned with the surgemes. 83% and 73% of transition clusters for needle passing and suturing respectively contained exactly one surgeme transition (TSC-Surgeme metric). These results suggest that TSC aligns with surgemes without any explicit supervision.

Table 6.1: This table compares transitions learned by TSC and transitions identified by manual annotators in the JIGSAWS dataset. We found that the transitions mostly aligned. 83% and 73% of transition clusters for needle passing and suturing respectively contained exactly one surgeme transition. These results suggest that TSC aligns with surgemes without any explicit supervision.

<table>
<thead>
<tr>
<th></th>
<th>No. of Surgeme Segments</th>
<th>No. of Segments + C/P</th>
<th>No. of TSC</th>
<th>TSC-Surgeme</th>
<th>Surgeme-TSC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Needle Passing</td>
<td>19.3 ± 3.2</td>
<td>14.4 ± 2.57</td>
<td>11</td>
<td>83%</td>
<td>74%</td>
</tr>
<tr>
<td>Suturing</td>
<td>20.3 ± 3.5</td>
<td>15.9 ± 3.11</td>
<td>13</td>
<td>73%</td>
<td>66%</td>
</tr>
</tbody>
</table>
6.6 Discussion

Limitations  The current methods although more robust to alternate algorithms are often not completely accurate. This is in part because of the linear dynamics assumption. Furthermore, the current method can only handle looping behavior up to a small number of contiguous retrials. However, failure amidst a task with restarts at a last known good state can result in going back an arbitrary number of steps in the task. This situation is not handled in TSC and would perhaps require a more sophisticated compaction procedure.

Chapter Summary  We presented Transition State Clustering (TSC), which leverages the consistent structure of repeated demonstrations robustly learn segmentation criteria. To learn these clusters, TSC uses a hierarchical Dirichlet Process Gaussian Mixture Model (DP-GMM) with a series of merging and pruning steps. Our results on a synthetic example suggest that this approach is more robust than 5 other segmentation algorithms. We further applied our algorithm to three surgical datasets and found that the transition state clusters correspond well to manual annotations and transitions with respect to motions from a pre-defined surgical motion dictionary (surgemes).
Chapter 7

Transition State Clustering with Deep Learning: Unsupervised Surgical Trajectory Segmentation with videos

Overview

Inspired by the recent success of deep neural networks in reinforcement learning [164–167] and supervised learning with neural networks in robotics [168], we explore how visual features extracted from CNNs can be used for task segmentation. We are motivated by examples in robot-assisted surgery, where there are a growing number of datasets with kinematic and video recordings of surgical procedures [20, 169, 170]. While these datasets have the potential to facilitate learning and autonomy, the variability of surgical data poses a unique challenge.

Extracting common segments shared across multiple demonstrations of the same surgical task is an important pre-processing step before using this data [15, 137]. Segmentation of trajectories into locally-similar contiguous sections can facilitate subtask learning from expert demonstrations, and salvaging useful segments from otherwise inconsistent demonstrations. In the previous chapter, we introduced the algorithm Transition State Clustering for unsupervised segmentation of robotic trajectories consisting of kinematic state information along with carefully crafted visual features.

In this chapter, we extend TSC algorithm with Deep Learning that leverages unannotated video along with kinematic data for task-level segmentation, and finds regions of the visual feature space that correlate with transition events. It uses features constructed from layers of pre-trained image classification Deep Convolutional Neural Networks (CNNs).

There are several recent proposals to learn segmentation criteria with minimal supervision (i.e., no dictionaries or labels) [114, 137]. Inherently, the success of these approaches depends on the state representation, which is particularly challenging for visual features. Visual perception pipelines often require hand-coding of essential features (e.g., object tracking and pose estimation), and thus, have to be modified for each new task. The recent results in Deep Learning, especially
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Figure 7.1: Illustrative TSC-DL result for a 4-throw suturing task. TSC-DL extracts a segmentation that closely aligns with the manual annotation without supervision. The width of the black segments illustrates a confidence interval on the predicted segment endpoint.

with Convolutional Neural Networks (CNNs), show that it is possible to use pre-trained CNNs to extract task-agnostic features [171]. These features have been shown empirically to perform well in recent work in robot visual perception [168, 172].

We propose Transition State Clustering with Deep Learning (TSC-DL), which extends the TSC algorithm (see Chapter 6) with automatically constructed visual features from pre-trained CNNs (i.e., trained on large libraries of images [173]). The key insight here is that pre-trained CNNs are effective for extracting relevant features from videos for Transition State Clustering.

In this chapter the primary contributions are: (1) exploring the effectiveness of Deep Learning methods to extract visual features for segmentation, (2) a hierarchical multi-modal clustering algorithm combining visual and kinematic trajectory data, and (3) a resampling-based estimator to predict segmentation times with confidence intervals. We report results on three datasets, two Deep Learning architectures (AlexNet and VGG), different convolutional layers, and varying dimensionality reduction techniques, to study the performance when compared with standard implementations of Scale Invariant Feature Transforms (SIFT). Comparing the performance of a pre-trained Deep Neural Network against SIFT on extracting visual features for segmentation into a sequence of segments with distinct linear dynamical system parameters, the former produced a significant (up to 30.4%) improvement in Silhouette Score (a standard measure of cluster tightness). We also compare TSC-DL with manual annotations when available using Normalized Mutual Information (NMI, a measure of sequence alignment). On real surgical datasets from JHU JIGSAWS, we find that TSC-DL matches the manual annotation with up to 0.806 NMI. Our results also suggest that applying TSC-DL to both kinematic and visual states results in increases of up to 0.215 NMI over just using the kinematics alone.
7.1 Background and Related Work

7.1.1 Deep Features in Robotics

Neural networks have demonstrated empirical success in end-to-end robotic control problems, where robots learn policies directly from images [168, 172]. The success of convolutional features in learning control policies, suggests that these features may also have other properties related to the underlying dynamical system. In this chapter, we presented methodologies for leveraging deep features in segmentation in combination with the Transition State model which is motivated by dynamical system theory. We believe that segmentation is an important first step in many robot learning applications, and the appropriate choice of visual features is key to accurate segmentation.

7.1.2 Visual Gesture Recognition

A highly relevant line of work is visual activity recognition, and many recent works attempt to segment human motion primitives from videos [163, 174–178]. There are a few unsupervised models for segmentation of human actions: Jones and Shao [177], Yang et al. [176], Wu and Shao [178], and Wu et al. [163]. TSC-DL studies a broader problem of robot task segmentation where states may be represented by kinematics, vision, or both. Jones and Shao [177] studied the problem of segmentation with two temporally aligned views of the same action, and they proposed an algorithm called Dual Assignment k-Means (DAKM) to relate the segments in the two views. It is not clear how this would support multiple demonstrations (>2) with temporal inconsistencies. Other algorithms derived from k-means have also been popular. Yang et al. [176] and Wu et al. [163] use k-means to learn a dictionary of primitive motions, however, in prior work, we found that transition state clustering outperforms a standard k-means segmentation approach. In fact, the model that we propose is complementary to these works and could provide a robust drop-in-replacement for the k-means dictionary learning step [15].

7.1.3 Learning From Videos in Surgical Robotics

In addition to the segmentation review in Chapter 6, few other studies analyze videos along with kinematic data for trajectory segmentation. One study from Zappella et al. [141] use features from both the videos and kinematic data to classify surgical motions with manually segmented videos as input. Similarly, Quellec et al. [142] use manually segmented examples as training for segmentation and recognition of surgical tasks based on archived cataract surgery videos.

The methods in this chapter do not assume prior knowledge of motion primitives and focuses on general visual features used across domains without manual annotations or feature construction.

7.2 Problem Statement

The goal of Transition State Clustering is to learn set of transition clusters $C$ from a set of demonstrations of a task. There are two sub-problems related to this goal: (1) learning the parameters of
the model \( C \) from all demonstrations, and (2) for each demonstration \( d \), identifying states that most align with the segments defined by \( C \). This is a similar problem setup as described in the graphical model for multi-modal data in Figure 6.2 in Chapter 6.

Problem 1. Task Segmentation

A set of demonstrations is consistent if there exists a clustering model \( C \) that respects the partial order of every demonstration (see Section 6.2 for a precise definition). Given a consistent set of demonstrations, the problem is to find a sequence of transition state clusters \( C \) reached by at least a fraction \( \rho \) of the demonstrations.

Problem 2. Temporal Segmentation

The set of clusters \( C \) define regions of the state-space and times where transitions occur common to multiple demonstrations of a task. For each demonstration \( d \), we would like to know which states are transitions that correspond to the clusters in \( C \). Due to the pruning, there may be transitions that are present in some demonstrations but not in others. Furthermore, a demonstration may have multiple transitions within the same cluster. Hence, we also need a measure of confidence on when the transition occurs.

Given \( C \), the problem is to find a set of predicted transitions for each demonstration \( d_i \). For every \( d_i \), there will be some subset of transition state clusters \( C^i \subseteq C \) that are relevant to the individual demonstration. For each \( c \in C^i \), we would like to identify the time \( t_c \) of the transition event in \( d_i \).

7.2.1 Evaluation Metrics

It is important to note that TSC-DL is an unsupervised algorithm that does not use labeling. Therefore, we evaluate TSC-DL both intrinsically (without labels) and extrinsically (against human annotations).

**Intrinsic metric:** The goal of the intrinsic metric is to compare the performance of different featurization techniques, encodings, and dimensionality reduction within TSC-DL without reference to external labels. This score is not meant to be an absolute metric of performance but rather a relative measure. This measures “tightness” of the transition state clusters. This metric is meaningful since we require that each transition state cluster contains transitions from a fraction of at least \( \rho \) of the demonstrations. The tightness of the clusters measures how well TSC-DL discovers regions of the state space where transitions are grouped together. This is measured with the mean Silhouette Score (denoted by SS), which is defined as follows for each transition state \( i \):

\[
SS(i) = \frac{b(i) - a(i)}{\max\{a(i), b(i)\}}, \quad SS(i) \in [-1, 1].
\]

If transition state \( i \) is in cluster \( C_j \), \( a(i) \) is defined the average dissimilarity of point \( i \) to all points in \( C_j \), and \( b(i) \) is the dissimilarity with the closest cluster measured as the minimum mean dissim-
ilarity of point $i$ to cluster $C_k$, $k \neq j$. We use the $L_2$-norm as the dissimilarity metric and rescale $ss \in [0, 1]$ for ease of comparison.

**Extrinsic metric:** For every time $t$, we will have a TSC-DL prediction $\tau_t$ and a manual annotation $l_t$. To calculate a measure of similarity between $\tau$ and $l$ we use the Normalized Mutual Information (NMI), which measures the alignment between two label assignments irrespective of index choice. NMI is equal to the KL-divergence between the joint distribution and the product distribution of the marginals; intuitively quantifying the distance from pairwise statistical independence. The NMI score lies in $[0, 1]$, where 0 indicates independence while 1 corresponds to a perfect matching. It is defined as:

$$NMI(\tau, l) = \frac{I(\tau, l)}{\sqrt{H(\tau)H(l)}}, \quad NMI(\tau, l) \in [0, 1].$$

### 7.3 TSC-DL for Visual State Space

Suppose there was only one regime, then following from the Gaussian assumption, we obtain a linear regression problem:

$$\arg\min_A \|AX_t - X_{t+1}\|,$$

where $X_t = [x(1), \ldots, x(T)] \in \mathbb{R}^{n \times T}$ with each column as the state at time $t$: $x(t) \in \mathbb{R}^n$. Generalizing to multiple regimes, Moldovan et al. [145] showed that fitting a Jointly Gaussian model to $n(t) = \left(\begin{array}{c} x(t+1) \\ x(t) \end{array}\right)$ is equivalent to Bayesian Linear Regression—and thus fitting a GMM finds locally linear regimes.

Over all of the demonstrations, TSC-DL clusters the states at which these transitions occur. The key challenge is that we have a state-space composed of multiple sensing modalities such as kinematics and visual state. Such states may not be directly comparable due to differences in cardinality (many more visual states than kinematics states), in semantics (distances between kinematic states may be more significant), and in stochasticity (kinematic measurements are likely less noisy than visual ones). We address this problem by constructing a hierarchy of GMM clusters, where each hierarchy only clusters over a single sensing modality.

#### 7.3.1 Visual Features

Transition State Clustering with Deep Learning (TSC-DL) utilizes domain independent visual features from pre-trained CNNs. CNNs are increasingly popular for image classification and with existing models trained on millions of natural images. Intuitively, CNNs classify based on aggregations (pools) of hierarchical convolutions of the pixels. Yosinski et al. noted that CNNs trained on natural images exhibit roughly the same Gabor filters and color blobs on the first layer for various datasets [171]. They established that earlier layers in the hierarchy learn more general features while later layers learn more specific ones. Hence, removing the aggregations and the classification layers results in convolutional filters which can be used to derive generic features across datasets.
Algorithm 4: TSC-DL: Transition Learning

Data: Set of demonstrations: $D$

1. foreach $d_i \in D$ do
   // concatenate kinematic & visual features
   $x_i(t) \leftarrow [\begin{pmatrix} k_i(t-1) \cr z_i(t-1) \end{pmatrix}, \begin{pmatrix} k_i(t) \cr z_i(t) \end{pmatrix}, \begin{pmatrix} k_i(t+1) \cr z_i(t+1) \end{pmatrix}]^T \forall t \in \{1, \ldots, T_i\}$

2. foreach $t \in \{1, \ldots, T_i\}$ do $X \leftarrow X \cup x_i(t)$
   // $C_i(t)$ is Index of cluster containing $x_i(t)$

3. foreach $d_i \in D$ do $\Theta \leftarrow \emptyset$
   // $\Theta$: set of all transition states in $D$

4. $\{C_i(t), \forall x_i(t) \in X\} \leftarrow$ DP-GMM($X$)

5. $\Theta \leftarrow \emptyset$
6. foreach $d_i \in D$ do
   $\Theta \leftarrow \Theta \cup x_i(t)$, $\forall t$, s.t. $C_i(t) \neq C_i(t+1)$

Result: The set of transitions $\Theta$

We use layers from a pre-trained Convolutional Neural Network (CNNs) to derive the features frame-by-frame. In particular, we explore two architectures designed for image classification task on natural images: (a) AlexNet: Krizhevsky et al. proposed multilayer (5 in all) a CNN architecture [173], and (b) VGG: Simoyan et al. proposed an alternative architecture termed VGG (acronym for Visual Geometry Group) which increased the number of convolutional layers significantly (16 in all) [179]. In our experiments, we explore the level of generality of features required for segmentation. We also compare these features to other visual featurization techniques such as SIFT for the purpose of task segmentation using TSC-DL.

Visual Feature Encoding and Dimensionality Reduction

1. Feature Encoding After constructing these features, the next step is encoding the results of the convolutional filter into a vector $z(t)$. We explore three encoding techniques: (1) Raw values, (2) Vector of Locally Aggregated Descriptors (VLAD) [180], and (3) Latent Concept Descriptors (LCD) [181].

2. Dimensionality Reduction After encoding, we feed the CNN features $z(t)$, often in more than 50K dimensions, through a dimensionality reduction process to boost computational efficiency. This also balances the visual feature space with a relatively small dimension of kinematic features (< 50). Moreover, GMM-based clustering algorithms usually converge to a local minimum and very high dimensional feature spaces can lead to numerical instability or inconsistent behavior. We explore multiple dimensionality reduction techniques to find desirable properties of the dimensionality reduction that may improve segmentation performance. In particular, we analyze Gaussian Random Projections (GRP), Principal Component Analysis (PCA) and Canonical Correlation Analysis (CCA) in Table 7.1. GRP serves as a baseline while PCA is used based on its wide application in computer vision [181]. We also explore CCA as it finds a projection that maximizes the correlation between the visual features and the kinematics features.
Algorithm 5: TSC-DL: Task Segmentation Learning

Data: The set of transitions $\Theta$, data $X$

// line #3 Alg 4

// Cluster over Visual Features of Transitions
1 $C^z : \{z_i(t), \forall x_i(t) \in \Theta \} \leftarrow$ DP-GMM($\Theta$)

foeach $z_i(t) \in C^z$
do

2 $\Theta^z \leftarrow \{x_i(t) \in \Theta, \text{s.t.} \hat{z}_i(t) = z_i(t)\}$

// Cluster over Kinematic Features of Transitions
4 $C^z_k : \{k_i(t), \forall x_i(t) \in \Theta^z\} \leftarrow$ DP-GMM($\Theta^z$)

foeach $k_i(t) \in C^z_k$
do

6 $\Theta^z_k \leftarrow \{x_i(t) \text{s.t.} x_i(t) \in \Theta^z, \hat{k}_i(t) = k_i(t)\}$

7 if $\sum_d \sum_{t \in T} 1(x_i(t) \in \Theta^z_k) \geq 1 \leq \rho |D|$ then

8 $C^z_k \leftarrow C^z_k \setminus \{k_i(t)\}$

// Cluster Pruning

Result: The set of transitions $\Theta^z_k, \forall z, k$

7.3.2 Algorithm Overview

We define an augmented state space $x(t) = (k(t), z(t))$, where $k(t) \in \mathbb{R}^k$ are the kinematic features and $z(t) \in \mathbb{R}^v$ are the visual features. The augmented state for each demonstration $d_i \in D$ is collected in a state vector $X$. GMM clustering over the sequence of states in $X$, results in the identification of the set of transitions $\Theta$, or switching events where $A(t) \neq A(t+1)$ as outlined in Algorithm 4.

Subsequent hierarchical clustering uses state representations only at transitions in set $\Theta$. Intuitively, the Transition Learning results in an over-segmentation of the trajectory in state space, while subsequent clustering steps retain only a small subset of transition states that are consistent across the data set. After that, we cluster in sub-spaces of each of the modalities – perception and kinematics. We start with clustering over subspace of visual feature to obtain a set clusters $\Theta^z$, indexed by $z_i$. Within each visual feature space cluster ($\Theta^z$), we model the kinematics change points to be drawn from a GMM: $k \sim N(\mu_k, \sigma_k)$, and fit a GMM to the kinematic subspace of the transition states in $\Theta^z_k$ as outlined in Algorithm 5.

Similarly, time can also be modeled as a separate sensing modality. Without consideration of time, the transitions may be ambiguous. For example, in a “Figure 8” trajectory, the robot may pass over a point twice in the same task. Within a state cluster, we model the times at which change points occur as drawn from a GMM: $t \sim N(\mu_t, \sigma_t)$. This groups together events that happen at similar times during the demonstrations. The result is clusters of states and times. Thus, a transition state $m_k$ defines a GMM over the state-space and a time interval.

Skill-Weighted Pruning: After the second stage of clustering, we perform a consistency check in recovered transition state clusters by pruning clusters which do not have change points from at least a $\rho$-fraction of the dataset. This accounts for outliers and identifies inconsistent demonstrations.

However, demonstrators may have varying skill levels leading to increased outliers, and so we extend our outlier pruning to include weights. Let, $w_i$ be the weight for each demonstration $d_i \in D$,
Algorithm 6: TSC-DL: Temporal Segmentation

**Data:** Set of demonstrations: $D$

1. **foreach** $d_i \in D$ **do**
2. $\Theta_i \leftarrow \text{Transition-Learning}(D')$ for $D' = D \setminus d_i$
3. \{ $\Theta^z_k, \forall z, k$ \} $\leftarrow \text{Task-Seg-Learning}(\Theta_i, X_i)$
4. **foreach** $c_i \in C_i$ **do**
5. **foreach** $d_i \in D'$ **do**
6. $T_i \leftarrow T_i \cup \{ t : \hat{k}_i(t) = k_i(t), x_i(t) \in d_i \}$
7. $T_j \leftarrow T_j \cup T_j^{(i)}, \forall j : d_j \in D'$  
   
   // $T_j^{(i)}$: $i$th iteration

// Cluster over time to predict Transition Windows
8. **foreach** $d_i \in D$ **do**
9. \( (T_i, \sigma_i) \leftarrow \text{DPGMM}(T_i, \alpha_4) \)

**Result:** Set of Predicted Transitions Times $T_i \pm \sigma_i$, $\forall d_i \in D$

such that $w_i \in [0, 1]$ and $\hat{w}_i = \frac{w_i}{\sum w_i}$. Then a cluster $k_i(t)$ is pruned if it does not contain transitions $\Theta^z_k$ from at least a $\rho$ fraction of demonstrations:

$$\sum_{d_i} \hat{w}_i \left( \sum_{t \in T_i} 1(x_i(t) \in \Theta^z_k) \geq 1 \right) \leq \rho.$$ 

This criterion enforces that the task segmentation contains transition states from highly weighted demonstrations even if the data set is unbalanced, i.e., it contains many more noisy data points than good ones. In our experiment, the choose the weights as inversely proportional to average time of each example: $\hat{w}_i = 1/T_i$.

**State Memory** To better capture transitions that are not instantaneous, we use rolling window states where each state $x_{i(t)}$ is a concatenation of $T$ consecutive states starting at $t$. We varied the length of temporal history $T$ and evaluated the performance of the TSC-DL algorithm for the suturing task using a metric defined in Section 7.2.1. We empirically found a sliding window of size 3, i.e., $x_t = [(k_{i(t-1)}), (k_{i(t)}), (k_{i(t+1)})]^T$, as the state representation that led to improved segmentation accuracy while balancing computational effort.

**Temporal Segmentation of Each Demonstration** Once we have learned the model parameters for the entire task, the next step is to identify which states in each demonstration correspond to transition events. In a single demonstration, we may have missing transitions and transitions with multiple candidate states, and so there is some ambiguity about which state best represents a particular transition cluster. Our criteria for disambiguating the assignments is robustness, where we want to identify those assignments that are most likely to persist even if the rest of the demonstrations are slightly different.

We iteratively hold out one of the $N$ demonstrations and apply TSC-DL to the remaining demonstrations. For each demonstration $d_i \in D$, there are $N - 1$ predictions in each of the runs...
where \( d_i \) is in the sample. We aggregate the predictions using another clustering step, and output cluster means \((T_i)\) and variances \((\sigma_i)\) as temporal segment predictions with standard deviations as outlined in Algorithm 6. This style of estimation has been well studied in non-parametric statistics (e.g., Bootstrapping, and Jackknife estimators).

### 7.4 Evaluation: Synthetic and Real Data

#### 7.4.1 Pre-processing

Once the images were pre-processed, we applied the convolutional filters from the pre-trained neural networks frame by frame. To reduce variance due to extraneous objects and lighting changes, we crop each video to capture only the relevant workspace where robot manipulation occurs. Then, the videos are rescaled to 640x480 along with down-sampling to 10 frames per second for computational efficiency. All frames in the videos are normalized to a zero mean in each RGB-channel individually [173, 179]. All pre-processing was performed with the open source ffmpeg library.

**Sensitivity Analysis**  There are two hyperparameters for TSC-DL which we set empirically: sliding window size \((T = 3)\), and the number of PCA dimensions \((k = 100)\). In Figure 7.2, we show a sensitivity plot with the SS as a function of the parameter. We calculated the SS using the same subset of the suturing dataset as above and with the VGG conv5_3 CNN. We found that \( T = 3 \) gave the best performance. We also found that PCA with \( k = 1000 \) dimensions was only marginally better than \( k = 100 \) yet required >30 mins to run. For computational reasons, we selected \( k = 100 \).

![Figure 7.2: We evaluate the sensitivity of two hyperparameters set in advance: number of PCA dimensions and sliding window size. The selected value is shown in red double circles.](image)

#### 7.4.2 Evaluation of Visual Featurization

In our first experiment, we explore different visual featurization, encoding, and dimensionality reduction techniques. We applied TSC-DL to our suturing experimental dataset and measured
Table 7.1: The Table lists the silhouette scores for each of the techniques and dimensionality reduction schemes on a subset of suturing demonstrations (5 expert examples). We found that PCA (100 dims) applied to VGG conv5_3 maximizes silhouette score.

<table>
<thead>
<tr>
<th></th>
<th>GRP</th>
<th>PCA</th>
<th>CCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Network Features</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIFT</td>
<td>0.443±0.008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN Features</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AlexNet conv3</td>
<td>0.559±0.018</td>
<td>0.600±0.012</td>
<td>0.494±0.006</td>
</tr>
<tr>
<td>AlexNet conv4</td>
<td>0.568±0.007</td>
<td>0.607±0.004</td>
<td>0.488±0.005</td>
</tr>
<tr>
<td>AlexNet pool5</td>
<td>0.565±0.008</td>
<td>0.599±0.005</td>
<td>0.486±0.012</td>
</tr>
<tr>
<td>VGG conv5_3</td>
<td>0.571±0.005</td>
<td><strong>0.637±0.009</strong></td>
<td>0.494±0.013</td>
</tr>
<tr>
<td>VGG LCD-VLAD</td>
<td>0.506±0.001</td>
<td>0.534±0.011</td>
<td>0.523±0.010</td>
</tr>
<tr>
<td>AlexNet LCD-VLAD</td>
<td>0.517±0.001</td>
<td>0.469±0.027</td>
<td>0.534±0.018</td>
</tr>
</tbody>
</table>

Figure 7.3: Each data point in the figure corresponds to a t-SNE visualization of features of a single frame in the video. (a) RGB pixel values of original image (b) shallow SIFT features (c) CNN features from AlexNet pool5 (d) CNN features from VGG Conv5_3. CNN features result in a better clustering performance than SIFT features as supported by Table 7.1.

On this dataset, our results suggest that features extracted from the pre-trained CNNs resulted in tighter transition state clusters compared to SIFT features with a 3% lower \( SS \) than the worst CNN result. Next, we found that features extracted with the VGG architecture resulted in the highest \( SS \) with a 3% higher \( SS \) than the best AlexNet result. We also found that PCA for dimensionality reduction achieved a \( SS \) performance of 7% higher than the best GRP result and 10% higher than best CCA result. Because CCA finds projections of high correlation between the kinematics and video, we believe that CCA discards informative features resulting in reduced clustering performance. We note that neither of the encoding schemes, VLAD or LCD significantly improves the \( SS \).
t-SNE visualization of visual features  One of the main insights of this study is that features from pre-trained CNNs exhibit locally-linear behavior which allows application of a switching linear dynamical system model. We experimentally tested this by applying dimensionality reduction to trajectories of features from different video featurization techniques. Figure 7.3 shows t-SNE embeddings of visual features extracted for a single demonstration of suturing. The deep features display clear locally-linear properties and can be more easily clustered than SIFT features extracted for the corresponding frames. We speculate that SIFT breaks up trajectory structure due to its natural scale and location invariance properties. We also compared to using the raw RGB image pixel values and discovered that the deep features result in more well-formed locally linear trajectories. However, it is important to note that unlike spatial trajectories there are discrete jumps in the convolutional trajectories. We hope to explore this problem in more detail in future work.

7.4.3 End-to-End Evaluation

For all subsequent experiments on real data, we used a pre-trained VGG CNN conv5_3 and encoded with PCA with 100 dimensions.

1. Synthetic Example: We first evaluate TSC-DL on a synthetic example consisting of 4 linear segments (Figure 7.4). A point robot on a plane moves towards a target in a straight line. Once it reaches the target, the target moves to a new location. This process is repeated four times. We use the simulation to generate image data and kinematics data. Figure 7.4 (b) shows the results of unsupervised segmentation using only kinematics component of the data \( (x(t), y(t)) \). When the state is fully observed (i.e., we have both x and y positions), we accurately recover four segments with kinematics alone. If one of these dimensions is unobserved, we find that we can still recover the four segments. In this example, when there is no noise on the kinematics, one dimension alone is enough to learn the segmentation.

Next, in Figure 7.4, we make this scenario more complex by introducing control noise: \( x(t + 1) = x(t) + u(t) + v \), with \( v \sim \mathcal{N}(0, d_1) \) where \( d_1 = 0.25 \). We find that when there is control noise, partial observed kinematics can lead to erroneous segments even in this synthetic example. We use this example to demonstrate the importance of visual features. If we add visual features (using SIFT since these are not natural images), we find that we can mitigate the problems caused by noise and partial observability. Finally, we repeat the above experiment for kinematic sensor noise in the system \( \dot{x}(t) = x(t) + v \), where \( v \sim \mathcal{N}(0, d_2) \) with \( d_2 = 0.25 \). We note that only the kinematics is corrupted with noise while the vision sees a straight trajectory.

2. Suturing:

We apply our method to a subset of the JIGSAWS dataset \([20]\) consisting of surgical task demonstrations under teleoperation using the da Vinci surgical system. The dataset was captured from eight surgeons with different levels of skill, performing five repetitions each of suturing and needle passing. Table 7.2 lists quantitative results for both needle passing and suturing with both SS and NMI agreement with the human labels. Demonstrations from the JIGSAWS dataset were annotated with the skill-level of the demonstrators (Expert (E), Intermediate (I), and Novice (I)). For the suturing dataset, we find that using both kinematics and video gives up to 30.1% improve-
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Figure 7.4: (A) The figure shows a 2D synthetic example with a moving point in blue and target in yellow. The robot moves to the target in a straight line in discrete steps, and a new target appears. (B) Segmentation results for repeated demonstrations with variance in target position. (C) Segmentation under Control noise, Sensor noise, and Partial observation.

We visualize the results of the segmentation on one representative trajectory (Figure 7.5). With combined kinematics and vision, TSC-DL learns many of the important segments identified by annotation in [20]. Upon further investigation of the false positives, we found that they corresponded to meaningful actions missed by human annotators. TSC-DL discovers that a repositioning step where many demonstrators penetrate and push through the needle in two different motions. While this is largely anecdotal evidence, we were able to find some explanations for some of the false positives found by TSC-DL.

3. Needle Passing: Next, we applied TSC-DL to 28 demonstrations of the needle passing task. These demonstrations were annotated in [20]. In this task, the robot passes a needle through a loop using its right arm, then its left arm to pull the needle through the loop. Then, the robot hands the needle off from the left arm to the right arm. This is repeated four times. Similar to the suturing dataset, we find that the combination of the features gives the best results. For the needle passing dataset, we find that using both kinematics and video gives up to 22.2% improvement in SS and 49.7% improvement in NMI over using the best of either kinematics or vision alone.

We found that the learned segments for the needle passing task were less accurate than those
Figure 7.5: The first row shows a manual segmentation of the suturing task in 4 steps: (1) Needle Positioning, (2) Needle Pushing, (3) Pulling Needle, (4) Hand-off. TSC-DL extracts many of the important transitions without labels and also discovers un-labeled transition events.

<table>
<thead>
<tr>
<th>Task</th>
<th>Silhouette Score – Intrinsic Evaluation</th>
<th>NMI Score – Extrinsic evaluation against manual labels</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Suturing</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E+I+N</td>
<td>0.518 ±0.008</td>
<td>0.307 ±0.045</td>
</tr>
<tr>
<td>E+I</td>
<td>0.550 ±0.014</td>
<td>0.427 ±0.053</td>
</tr>
<tr>
<td>E</td>
<td>0.630 ±0.014</td>
<td>0.516 ±0.026</td>
</tr>
<tr>
<td><strong>Needle Passing</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E+I+N</td>
<td>0.513 ±0.007</td>
<td>0.272 ±0.035</td>
</tr>
<tr>
<td>E+I</td>
<td>0.521 ±0.006</td>
<td>0.285 ±0.051</td>
</tr>
<tr>
<td>E</td>
<td>0.524 ±0.004</td>
<td>0.287 ±0.043</td>
</tr>
</tbody>
</table>

Table 7.2: Comparison of TSC-DL performance on Suturing and Needle Passing Tasks. We compare the prediction performance by incrementally adding demonstrations from Experts (E), Intermediates (I), and Novices (N) respectively to the dataset.
learned for the suturing task. We speculate that this is due to the multilateral nature of this task. This task uses both arms more than the suturing task, and as a result, there are many visual occlusions for a fixed camera. Important features such as the needle pose and the thread may be obscured at different points during the task. Furthermore, we constructed the state-space using the states of both arms. For such a task, it may be better to segment each of the arms independently.

7.5 Discussion

This chapter explored how task segmentation can be learned from visual state representations extracted from deep convolutional neural networks (CNNs) with a new algorithm called TSC-DL. It is surprising to observe that "off-the-shelf" visual filters derived from Deep Learning CNNs trained on non-surgical images can yield valuable features for clustering and segmentation.

However, this required several novel contributions including hierarchical clustering, dimensionality reduction, and temporal clustering. On real datasets, we find that TSC-DL matches the manual annotation with up to 0.806 NMI, and our results also suggest that including kinematics and vision results in increases of up to 0.215 NMI over kinematics alone.
Chapter 8

Conclusion: Review and Open Questions

8.1 Review of Contributions

The main contributions of this dissertation are algorithms and hardware designs that demonstrate that the performance of autonomous systems can be improved by leveraging the interaction between optimization based algorithms and the design of hardware systems. We present five case studies towards High Dose-Rate Brachytherapy (HDR-BT) treatment delivery for cancer and Subtask automation in Robot-assisted minimally invasive surgery (RMIS).

In Chapter 2, we present a new approach for High-Dose-Rate Intracavitary Brachytherapy with the use of 3D-printed patient-specific implants. We model the problem of designing channels in the implant to guide radiation sources to the tumor location as a motion planning problem and have proposed the Channel Layout Algorithm based on rapidly-expanding randomized trees (RRT). We evaluate this approach on a simulated case of OB/GYN cervical and vaginal cancer and compare it with standardized ring implant (current practice) and customized implant with linear channels. We find that using a two-parameter coverage quality, customized implants with curved channels can offer an improvement over clinical alternatives.

In Chapter 3, we present a first systematic integration of optimization-based needle and dose planning algorithm with the robot-guided needle implants. The use of robot-assisted implants allows skew line needle configurations that can minimize trauma to sensitive structures such as the penile bulb. Chapter 3 also introduces a new concept of 3D printed customized needle guides and presents the algorithmic method to create these guides. We show that both the robot-assisted implants and customized needle guides can achieve clinical dose requirements without puncturing healthy organs at risk and fare on par with expert clinician performance in controlled experiments.

Chapter 4 quantifies the hardness of a particular prostate cancer case. We model the needle planning problem as a reachability calculation problem with convex polyhedral representations of entry zone, avoidance volume and target volume. This can be formulated as an LP, hence resulting in an exact polynomial time check for existence and calculation of the occluded set in the target volume.

In Chapter 5, we present supervised automation of Multi-Throw Suturing (MTS), one of the
tasks from Fundamental Skills of Robotic Surgery (FSRS). Our method involves a combination of sequential convex programming, for curvature constrained motion planning, and new hardware concept, Surgical Needle Angular Positioner (SNAP), designed to align and hold the needle in a known orientation. Evaluation of the system with closed loop needle tracking resulted in a 86.3% completion rate for individual suture throws performed at 30% of the average manual speed. Further, we also observe that SNAP improves repeatability in needle grasping by 10× and enables suturing automation with low-fidelity feedback.

Chapter 6 addresses the limitation of task-specific supervised automation with finite state machines. This dissertation develops novel unsupervised segmentation algorithm, Transition State Clustering (TSC) to recover latent task-structure. We model each input demonstration trajectory as a realization of a switched linear dynamical system, and then cluster them into spatially and temporally similar transition events (i.e. switches in linear regime). TSC uses a hierarchical nonparametric Bayesian model to identify the transition events without specifying the number of segments a priori. We evaluate TSC on synthetic for comparison with five alternate trajectory algorithms. Our experimental results suggest that TSC recovers this ground truth with greater accuracy than the alternatives, especially under low-frequency process noise. Further, on the real surgical dataset, TSC finds 83% of the needle passing transitions and 73% of the suturing transitions found by human experts.

Chapter 7 extends the TSC algorithm by with Deep Learning that leverages unannotated video along with kinematic data for task-level segmentation, and finds regions of the visual feature space that correlate with transition events. We use features constructed from layers of image classification Deep Convolutional Neural Networks (CNNs). We observe that TSC-DL output matches human annotations with up to 0.8 Normalized Mutual Information score and the use of both kinematics and visual features results in an increase of up to 0.215 NMI over just kinematics features.

8.2 Open Questions

This dissertation has demonstrated feasibility new design concepts and algorithms on real robots and datasets, for both brachytherapy delivery and robot-assisted surgery. Along the way to development of this dissertation, we have also discovered exciting new questions for further exploration: new applications of presented methods, and algorithmic improvements for open problems.

Intracavitary Brachytherapy

Customized implants for intracavitary brachytherapy treatment allows (a) placement of radioactive sources closer to tumors, (b) more options for dose planning optimization that can reduce the dose of healthy organs-at-risk and (c) dose conformity to tumor volumes.

In addition to exploring placing interstitial catheters in implants as discussed in Chapter 2 (Section 2.5), the application of the proposed concept can be extended beyond gynecological and oral tumors to other anatomical intracavitary locations and various treatment modalities. One example is the hard-to-access Nasopharyngeal carcinoma (NPC) [182]. Due to the anatomical
position of NPC and its tendency to present with cervical lymph node metastases, it is not amenable to surgery for local control. During localized radiation therapy in NPC, eyes, brain, brain stem, spinal cord, and upper soft-palate need shielding as much as possible. One exciting extension can be facilitated by innovations in 3D printing. As illustrated in Figure 8.1, radiation shielding materials like lead and tungsten could be printed along with the implant. This has the potential to shield healthy tissue and direct radiation to small tumor targets. The research questions here are the feasibility of fabrication of implants with shielding and optimization models for potential gains in dosimetry.

**Interstitial Brachytherapy**

We noted in Chapter 3 that the skew line needle configuration implants with robotic-assistance and customized needle guides are feasible. However, further system integration is needed to reduce registration errors and clinical evaluations.

Similarly, Chapter 4 discussed reachability analysis in 2D. In future work, we will perform additional experiments with more complex anatomy, for example, enlarged prostates where it may be difficult to avoid pubic arch interference and to treat cancers in other organs.

Finally, the exploration of enhancement of planning algorithms, such as NPIP and IPIP, with higher-resolution sampling, and deployment in cloud computing may make it feasible to compute plans that are more robust to uncertainty in anatomy and needle motion.

**Suturing Automation in Robot-Assisted Surgery**

One of the current limitations of the system is the unpredictability of suture thread. Trajectory planning with collision avoidance and suture thread tracking would improve performance significantly. The thread used in our experiments is difficult to track with regular visual feedback methods and also has high friction with tissue phantoms. We will explore the use anatomically accurate tissue
phantoms such as animal tissue to better approximate clinical settings. In fact, animal tissue has natural lubrication might lower friction and consequently ease manipulation at the cost of making sensing and registration harder.

Furthermore, the lack of force sensing in the gripper hinders the ability to pull the suture thread to correct tension without tissue damage. Six-axis force sensing while manipulation is yet to be achieved. Such force feedback would also assist in active thread management. We have made progress towards adding uni-axial tactile feedback to enable tumor localization in soft tissue. We have designed a low-cost palpation probe for Da Vinci manipulators [183] and demonstrated that it can be used to perform tumor retraction, a common multi-step surgical procedure to locate, expose, and debride a subcutaneous tumor and seal the resulting wound with adhesive [133].

Aside from the traditional robotic platforms, there is a growing emergence of technological innovations that offer all the advantages of the robotic degrees of freedom (EndoWrist) and manipulation but using, instead, a standard laparoscopic approach and instrumentation but at a much-reduced capital outlay (e.g., Dexterite Surgical, Transentrix). These systems can be allied with 3D laparoscopic technology, which is widely available in many hospital operating rooms O’reilly [184]. It would be of great import to study how lessons learned from automation of subtasks on the da Vinci system can be translated to new systems with different kinematics and sensing modalities.

Unsupervised Trajectory Segmentation

The Transition State Clustering algorithm presented in Chapter 6 is an efficient method for discovering regime changes under the linear dynamics assumption. However, it is at times not accurate because of the transitions output by TSC may not align with semantically meaningful segments.

Additionally, an exploration of deep learning models such as Autoencoders and Recurrent Networks can be used to segment data without linearity assumptions. For these experiments in Chapter 7, we used “off-the-shelf” pre-trained deep learning architectures trained on large image libraries that do not include surgical images. We intend to investigate if the performance improves when we train the CNNs with surgical images.

We will also explore extraction of consistent structure across inconsistent demonstrations. We find that some surgical demonstrations have loops, i.e., repetitive motions where the surgeon repeats a subtask until success. If the input data contains sub-optimal demonstrations with failures and resets, the algorithm can have difficulty in identifying the correct latent structure. Consolidating these motions into a single primitive is an important priority for robot learning.

Segmentation is the first step in a broader robot learning pipeline, and we are actively exploring using segmentation to construct rewards for Reinforcement Learning. We have attempted to address some of these limitations in an extension of this work in [185, 186]. The new proposed framework, Sequential Windowed Inverse Reinforcement Learning (SWIRL) is a new formalism that builds on the TSC algorithm. SWIRL is a three phase algorithm to learn sequential robot tasks, where a task is modeled by an MDP with a sequence of reward functions. SWIRL relaxes the local linearity assumption using kernelization and introduces a state-space augmentation to enforce sequential dependencies using binary indicators of the previously completed segments.
Let $D$ be a set of demonstration trajectories $\{d_1,...,d_N\}$ of a task with a delayed reward. Given a sequence for which we require a policy, SWIRL can be described in terms of three sub-algorithms:

* **Inputs:** Demonstrations $D$, Dynamics (Optional) $P$

1. **Sequence Learning:** Given $D$, SWIRL segments the task into $k$ sub-tasks whose start and end are defined by arrival at the sub-goals $G = [\rho_1,\ldots,\rho_k]$.

2. **Reward Learning:** Given $G$ and $D$, SWIRL associates a local reward function with the segment resulting in a sequence of rewards $R_{seq}$.

3. **Policy Learning:** Given $R_{seq}$ and $G$, SWIRL applies reinforcement learning for $I$ iterations to learn a policy for the task $\pi$.

Please refer to Krishnan et al. [186] for more details on SWIRL. SWIRL is a step towards the larger problem of learning from demonstrations. And in the future, we should explore the incorporation of more complex transition conditions and allow for sub-optimal demonstrations. Another avenue for future work is modeling complex tasks as hierarchies of MDPs, namely, tasks composed of multiple MDPs that switch upon certain states with switching dynamics modeled as another MDP. We are also interested in exploring the connections between TSC and other time-series models such as Derivative Dynamic Time Warping which aligns the derivative of two signals.

**Final Words**

This dissertation is a step towards bringing automation through new design and optimization to two healthcare applications: radiation therapy and surgical robotics. These results have introduced new paradigm of automation underlining the importance of interdependence of optimization based algorithms and the design of hardware systems in performance of an autonomous system. While this is only one of the ways to analyze these problems, interesting questions arise when machine learning methods are jointly used to optimize for design and planning. And I hope that this dissertation drives application of this paradigm by researchers in robotics and automation to larger open problems in robot autonomy and healthcare applications such as surgery and cancer treatment.
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