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ABSTRACT OF THE DISSERTATION

Thermal and Electronic Transport in Graphene-based Nanostructures and Applications in Electrical Sensors

by

Pankaj Ghanshyam Ramnani

Doctor of Philosophy, Graduate Program in Chemical and Environmental Engineering
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Professor Ashok Mulchandani, Chairperson

It is a general consensus that silicon metal–oxide–semiconductor FET (MOSFET) is approaching its scaling limits due to issues including high power dissipation, short channel effects and degraded electrostatics. In recent years, a significant amount of research has been directed towards exploring novel materials like graphene and other two-dimensional atomic crystals to replace Si. Graphene is an ideal candidate owing to its exceptional properties including high carrier mobility (exceeding 15,000 cm² V⁻¹ s⁻¹), high charge carrier concentration (~10¹² cm⁻²), low contact resistance due to tunable fermi level, excellent thermal conductivity (~5000 W m⁻¹ K⁻¹), optical transparency (~97.7%) and flexibility. Despite all these intriguing properties, the absence of a bandgap in graphene has limited its potential applications owing to large off-state currents and low $I_{on}/I_{off}$ ratios observed in graphene-based field effect transistors (FETs). Additionally, most of these experimental studies are conducted using pristine graphene isolated by mechanical exfoliation of graphite, which is not a practical approach for large scale synthesis of graphene.
In this dissertation, a scalable method of synthesizing high quality single-layer and bilayer graphene was developed using ambient pressure chemical vapor deposition (AP-CVD). The crystalline nature and physical properties were characterized using electron microscopy and spectroscopic techniques. We investigated the effects of point defects—typically introduced during material characterization and device fabrication steps—on thermal transport in CVD grown single-layer graphene. Furthermore, we investigated methods to engineer a bandgap in graphene by nanopatterning graphene into pseudo one-dimensional nanostructures called graphene nanoribbons (GNRs) using two different top-down approaches. The edge defects in GNRs, which limit carrier mobility and induce p-doping, were characterized using Raman spectroscopy and x-ray photoelectron spectroscopy (XPS), and thermal treatments to repair these defects were explored. Finally, the applications of these graphene-based nanostructures as FET-based electrical nanochemical/bio-sensors were explored. The GNR-FET device showed a significant increase in sensitivity for detection of NO₂ as compared to its graphene counterpart. Analogous to GNRs, single-walled carbon nanotubes (SWNTs) based chemiresistive sensors were also developed for detection of microRNA, a cancer biomarker, and detection of mercury ions in saliva samples.
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CHAPTER 1

Introduction: Graphene-based nanomaterials

1.1. Issues with scaling of Silicon-based devices

The classic metal–oxide–semiconductor field-effect transistor (MOSFET) has been the workhorse of the semiconductor industry.1,2 Interestingly, the basic building block of all digital integrated circuits (ICs) including microprocessors and memory chips, is just one single semiconductor, Si, and one single transistor type, the Si MOSFET. A typical n-channel MOSFET device, shown in Fig. 1.1, consists of two n-type semiconductor regions called the source and the drain, which are separated by a region of p-type semiconductor called the substrate. A thin layer of insulating material, typically silicon dioxide, covers the region between source and drain, and this layer is topped by a metal electrode called the gate. Under typical bias conditions, the source and the p-type substrate are grounded, and a positive voltage is applied to the drain. Under these conditions, the drain p–n junction is reverse biased, and no current flows between the drain and the substrate. Because the bias

![Figure 1.1. A schematic view of a classical bulk n-channel MOSFET.](image)
across the source p–n junction is zero, there is also no current flowing from the substrate to the source. As a result, there is no current flow between the source and the drain, and the transistor is turned off. When a large enough positive voltage is applied to the gate, then electrons spill out of the n-type semiconductor source and drain regions, forming an electron-rich layer, called the channel, underneath the gate oxide. The channel forms a continuous electron bridge between the source and the drain causing current to flow between these two electrodes and the transistor is then turned on.\textsuperscript{1,3}

The ever-growing demands for faster and cheaper microprocessors have been the driving force for development of new and improved materials, processes and design methodologies that allow for progressive miniaturization of transistors and increasing the transistor density.\textsuperscript{3-6} Keeping the chip size constant, reducing the transistor size allows for increase in density of transistors and thereby increase in functionality of the circuit. For example, a modern microprocessor typically contains over than 2 billion MOSFETs

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{mosfet_gate_length.png}
\caption{Evolution of MOSFET gate length and number of MOSFETs integrated on a single microprocessor chip.\textsuperscript{3,5}}
\end{figure}
assembled on a chip area no larger than a few square centimeters, and a 32-gigabyte memory card weighing only 0.5 g contains a staggering 256 billion transistors.\textsuperscript{1} As shown in Fig. 1.2, the last two decades have witnessed tremendous advancements in the field of electronic devices, with characteristic dimensions of devices shrinking past the microscale and down into the nanoscale regime. In a classic paper by Gordon Moore published in 1965,\textsuperscript{7} he predicted that the density of transistors on a chip would double every 18 months. Though empirical, Moore’s law has held remarkably well for the past 45 years. This trend of continuous device miniaturization and increasing circuit complexity is called Moore's Law.

1.1.1. Thermal management issues

After many years of successful scaling, it is now becoming increasingly difficult to achieve the required performance improvements by shrinking the Si MOSFET. The enhancement of computing capabilities by escalating the transistor density comes at the cost of increasing power dissipation across the device.\textsuperscript{8-11} These issues are evident at the individual microprocessor (CPU) level that operate at a frequency of few GHz (Fig. 1.3), where the typical dissipated power has reached 100 W cm\textsuperscript{-2},\textsuperscript{10} an order of magnitude higher than a typical hot plate. Fig. 1.4 shows the average temperature rise for generic bulk and
silicon-on-insulator MOSFETs operating under saturation conditions. These power-dense regions can produce localized hot-spots – regions where local temperatures are significantly higher than the average device temperature and the size of these hot spots may range anywhere from ~500 µm² up to ~5 mm². Hot-spot formation can cause degradation of drain current, gain in output power, as well as an increase in the gate-leakage current and poor reliability of ICs. Additionally, such electronic power and thermal issues also have a negative impact on new and upcoming applications like wearable devices, medical instrumentation, and portable electronics. For portable devices there is a basic trade-off between the available functionality and the need to carry heavy batteries to power it. Hence, in order to minimize the influence of these hot spots on the device performance and to keep up with the scaling trend, it has become increasingly desirable to have efficient heat spreading capabilities at both the ‘local’ single transistor device level as well as at the global packaging levels.

Figure 1.4. (a) Power dissipated per unit volume in a device. (b) Average temperature rise in a device under saturation conditions shown for generic bulk and silicon-on-insulator MOSFETs. 
The evolution of transistor designs from the conventional bulk silicon transistor to the more recent three-dimensional FINFETs is shown in Fig. 1.7. However, irrespective of the device architecture, these transistors typically incorporate only a few materials into the transistor design. The effectiveness of a material to spread the heat generated and prevent excessive rise in temperature is directly related to its thermal conductivity. The thermal conductivities of the materials used in semiconductor device fabrication are fairly low. For the thin film silicon based transistors, the thicknesses are of the same order as the phonon mean free path and since phonons are primarily responsible for the transport of heat, it leads to further degradation of the thermal conductivity.

1.1.2. Effect of scaling transistor size on electrical characteristics

As discussed in the previous section, the basic operation of a MOSFET is to act like a switch. A perfect switch would have zero current flowing in the channel when the switch is off, and zero resistance to charge carriers when the switch is turned on. Additionally, it is desirable that the MOSFET should be capable of switching instantly from ‘off’ to ‘on’, and vice versa with minimum subthreshold swing. However, MOSFETs are imperfect switches in the sense that the current in off-state is not zero, the current in the on-state is limited and switching between the two states requires some time. Furthermore,
switching does not occur at a precise gate voltage but rather takes place gradually over a range of gate voltage values. When the transistor size is scaled down, these switching characteristics deteriorate further. Due to these issues, the rules of conventional scaling as predicted by Moore’s law are no longer applicable and this has led to a plateau with regards to improvement in microprocessor clock frequency. This saturation if caused by short-channel effects which arise when the effect channel length is of the order of the lattice constant of a silicon crystal. Briefly, these short-channel effects arise when the gate loses control of the charge carriers in channel region. This results in: (i) drain-induced barrier lowering (DIBL), which causes the threshold voltage to decrease when the drain voltage increases (Fig. 1.6(a)); (ii) degradation of the subthreshold slope (Fig. 1.6(b)), and (iii) velocity saturation of charge carriers in the channel. As illustrated in Fig. 1.7, these issues eventually lead to increase of leakage current of the transistors and this is a serious roadblock to further scaling of MOSFETs.
In order to overcome the thermal and electrical issues with scaling, different measures with regards to device architecture and the materials used have been explored: (i) modification of the transistor architecture, such as ultra-thin body silicon on insulator MOSFETs and multiple-gate MOSFETs with small body cross section (Fig. 1.5),\textsuperscript{17-19} and (ii) incorporating novel two-dimensional thin films as channel materials in the transistor design (Fig. 1.8).\textsuperscript{20-23} The scaling theory predicts that FETs with a thin gate-controlled region will be more robust against short-channel effects. Hence, significant research is directed towards exploring newer materials and device concepts ensure improvement in device performance. This opens up

\textbf{Figure 1.7.} Summary of leakage current mechanisms in deep-submicrometer transistors. $I_1$ is the reverse-bias pn junction leakage; $I_2$ is the subthreshold leakage; $I_3$ is the oxide tunneling current; $I_4$ is the gate current due to hot-carrier injection; $I_5$ is the gate induced drain leakage; and $I_6$ is the channel punch-through current.\textsuperscript{15}

\textbf{Figure 1.8.} Novel two-dimensional van der Waals materials and heterostructures for future transistors.\textsuperscript{22}
possibilities for FETs with two-dimensional van der Waals materials such as graphene and transition metal dichalcogenides (TMDs), which are one atomic layer thick.\textsuperscript{23}

Before discussing the scope of novel materials in fabrication of FETs, it is necessary to realize that today’s chip industry is focused on Si MOSFET to such an extent that it will be extremely difficult for a new material or device concept to compete with the Si MOSFET world unless the new concept offers a really significant edge. Some of the desired properties for an ideal semiconductor would include the following features: (i) high thermal conductivity in order to dissipate the power and prevent excessive rise in local temperature, (ii) sizable bandgap for achieving a high $I_{\text{on}}/I_{\text{off}}$ ratio, combined with high carrier mobility and low subthreshold swing; (iii) commercially producible on a large scale, process friendly, and compatible with Si MOSFET technology; and (iv) good long term stability and low defect density not affecting carrier transport in the semiconductor close to the interface.

1.2. Introduction: Graphene based FETs

Among the large library of novel materials that have been studied in the past decade, the ones that have particularly attracted the most attention include carbon-based nanomaterials including graphene and carbon nanotubes. The rise of the 2D materials began in 2004 when graphene was first experimentally isolated by mechanical exfoliation of highly ordered pyrolytic graphite (HOPG).\textsuperscript{24,25} Graphene is a one atom thick planar sheet of sp\textsuperscript{2} hybridized carbon atoms tightly packed into a two-dimensional (2D) hexagonal honeycomb network. As shown in Fig. 1.9, graphene is the basic building block for all other carbon allotropes including graphite, carbon nanotubes and fullerenes.\textsuperscript{25} The
intriguing properties of graphene that have made it a potential material to replace silicon include ambipolar electric field effect with mobilities of charge carriers exceeding 15,000-200,000 cm$^2$ V$^{-1}$ s$^{-1}$ even at room temperature,$^{26}$ high charge carrier concentration for an atomically thin film ($\sim 10^{12}$ cm$^{-2}$),$^{26}$ low contact resistance due to tunable fermi level,$^{27}$ excellent thermal conductivity ($\sim 5000$ W m$^{-1}$K$^{-1}$),$^{28}$ optical transparency ($\sim 97.7\%$)$^{29}$ and flexibility.$^{30}$

![Graphene structure](image)

**Figure 1.9.** Graphene is a 2D building material for carbon materials of all other dimensionalities. It can be wrapped up into 0D buckyballs, rolled into 1D nanotubes or stacked into 3D graphite.$^{24}$

The first graphene-based FET was reported in 2007,$^{31}$ and since then a large number of groups have successfully fabricated graphene transistors with cutoff frequencies in the 100–300 GHz range.$^{32,33}$ The first study by Novoselov and Geim reported a high room-temperature mobility of 10,000–15,000 cm$^2$ V$^{-1}$ s$^{-1}$,$^{23}$ and since then the measured record mobilities in graphene have exceeded 100,000 cm$^2$ V$^{-1}$ s$^{-1}$ at 4 K.$^{34}$ However, the primary focus of most of the earlier experimental studies was the high carrier mobility of graphene (Fig. 1.10). High carrier mobility is an important but not the only prerequisite for fast
transistors, and this led to misleading assessments of the potential of graphene as the perfect material for ultrafast high-performance transistors.

Apart from high carrier mobility, another prerequisite for MOSFETs is presence of a sizable bandgap, which provides a high on-off ratio $I_{ON}/I_{OFF}$. $I_{ON}$ is the on-current flowing when both $V_{GS}$ and the drain–source voltage $V_{DS}$ are equal to $V_{DD}$ and $I_{OFF}$ is current in the off-state ($V_{GS} = 0$ and $V_{DS} = V_{DD}$).

The conventional semiconductors such as Si and Ge possess a sizable bandgap and exhibit on-off ratios in the range of $10^4 – 10^7$. In spite of all the intriguing properties of graphene, a roadblock that limits the operation of graphene based FETs is that natural graphene is a zero-gap material. Graphene transistors, due to the absence of a bandgap, cannot be switched off and are, therefore, not suited for complex logic circuits. This issue of absence of a bandgap has received increasing attention in recent years and efforts have been made to engineer a bandgap in graphene by different techniques. Some of these techniques include confinement of charge carriers in one dimensional structures like graphene.

Figure 1.10. (a) Electron mobility versus bandgap in low electric fields for different materials. (b) Maximum frequency of oscillation of graphene MOSFETs versus gate length. Also shown is the $f_{max}$ performance of three classes of competing RF FETs: InP HEMTs and GaAs mHEMTs, GaAs pHEMTs, and Si MOSFETs.20
nanoribbons\textsuperscript{37,38} and graphene nanomesh,\textsuperscript{39} biasing bilayer graphene,\textsuperscript{40} applying strain\textsuperscript{41} and applying chemical modifications to graphene.\textsuperscript{42}

Apart from the studies investigating carrier mobility and bandgap engineering in graphene-based FETs, the thermal conduction in graphene has also been an area of intense research from a practical need and also a fundamental science point of view.\textsuperscript{28,43} As discussed in the section 1.1.1, heat removal has become a critical issue for continuing progress in the electronic industry owing to increased levels of dissipated power. Similar thermal issues have also been encountered in optoelectronic and photonic devices. Bulk graphite has a high basal plane thermal conductivity of graphite in the range of \textasciitilde1500–2000 W m\textsuperscript{-1} K\textsuperscript{-1} at room temperature.\textsuperscript{43} However, the thermal properties of all materials, including graphene, change when they are structured on a nanometer scale.\textsuperscript{44} Experimental studies have examined the evolution of thermal properties of graphene as a function of number of layers ($n$), crystallinity, grain size and quality of graphene films.\textsuperscript{45} As shown in Fig. 1.11, it was found that the thermal conductivity $K$ of few-layer graphene decreases.

**Figure 1.11.** (a) Thermal conductivity of different carbon allotropes based on average values reported in literature;\textsuperscript{43} (b) Thermal conductivity of graphene as a function of number of layers.\textsuperscript{45}
with increasing $n$, approaching the bulk graphite limit.\textsuperscript{43,45} This evolution of $K$ was explained by considering the phonon Umklapp scattering,\textsuperscript{46} i.e. when $n$ in few-layer graphene increases, the phonon dispersion changes and more phase-space states become available for phonon scattering leading to a decrease in $K$. For suspended single layer graphene the thermal conductivity was found to be $>5000$ W m$^{-1}$ K$^{-1}$, which is roughly two orders of magnitude higher compared to thin film Si. The planar geometry of graphene results in better coupling to the substrate and this allows for easier incorporation of graphene into the chip design. Additionally, the ease of patterning large area graphene into desired 1D and 2D nanostructures offers great potential for integration of graphene as device channel or interconnects.

However, it should be noted that most of these experimental studies investigating the carrier mobility, $I_{on}/I_{off}$ ratios and thermal conductivity of graphene are conducted using highly pristine graphene samples that are mechanically exfoliated from HOPG. Though the quality of the graphene isolated using exfoliation is superior, it does not offer control over the size, number of layers and is not reproducible. A more scalable and practical way of synthesizing graphene is via chemical vapor deposition (CVD).\textsuperscript{47,48} Studies have shown growth of high quality large area films graphene with desired control over grain size and number of layers using transition metals as growth substrates. The resultant graphene films consist of individual single crystalline grains that merge together to form a polycrystalline film that inevitably contains grain boundaries. Furthermore, the various processing steps such as (a) transfer of graphene from growth substrate to a desired substrate, (b) material characterization steps involving electron microscopy, and (c) device
fabrication steps using photolithography, electron-beam lithography and plasma etching, can introduce defects in graphene films. These grain boundaries and defects act as scattering points and lower the electron mobility and thermal conductivity of graphene.

Thus, based on the results of preliminary studies carried on pristine, defect-free samples, graphene has proven its worth as a viable candidate to replace silicon and mitigate the scaling issues. However, there is still a lot of scope for further research to investigate how the extrinsic factors including grain boundaries and point defects affect the properties of graphene. Based on the current research studies, it is safe to assume that high-performance integrated logic circuits using graphene as a planar channel material are unlikely to make their way within the next decade. Consequently, a new direction being pursued in graphene research is towards complementing the conventional semiconductors and using graphene in applications where other materials fail or perform poorly.\textsuperscript{25,49}

Intensive research is being conducted to explore applications of graphene as transparent electrodes,\textsuperscript{50} touch screens, flexible and printable electronics,\textsuperscript{30} photovoltaics and solar cells,\textsuperscript{51} and chemical sensors.\textsuperscript{52}

1.3. Objectives of this work

As per the discussion in above section with respect to current limitations in scalable synthesis of graphene and the effects of extrinsic factors on thermal and electrical transport properties, the objectives of this thesis are:

a) **Objective 1:** Develop a synthesis route based on chemical vapor deposition (CVD) for synthesis of high-quality single-layer graphene films with large grain size and to investigate effect of growth parameters such as annealing time, partial pressure of precursor
gases, C/H ratio in feedstock, gas flow rates and growth time on the grain size, crystallinity and number of layers in resultant graphene films. Discuss methods of transferring this graphene from metal substrate to different substrates such as TEM grids and Si/SiO2. Extensive characterization of morphological and crystalline structure using material characterization tools including Raman spectroscopy and electron microscopy.

b) **Objective 2:** Experimentally investigate the thermal conductivity and phonon dispersion in graphene films synthesized via CVD using opto-thermal Raman measurements and molecular dynamics (MD) simulations. Study the effect of point defects introduced in single-layer graphene via electron-beam irradiation on thermal properties.

c) **Objective 3:** Fabricate field-effect transistors (FETs) using large area single-layer graphene as the channel material and investigate the transport characteristics such as channel resistance, carrier mobility and $I_{ON}/I_{OFF}$ ratio. Fabrication of graphene nanoribbons (GNRs) arrays using electron-beam lithography and superlattice nanowire pattern (SNAP) transfer process to engineer a bandgap in graphene by quantum confinement of charge carriers into one-dimensional nanostructures. Characterize the edge defect sites introduced using GNR fabrication process using Raman spectroscopy and x-ray photoelectron spectroscopy. Investigate thermal treatments for repairing these edge defects and restoring the mobility of GNR FET devices.

d) **Objective 4:** Explore the applications of carbon-based nanomaterials for fabrication of electrical nanobiosensors. Develop FET/chemiresistive-type sensors with carbon nanotubes as the transducer material and functionalized with a biological receptor
molecule for highly sensitive, selective, rapid and label-free detection of chemicals and biological species.

1.4. Organization of this thesis

Chapter 2 discusses CVD-synthesis and characterization of single-layer graphene (SLG) and twisted bilayer graphene (tBLG). Chapter 3 describes thermal transport in CVD graphene and effect of extrinsic factors on thermal conductivity. Chapter 4 describes the fabrication of graphene FET devices, bandgap engineering of graphene by synthesizing graphene nanoribbons (GNRs), characterization of edge defects in GNRs and application of GNR FETs as a gas sensor. Chapter 5 discusses the applications of carbon nanomaterials as electrical sensors for detection of chemicals and biomolecules. Finally, chapter 6 presents the concluding remarks of this dissertation along with suggestions for future work.
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CHAPTER 2

Chemical vapor deposition (CVD) synthesis and Raman spectroscopy of single layer and twisted bilayer graphene

2.1. Introduction

Integration of graphene into the current MOSFET device fabrication requires development of scalable synthesis protocols and wafer scale deposition processes using existing fabrication techniques. In order to fully realize the potential of graphene for practical applications, there has been a lot of research dedicated to deposition of high quality and uniform graphene films over large areas with controllable thickness.1,2 Unlike other nanomaterials, the advantage with graphene is that it can be deposited on large scale in a cost-effective manner using bottom-up3 (atom by atom growth) or top-down (exfoliation from bulk) techniques.4 The highest quality graphene, in terms of structural integrity and material properties, is obtained by mechanical exfoliation of highly oriented pyrolytic graphite (HOPG).5 Thus, the efficacy of any synthesis technique is evaluated by comparing the material properties to mechanically exfoliated graphene. Among the several techniques that have been explored for large scale synthesis of graphene including liquid phase exfoliation,6 reduction of graphene oxide (GO) growth on SiC7 and chemical vapor deposition (CVD).8,9 In particular, CVD is considered to be the most promising, scalable and economical approach. CVD has been extensively employed for deposition of thin films and is considered as the workhorse tool for semiconductor device fabrication, and thus it is readily accessible and compatible with the current MOSFET fabrication techniques.
CVD synthesis of graphene has been demonstrated on a variety of transition metals substrates including Ru,\textsuperscript{10} Ir,\textsuperscript{11} Pt\textsuperscript{12} and Ni.\textsuperscript{13} The growth mechanism on these substrates involves thermal decomposition of the hydrocarbon feedstock, typically methane, on the surface or surface segregation of carbon upon cooling from a metastable carbon–metal solid solution. However, the relatively high solubility of carbon in these metals often leads to non-homogenous graphene films as the segregation of carbon from metal-carbide solution occurs rapidly within the grains and heterogeneously at the grain boundaries.\textsuperscript{9} Due to these limitations, use of copper as a growth substrate has gathered the most interest due to low solubility of carbon in copper. The growth of graphene on copper is a surface-limited process which results in self-limiting single-layer graphene films.\textsuperscript{14,15} The nucleation density of graphene grains can be controlled by adjusting the annealing time and partial pressure of the carbon feedstock, i.e. methane, and the gas flow rates and growth time can be controlled to obtain individual single crystal grains or large-area polycrystalline films of graphene. Additionally, this process is economically feasible and scalable due to ease of availability and low cost of polycrystalline copper foils.

Unlike exfoliation or epitaxial growth that results in AB-stacked graphene, bilayer (or few layer) graphene grown by CVD has a relative mis-orientation between the individual layers. Such a bilayer graphene system where the two atomic planes are rotated relative to each other is often referred to as turbostatic, misoriented, or twisted bilayer graphene (tBLG). When one layer of graphene is rotated with respect to the other, they form a Moiré pattern, the periodicity of which represents a new structural length scale of
the system.\textsuperscript{16,17} The resulting electrical, vibrational, thermal and optical properties depend on the relative twist angle between the layers.\textsuperscript{18}

The electrical and phonon properties of AB-BLG have been extensively studied both experimentally\textsuperscript{19,20} and theoretically.\textsuperscript{21} The electronic structure of AB-stacked bilayer graphene consists of quadratic dispersion with two parallel parabolic conduction bands situated above another two parallel parabolic valence bands with zero bandgap.\textsuperscript{19} For tBLG with twist angles beyond a few degrees, the low-energy states in each layer electronically decouple, and the low-energy dispersion becomes linear although with reduced velocity for angles below 10°.\textsuperscript{22} In an experimental study it was found that tBLG had lower thermal conductivity as compared to AB-BLG and SLG.\textsuperscript{23} This suggests that, unlike electrons, phonons which are the primary heat carriers, do not propagate in tBLG as in two independent SLG planes, and there is a finite degree of van der Waals interaction between the atomic planes of tBLG.\textsuperscript{23} Raman spectroscopy has been the primary experimental tool for analyzing the vibrational properties of graphene-based systems such as AB-BLG and tBLG.\textsuperscript{24,25}

In this work, we present a detailed analysis of synthesis of high quality single layer graphene (SLG) and twisted bilayer graphene (tBLG) using ambient pressure chemical vapor deposition (AP-CVD). The grain size and number of layers were controlled by varying growth parameters such as partial pressure of carbon precursor, annealing time and growth time. The quality of the graphene films was characterized using material characterization tools including scanning electron microscopy (SEM), transmission electron microscopy and Raman spectroscopy. We report a detailed analysis of phonon
dispersion and vibrational properties in tBLG using Raman spectroscopy as the experimental tool to study evolution of peak intensity, width and position for G and 2D bands as a function of relative twist angle between the graphene layers. Finally, we look into the details of the low frequency ZO’ (or ZA) modes, which correspond to inter-layer breathing modes, and new modes that are observed in frequency range of 90 - 200 cm\(^{-1}\). We compared the frequency of the experimentally observed low frequency modes with the theoretical frequencies calculated using large scale molecular dynamics (MD) simulations. This work provides an improved understanding of angle-dependent vibrational properties and inter-layer coupling in two-dimensional van der Waals (vdW) materials and this could be important for exploring new potential applications of vdW heterostructures.

2.2. Experimental details

2.2.1. Graphene synthesis

Single-layer graphene (SLG) and twisted-bilayer graphene (tBLG) samples were synthesized using ambient pressure chemical vapor deposition (AP-CVD) on a polycrystalline copper foil using methane as a carbon feedstock. Briefly, a polycrystalline Cu foil (Alfa Aesar, 99.8% purity, 0.025mm thickness) was cleaned in 10% acetic acid,
acetone and isopropyl alcohol (IPA) for 10 minutes to remove any surface oxides. The cleaned Cu foil was loaded into the quartz tube (1” diameter) and the furnace temperature was ramped to 1030°C while flowing Ar and H₂. The schematic of the set-up in shown in Fig. 2.1. For the growth of graphene, three different conditions were used:

**A) Condition A:** The Cu foil was annealed at 1030°C for 30 minutes while flowing Ar (180 sccm) and H₂ (10 sccm). For the growth of graphene, CH₄ (5 sccm) was introduced along with Ar (180 sccm) and H₂ (5 sccm) for 7 min. The furnace was then turned off and cooled to room temperature while keeping the Ar and H₂ flow rates constant.

**B) Condition B:** The Cu foil was annealed at 1030°C for 2 hours under flowing Ar (300 sccm) and H₂ (15 sccm). For the growth of graphene, low concentration CH₄ (90 ppm in Ar, 375 sccm) and H₂ (15 sccm) were introduced into the chamber for 20 minutes. Following the growth, the furnace was turned off and cooled to room temperature in Ar and H₂ atmosphere.

**C) Condition C:** For synthesis of tBLG, the annealing parameters and growth temperature were same as Condition B. In order to obtain single crystalline tBLG grains instead of a polycrystalline film, the methane flow rate and growth time were lowered. Low concentration CH₄ (90 ppm in Ar, 300 sccm) and H₂ (15 sccm) were introduced into the chamber for 12 minutes.

The morphology, grain size and the number of layers in the graphene synthesized using the three conditions were examined using scanning electron microscopy (SEM) of the copper foil with graphene.
2.2.2. Transfer of graphene from Cu foil to a substrate

The graphene grown on the Cu foil was transferred to a TEM grid and a Si/SiO$_2$ substrate using two different techniques. For the transfer of graphene on Si/SiO$_2$ substrate, a commonly used method based on a polymer support layer was employed. Briefly, the Cu foil with graphene was spin-coated with a layer of poly(methyl methacrylate) (4% in anisole) at 2000 rpm and baked at 180°C for 10 min. The copper foil was then etched in 0.2 M ammonium persulfate (NH$_4$)$_2$S$_2$O$_8$ solution and washed repeatedly with DI water. The resulting PMMA/graphene film floating on the surface of DI water was transferred to a Si/SiO$_2$ chip (pre-cleaned in ammonium hydroxide NH$_4$OH) and dried in air. The PMMA layer was dissolved in acetone and graphene chip was annealed at 250°C in air to remove the polymer residues and improve the contact between the graphene film and substrate.

![Figure 2.2](image)

**Figure 2.2.** Schematic representation of the steps involved in transfer of graphene from copper foil to (a) Si/SiO$_2$ substrate using PMMA-based transfer, and (b) TEM grid using direct polymer-free transfer method.
For Raman spectroscopic measurements and TEM characterization, the graphene grains were transferred onto a gold TEM grid using a polymer-free, direct transfer method to avoid any contamination from the polymer support layer. Briefly, a TEM grid (G2000, 7.5 μm square holes, TedPella) was placed directly on the Cu foil with graphene stack along with a drop of isopropyl alcohol (IPA). On heating, as the IPA evaporates the surface tension draws the graphene and metallic grid together into intimate contact. The Cu foil is then etched in 0.2 M (NH₄)₂S₂O₈ solution, washed in DI water and the resulting graphene on TEM grid is dried in vacuum and used for subsequent Raman measurements and TEM analysis. A schematic representation of the above steps is shown in Fig. 2.2.

2.2.3. Raman spectroscopy

For characterizing the quality of the graphene such as presence of defects, crystalline nature, number of layers and twist angle-dependent vibrational properties, Raman spectroscopy was employed. The Raman spectra were recorded using a Horiba LabRam monochromator equipped with a 532 nm (2.33 eV) laser with 1800 lines/mm grating and a 100X objective (NA = 0.94) at room temperature. The laser spot size was about 1 μm, and the laser power was kept below 1 mW to avoid local heating of suspended graphene sample. The Raman spectra were collected from the regions on TEM grid where the entire 7.5 μm square hole was covered with graphene and regions with holes or partial folding of graphene film were avoided.

2.2.4. Transmission electron microscopy (TEM) characterization

The determination of crystalline nature and atomic scale characterization of graphene was performed using high-resolution TEM imaging. Further, the relative twist
angle between the graphene layers in tBLG was characterized using selected area electron diffraction (SAED) patterns. Bright-field TEM imaging and selected area diffraction patterns were obtained using a FEI Tecnai 12 TEM operated at 80 kV accelerating voltage. For precise mapping of different tBLG grains on the TEM grid between the Raman spectroscopy experiments and TEM analysis, the squares on TEM grid were assigned coordinates. Since the use of high energy electron irradiation is known to introduce defects in the suspended graphene, the TEM analysis for determining the twist angle was done after the Raman scattering experiments.

2.3. Results and Discussion

2.3.1. Electron microscopy characterization

The scanning electron microscopy (SEM) images of the single layer and twisted bilayer graphene on Cu foil grown using the three conditions are shown in Fig. 2.3. The shorter annealing time (30 minutes) and high partial pressure of CH$_4$ (20 Torr) used in Condition A resulted in a high nucleation density of graphene on Cu foil. Due to self-limiting growth mechanism, the resultant polycrystalline graphene film had a high percentage of grain boundaries with an average grain size of 1-2 µm (Fig. 2.3 (a,b)). These grain boundaries are highly undesirable since they act as scattering sites and thus affect the thermal and electrical transport in graphene. In comparison, the longer annealing time (2 hours) and low concentration of CH$_4$ (90 ppm) used in Condition B resulted in much lower nucleation density of graphene growth seeds. This low nucleation density, in turn, allows for growth of high quality single-crystalline grains of graphene with grain sizes in the range of 150-200 µm and minimizes grain boundaries by preventing overlapping of graphene
grains (Fig. 2.3 (c,d)). For synthesis of tBLG grains using Condition C, the annealing duration and methane concentration was kept same as Condition B but flow rate was lowered (300 sccm) to increase the residence time of precursor gas in the chamber and this led to nucleation of a second graphene layer. As shown in Fig. 2.3(e,f), for a growth time

**Figure 2.3.** Scanning electron microscopy images of graphene grown on Cu foil using Condition A – (a, b), Condition B – (c, d), and Condition C – (e, f).
of 12 minutes the average grain size for first graphene layer was 25-30 μm and the second layer of graphene that nucleated near the center of first grain had an average size of ~5 μm. This is indicative that the center of first (primary) layer acts as a preferential nucleation site for the growth of secondary layer.

Fig. 2.4 shows the high resolution-transmission electron microscopy (HR-TEM) and selected area electron diffraction (SAED) patterns obtained for the SLG (Condition B) and tBLG grains (Condition C). The honeycomb lattice arrangement shown in Fig. 2.4(a)

**Figure 2.4.** (a) High resolution transmission electron microscopy image of SLG, (b) Selected area electron diffraction (SAED) pattern for SLG, (c-e) SAED patterns showing relative twist angles of θ = 6.3°, 12.4°, and 24°, respectively between the graphene layers in tBLG. confirms the crystallinity and pristine nature of the SLG films synthesized using CVD (Condition B). Additionally, the number of graphene layers were verified by obtaining electron diffraction patterns. The diffraction pattern obtained from the SLG region showed
a hexagonal pattern (Fig. 2.4(b)), while that obtained from a tBLG region showed a diffraction pattern with two sets of hexagonal patterns rotated at a certain angle that is indicative of the relative twist angle θ between the stacked layers (Fig. 2.4(c-e)). This technique allows for determination of the twist angle with an accuracy of ±1°.

2.3.2. Raman spectroscopic analysis of SLG and tBLG

Raman spectroscopy has been extensively used for characterization of number and orientation of graphene layers, doping, quantifying defects, and determining the types of edge functional groups. Graphitic systems typically exhibit three signature peaks in the Raman spectra: G, D, and 2D. The G-peak typically centered around 1586 cm$^{-1}$ originates from the doubly degenerate E$_{2g}$ phonon mode at the Brillouin zone (BZ) center and corresponds to the C-C stretching mode. The D-peak centered around 1350 cm$^{-1}$ originates from the LO phonon mode near K-points in the BZ and corresponds to breathing modes of sp$^2$ rings. For pristine defect-free graphene, the D-peak is hardly detectible since it is only activated by structural defects in a second order inter-valley double resonance process. The 2D-peak, which is the second order D peak centered around 2690 cm$^{-1}$, arises from two phonons with opposite momentum in the highest optical branch near the K-point. The Raman spectra for the SLG synthesized using

![Raman spectra of SLG suspended on a TEM grid.](image)
Condition B is shown in Fig. 2.5. The $I_{2D}/I_G$ ratio was $>3$ and FWHM (full width at half maxima) for G and 2D-peaks were 8 cm$^{-1}$ and 20 cm$^{-1}$, respectively. These observations are indicative of single-layer nature of graphene. Additionally, the D-peak which is indicative of defects, had negligible intensity and this further confirms the pristine nature of graphene.

The Raman spectra for tBLG is extremely sensitive to the relative twist angle between the graphene layers. Fig. 2.6 shows the Raman spectra of different tBLG grains (having rotation angles $\theta = 5.8^\circ, 7.2^\circ, 11.2^\circ, 14.7^\circ, 19^\circ, 24.7^\circ, 26^\circ$ and $29.3^\circ$). The resonant enhancement of G-peak was also observed for tBLG with $\theta_c = 12^\circ$. This agrees with the estimate of $\theta_c = \Delta k/K = 3aE_{laser}/h v f^4 \pi$ where $a$ is the lattice parameter of graphene (2.46 Å), $\hbar$ is the reduced Planck’s constant, and $v_f$ is the Fermi velocity in monolayer graphene.

![Figure 2.6.](image)

**Figure. 2.6.** Raman spectra of different tBLG samples labelled with the corresponding twist angle determined using TEM. The experimentally observed peaks were fitted with a Lorentzian function and shifted vertically for clarity.
\(10^6 \text{ m/s}\), \(E_{\text{laser}}\) is the energy of the excitation source. Unlike AB-BLG, the I\(_{2D}/I_G\) ratio for tBLG varies significantly as a function of \(\theta\). For smaller twist angles (<\(\sim 10^\circ\)), the Raman spectra looks similar to that of few-layer graphene with I\(_{2D}/I_G\) < 1. For larger twist angles (>\(20^\circ\)), the Raman spectra looks similar to that of single-layer graphene with the I\(_{2D}/I_G\) ratio > 1, which signifies the layer decoupling mechanism.

Fig. 2.7 shows the observed I\(_{2D}/I_G\) ratios as a function of \(\theta\).

In order to identify correlation between the Raman spectra and the corresponding twist angle, the angle-dependent Raman spectra for different tBLG systems were looked into detail by analyzing the FWHM and peak centers of the G and 2D-peaks. As shown in Fig. 2.8, for smaller twist angles, the G and 2D-peak widths were broader compared to those of SLG. There was an increase around the resonant twist angle, \(\theta_c = 12^\circ\). As \(\theta\)
increased above \( \theta_c \), the FWHM of the 2D-peak monotonically decreased. The FWHM of the G-peak had a plateau between 19° and 24.7°, and then decreased with a minimum at 30° that was close to the FWHM of SLG. In case of peak positions, shown in Fig. 2.9, the center of G-peak for tBLG grains was upshifted by 5-15 cm\(^{-1}\) as compared to SLG. However, due to shift in peak positions arising from doping of graphene upon interaction with chemicals used in transfer process, no specific trend was observed as a function of \( \theta \).

The trends observed for intensity ratios and peak widths as a function of twist angle are indicative of layer decoupling with increasing twist angle and are similar to those reported in literature.

In addition to the twist angle dependent evolution of G and 2D bands, we further analyzed low-energy phonon modes by performing molecular dynamics calculations of the phonon dispersion for commensurate rotation angles between 0° and 30°. Numerical details are provided in the Appendix A. In a graphitic system like tBLG, the ZO’ (or ZA) modes, at frequency of \(~95\text{cm}^{-1}\), correspond to inter-layer breathing modes and describe the
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**Figure. 2.9.** Position of (a) G-peak and (b) 2D-peak center as a function of twist angle for tBLG.

The G peak center position for SLG is shown by the green dot for comparison.
coupling between the layers.\textsuperscript{26,29} We identified these low-frequency ZO’ modes by analyzing both the direction and the magnitude of the out-of-plane displacements on each layer. Two exemplary low-frequency dispersions near $\Gamma$ for twist angles $6.01^\circ$ and $13.17^\circ$ are shown in Fig. 2.10(a). The ZO’ mode at $\Gamma$, corresponding to the out-of-plane displacement of each layer, is indicated by the red solid circle, and the frequencies corresponding to the acoustic branches and the zone-folded acoustic branches are indicated by the blue solid circles. The low-frequency ZO’ modes for all of the simulated tBLG systems are tabulated in Table 2.1. A plot of the low-frequency experimental Raman spectrum for various measured twist angles is superimposed on the

Table 2.1 Evolution of the theoretically predicted frequency for the low-energy ZO’ mode as a function of twist angle ordered by supercell size.

<table>
<thead>
<tr>
<th>Twist angle ($\theta$)</th>
<th>No. of atoms in supercell</th>
<th>Theoretically predicted low frequency ZO’ modes (cm$^{-1}$)</th>
<th>Change in frequency $\Delta f$ (cm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AB</td>
<td>4</td>
<td>96.44</td>
<td>0.0</td>
</tr>
<tr>
<td>21.78$^\circ$</td>
<td>28</td>
<td>94.56</td>
<td>-1.88</td>
</tr>
<tr>
<td>27.79$^\circ$</td>
<td>54</td>
<td>95.66</td>
<td>-0.78</td>
</tr>
<tr>
<td>13.17$^\circ$</td>
<td>76</td>
<td>93.76</td>
<td>-2.68</td>
</tr>
<tr>
<td>9.43$^\circ$</td>
<td>148</td>
<td>97.97</td>
<td>1.53</td>
</tr>
<tr>
<td>7.34$^\circ$</td>
<td>244</td>
<td>96.94</td>
<td>0.50</td>
</tr>
<tr>
<td>6$^\circ$</td>
<td>364</td>
<td>90.13</td>
<td>-6.31</td>
</tr>
</tbody>
</table>

Figure 2.10 (a) Calculated phonon dispersion near $\Gamma$ with $\theta = 6.01^\circ$(left) and $\theta = 13.17^\circ$(right). The plots consist of only two q-points due to the large size of the supercells; (b) Calculated ZO’ mode frequencies (red triangles) plotted on top of the low-energy Raman spectrum from various experimentally observed twist angles in tBLG systems.
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theoretically calculated ZO' frequencies in Fig. 2.10(b). It can be seen that the experimental peaks occur in the expected theoretical frequency range of the ZO' mode, and that the shifts are not monotonic functions of either the angle or the supercell lattice constant.

2.4. Conclusions

In conclusion, we have demonstrated a controlled, reproducible way of synthesizing high quality single layer and twisted bilayer graphene with large grain size using ambient-pressure chemical vapor deposition. The quality of the graphene samples was characterized using Raman spectroscopy and electron microscopy. The twist angle-dependent vibrational properties in tBLG were analyzed by obtaining Raman spectra for the various tBLG grains with twist angles determined using selected area electron diffraction (SAED). The G and 2D-peaks were looked into detail to determine extent of coupling between the graphene layers as a function of twist angle. Large scale molecular dynamics simulations were employed to study the low-frequency phonon dispersion as a function of twist angle and compared to the measured Raman spectra. Shifts of a few cm$^{-1}$ were observed, numerically and experimentally, in the ZO' mode that were not monotonic functions of angle or supercell size. Raman peaks in range 120 cm$^{-1}$ to 200 cm$^{-1}$ were observed for the lower angle samples. Consistent with the previous observations, the peaks in this frequency range did show a monotonic dependence on rotation angles between 11° and 14°. Using tBLG as a model system, we demonstrate that the vibrational properties and inter-layer coupling for van der Waals (vdW) heterostructures can be analyzed by this method.
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CHAPTER 3

Thermal conductivity of graphene with defects induced by electron beam irradiation

3.1. Introduction

3.1.1. Physics of heat conduction in graphene-based systems

For a given material, the net heat transfer is determined by Fourier’s law, \( q = -K \Delta T \), where \( q \) is the heat flux, \( K \) is the thermal conductivity and \( \Delta T \) is the temperature gradient. For solid materials heat is carried by the electrons and acoustic phonons (i.e. ion-core vibrations in the crystal lattice), such that net thermal conductivity \( K = K_p + K_e \), where \( K_p \) and \( K_e \) are the phonon and electron contributions, respectively. Unlike metals, where heat transport is dominated by the electrons, heat conduction in graphene-based systems is primarily dominated by the acoustic phonons owing to the strong in-place covalent sp\(^2\) bonding that results in efficient heat transfer by lattice vibrations.\(^{1,2}\) The contribution of electrons to heat conduction has been verified based on Wiedemann–Franz law,\(^3\) \( K_e/\sigma = (\pi^2/3) (k_B/e)^2 T \), where \( K_e \) is the electron contribution to \( K \), \( \sigma = 1/\rho \) is the electrical conductivity, \( \rho \) is the electrical resistivity, \( k_B \) is the Boltzmann constant, and \( e \) is the charge of an electron. According to the kinetic theory of gases, the phonon thermal conductivity for 2D graphitic systems is expressed as:

\[
K_p = (1/2) C_p v_s \lambda ,
\]

where \( C_p \) is the specific heat capacity, \( v_s \) is the phonon group velocity, which can be approximated the speed of sound, and \( \lambda \) is the phonon mean free path. For sample size (L)
much larger than the phonon mean free path ($\lambda$), $L >> \lambda$, the thermal transport is considered diffusive, i.e., the phonons undergo multiple scattering events. Fourier’s law assumes diffusive transport. But for nanoscale samples with $L < \lambda$, the thermal transport is termed ballistic.$^{2,4}$

Pristine single layer graphene (SLG) isolated by mechanical exfoliation has minimal defects or impurities, hence the phonons are primarily scattered only by other phonons. Thus the intrinsic thermal conductivity, limited by the crystal-lattice anharmonicity, is much higher (>5000 W m$^{-1}$ K$^{-1}$).$^5$ However, large area graphene films synthesized by CVD inherently contain grain boundaries, impurities and external surfaces such as nucleation of bilayers. Furthermore, defects can be introduced during the device fabrication steps which include exposure of graphene film to electron beam and UV irradiation. Due to these reasons, the thermal transport is limited by extrinsic factors including phonon-rough-boundary or phonon-defect scattering, rather than by the intrinsic lattice dynamics.$^{6-8}$ The scattering of phonons in-plane from point-defects and external surfaces decreases the phonon mean free path, thus leading to lower thermal conductivity for CVD graphene. In the following two sections, we experimentally determine the thermal conductivity of CVD graphene and explore the effects of above mentioned extrinsic factors on thermal transport in graphene.

3.1.2. Effect of point defects on thermal conductivity

The exceptionally high intrinsic thermal conductivity, $K$ of large suspended graphene samples has been experimentally verified using the opto-thermal Raman technique$^{9,10}$ and confirmed independently using scanning thermal microscopy
measurements.\textsuperscript{11} This can be attributed to an unusually long mean free path ($\lambda$) of the long-wavelength phonons in two-dimensional (2-D) lattices.\textsuperscript{2,12} Recent calculations by different methods suggested that the graphene sample size should be in the 100 $\mu$m\textsuperscript{13,14} or even 1 mm\textsuperscript{15} range in order to fully recover the intrinsic thermal conductivity, ranging from 4000–6000 W m\textsuperscript{-1} K\textsuperscript{-1} near RT. However, the thermal conductivity of graphene synthesized by the CVD is always lower than that of the mechanically exfoliated graphene due to extrinsic effects including polymer residue from nanofabrication,\textsuperscript{8} edge roughness,\textsuperscript{6} polycrystalline grain boundaries,\textsuperscript{7} and disorder from contact with a substrate or a capping layer.\textsuperscript{16} However, to date, there have been no quantitative experimental studies of the thermal conductivity dependence on the concentration of defects, $N_D$, in graphene. The only reported experimental study of the phonon – point-defect scattering in graphene utilized isotopically modified graphene.\textsuperscript{17} The phonon scattering on isotope impurities is limited to the mass-difference term only. It does not include the local strain effects owing to missing atoms, bond breaking or presence of chemical impurities. It was established in ref. 17 that the dependence of the thermal conductivity on the isotope impurity ($^{13}$C) concentration is in line with the prediction of the well-established virtual crystal model\textsuperscript{18} used to calculate thermal conductivity in alloy semiconductors such as Si$_x$Ge$_{1-x}$\textsuperscript{18} or Al$_x$Ga$_{1-x}$As.\textsuperscript{19} This model predicts the highest $K$ for the material with either $x = 0$ or $(1 - x) = 0$ and a fast decrease to a minimum as $x$ deviates from 0. The situation is expected to be different in materials with defects induced by irradiation.

The knowledge of the $K$ dependence on the concentration of defects induced by irradiation can shed light on the strength of the phonon – point defect scattering in 2-D materials. The
change in the dimensionality results in different dependencies of the scattering rates on the phonon wavelengths in the processes of phonon relaxation by defects and grain boundaries.\textsuperscript{6,20,21} In bulk 3-D crystals, the phonon scattering rate on point defects, $1/\tau_P$, varies as $\sim 1/f^4$ (where $f$ is the phonon frequency).\textsuperscript{21} Owing to the changed phonon density of states (PDOS), the phonon scattering rate in 2-D graphene has a different frequency dependence, $1/\tau_P^G \sim 1/f^3$, which can, in principle, affect the phonon MFP and the thermal conductivity. In addition to the fundamental scientific interest, a quantitative study of the dependence of $K$ on $N_D$ is important for practical applications of graphene in thermal management. The graphene and few-layer graphene (FLG) heat spreaders\textsuperscript{22} will likely be produced by CVD while FLG thermal fillers in thermal interface materials (TIMs)\textsuperscript{23} will be synthesized via the liquid phase exfoliation (LPE) technique. Both methods typically provide graphene with a large density of defects than that exfoliated from HOPG.

### 3.2. Experimental details

#### 3.2.1. Graphene synthesis and transfer

The single layer graphene samples were synthesized using ambient pressure chemical vapor deposition (AP-CVD) on a Cu foil. Briefly, a polycrystalline Cu foil was cleaned to remove any surface oxides, loaded in a tube furnace and annealed for 2 h under flowing Ar and H$_2$ at 1030°C. For the growth of graphene, methane (90 ppm) along with Ar and H$_2$ was introduced into the chamber for 20 min. After the growth, the furnace was turned off and cooled to room temperature in Ar and H$_2$ atmosphere. The SLG grains were transferred on to a gold TEM grid using a direct transfer method discussed in detail in Section 2.2.2. Fig. 3.1 shows a false-colored SEM image of graphene on a gold TEM grid.
Only the holes fully covered with graphene were chosen for the study to simplify the data extraction in the opto-thermal Raman technique.

**Figure. 3.1.** False-colored SEM image of graphene transferred on gold TEM grid. Some holes are fully or partially covered with the graphene flake.

### 3.2.2. Opto-thermal Raman measurements

The opto-thermal Raman measurement is a non-contact steady state technique, which directly measures the thermal conductivity. A schematic of measurement setup is

**Figure. 3.2.** Schematic representation of setup for opto-thermal Raman measurements of thermal conductivity for graphene suspended on a TEM grid.
shown in Fig. 3.2. Basically, the micro-Raman spectrometer has a dual function: first as a heater, causing local heating at the laser spot, and second as a thermometer, measuring the temperature rise from the Raman G-peak shift, caused by the laser heating. The measurement is done in two steps: the calibration procedure and the power-dependent Raman measurement. During the calibration, the Raman spectrum of graphene sample is recorded under low-power laser excitation (0.5 mW) to avoid local heating caused by the laser in a wide temperature range. In order to do this, the sample is placed inside a cold–hot cell (Linkam 600), where the temperature is controlled externally with steps of 10 °C and accuracy of ∼0.1 °C. The samples are kept at least five minutes at each step to stabilize the temperature, and then the Raman G-peak positions are recorded. The procedure provides the position of the G-peak as a function of the sample temperature. In the second step of the opto-thermal measurements, the excitation laser power is intentionally increased to cause local heating in the suspended graphene, while the stage temperature is kept constant at room temperature. The spectral position of the Raman G-peak reveals the local temperature rise in response to the laser heating with the help of the calibration curve.

The temperature calibration and power measurement results are shown in Fig. 3.3(a) and 3.3(b), respectively. One can see from the temperature calibration plot that the dependence of the G peak spectral position on the sample temperature can be approximated as linear in the examined temperature interval. The extracted temperature coefficient $\chi_G = -0.013 \text{ cm}^{-1}/\text{°C}$ is in line with previous reports for graphene. The G-peak shift with increasing laser power (Fig. 3.3(b)) also shows an excellent linear dependence of the G-peak shift on the laser power. The portion of light absorbed by suspended graphene, which
causes the local heating, was measured directly by placing a power meter (*Ophir*) under the sample. To ensure accuracy, the absorbed power was measured for a graphene covered hole and on a reference empty hole. The difference in power readings corresponds to the power absorbed by graphene at a given laser wavelength $\lambda$. The measurement was repeated ten times at different laser power levels to determine the absorption coefficient of $5.68\% \pm 0.72\%$ at the excitation laser wavelength of $\lambda = 488$ nm. The light absorption coefficient at $\lambda < 500$ nm, used in our experiments, is larger than the well-known long-wavelength limit, and it can increase further owing to surface contamination, defects, and bending.\textsuperscript{24,25}

**Figure 3.3.** (a) Calibration dependence of the Raman G peak position of suspended SLG as a function of temperature before graphene exposure to electron beam. The inset shows a representative Raman spectrum of CVD graphene. (b) Raman G peak position dependence on power on excitation laser. The SEM image of this sample is depicted in the inset.

The slope of the $\omega_G(\Delta P)$ curve contains information about the value of thermal conductivity $K$, which can be extracted by solving the heat diffusion equation, knowing the sample geometry and temperature rise $\Delta T = \chi_G^{-1} \Delta \omega_G$ (where $\Delta \omega_G$ is the shift in the spectral position of G peak $\omega_G$). The large sample size ensures that the phonon transport is
diffusive or partially diffusive. The “grey” phonon MFP in graphene is around $\sim 800$ nm near RT. The sample size of $\sim 7.5 \ \mu$m ensures that phonons scatter several times before reaching the edges. The thermal conductivity of suspended CVD graphene before introduction of defects was found to be $\sim 1800 \ \text{W m}^{-1} \ \text{K}^{-1}$ near RT. This value is in agreement with the previous independent reports for suspended CVD graphene.\textsuperscript{9,10} A possible presence of few grain boundaries and defects, introduced during synthesis or transfer, reduce the thermal conductivity of CVD graphene as compared to that of graphene obtained by mechanical exfoliation from HOPG.

### 3.2.3. Electron beam irradiation

The additional defects in the suspended graphene were introduced in a controllable way using low-energy electron beam irradiation.\textsuperscript{26} The samples were irradiated under 20 keV electron beam using Philips XL-30 FEG field-emission system. The suspended graphene sample was exposed to continuous electron beam from electron gun with current varying from $\sim 3 \ \text{nA}$ to $\sim 10 \ \text{nA}$ controlled by the beam spot size. Before each irradiation step, a Faraday cup was used to read the beam current at the desired spot size. A constant magnification was maintained during all irradiation steps in order to keep the irradiated area constant ($6.6 \times 10^7 \ \text{nm}^2$). As a result, the dose density was controlled by the irradiation time. The irradiation process was done inside a vacuum chamber with the pressure below $10^{-4}$ Torr.

The Raman spectra of the suspended graphene samples were recorded after each irradiation step. Fig. 3.4(a) shows the evolution of the D and D’ peaks in the Raman spectrum of single layer graphene after each irradiation step. It can be seen that the D to G
peak intensity ratio, \( I_D/I_G \), increases from 0.13 for as-grown CVD graphene all the way to 1.00, after four steps of the electron beam irradiation. The presence of the D peak in the spectrum before irradiation indicates a background defect concentration characteristic for CVD graphene and explains \( K \) values somewhat below the bulk graphite limit. The evolution of the Raman spectrum under irradiation was used for quantifying the density of defects, \( N_D \), following an empirical correlation:

\[
N_D = \frac{(1.8 \pm 0.5) \times 10^{22}}{\lambda^4} \left( \frac{I_D}{I_G} \right)
\]

It is known that the above correlation is valid for a relatively low defect density regime. This criterion was met in the reported experiments. The defect density increases linearly with the Raman D to G peak intensity ratio. To show the correlation between the density of defects and the electron beam irradiation dose, we have plotted the Raman D to G peak intensity ratio, \( I_D/I_G \), as a function of the total irradiation dose (Fig. 3.4(b)).

Figure 3.4. (a) Evolution of Raman spectrum under electron beam irradiation. As the sample is exposed to the electron beam, the Raman D peak intensity increases resulting in a D-to-G peak intensity ratio change from \( \sim 0.13 \) to \( \sim 1.00 \); (b) Correlation of the Raman D-to-G peak intensity ratio with the electron beam irradiation dose.
linear dependence is clearly seen as expected for the low defect density regime.\textsuperscript{26} The opto-thermal Raman measurements were performed after each irradiation step. The dependence of the G-peak shift on the temperature and total power is presented in Fig. 3.5. The temperature coefficient of the Raman G-peak, $\chi_G$, was not significantly affected by the defected density. But the slope of the $\omega_G(\Delta P)$ curve increased significantly after each step of irradiation, indicating a decrease in thermal conductivity. In measuring the $\omega_G(\Delta P)$ dependence, we had to keep the power level small enough in order to avoid local healing of defects via heating.

In Fig. 3.6 we present the extracted thermal conductivity, $K$, as a function of the defect density, $N_D$, by squares, circles and triangles corresponding to three suspended flakes of graphene. The details of the thermal data extraction using COMSOL simulation have been reported in ref. 12. For the small defect densities, $N_D < 1.2 \times 10^{11} \text{ cm}^{-2}$, the
thermal conductivity decreased with increasing $N_D$. It can be approximated with the linear dependence $K = 1990 - 116 \times N_D$ [W m$^{-1}$ K$^{-1}$]. In the $N_D = 0$ limit, the thermal conductivity $K = 1990$ W m$^{-1}$ K$^{-1}$ was still smaller than that of the ideal basal plane of HOPG due to the background defects and possible grain boundaries present in CVD graphene before irradiation. The presence of defects before irradiation was evidenced from D peak in the Raman spectrum. At the defect density of $N_D \sim 1.5 \times 10^{11}$ cm$^{-2}$, one can see an intriguing change in the $K(N_D)$ slope. It can be interpreted as a strong reduction in the rate of the decrease of $K$ with increasing concentration $N_D$ or the onset of saturation. The thermal conductivity in this region is still rather high $K \sim 400$ W m$^{-1}$ K$^{-1}$. This is clearly above the amorphous carbon limit.$^2$

3.3. Discussion

For theoretical interpretation of the measured behavior of the thermal conductivity we employed both a BTE analysis and MD simulations. The details of our BTE and MD approach are provided in Appendix B. Briefly, for analysis of our experimental data, we take into account three main mechanisms of phonon scattering: phonon–phonon Umklapp...
(U) scattering, phonon – rough edge scattering (also referred to as boundary (B) scattering), and phonon – point-defect (PD) scattering. The strength of the phonon scattering on defects is determined by the mass-difference parameter \( \zeta = (\Delta M/M)^2 \), where \( M \) is the mass of carbon atom and \( \Delta M = M - M_D \) is the difference between masses of a carbon atom and a defect. The value of \( \zeta \) strongly depends on the nature of defects. In our BTE analysis, we used \( \zeta \) as a fitting parameter to the experimental data. Within our model assumptions, the agreement with the experimental results is reached for \( \zeta = 590 \). The important conclusion from the BTE modeling is that the observed weakening \( K(N_D) \) dependence can be reproduced via interplay of the three main phonon scattering mechanisms – Umklapp scattering due to lattice anharmonicity, mass-difference scattering, and rough edge scattering.

Let us now consider a possible nature of defects in our samples and their effect on the thermal conductivity as revealed from MD simulations. The electron energies of 20 keV used in the electron beam irradiation process are less than the knockout threshold energy of 80 keV.\(^{26,29,30}\) Such irradiation is only sufficient to overcome the energy barrier required for breaking of the carbon–carbon bond and initiating reaction with any residual impurities such as \( \text{H}_2\text{O} \) and \( \text{O}_2 \) on the surface of graphene. This reaction results in functionalization of graphene with –OH and –C=O groups. Prior studies have shown that the –C=O configuration is energetically more favorable than –OH, and the transition of –OH and other functional groups into the energetically stable –C=O configuration can occur especially when they are annealed.\(^{31}\) The energy barrier for the diffusion of –OH and epoxy groups is around 0.5–0.7 eV,\(^{32}\) which corresponds to a diffusion rate \( \sim 10^2 \text{ s}^{-1} \) as calculated.
from transition-state theory, assuming a typical phonon frequency range in graphene. For this reason, the functional groups can be mobile at the temperature of the thermal experiments (\(\sim 350 \, \text{K}\)). Upon continuous electron beam irradiation, two epoxy or hydroxyl group can come together and release an \(\text{O}_2\) molecule.\(^{33}\) When the coverage of functional groups is high, detectable amounts of CO/CO\(_2\) can be released creating vacancies in the graphene lattice.\(^{34}\) The presence of –OH and –C=O functional groups can be the reason for stronger phonon – defect scattering than that predicted by BTE models with vacancies only (and the resulting large \(\zeta\) required for fitting to the experimental data). Our MD simulations show that a combination of single and double vacancy defects can also account for the experimentally observed thermal conductivity dependence on the defect concentration. The absolute value at the zero-defect limit is lower than the experimental due to the domain-size limitation in the simulation.

As one can see from Fig. 3.7, the thermal conductivity decreases drastically for \(N_D\) increasing from \(2 \times 10^{10} \, \text{cm}^{-2}\) to \(10 \times 10^{10} \, \text{cm}^{-2}\) and subsequently reaches a near-constant value at the higher concentrations of defects. This value is substantially above the amorphous carbon limit – in

\[\text{Figure. 3.7. MD simulation results for thermal conductivity of graphene with single and double vacancy defects. The simulated defect structures are depicted in the inset.}\]
line with the experiment. According to this model scenario, upon irradiation, –C=O and other functionalized defects are formed that strongly reduce the thermal conductivity. Continuous irradiation results in the creation of single and double vacancies. The increase in their concentration does not lead to pronounced $K$ reduction, which approaches an approximately constant value for the $N_D$ range that was investigated. It can be explained in the following way. As more defects are introduced in graphene through irradiation the additional defect sites serve as scattering centers for phonons with wavelengths shorter than the distance between two vacancies. The delocalized long-wavelength phonons, that carry a significant fraction of heat, are less affected by extra defects that are closely spaced compared to those introduced at the previous irradiation step. At some irradiation dose, the increase in the phonon scattering rate of the delocalized modes due to extra defects is substantially smaller than that of the short-ranged localized modes. Hence, after a certain critical $N_D$ the thermal conductivity effectively saturates. The weakening of the $K(N_D)$ dependence observed experimentally and revealed in the present MD simulation is in line with reported computational results performed for graphene and graphene ribbons under various assumptions about the nature of defects.\textsuperscript{34-37}

We further analyzed experimental Raman data to confirm the presence of vacancies in the irradiated graphene following the methodology developed in ref. 38. In this approach, the type of defects is determined from the ratio of intensities of D and D’ peaks, $I_D/I_{D'}$. It has been shown that $I_D/I_{D'}$ in graphene attains its maximum ($\approx 13$) for the defects associated with sp$^3$ hybridization, decreases for the vacancy-like defects ($\approx 7$), and reaches a minimum for the boundary-like defects ($\approx 3.5$). Following this method,\textsuperscript{38} the results
shown in Fig. 3.8 confirm the presence of vacancy type defects in our irradiated graphene sample \( (I_D/I_D' \approx 7) \). It is known that the intensity of the D band depends not only on the concentration of defects, but also on the type of defects,\(^3\) and only defects that are capable of scattering electrons between the two valleys K and K' of the Brillouin zone can contribute to the D band.\(^4\)-\(^6\) For this reason, not all types of defects in graphene can be detected by Raman spectroscopy. However, our Raman data confirm the presence of vacancies supporting the theoretical assumptions.

![Figure 3.8](image)

**Figure 3.8.** (a) Nature of defects was found to be mostly vacancies based on Raman D to D' peak intensity ratio of \( \approx 7 \), which has been attributed to vacancy type defect. (b) Raman D and G peak was fitted with Lorentzian function while D' peak was fitted using Fano line shape.

### 3.4. Conclusions

We investigated the thermal conductivity of suspended CVD graphene as a function of the defect density. The defects were introduced by the low-energy electron beams and quantified by the Raman D-to-G peak intensity ratios. It was found that as the defect density changes from \( 2.0 \times 10^{10} \, \text{cm}^{-2} \) to \( 1.8 \times 10^{11} \, \text{cm}^{-2} \) the thermal conductivity reduces from \( \sim (1.8 \pm 0.2) \times 10^3 \, \text{W m}^{-1} \text{K}^{-1} \) to \( \sim (4.0 \pm 0.2) \times 10^2 \, \text{W m}^{-1} \text{K}^{-1} \) near RT. At higher defect density the thermal conductivity revealed an intriguing weakening of the \( K(N_D) \)
dependence. This behavior was explained theoretically within the Boltzmann transport equation and molecular dynamics approaches. The obtained results contribute to understanding the acoustic phonon point defect scattering in 2-D materials. Our data indicating rather large values of thermal conductivity for graphene with defects adds validity to the proposed practical applications of graphene in thermal management.
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CHAPTER 4

Band-gap Engineering of Graphene

4.1. Introduction

It is a general consensus that the MOSFET scaling is approaching its limit as FETs with shorter gates suffer from degraded electrostatics and short channel effects. The scaling theory predicts that FETs with a thinner gate-controlled region will be more robust against short-channel effects. Hence, significant research is directed towards exploring newer materials and device concepts ensure improvement in device performance. This opens up possibilities for FETs with two-dimensional materials such as graphene and transition metal dichalcogenides (TMDs), which are one atomic layer thick, as the channel material. Owing to exceptional electrical properties such as high charge mobility, ambipolar nature and quantum hall effect, graphene is one the materials that is considered to be a strong candidate for post-Si electronics by the International Technology Roadmap for Semiconductors (ITRS).

The electronic band-structure of conventional semiconductors consists of valence and conduction bands that are parabolic and separated by a gap of size $E_g$, the band-gap of the semiconductor (Fig. 4.1(a)). The band-gap values for typical semiconductors are 1.1 eV for Si, 0.7 eV for Ge and 1.4 eV for GaAs. However, pristine graphene does not have a band-gap and the band-structure consists of cone-shaped valence and conduction bands that touch each other at the K points in the Brillouin zone (Fig. 4.1(b)). The transfer characteristics for a typical graphene-FET and a Si MOSFET are shown in Fig. 4.1(c). For
a conventional semiconductor like Si, decreasing the gate voltage shifts the Fermi level into the band-gap region where the carrier density, and hence the drain current, is negligible and the transistor is said to be switched off. The ability of Si FETs to completely switch off results in extremely low power dissipation in static mode and thus facilitates its operation as a switch with on–off ratios $I_{ON}/I_{OFF}$ in the range of $10^4$ - $10^7$. The typical static drain current in graphene inverters\(^7\) is $\sim 270 \, \mu A \, \mu m^{-1}$ at a supply voltage $V_{DD} = 2.5 \, V$, in contrast to the much smaller leakage drain current $\sim 100nA \, \mu m^{-1}$ at $V_{DD} = 0.75 \, V$ in 22 nm node high-performance Si logic transistors.\(^8\) This large non-zero off-state drain current in graphene is due to its zero band-gap and is responsible for the low $I_{ON}/I_{OFF}$ for graphene FETs. This is a major obstacle for graphene FETs and limits its use for applications.\(^9\)
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**Figure 4.1** Electronic bandstructure diagram of (a) conventional semiconductor, (b) Single-layer graphene; Transfer characteristics for (c) conventional semiconductor, (d) Single-layer graphene.

The issue of zero band-gap of pristine graphene has sparked a lot of research for ways to engineer a band-gap using different methods including confinement of charge...
carriers in one dimensional structures like graphene nanoribbons\textsuperscript{10,11} applying a vertical bias to bilayer graphene,\textsuperscript{12} and chemical modification of graphene.\textsuperscript{13} In particular, fabrication of one-dimensional structures like graphene nanoribbons (GNRs) is considered particularly elegant since it offers control over extent of bandgap introduced by simply varying the dimensions. Analogous to carbon nanotubes,\textsuperscript{14} the band-gap for a GNR device is inversely proportional to the ribbon width (Fig. 4.2(a)). Bandgaps in the range of 300-400 meV have been demonstrated experimentally for GNRs with less than 15 nm width.\textsuperscript{10,11} However, fabrication of GNRs with widths down to sub-10 nm is challenging and the resulting GNRs suffer from edge roughness and edge site defects.\textsuperscript{15,16} These defects significantly affect the band gap, induce doping and degrade the mobility of charge carriers along the length of the ribbon. The highest quality GNRs with smooth, well-defined edges have been synthesized by longitudinal unzipping of carbon nanotubes.\textsuperscript{11} However, this technique results in isolated ribbons with undefined shape and is therefore not practical for FET device fabrication. Most practical fabrication techniques for GNRs are based on a top down approach that involves deposition of large area graphene on a substrate followed by

\textbf{Figure 4.2} (a) Bandgap versus GNR width based on experiments and calculations,\textsuperscript{3} (b) Effect of GNR width on $I_{ON}/I_{OFF}$ ratio and mobility of experimental GNR-FETs.\textsuperscript{9}
anisotropic etching using a mask, resulting in an array of GNRs. The edge roughness and defects are primarily introduced during this etching step that involves removal of graphene using dry plasma-based etching.

In this chapter, we discuss two different top down approaches for synthesis of GNR array with varying widths. The first approach is using convention electron-beam lithography (EBL). Briefly, large area graphene synthesized using CVD is transferred on Si/SiO$_2$ and coated with a thin-layer of poly(methyl methacrylate) (PMMA), a positive e-beam resist, which acts like an etch mask. The resist layer is patterned using electron-beam lithography and the exposed graphene is removed using oxygen-based reactive-ion etching (RIE). Finally, the PMMA layer is dissolved and this results in an array of GNRs with widths between 50-200 nm. As discussed above, these widths are not narrow enough to open up a sufficient band gap in graphene. So, we propose a second top-down approach that utilizes an array of metal nanowires (NWs) to act like an etch mask. Briefly, the metal nanowire array is fabricated using a superlattice nanowire pattern (SNAP) transfer process, which results in Pt NWs with widths down to 8 nm. These narrow NWs act like an etch mask and the graphene is etched using RIE. We investigate the nature of the edge defect sites in detail using material characterization techniques including Raman spectroscopy and x-ray photoelectron spectroscopy (XPS). Further, the effect of thermal annealing treatments to reduce the concentration of edge defects was explored. In the final section, we explore the applications of these GNR-FETs devices as a gas sensor and compare the sensitivity to its graphene counterpart.
4.2. Experimental Details

4.2.1. Synthesis and transfer of large area graphene

Large area single-layer graphene (SLG) was synthesized using ambient pressure chemical vapor deposition (AP-CVD) on a Cu foil. A polycrystalline Cu foil (99.8% purity, 0.025 mm thickness) was cleaned and loaded into the CVD chamber and the furnace temperature was ramped to 1030°C while flowing Ar (300 sccm) and H₂ (15 sccm) and the foil was annealed for 2 h. For the growth of graphene, low concentration of methane (90 ppm in Ar) and H₂ were introduced into the chamber for 20 min at 375 sccm and 15 sccm, respectively. After the growth, the furnace was turned off and cooled to room temperature in Ar and H₂ atmosphere. Next, the graphene was transferred on Si/SiO₂ substrate using a conventional polymer-based method. Briefly, the Cu foil with graphene was spin-coated with a layer of poly(methyl methacrylate) (4% in anisole) at 2000 rpm and baked at 180°C for 10 min. The copper foil was then etched in 0.2 M (NH₄)₂S₂O₈ and washed repeatedly with DI water. The resulting PMMA/graphene film floating on the surface of DI water was transferred to a Si/SiO₂ chip and dried in air. The PMMA layer was dissolved in acetone and graphene chip was annealed at 250°C in air to remove the polymer residues and improve the contact between the graphene film and substrate.

4.2.2. FET device fabrication

Field-effect transistors (FETs) with SLG as the channel material were fabricated on Si/SiO₂ (highly doped p-type Si substrate with 300 nm of SiO₂ deposited using thermal oxidation) using conventional photolithography. Channel regions with dimensions of $L_c = W_c = 10 \mu$m were defined in graphene using photolithography, followed by oxygen-based
reactive ion etching (RIE). Briefly, a positive photoresist S1813 was spin-coated at 4000 rpm for 45 seconds, exposed to a UV light source (~370 nm wavelength, 12 mW cm\(^{-2}\) intensity) for 3 seconds using a hard mask and developed in 1:4 solution of water:AZ400K developer. The exposed graphene was removed using RIE conditions: power – O\(_2\) flow rate – 25 sccm, chamber pressure – 60 mTorr, power – 60 W, duration – 30 seconds. The unexposed regions of photoresist were dissolved in acetone resulting in 10 x 10 µm stripes of graphene. Next, source (S) and drain (D) electrodes were patterned using a second photolithography step, followed by deposition of 10/80nm layer of Cr/Au using e-beam evaporation and lift-off. The p-doped Si substrate was used as the back-gate electrode. The native oxide layer on the back of Si was removed by etching in buffered oxide etchant (BOE) and metal contacts were deposited using e-beam evaporation. The device fabrication scheme is shown in Fig. 4.3.

![Figure 4.3](image_url) Process flow diagram for fabrication of graphene-FETs using photolithography.

### 4.2.3. GNR fabrication using electron-beam lithography (EBL)

The 10 x 10 µm graphene stripes patterned using photolithography were spin-coated with an electron-beam resist, 2% PMMA in anisole, at 4000 rpm for 45 seconds and baked at 180°C for 5 minutes. An array of lines with varying line-spacing was written using EBL (Zeiss Leo 1550) using following conditions: voltage = 20 keV, beam current = 70
pA, line dose = 0.2 – 1.0 nC cm⁻¹. Since PMMA is a positive resist, the width of GNR was controlled by varying the spacing between the lines written. The exposed features were developed in a 1:3 solution of MIBK:IPA at 4°C for 70 seconds (MIBK – methyl isobutyl ketone, IPA – isopropyl alcohol) and the exposed graphene was removed using RIE. The unexposed PMMA was dissolved in acetone at 60°C and this resulted in GNR arrays with varying widths. A detailed device fabrication scheme is shown in Fig. 4.4.

4.2.4. Superlattice nanowire pattern (SNAP) transfer process

SNAP process was originally developed by James Heath group for the fabrication on ultrahigh density Si nanowires. We adapted a similar scheme for fabrication of an ultrahigh density array of GNRs. Briefly, a superlattice consisting of alternating layers of GaAs/Al₀.₈Ga₀.₂As (varying thickness from 8 – 50 nm) was grown using molecular beam epitaxy (MBE) and cut into small rectangular pieces called ‘master’ (size – 1x1 mm). The Al₀.₈Ga₀.₂As layers were selectively etched in NH₄OH (8 sec) followed by H₂O₂ (5 sec) to
form a comb-like structure with GaAs pillars. A 10 nm layer of Pt was deposited on top of the ridges of the master using e-beam evaporation with samples titled at an angle of 36˚C. The substrate – graphene film on Si/SiO₂ – was spin-coated with a thin layer of heat-curable epoxy at 5000 rpm for 60 seconds. The epoxy formulation consisted of Epoxy bond 110 (Allied Tech Products) – 10 drops of part A and 1 drop of part B, added to 20 ml solution of 2% PMMA in anisole. The master with evaporated Pt was dropped vertically on the substrate and baked at 150˚C for 20 minutes to transfer the Pt NWs array from the master to the graphene/PMMA layer. The master substrate was removed by etching the interface in a solution of 5:1:50 H₃PO₄:H₂O₂:H₂O for 6 hours. This results in an ultrahigh density Pt NW array on graphene/PMMA which serves as an etch mask. The unprotected graphene/PMMA between the Pt NWs is removed using RIE at 100 W for 2 minutes. In

Figure 4.5 Process flow diagram for fabrication of GNR-FETs using superlattice nanowire pattern (SNAP) transfer.
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the final step, the Pt NWs are lifted off by dissolving the PMMA layer in acetone. A
detailed device fabrication scheme is shown in Fig. 4.5.

4.3. Results and Discussion

4.3.1. Electrical characteristics: Large area graphene-FET

The electrical properties of CVD grown large-area SLG were investigated by
fabricating FET devices. The channel resistance of graphene-FETs with a channel length
of 10 µm was measured by obtaining characteristic curves \( I_d - V_{ds} \) with \( V_{ds} \) between +0.1 V
and −0.1 V (Fig. 4.6(a)) using a Keithley source-meter. No back-gate voltage \( V_g \) was
applied during these measurements. The transfer characteristics \( I_d - V_g \) were measured
using the highly p-doped Si substrate as the global back gate, and 300 nm thermally grown
SiO₂ layer as the gate dielectric. Fig. 4.6(b) shows the \( I_d - V_g \) curve for \( V_g \) varying between
−10V and +50V and \( V_{ds} = 0.1V \). The transfer curve shows the characteristic ambipolar
nature of graphene with \( V_{cnp} \) (charge neutrality point) around +15V. This shift of \( V_{cnp} \) to
positive \( V_g \) (\( V_{cnp} = 0 \) V in pristine undoped graphene) is indicative of p-type nature typically
seen in CVD graphene due to hole-doping induced during the O₂ plasma step used for
patterning for the graphene channel. Hole-doping can also be attributed to adsorption of
atmospheric oxygen and vapors as the channel is exposed to ambient air.²¹ The electron
and hole mobilities were calculated using the equation:³

\[
\mu = \frac{L_c g_m}{W_c C_g V_{ds}}
\]

where, \( L_c \) is the channel length (10 µm), \( g_m \) is the transconductance (slope of the \( I_d - V_g \)
curve, \( \frac{dI_d}{dV_g} \)), \( W_c \) is the channel width (10 µm), \( C_g \) is the gate capacitance per unit area (11.6
nF cm$^2$ for 300 nm SiO$_2$) and $V_{ds}$ is the source-drain bias (0.1 V). The mobility values were found to be in-line with literature reported values for back-gated graphene FETs with mobility of $\sim$2000 cm$^2$/Vs. However, due to absence of bandgap in large area graphene, the $I_{ON}/I_{OFF}$ is negligible ($\sim$2) and the off-current is as high as $\sim$2.5 x 10$^{-5}$ A.

4.3.2. Electrical characteristics: GNR-FETs fabricated using e-beam lithography

Graphene nanoribbons (GNR) arrays were fabricated by patterning the large area graphene used in the FET devices discussed above using electron-beam lithography. The graphene was first spin-coated with a thin layer ($\sim$80-100 nm) of positive e-beam resist, PMMA. Next, the PMMA coated graphene was exposed to an electron beam with accelerating voltage = 20 keV and an array of line features was patterned. The electron dose was varied between 0.2 – 2.0 nC cm$^{-1}$ to obtain GNR of different widths. Since PMMA is a positive resist, the regions exposed to electron beam were dissolved during developing stage. Correspondingly, the width of GNRs was inversely proportional to the electron line-dose and directly proportional to the spacing between the line features. After
exposure, the devices were developed in MIBK:IPA solution held at 4°C to ensure slow dissolution rate of the exposed PMMA regions. The development at low temperature is critical for obtaining the required high resolution and reproducible sub-micron features. In the final step, the exposed graphene regions were removed using O₂-based RIE and the PMMA layer was dissolved in acetone to obtain GNR arrays. Fig. 4.7 shows the SEM images of GNR arrays with widths between 60 nm (line dose = 0.6 nC cm⁻¹) and 100 nm (line dose = 0.2 nC cm⁻¹).

![Figure 4.7](image)

**Figure 4.7** (a) SEM image of a GNR-FET device fabrication using e-beam lithography. SEM images of GNR arrays fabricated by changing the electron line dose: (b) Line dose=0.2 nC cm⁻¹, width – 100 nm, (c) Line dose=0.4 nC cm⁻¹, width – 80 nm, (d) Line dose=0.6 nC cm⁻¹, width – 60 nm. The scale bar (b), (c), (d) is 100 nm.

The electrical characteristics of the GNR-FET devices were measured by obtaining transfer curves as in case in large area graphene FETs. As shown in Fig. 4.8, the transfer curve for GNR array of 60 nm width showed a shift in $V_{\text{Gnp}}$ to +85V as compared to +15V.
for large area graphene. This shift in $V_{cnp}$ to higher positive voltages is attributed to p-doping induced during the RIE step of GNR fabrication process. The RIE introduces defects in the form of oxygen-functional groups at the edge carbon atoms of GNRs, which results in p-doping due to the electro-negative nature of these groups.\textsuperscript{21,22} These edge defects further lead to decrease in the mobility of GNR device to $\sim 500$ cm$^2$/Vs as compared to large area graphene. This decrease in mobility is characteristic nature of GNR fabricated using a top-down approach. Additionally, there was a small increase in $I_{ON}/I_{OFF}$ ratio ($\sim 4$) and the current in the off-state decreased slightly to $\sim 1 \times 10^{-5}$ A. This $I_{ON}/I_{OFF}$ ratio is directly related to the extent of bandgap induced due to the quantum confinement of carriers in on-dimensional ribbons. Engineering a sizable bandgap ($\geq 300$ meV) requires patterning of GNRs widths 20 nm and lesser. Thus, the low $I_{ON}/I_{OFF}$ ratios observed can be attributed to the resolution limit of the EBL tool. Since the width of EBL fabricated GNR (60–200 nm) is not narrow enough to engineer a sizable bandgap, a second top-down fabrication

\textbf{Figure 4.8} Transfer characteristics ($I_d - V_g$) for GNR-FET with ribbon width of 60 nm.
technique using a superlattice nanowire pattern (SNAP) transfer process was employed to pattern GNRs with widths down to sub-10 nm.

4.3.3. GNR fabrication using SNAP process

The superlattice wafer with alternating layers of GaAs/Al\(_{0.8}\)Ga\(_{0.2}\)As was cut into small pieces and the Al\(_{0.8}\)Ga\(_{0.2}\)As layers were selectively etched in NH\(_4\)OH. Fig. 4.9(a) shows the SEM image of comb-like structures with GaAs pillars. For an etch time of 8 seconds, the ridge height was found to be \(\sim 30\) nm. Longer etch times lead to deeper trenches and this increases the possibility of collapsing. Angled deposition was employed to deposit Pt on top of the ridge and this results in an ‘L’ shaped cross-section of the Pt layer. SEM image shown in Fig. 4.9(b) confirms the successful deposition of Pt on top of the GaAs ridges.

![Figure 4.9](image)

**Figure 4.9** (a) SEM image (top view) of master with comb-like features formed due to selective etching of Al\(_{0.8}\)Ga\(_{0.2}\)As layers; (b) SEM image (top view) of master after angled deposition of 10 nm Pt layer on top of GaAs ridges.

Next, a thin layer of heat-curable epoxy was spin-coated on the graphene film of Si/SiO\(_2\). The thickness of epoxy is critical for successful bonding of the superlattice piece and it was optimized by diluting the PMMA solution using anisole solvent. The superlattice
piece with deposited Pt layer was bonding to the substrate by dropping it vertically with the atomically flat plane facing down. It is critical to drop the superlattice vertically to ensure transfer of the Pt NWs to the substrate. The reproducibility and yield was found to be very low when dropping the superlattice manually using a tweezer. To overcome this issue, a customized micro-manipulator (Fig. 4.10) was used to ensure precise vertical dropping of the superlattice. The master was bonded firmly to the graphene/PMMA substrate after curing of the epoxy layer. Next, the master was etched in phosphoric acid solution that etches both, GaAs and Al$_{0.8}$Ga$_{0.2}$As, layers and thus releases the superlattice template from the Pt NWs. In an ideal case scenario, this would lead to transfer of Pt NW array on graphene/PMMA and act like an etch mask for anisotropic etching of graphene between the Pt NWs. However, presently there were issues with the transfer process and the Pt NWs were not successfully transferred. To our understanding, this issue could be due to improper cleaning/surface roughness of the substrate and/or higher thickness of the epoxy layer that causes the PMMA to fill the ridges of the master and thereby prevent it from bonding successfully. Optimization of this step in future work would require

![Figure 4.10](image-url) **Figure 4.10 (a)** Side-view and **(b)** Front-view of the customized micromanipulator used for vertical dropping of master.
modifying the epoxy layer formulation to get a consist and uniformly thin layer (~10 nm) of epoxy.

4.3.4. Characterization of edge defects

Most top-down GNR fabrication processes involve an anisotropic etching step using O$_2$–based RIE to remove the graphene layer by using an etch mask (PMMA in case of EBL, Pt NWs in case of SNAP). As discussed in Section 4.3.2, this etching step inevitably introduces defects such as oxygen-functional groups and terminal sp$^3$-hybridized carbon atoms. A schematic representation of these edge-site defects is shown in Fig. 4.11. Additionally, unlike the GNRs formed by unzipping of carbon nanotubes, the edge carbon atoms do not have a prefer crystal orientation (armchair/zigzag) and consist of a combination of both crystal orientations. Such defects are responsible for the significant reduction in carrier mobility and p-doping of GNRs as compared to pristine graphene. We characterized the nature of these defects using Raman spectroscopy and x-ray photoelectron spectroscopy (XPS) analysis. In these spectroscopic characterization techniques, the lateral resolution (~1 µm in case of Raman spectroscopy and ~25 µm in case of XPS) is limited by the spot-size of the probe beam. To ensure the response is obtained purely from edge-atoms and not the basal plane, large area
Graphene was patterned into 4 x 4 µm squares using EBL. Fig. 4.12 shows the SEM images of the micro-patterned graphene sample used for spectroscopic characterization.

The Raman spectra obtained from the central part of the ribbon (Fig. 4.13(a)) showed a negligible D-peak intensity, similar to large area graphene and this is indicative of the pristine nature of basal-plane graphene. However, the Raman spectra obtained at the edge planes showed a significant increase in the intensity of D peak (Fig. 4.13(b)), with $I_D/I_G$ increasing from 0.08 to 0.94.

Figure 4.12 SEM images at (a) low magnification, (b) high magnification of micro-patterned graphene fabricated using EBL for spectroscopic characterization of defects. The scale bar in (a) is 5µm and (b) is 2 µm.

Figure 4.13 Raman spectra obtained near (a) Central region of micro-patterned graphene showing $I_D/I_G = 0.08$, (b) Edge region of micro-patterned graphene showing $I_D/I_G = 0.94$. The inset SEM images indicate the location where spectra were recorded.
To further confirm the nature and type of these defects, elemental analysis using XPS was employed. The XPS spectrum of large area pristine graphene (Fig. 4.14(a)) showed a pronounced asymmetry on the higher binding energy side typical of polyaromatic carbons. The asymmetric C1s core peak is indicative of graphitic structure as opposed to aliphatic or sp³ based carbon materials which exhibit symmetric spectra. The spectrum was fitted with a main peak (284.2 eV) corresponding to C=C and a secondary peak (285.3 eV), which corresponds to sp³ hybridized carbon bonds due to amorphous carbon contaminants and defects. The relatively small intensity of this peak indicates marginal traces of other carbon functionalities, which is characteristic of CVD synthesized graphene. However, the XPS spectra of micro-patterned graphene (Fig. 4.14(b)) showed a much larger concentration of sp³ defects, carbonyl (C=O) and ether

![Figure 4.14 XPS analysis of (a) large area graphene with sp³ defects due to grain boundaries but absence of oxygen-functional groups (b) micro-patterned graphene showing a significant increase in concentration of oxygen-functional groups due to edge defects.](image-url)
(C–O–C) groups. The C1s core peak was deconvoluted and the relative concentration of these defects and carbon functionalities was measured.

The spectroscopic characterization experiments give us some knowledge about the concentration and nature of defects introduced during the device fabrication process. Analogous to graphene oxide, most of these defects are due to oxidation of carbon atoms in graphene lattice. We explored different treatments including chemical reduction using hydrazine, electrochemical reduction and thermal annealing in reducing environment at high temperatures to reduce the concentration of defects and restore the graphitic structure to increase the mobility of GNR-FET devices. The results shown in Fig. 4.15 demonstrated that thermal annealing at 300°C under low pressure (1.3 Torr) with 5% H2 in Ar led to a decrease in the intensity of D peak in Raman spectra. The ID/IG ratio decreased from 0.94 in case of as-prepared micro-patterned graphene, to 0.78 after thermal annealing.

Figure 4.15 (a) Raman spectra micro-patterned graphene showing reduction in ID/IG from 0.94 to 0.78 after thermal annealing; (b) XPS analysis showing reducing in concentration of oxygen-functional groups.

The spectroscopic characterization experiments give us some knowledge about the concentration and nature of defects introduced during the device fabrication process.
Additionally, XPS showed a lowered concentration of carbon functionalities including carbonyl and ether groups due to reduction of oxygen. The relative percentage of sp\(^2\) hybridized C=C increased from 52% to almost 60% after thermal annealing.

4.3.5. GNR-FET based gas sensors

One of the commonly discussed applications of graphene-FET devices is electrical sensors for detection of chemicals and biological species. We evaluated the performance of the GNR-FET devices for sensing of NO\(_2\) by measuring the change in channel resistance upon exposure of to varying concentration of NO\(_2\). As shown in Fig. 4.16, chronoamperometric measurements were performed keeping \(V_{ds} = 0.1\) V and \(V_g = 0\) V, and monitoring \(I_d\) as a function of time. Due to p-type nature of GNRs and electron withdrawing nature of NO\(_2\), exposure to 2.5 ppm of NO\(_2\) in N\(_2\) led to ~2% decrease in channel resistance. In comparison, the graphene-FET device (shown in inset) did not show any measurable change in resistance. This result demonstrates that, unlike most applications of FETs, graphene chemical sensors benefit from the presence of edge-defect sites. The negligible

![Figure 4.16](image)

**Figure 4.16** (a) Dynamic response of GNR-FET device upon exposure to 2.5 ppm NO\(_2\) in N\(_2\); (b) Dynamic response of GNR-FET device for NO\(_2\) concentrations between 2.5 and 10 ppm.
response in case of graphene-FET is due to the inertness of pristine graphene, which limits
the sensitivity due to lack of binding sites for analyte molecules. This result demonstrates
the application of GNRs as an attractive option for fabrication of FET-based chemical
sensors with significantly higher sensitivity compared to their graphene counterparts.

4.4. Conclusions

In conclusion, this work discusses bandgap engineering of graphene by quantum
confinement of charge carriers into a pseudo one-dimensional nanostructures called
graphene nanoribbons (GNR). The GNR-FET devices were fabricated using two different
top-down techniques: (a) Conventional electron-beam lithography for patterning GNR
with widths from 50-200 nm, and (b) Superlattice nanowire pattern (SNAP) transfer
process for patterning GNR with widths from 8-20 nm. Since FET-based applications
require nanopatterning of graphene down to sub-10 nm, the $I_{ON}/I_{OFF}$ ratio of the GNR-FET
with ribbon width of 50 nm fabricated using e-beam lithography was found to be low (~4).
A new method based on fabrication of ultrahigh density Pt NW array with widths down to
8 nm was developed. The fabricated Pt NW array acts like an etch mask and facilitates
fabrication of GNRs with narrow widths. The preliminary attempts, though promising,
were not successful and require optimization of device fabrication steps. The edge defects
in GNRs, which are responsible for degradation of carrier mobility and increase in off-state
current were characterized using Raman spectroscopy and x-ray photoelectron
spectroscopy. Thermal annealing treatment was used to reduce the concentration of these
defects. Finally, the fabricated GNR-FET device was used as a gas sensor for dynamic
sensing of NO₂ gas. Compared to the pristine graphene-FET, the GNR-FET showed a
significant increase in sensitivity and were able to detect low concentrations (2.5 ppm) of NO$_2$.
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CHAPTER 5

Applications of Carbon Nanotubes as FET/chemiresistive based electrical biosensors

5.1. Introduction

Due to the absence of a sizable bandgap in graphene and the limitations of the different synthesis methods of graphene nanoribbons, it is unlikely that high-performance integrated logic circuits with graphene as a channel material will be practical within the next decade. However, more recently other electronic applications of graphene, which do not necessarily require the highest quality material, are being explored. Some of these applications include flexible electronics such as touch screen displays, organic light-emitting diodes (OLEDs), photovoltaics where graphene can be used a transparent electrode, energy storage and conversion devices such as supercapacitors and dye-sensitized solar cells, and electrical sensors. In particular, the use of carbon based nanomaterials such as graphene and carbon nanotubes for developing chemical sensors has been extensively explored in the recent years. Sensors are used for a wide range of applications including environmental monitoring of toxins and pollutants, surveillance and security, lab-on-a-chip devices, healthcare including point-of-care diagnostics and so on. This has led to increasing research interest in exploring new materials that can be used for fabrication of cheaper and compact sensor devices with low power consumption.
The geometry of carbon nanomaterials, 2-D (planar) in case of graphene and 1-D (tubular) for CNTs, and their intriguing physiochemical and electrical properties makes them ideal transduction materials for development of next generation miniaturized biosensors. The planar and tubular geometry ensures exposure of almost all the surface atoms which enables binding a significant fraction of analyte molecules to the transduction material. The planar and tubular geometry ensures exposure of almost all the surface atoms which enables binding a significant fraction of analyte molecules to the transduction material. The Debye length, $k_D$, a measure of the field penetration into the bulk, is comparable to the dimensions of these nanostructures, which causes significant modulation of their electronic properties upon exposure to chemicals.\textsuperscript{9,15} These properties enable label-free detection of analytes with higher sensitivities and lower limits of detection. Furthermore, they can easily be configured as field-effect transistors using lithography techniques and integrated with the modern microelectronics for fabrication of multiplexed devices that can detect a number of analytes simultaneously. Additionally, their electrochemical properties such as faster electron transfer kinetics, low residual current, wide potential window and ease of surface functionalization makes ideal for biosensing applications. Unlike most graphene applications that require a reduction of surface defects, graphene chemical sensors benefit from the presence of defect sites. The inertness of pristine graphene limits the sensitivity by inhibiting the chemical binding of analytes. It has been experimentally demonstrated that the electrochemistry of graphene is driven by the edge-plane sites that can exhibit an electron transfer rate ($k_e$) as high as 0.01 cm/s.\textsuperscript{16} So, the high density of edge-plane defect sites per unit mass of the material in carbon nanotubes and chemically modified graphene enhances their electrochemical activity,\textsuperscript{17} making them highly sensitive and selective transduction materials in comparison to other nanomaterials.
such as metal oxide nanowires and conducting polymer films. For the detection of analytes from complex matrices, the transducer element of the biosensor, i.e. graphene or CNT is coupled with a biorecognition molecule, i.e. enzymes, antibodies, aptamers, etc., for enhancing the biosensor selectivity and achieving high sensitivities without using labeling or amplification techniques (Fig. 5.1).

In this chapter, I discuss the fabrication of chemiresistive/field-effect transistor (FET)-type biosensors using carbon nanotubes. Unlike the conventional metal-oxide semiconductor field-effect transistors (MOSFETs), where the conducting channel is buried in the bulk material, the nanotubes or graphene are located on the surface of the supporting substrate in direct contact with the environment. Upon incubation and specific binding of chemical/biological analytes, the conductance changes and the change is used to quantify the analyte concentration. The first work discusses fabrication of a carbon nanotube biosensor for electronic detection of microRNAs, which are potential biomarkers for early-stage diagnosis of cancer. The second work explores the use of carbon nanotube biosensor for detection of mercury, a toxic metal pollutant, in saliva samples.
5.2. Electronic Detection of MicroRNA at Attomolar Level with High Specificity

5.2.1. Introduction

Since their discovery two decades ago, microRNAs (miRNAs) have emerged as a new modality in medical diagnostics. These small endogenous biomolecules of \( \sim 22 \) nucleotides in length have been linked to virtually all known physiological and pathological processes, such as cell differentiation and proliferation, developmental timing, neuronal asymmetry, apoptosis, insulin secretion, and various metabolic reactions.\(^{20,21}\) In addition, the change of miRNA levels in many human diseases suggests that miRNA expression profiling could be used for defining clinical phenotypes, as well as potentially useful molecular diagnostic markers. However, accurately measuring miRNA levels has also posed numerous new challenges to the analytical technologies. Given the short length of the miRNAs with inherently different melting temperatures, their trace levels in the cell (typically \(<1\%\) relative to the other cellular RNAs), and the highly similar sequences between miRNA family members,\(^{21}\) the detection methods need to be extremely sensitive. In addition, they need to be specific to accurately measure the levels of specific analytes in small amounts of complex RNA sample. At the present time, the majority of the microRNA detection relies on techniques like Northern blot\(^{22-24}\) and reverse transcriptase-polymerase chain reaction (RT-PCR).\(^{25}\) These methods are time-consuming, have low throughput, require a relatively large amount of RNA material. In additions, these techniques require the use of an equipped laboratory with specialized and well-trained biologists and are not feasible for routine serum-based miRNA determination.
To enable detection of the extremely low concentration over a wide dynamic range in which miRNA is present in cells (<1% of total cell RNAs) and human serum (0 to 1 pM), we have integrated a highly selective biorecognition element, the RNA binding protein p19 from Carnation Italian ringspot virus (CIRV), with an extremely sensitive carbon nanotubes field effect transistor (CNTs-FET) transducer for a label-free, fast, facile, and low cost nanobiosensor. This is the first report of a biosensor using p19 and CNTs-FET combination for electronic detection of miRNA. The p19 is a 19 kDa protein expressed by plant viruses to function as a suppressor of the RNA silencing pathway and binds with high affinity only to double stranded/duplex RNA (dsRNA) in a size-specific and sequence-independent manner; i.e., it does not bind ssRNA, tRNA, rRNA, ssDNA, or dsDNA.26,27 The p19 binding affinity is determined by the miRNA duplex region length. For example, it has the highest affinity for 21–23 nt dsRNA which progressively becomes weaker for 24–26 nt dsRNA and very low for 19 nt and smaller. Hybridization of a miRNA-specific probe to a single-stranded target miRNA creates dsRNA that tightly binds the p19 fusion protein. Binding of the dsRNA to the protein results in a change in conductance of the CNTs, and the amount of target miRNA in the sample is quantified by measuring the change in resistance from the I−V curve (Figure 1). miRNA-122a, a specific liver marker expressed in 70% of liver cells,28 which has been linked with lipid metabolism, liver homeostasis,29,30 and hepatitis C virus replication,31 was studied as a model target. This nanobiosensor detected the target miRNA-122a from 1 aM to 10 fM in the presence of a million-fold excess of total RNA and other miRNA sequences. The 1 aM limit of detection is the best reported to date.
5.2.2. Experimental Details

(a) Fabrication of CNT networks FET device: Sensors were microfabricated on a highly doped p-type silicon substrate capped with 300 nm of SiO$_2$ (*Ultrasil Corp.*, 4” Prime Silicon Wafer, P/Boron doped, <100> orientated, 525±25 µm thick, 0.01-0.02 Ohm-cm). Electrodes were written on the substrate by standard lithographic patterning, followed by the deposition of a 20 nm Ti layer and a 180 nm Au layer by e-beam evaporation. The width of the interdigitated finger (20 fingers, 10 pairs) was 5 µm and was separated by a gap of 3 µm (Fig. 5.2(a)). Finally, electrodes were defined by using a standard lift-off technique. 3-aminopropyltriethoxy silane (APTES) was introduced to assist CNTs immobilization. Chip with patterned electrodes were cleaned sequentially with piranha solution, oxygen plasma, and UV ozone, followed by incubation with APTES (as received).

![Figure 5.2 (a) Optical microscope image of microfabricated chip with 5 set of interdigitated electrodes. Each electrode has 20 fingers (10 pairs) 200 µm long, 5 µm wide separated by 3 µm gap. (b) Schematic of the p-19 functionalized CNTs-FET nanobiosensor fabrication.](image-url)
(Acros Organics, 99%) for 30 min. Subsequently, CNT networks was formed by flooding the chip with 95% semiconducting pre-separated CNTs solution (NanoIntegris Inc., IsoNanotubes-S™, 0.01 mg/ml) for 30 min, washed and finally annealed at 250°C for an hour in open air.

(b) Functionalization of CNT networks FET with p19: Chip with assembled CNT networks bridging the interdigitated electrodes was first modified with 1-Pyrenebutanoic acid succinimidyl ester (PBASE) by incubating with 10 µL of 6 mM PBASE (Invitrogen) in dry dimethylformamide (DMF) solutions for 30 min, washed thoroughly rinsing with PB (10 mM, pH 7.4), incubated with 10 µL of p19 (New England BioLabs, 2,000 units/mL) in PB (10 mM, pH 7.4) for 30 min at room temperature and thoroughly rinsing with PB (10 mM, pH 7.4). After that, devices were incubated with 0.1% Tween 20 (BIO-RAD) in PB (10 mM, pH 7.4) for 30 min to block any naked/bare sites on CNTs to prevent any non-specific adsorption, followed by thoroughly rinsing with PB (10 mM, pH 7.4). A schematic representation of surface functionalization steps in shown in Fig. 5.2 (b).

(c) Sensing Protocol: Samples containing RNA targets (miRNA-122a, miRNA-21, miRNA-32 or yeast total RNA) were incubated with 1 µM of miRNA-122a specific probe, 5’-pAAC ACC AUU GUC ACA CUC CAU A-3’ (complementary to miRNA-122a target) at 37°C for 1 h in 1 10 mM pH 7.4 phosphate buffer (PB) in a total volume of 100 µL. The reaction mixture was then incubated with p19-functionalized CNTs-FET biosensor, whose initial resistance (R0) was initially measured (determined from the inverse of the slope of I-V curve between +0.2 V and -0.2 V), at room temperature for 1 h followed by removal
of unbound RNA by washing 5 times in 500 μL of PB and measuring the resistance again.

A schematic representation of the miRNA sensing mechanism is shown in Fig. 5.3.

![Schematic of miRNA detection principle by p-19 functionalized CNTs-FET nanobiosensor.](image)

**Figure 5.3** Schematic of miRNA detection principle by p-19 functionalized CNTs-FET nanobiosensor.

### 5.2.3. Results and Discussion

Fig. 5.4 shows an SEM image of device with the SWNTs network fabricated using the APTES-assisted assembly. The simple drop casting method resulted in a reproducible, uniform and highly dense carbon nanotube network as the sensing channel in the gap with starting resistance in the range of 3.2 ± 1.1 kΩ and ON–OFF ratios of 2.58 ± 1.02.

The CNTs-FET devices were next functionalized with p19 through via PBASE as the linker molecule, and finally, the naked/bare CNTs sites were treated with Tween 20 to block nonspecific adsorption. The above fabrication steps were monitored by

![SEM image of CNT network produced by APTES-assisted assembly technique.](image)

**Figure 5.4** SEM image of CNT network produced by APTES-assisted assembly technique.
recording the current−voltage \( (I_d - V_{ds}) \) characteristics of the device between +1 and −1 V after each step by a semiconductor parameter analyzer. As shown in Fig. 5.5, the drive current in the CNTs FET device at a given voltage decreased after modification by PBASE, p19, and Tween 20. The observed current decreases or resistance increases are in accordance with the literature and are attributed to π−π stacking interaction between CNTs and pyrene in the case of PBASE and scattering potential generated and/or electron donation from the molecules to the nanotubes in the case of p19 and Tween 20.\(^{32}\)

**Figure 5.5** \( I_d - V_{ds} \) characteristics of the biosensor at various stages of miRNA detection. (blue −) Bare CNTs; (pink ■) CNTs functionalized with PBASE; (green circle) after p19 immobilization; (purple ◆) after blocking unoccupied sites with Tween 20; (orange *) 10 μL of 10 fM miRNA-122a target + 1 μM miRNA-122a probe after 1 h incubation at 37°C.

Next, we evaluated the potential of p19-functionalized CNTs-FET as miRNA nanobiosensor. Ten fM of synthetic miRNA-122a (5′-pUGG AGU GUG ACA AUG GUG UUU G-3′) was incubated with 1 μM of miRNA-122a− specific RNA probe and 5′-pAAC
ACC AUU GUC ACA CUC CAU A-3’ (complementary to miRNA-122a with two nucleotide 3’ extension) at 22°C and 37°C for 1 h in pH 7.4, 10 mM phosphate buffer (PB) in a total volume of 100 μL followed by incubation of 10 μL of the reaction mixture with nanobiosensor for 1 h at room temperature, washing 5 times with 500 μL of PB buffer and measuring the I–V characteristics. As illustrated in Fig. 5.5, the device current decreased (i.e., resistance increased) further, attributed to the accumulation of probe-target duplex of miRNA-122a bound to the p19 protein. The normalized resistance change calculated from the inverse of the slope of the linear range (+0.2 to −0.2 V) of the \( I_d - V_{ds} \) curve was 2.22. In comparison, incubation with 1 μM of miRNA-122a target alone (positive control) produced a normalized resistance increase of only 0.015. Similarly, transistors in which CNTs were not modified with p19 but were treated with only Tween 20 to make the nanotubes hydrophilic when incubated with the probe and target mixture incubated at 37°C for 1 h (negative controls) increased the normalized device resistance by 0.011. These results confirmed that the nanobiosensor response when incubated with the mixture of target miRNA with the probe was the result of p19 binding selectively to the hybridized duplex and thus the potential of the nanobiosensor as a specific, rapid, facile, and cost-effective analytical device for miRNA.

The effect of temperature on nucleic acid hybridization is well-established. Higher temperature leads to uncoiling of nucleic acid strands making the probe and target strands more accessible to one another, leading to improved hybridization efficiency and better specificity due to difference in the thermal stability of perfectly matched and mismatched duplexes.\(^{33}\) A comparison of the sensor performance at two temperatures showed that
hybridization at 37°C generated an enhanced signal over hybridization at 22°C (Table 5.1), and 37°C was selected for further studies.

After establishing the feasibility of detecting miRNA by the developed biosensor,

**Table 5.1** Effect of hybridization temperature on sensor response

<table>
<thead>
<tr>
<th>Log (Concentration)</th>
<th>( \Delta R/R_o )</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>25°C</td>
</tr>
<tr>
<td>-18</td>
<td>0.22</td>
</tr>
<tr>
<td>-17</td>
<td>0.59</td>
</tr>
<tr>
<td>-16</td>
<td>0.96</td>
</tr>
<tr>
<td>-15</td>
<td>1.35</td>
</tr>
<tr>
<td>-14</td>
<td>2.14</td>
</tr>
</tbody>
</table>

we investigated its potential for quantitative detection, sensitivity, dynamic range, and limit of detection. Increasing concentrations (1 aM to 10 fM) of synthetic miRNA-122a were incubated with 1 μM of miRNA-122a–specific RNA probe in a 100 μL total volume of PB at 37°C for 1 h followed by incubation of 10 μL of the reaction mixture with nanobiosensor for 1 h at room temperature, washing 5 times with 500 μL of PB buffer and measuring the I−V characteristics. Fig. 5.6 shows the normalized response of the nanobiosensor \([(R − R_o)/R_o]\), where \(R\) is the resistance after incubation with dsRNA and \(R_o\) is the resistance after blocking of unoccupied sites with Tween 20, determined from the inverse of the slope of the I−V curve from +0.2 to −0.2 V as a function of log of miRNA-122a concentration. As shown in the figure, the response was linear over the range of 1 aM to 10 fM and a regression equation of \(y = 0.41x + 7.85\) \((R^2 = 0.9939)\) was obtained, where
y is the relative change in resistance \((R - R_o)/R_o\) and \(x\) is the logarithmic concentration of miRNA-122a. This detection limit is 10- to 100-fold better than other recently reported p19-based assays and sensors, some of which used labels including radioactive \(^{32}\text{P}\), \(^{34}\text{P}\)-\(^{36}\text{P}\) and 1000-fold better than the peptide nucleic acid probe functionalized silicon nanowire FET.\(^{37}\)

For a real-world application, the nanobiosensor should be able to differentiate the target from other miRNAs and detect the target in a complex mixture. To evaluate the specificity, nanobiosensor response to the reaction mixture of 1 μM of miRNA-122a probe and 10 fM miRNA-21 (5′-pUAG CUU AUC AGA CUG AUG UUG A-3′) or miRNA-32 (5′-pUAU UGC ACA UUA CUA AGU UGC A-3′) after incubation at 37°C for 1 h was measured. As shown in Fig. 5.7(a), both miRNAs generated an insignificant resistance change when compared to the perfect match target (miRNA-122a). Additionally, to investigate the potential of detecting the extremely low concentration of target miRNA in the presence of other nucleic acids, a calibration plot of the biosensor response as a function of concentration was determined.
of miRNA-122a concentration in the presence of 10 μg of total yeast RNA was generated following the protocol described previously. As shown in Fig. 5.7(b), the calibration plot was linear over the range of 1 aM to 10 fM and had a regression equation of $y = 0.42x + 8.08$ ($R^2 = 0.9917$). These are very similar to the analytical characteristics for the miRNA-122a analysis in buffer, showing the ability of the developed sensor to detect the target even in a large excess of other nucleic acids.

5.2.4. Conclusions

![Figure 5.7 (a) Nanobiosensor selectivity. Responses of nanobiosensors to reaction mixtures of 1 μM miRNA-122a probe with (a) 10 fM miRNA-21, (b) 10 fM miRNA-32, (c) 10 μg of total yeast RNA (without miRNA-122a target), and (d) 10 fM miRNA-122a. Inset shows a magnified view. (b) Nanobiosensor calibration for miRNA-122a in the presence of 10 μg of total yeast RNA. The data points are averages of measurements from 10 independent biosensors, and error bars represent ±1 standard deviation.](image)

We have developed a label-free nanobiosensor for fast, facile, inexpensive, highly specific, and ultrasensitive quantitative determination of miRNA in nucleic acid samples. The biosensor takes advantage of the high affinity and specificity of CIRV p19 protein for 21–23 nucleotide duplex RNA and the high sensitivity of CNTs-FET to quantitatively
measure as low as 1 aM to up to 10 fM of probe-specific target miRNA selectively and in a million-fold excess of other nucleic acids. Importantly, the 1 aM detection limit was achieved without employing any amplification techniques and is well below the levels of interest in biological and medical diagnostics even after diluting the sample which can further reduce any potential matrix interference. Moreover, the base mismatch discrimination can be achieved through selection of hybridization conditions, as is done in commonly employed nucleic acid detection methods. For example, by performing hybridization in a 50% formamide solution, Qavi and Bailey successfully achieved discrimination between microRNAs let-7b and let-7c, which differ by a single-base change at position 17.38 A similar strategy can be employed in our platform. The methodology developed in this work can be applied for fabricating an array of sensors on a single silicon substrate for multiplex sensing for miRNA expression profiling. Furthermore, the developed sensors are based on silicon microelectronics that are cheap and readily scalable to mass scale manufacturing.

5.3. An Oligonucleotide-functionalized Carbon Nanotube Chemiresistor for Sensitive Detection of Mercury in Saliva

5.3.1. Introduction

Mercury (Hg) is a toxic metal-pollutant in the environment that can exist in elemental, inorganic and/or organic forms and each form is known to have a distinct toxicity profile.39 While the inorganic form of mercury (HgCl2) is toxic to kidneys,40 organic forms such as methylmercury are primarily neurotoxins that affect the central nervous system.41 Methylmercury is also known to have genotoxic effects and fetal
exposure can cause intrauterine poisoning at lower exposure levels. Methylmercury has a strong affinity to amino acids and eventually binds to proteins and polypeptide chains. Humans are exposed to different forms of mercury due to natural causes such as off-gassing from the earth’s crust and anthropogenic sources such as environmental pollution caused by industrial utilization and the use of pesticides in agricultural practices. Mercury is methylated by the microorganisms present in water and bioconcentrated via the aquatic food chain. This eventually results in human exposure due to the consumption of fish and contaminated water. Silver/gold-mercury amalgam dental fillings are another potential source of mercury exposure receiving scrutiny. It is hypothesized that Hg\textsubscript{0} vapors emitted from amalgams are first converted to Hg\textsuperscript{2+} and then transformed to CH\textsubscript{3}Hg\textsuperscript{+} by oral bacteria. Hence, the detection of mercury in several matrices including human saliva is an indispensable task.

The commonly used techniques used for mercury detection include cold-vapor atomic absorption spectroscopy, atomic fluorescence spectrometry, and inductively coupled plasma spectrometry. These techniques though highly sensitive and reliable have certain limitations such as complex sample preparation, use of expensive instruments, need for well-trained technicians and longer assay times. Hence, it is very important to develop a highly selective, sensitive, rapid and cost effective sensor for the detection of mercury.

To address these issues, electrochemical biosensors that incorporate a variety of bioreceptors and transducers for the detection of heavy metals have been discussed in the literature. In particular, electrochemical biosensors based on carbon nanotubes as the transducer element have been widely used for effective, rapid and robust analysis of
environmental samples.\textsuperscript{54,55} Owing to their high surface area to volume ratio, the electrical properties of carbon nanotubes are highly sensitive to any surface perturbations or binding events and enable label-free detection of analytes. Gong et al.\textsuperscript{56} reported a DNA-based SWNT biosensor for label-free, selective and highly sensitive detection of Hg$^{2+}$ using a polyT:polyA duplex functionalized SWNT. In this paper we use a similar detection scheme for the detection of both Hg$^{2+}$ and CH$_3$Hg$^+$ in phosphate buffer and simulated saliva. A detailed detection scheme is shown in Fig. 5.8. Briefly, the SWNTs are functionalized with the capture oligonucleotide polyT, which hybridizes with polyA to form a DNA duplex. Upon exposure to mercury (Hg$^{2+}$ and CH$_3$Hg$^+$), a structure switch occurs as the polyT:polyA duplex dehybridizes to form a T–Hg$^{2+}$–T complex\textsuperscript{57,58} and polyA is released from the SWNT surface. These events lead to a change in the resistance of the

Figure 5.8 Schematic illustration of SWNT chemiresistive label-free biosensor surface functionalization and detection.
chemiresistive biosensor which is used to quantify the concentration of mercury. We demonstrate the real world application of the proposed biosensor by evaluating the performance against mercury ions spiked in simulated human saliva samples.

5.3.2. Experimental Details

(a) Device fabrication and surface functionalization: The SWNT devices were fabrication using the protocol reported by Ramnani et al. Briefly, the interdigitated electrodes fabricated using standard lithography were incubated with APTES to assist uniform and dense immobilization of SWNTs on the substrate. Subsequently, the APTES functionalized chips were incubated with 50 µL of SWNT solution (0.01 mg/ml) for 30 min, followed by annealing in air at 250°C. To prevent any non-specific binding of proteins and mercury ions to the gold pads, the SWNT functionalized chips were incubated with 2 mM MCH solution prepared in dimethylformamide (DMF) for 30 min. Next, the SWNT network was non-covalently modified with the linker molecule, PBASE (6 mM solution prepared in DMF) through π–π bond formation between pyrene and SWNTs. The PBASE-modified SWNTs were incubated overnight with 100 nM of amine-labeled polyT (5′-/5AmMC6/TTT TTT TTT TTT TTT-3′) in phosphate buffer (PB, 10 mM, pH 7.4) at 4 °C. The oligonucleotide was immobilized covalently via an amide bond between the amine at the 5′ end and the ester groups of PBASE. The device was further treated with 0.1 mM EA to block excess ester groups and 0.1% Tween 20 to prevent non-specific binding to SWNTs. Finally, the polyT captured on the SWNT surface was hybridized with polyA (5′-AAA AAA AAA AAA AAA-3′) by incubating with 100 nM polyA in PB for 2 hours at room temperature to form a DNA duplex. The above fabrication and functionalization steps
were monitored by recording the current–voltage ($I_d - V_{ds}$) characteristics of the device between $-0.1$ and $+0.1$ V after each incubation step using a CHI660 electrochemical workstation.

**(b) Sensing protocol:** SWNTs functionalized with the polyT:polyA duplex were incubated with increasing concentrations of Hg$^{2+}$ and CH$_3$Hg$^+$ ion samples in PB for 30 min at room temperature. Following incubation, the chips were rinsed with PB three times to remove the unbound mercury ions and the resistance was measured by taking the inverse of the slope of the $I_d - V_{ds}$ curve from $-0.1$ V to $+0.1$ V under wet conditions, i.e. the sensing area covered with PB. A schematic of the device fabrication and sensing protocol is shown in Fig. 1. For the detection of mercury in biological samples, simulated human saliva was spiked with different concentrations of Hg$^{2+}$/CH$_3$Hg$^+$ and incubated on DNA-duplex-functionalized SWNTs.

**(c) Simulated human saliva preparation:** Simulated human saliva was prepared based on the composition reported previously.$^{59}$ The simulated saliva consisted of 0.6 g/L of sodium phosphate dibasic, 0.6 g/L of anhydrous calcium chloride, 0.4 g/L of potassium chloride, 0.4 g/L of sodium chloride, 4 g/L of mucin and 4 g/L of urea dissolved in DI water. The pH was adjusted to 7.2 and the solution was stored in the refrigerator until use.

**5.3.3. Results and Discussion**

The current–voltage ($I_d - V_{ds}$) characteristics were recorded after each step of surface modification during fabrication and subsequently when exposed to CH$_3$Hg$^+$ in PB for sensing. As shown in Fig. 5.9(a), the resistance of the device increased following each treatment step, i.e. MCH, PBASE, polyT, EA, Tween 20 and polyA. The increase in
resistance for the above steps is attributed to the change in the work function of gold due to the formation of Au–S bonds, π–π interaction between SWNTs and pyrene moieties in PBASE, electron donation from amine labeled polyT, EA, Tween 20 and polyA resulting in a decrease of the charge carrier concentration of the p-type SWNTs and/or electron scattering from these molecules. In the final step, the DNA duplex functionalized devices were incubated with different concentrations of CH$_3$Hg$^+$ in PB solution (10 mM, pH 7.4). Upon incubation of the DNA duplex functionalized biosensor with increasing concentrations of CH$_3$Hg$^+$ a decrease in device resistance was observed. Fig. 5.9(b) shows

**Figure 5.9** (A) Change in resistance observed after each device functionalization step and upon exposure to CH$_3$Hg$^+$; (B) calibration curve for detection of CH$_3$Hg$^+$ in PB. Each data point is an average of measurements from 8 independent sensors and error bars represent ±1 standard deviation.

the calibration curve, normalized change in resistance [(R – R$_o$)/R$_o$, where R is the resistance after incubation with CH$_3$Hg$^+$ and R$_o$ is the resistance after hybridization between polyT and polyA] as a function of log concentration of CH$_3$Hg$^+$ (in nM). The sensor showed a linear response over the range of CH$_3$Hg$^+$ concentrations varying from 0.5 nM to 100 nM and a linear regression equation of $y = -0.2834x - 0.1055$ ($R^2 = 0.9697$)
was obtained. The biosensor sensitivity for CH$_3$Hg$^+$ was slightly higher than that for Hg$^{2+}$ (Fig. 5.10). As shown in Fig. 5.10, a linear response was observed for Hg$^{2+}$ concentrations varying from 1 nM to 1000 nM and a linear regression equation of $y = -0.2164x - 0.2549$ ($R^2 = 0.9145$). Thus, the DNA-switching based biosensor responds to both mercury ions and would be suitable for measuring total mercury concentration but not for speciation of the mercury ion species. Further, the sensitivity achieved for Hg$^{2+}$ was higher than that reported by Gong et al. due to the improved device performance resulting from the use of high purity SWNTs (95% vs. 66%) and a denser network of SWNTs obtained through APTES assisted assembly compared to the dielectrophoresis alignment method.

To verify that the change in resistance upon exposure to CH$_3$Hg$^+$ was specifically due to the displacement of polyA from the polyT:polyA duplex, a control experiment was performed where the response of the polyT-functionalized SWNTs was measured for increasing concentrations of CH$_3$Hg$^+$ in the absence of polyA. As shown in Fig. 5.11,

![Figure 5.10](image)

**Figure 5.10** Calibration curve for detection of Hg$^{2+}$ in PB. Each data point is an average of measurements from 8 independent sensors and error bars represent ±1 standard deviation.

due to the displacement of polyA from the polyT:polyA duplex, a control experiment was performed where the response of the polyT-functionalized SWNTs was measured for increasing concentrations of CH$_3$Hg$^+$ in the absence of polyA. As shown in Fig. 5.11,
SWNTs functionalized with only the capture oligonucleotide (polyT) showed no significant changes in resistance upon incubation with CH$_3$Hg$^+$. Another control experiment was performed where the response of SWNTs to CH$_3$Hg$^+$ in the absence of polyT and polyA was measured. A negligible change in resistance with increasing CH$_3$Hg$^+$ concentrations (data not shown) confirmed the absence of any non-specific binding between SWNTs and CH$_3$Hg$^+$. These control experiments confirmed that the DNA duplex was primarily responsible for the nanobiosensor response to CH$_3$Hg$^+$. In a separate control experiment, the effectiveness of blocking of gold pads using 6-mercapto-1-hexanol (MCH) was evaluated. Without MCH treatment, the devices showed an increase in the device resistance upon exposure to CH$_3$Hg$^+$, which was attributed to CH$_3$Hg$^+$ binding to gold electrodes, changing the work function of gold. However, this non-specific binding was almost eliminated when the gold pads were blocked with MCH (Table 5.2). Similar to the mechanism in the case of Hg$^{2+}$, the decrease in the device resistance upon incubation
with CH₃Hg⁺ is hypothesized to be a result of dehybridization of the polyT:polyA duplex and subsequent release of polyA from the SWNT surface due to its binding to polyT and possibly the formation of a thymine–CH₃Hg⁺–thymine duplex.

**Table 5.2 Effect of mercapto-1-hexanol blocking on non-specific binding of CH₃Hg⁺**

<table>
<thead>
<tr>
<th>Response to 500 nm CH₃Hg⁺ in absence of MCH blocking</th>
<th>ΔR/R₀ (average of 4 devices)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Response to 500 nm CH₃Hg⁺ with MCH blocking</td>
<td>0.08 ± 0.10</td>
</tr>
</tbody>
</table>

**Detection of mercury in simulated saliva:** As discussed earlier, the most common sources of mercury poisoning among humans is via consumption of fish that contain mercury and amalgam dental fillings. Detection of mercury in body fluids such as urine, saliva and/or blood can serve as a diagnostic tool for the early detection of health issues. Although analysis of urine samples is a universally accepted diagnostic tool to assess exposures to a broad range of toxic metals particular mercury, over the recent years there has been a growing interest in the detection of disease biomarkers/ toxins in saliva due to the ease of sample collection in a noninvasive manner. The use of SWNT chemiresistor based biosensors for the detection of stress biomarkers in saliva (salivary α-amylase) has been reported by our group. In this work, we evaluated the performance of our biosensor against simulated saliva samples spiked with mercury (both, Hg²⁺ and CH₃Hg⁺) to demonstrate its practical application. The DNA-functionalized SWNT biosensor was tested for the detection of mercury in simulated saliva samples spiked with varying concentrations of both Hg²⁺ and CH₃Hg⁺. It is critical to note that mucins, a large group of glycoprotein
molecules present in saliva, are known to non-specifically interact with nonpolar/hydrophobic surfaces. Since this non-specific adsorption is low on uncharged polar groups such as hydroxyl (−OH), the blocking of gold pads using 6-mercaptop-1-hexanol (MCH) makes the surface hydrophilic and alleviates the non-specific binding of mucin on gold. A negative control experiment was performed to test the response of DNA-functionalized biosensor to simulated human saliva in the absence of Hg\textsuperscript{2+} ions. As shown in Fig. 5.12, in the absence of Hg\textsuperscript{2+} ions, the response to simulated saliva was <1%, which confirms the absence of any non-specific binding of proteins. As shown in Fig. 5.13, for simulated saliva spiked with Hg\textsuperscript{2+} ion concentrations varying from 1 nM to 500 nM, a linear response with a regression equation of \( y = -0.1342x - 0.2583 \) \((R^2 = 0.9531)\) and good reproducibility (evidenced by low standard deviation) was obtained. The sensitivity of 13.42\% per log (nM) of Hg\textsuperscript{2+} was 40\% lower than the sensitivity of 21.64\% per log (nM)

![Figure 5.12](image)

**Figure 5.12** Bar graphs showing the response of biosensor to a blank sample (phosphate buffer, 10 mM, pH 7.4), simulated human saliva sample in the absence of Hg\textsuperscript{2+} ions and saliva sample spiked with 10 nm of Hg\textsuperscript{2+} ions. Each data point is an average of measurements from 5 independent sensors and error bars represent ±1 standard deviation.
of Hg$^{2+}$ in buffer solution. Similarly, for saliva samples spiked with CH$_3$Hg$^+$ ion concentrations varying from 1 nM to 500 nM a linear regression equation of $y = -0.2481x - 0.0671$ ($R^2 = 0.9704$) was obtained. Further, the biosensors had good reproducibility. The sensitivity of 24.81% per log (nM) of CH$_3$Hg$^+$ was comparable to the sensitivity of 28.34% per log (nM) of CH$_3$Hg$^+$ in buffer solution but higher than for Hg$^{2+}$ in saliva. These results demonstrate the high selectivity, specificity and reproducibility of the proposed biosensor which allows for detection of Hg$^{2+}$ and CH$_3$Hg$^+$ in a complex matrix without any sample pretreatment.

![Figure 5.13](image.png)

**Figure 5.13** Calibration curve for detection of (A) CH$_3$Hg$^+$ and (B) Hg$^{2+}$ in simulated human saliva. Each data point is an average of measurements from 7 (in the case of CH$_3$Hg$^+$) and 6 (in the case of Hg$^{2+}$) independent sensors and error bars represent ±1 standard deviation.

### 5.3.4. Conclusions

We have demonstrated a sensitive, selective and label-free SWNT-based chemiresistive biosensor for the facile detection of divalent mercuric (Hg$^{2+}$) and monomethyl mercury (CH$_3$Hg$^+$) ions in simulated saliva. The device utilizes the novel structure-switching mechanism of polyT oligonucleotides upon specific interactions with mercury ions to induce dehybridization of polyA oligonucleotides from the preformed
polyT:polyA duplexes at the SWNT surface. This structure switch causes a measurable change in device resistance which is used to quantify the mercury concentration. Overall, the biosensor exhibited good selectivity and sensitivity for CH$_3$Hg$^+$ and Hg$^{2+}$ ions in simulated saliva with a linear detection range of 1 nM to 500 nM and a sensitivity of 24.81% and 15.68% per log (nM) of CH$_3$Hg$^+$ and Hg$^{2+}$, respectively. This detection strategy is the first report for the quantification of Hg ions in saliva without the use of labels while eliminating complex assay procedures. Therefore, the biosensor reported here provides a viable tool for mercury detection in biological samples.
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CHAPTER 6

Conclusions

6.1. Summary

Large-area single-crystalline graphene films with grain size >200 µm were synthesized utilizing ambient-pressure chemical vapor deposition (CVD). By using ultralow methane concentration (90 ppm) and varying growth parameters such as C/H ratio in precursor feed and duration of growth—samples with either isolated single crystals, or large-area polycrystalline films of single-layer graphene (SLG) and twisted bilayer graphene (tBLG) were synthesized using copper as a growth substrate. The quality of graphene was determined using material characterization techniques including high-resolution transmission electron microscopy (HR-TEM), electron diffraction patterns, Raman spectroscopy and x-ray photoelectron spectroscopy (XPS). Further, the extent of inter-layer coupling and twist angle-dependent vibrational properties of tBLG were analyzed using Raman spectroscopy as an experimental tool and large scale molecular dynamics simulations to study the low-frequency phonon dispersion as a function of twist angle.

In order to mitigate the issues related to high power dissipation and hot spot formation which lead to degradation of electrical performance in Si-based devices, one of the potential solutions is integration of graphene—a high thermal conductivity material—into chip design, either as the channel material, or as device interconnects. The thermal conductivity $K$ of SLG films synthesized using AP-CVD was determined using opto-
thermal Raman technique. For a suspended graphene sample (size ~ 7.5 µm), the measured value of $K$ was ~1800 W/mK. Due to scattering of phonons from grain boundaries and defects introduced during transfer process, the thermal conductivity of CVD graphene is lower than mechanically exfoliated graphene but still two orders of magnitude higher than a silicon thin-film. Further, the effects of point defects on thermal conductivity of graphene were explored. Briefly, the suspended SLG films were irradiated with low energy electron beams and Raman spectroscopy was used to quantify the density of defects $N_D$ was based on the ID/IG ratio. For the small defect densities, $N_D < 1.2 \times 10^{11} \text{ cm}^{-2}$, the thermal conductivity decreased with increasing $N_D$. At the defect density of $N_D \sim 1.5 \times 10^{11} \text{ cm}^{-2}$, one can see an intriguing saturation behavior was observed. The saturation behavior was explained by presence of single and double vacancy type defects using MD simulations and confirmed based on the $I_D/I_D'$ peak ratio.

The electrical properties including sheet resistance, carrier mobility and $I_{ON}/I_{OFF}$ ratio of CVD grown SLG were studied by fabrication of large-area graphene field-effect transistors (FETs). The transfer characteristics exhibited ambipolar electric field effect with carrier mobilities of ~2000 cm²/Vs and $V_{cp}$ shifted to positive voltages (15-20 V), indicating p-doped nature of as-grown SLG. The $I_{ON}/I_{OFF}$ ratio was negligible (~2) due to the absence of a bandgap. Graphene nanoribbons (GNR) were fabricated using two different top-down techniques to engineer a bandgap in graphene. GNR-FET devices fabricating using electron-beam lithography (EBL) resulted in an array of ribbons of widths between 60-200 nm. Since FET-based applications require nanopatterning down to sub-10 nm, the $I_{ON}/I_{OFF}$ ratio of the GNR-FET with ribbon width of 60 nm was found to be low.
A novel technique for nanopatterning ribbons with widths from 8-20 nm was developed using superlattice nanowire pattern (SNAP) transfer process. Briefly, an array of Pt NWs was fabricated to act like an etch mask and graphene was etched using RIE. The preliminary attempts, though promising, were not successful and require optimization of device fabrication steps. The edge defects in GNRs which are introduced during the RIE process, and are responsible for degradation of carrier mobility and increase in off-state current, were characterized using Raman spectroscopy and x-ray photoelectron spectroscopy. Thermal annealing treatment was used to reduce the concentration of these defects. Finally, the fabricated GNR-FET device was used as a gas sensor for dynamic sensing of NO$_2$ gas. The GNR-FET showed a significant increase in sensitivity compared to its graphene counterpart.

Analogous to GNRs, semiconducting single-walled carbon nanotubes (SWNTs) were used to fabricate FET/chemiresistive-based electrical nano chemical/bio-sensors. Using microRNA-122a—a biomarker for liver cancer—as the model target, a SWNT biosensor was developed using a p19 protein as the receptor for label-free electrical detection of microRNAs. The sensor was able to detect microRNA concentrations from 1 aM to 10 fM in the presence of a million-fold excess of total RNA and other miRNA sequences. A similar chemiresistive biosensor was developed for sensitive, selective and facile detection of divalent mercuric (Hg$^{2+}$) and monomethyl mercury (CH$_3$Hg$^+$) ions in simulated saliva. The detection mechanism was based on structure-switching of polyT oligonucleotides upon specific interactions with mercury ions to induce dehybridization of polyA oligonucleotides from a preformed polyT:polyA duplexes at the SWNT surface. The
biosensor exhibited good selectivity and sensitivity for CH$_3$Hg$^+$ and Hg$^{2+}$ ions in simulated saliva with a linear detection range of 1 nM to 500 nM.

6.2. Suggestions for future work

The absence of a bandgap in graphene is a serious limitation which limits its potential applications as a channel material in field-effect transistors. Bandgap engineering of graphene requires nanopatterning down to sub-10 nm, which is extremely challenging with conventional techniques. The SNAP process discussed in this dissertation is a promising solution for fabrication of GNR arrays with narrow widths. However, this process still requires optimization of the device fabrication steps including deposition of a uniformly thin (~10 nm) layer of epoxy on a substrate and removal of graphene between Pt NWs using anisotropic etching. In particular, the etching of graphene is a critical step since it introduces defects along the edges of the GNR. These defects are responsible for degradation of carrier mobility and large currents in off-state. Most plasma etching methods rely on O$_2$-based RIE, which leads to functionalization of edge carbon atoms with oxygen-functional groups. Studies have shown that etching based on hydrogenation/fluorination techniques leads to GNRs with significantly lesser edge roughness and higher $I_{on}/I_{off}$ ratios of devices.

Apart from graphene, there is a large library of two-dimensional (2D) van der Waals (vdW) materials including transition metal dichalcogenides (TMDs) and hexagonal boron nitride (h-BN), that have gathered increasing interests in the research community owing to their intriguing electrical and optical properties. TMDs, chemically abbreviated as MX$_2$, where M is a transition metal (Mo, W, etc.) and X is a chalcogen (S, Se, Te, etc.),
exhibit a wide range of electrical properties from insulating or semi-conducting to metallic depending upon the crystalline phase. One such TMD that has attracted significant interest is molybdenum disulfide (MoS\(_2\)), which exhibits an indirect band gap of 1.2 eV in its bulk state but transitions to a direct band gap of 1.8 eV for single-layer MoS\(_2\). Due to this sizable band gap, field-effect transistors (FETs) fabricated with MoS\(_2\) as the channel exhibit high on/off ratios in the range of 10\(^4\)-10\(^6\) and very low power consumption in static mode. However, MoS\(_2\) by itself may not be ideal for digital applications due to low carrier mobility (~1−100 cm\(^2\)/Vs). Additionally, due to the presence of a high Schottky barrier between metal-MoS\(_2\) contacts, the transport in channel is dominated by high contact resistance. These issues can be overcome by fabricating graphene−MoS\(_2\) heterostructures that can utilize the superior properties of the individual materials such as high carrier mobility from graphene, sizable band gap from MoS\(_2\) and eliminating Schottky contacts due to tunable work function of graphene. Thus, by artificially stacking different vdW materials, the properties of the resultant heterostructure can be tailored for desired applications. Such vdW heterostructures have been explored for a wide range of applications including thin film transistors (TFTs), flexible electronic devices, photovoltaics, light emitting diodes (LEDs), photodetectors and sensors.
APPENDIX A

Phonon dispersion in twisted bilayer graphene: Molecular Dynamics simulations

The tBLG supercell (i.e. the primitive cell of the commensurate twisted bilayer graphene) was constructed as described in ref. 1. A commensurate unit cell with twist angle, θ=9° is shown in Fig. 1. We performed a systematic study of the phonon dispersion and density of modes (DOM) of tBLG, as a function of twist angle, θ, using an anharmonic MD method as implemented in LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulator) using suitable interaction parameters.\(^1\) All of the MD simulations were performed within the framework of the isothermal-isobaric ensemble (NPT), with a fixed number of atoms N, constant pressure P, constant temperature T, and a time step of 0.8 femtosecond (fs). Periodic boundary conditions were applied in all directions and the crystal was initially equilibrated at a predefined temperature via a velocity scaling routine. Prior to sampling the dynamical matrix, all simulations ran for 200,000 time steps using a

Figure 1. (a) Simulated models of twisted bilayer graphene (tBLG) system; (b) Top view of tBLG system illustrating Moire pattern
Noose-Hoover thermostat under NPT ensemble at 300K. Pressure was maintained at 1 bar. Following equilibration, constant number, volume, and energy (NVE) integration was performed along with the application of a Langevin thermostat. The dynamical matrix was then sampled 500,000 times at intervals of 5 time steps. The friction and random force provided by the Langevin thermostat allowed for faster convergence of the dispersion relations, although comparable results were achieved with longer NVE simulations without a Langevin thermostat.

Since the quality of phonon frequencies depends on the in-plane and out-of-plane C-C interactions, the potentials defining these interactions need a systematic validation. In order to identify suitable force field that could describe both the interactions, we calculated phonon dispersions for a SLG and a BLG using Tersoff,\(^2\) adaptive intermolecular reactive bond order (AIREBO),\(^3\) and long-range carbon bond order potential (LCBOP),\(^4\) and compare them with the more accurate but computationally expensive first principle methods.\(^5\) Since one of the objectives of this study is to reproduce and provide some theoretical understanding of experimentally observed G-peak of tBLG, the potential verification is focused at optical frequencies at around G point of BZ. In general, all three potentials produce qualitatively similar phonon spectra for a SLG. However, the Tersoff potential overestimates the maximum optical frequencies (TO and LO) at zone-center G by 35\% when compared to the first principle calculation. The discrepancies in the optical frequencies is mainly due to the use of parameters that are reproduced by fitting the bulk modulus of graphite, while ignoring long-range interactions. Similar limitation of this potential was also identified during a recent study, where the temperature dependent
phonon dispersion and transport was compared against experiment and first principle calculations.\textsuperscript{6} AIREBO potential also overestimates the maximum optical frequencies (TO and LO) at G-zone center, though only by 30%. Although AIREBO is an extension of the Tersoff potential, this potential does include torsional interaction.\textsuperscript{4} The incapability of early BOPs to properly describe multilayer graphitic materials was noted by Los and Fasolino.\textsuperscript{7}

\textbf{Figure 2} Numerically calculated phonon dispersion for (a) single layer graphene (SLG), and (b) AB-stacked bilayer graphene system.

However, the maximum optical frequencies obtained by LCBOP potentials (1450 cm\textsuperscript{-1}) are only off by 9\%, as compared to the experimentally observed maximum optical frequency (1600 cm\textsuperscript{-1}), as shown in Fig. 2(a). LCBOP is an appropriately parameterized mix of a short-range Brenner-like bond order potential and a long-range radial potential \cite{4}. The inclusion of long-range interactions provides a good description of the interlayer properties over a range of interlayer distances, as compared to experimental and/or ab-initio data. Since the parameters for the LCBOP potential were initially parameterized for the interlayer interaction over the range of interlayer distances in a graphitic system, this could also provide an adequate description of the modulating vdW-gap in the tBLG system.
To validate this, we have calculated the phonon dispersion of an AB-stacked graphene bilayer system using this potential, as shown in Fig. 2(b). All the phonon modes, including degenerate modes in AB-stacked bilayer system, are labelled accordingly. As in the SLG phonon dispersion, LO/TO modes are optical modes, and LA/TA modes are acoustic modes.

With a finite twist angle \( \theta \), the tBLG unit cell size increases. Consequently, the total number of phonon modes increases by a factor of \( 3N \), where \( N \) is the number of atoms in the commensurate unit cell. Increasing the size of the unit cell adds to the complexity of the dispersion curves due to the folded phonon spectrum at the \( \Gamma \) point of the BZ. The relative twist or misorientation between the graphene layers influences the phonon spectra of tBLG owing to two reasons: (i) modification of the weak van der Waals interlayer interaction and (ii) alteration of BZ size leading to phonon momentum change. To gain an initial understanding of misorientation on the phonon frequencies, we consider the smallest tBLG supercell consisting of 28 atoms, which occurs when the top and bottom layers are misoriented with a relative \( \theta = 21.78^\circ \) (Fig. 3). To separate the effect of misorientation from

![Figure 3](image-url)

**Figure 3** Numerically calculated phonon dispersion for (a) perfectly aligned supercell, and (b) tBLG \((\theta = 21.78^\circ)\) with the equal number of lattice sites.
the effect of increased unit cell size, we calculated the phonon dispersion of AB-stacked graphene using the same supercell as that of the $\theta=21.78^\circ$ tBLG. The two $\omega$-$q$ dispersions are shown side-by-side in Fig. 3. Qualitatively, there is little difference between the two sets of dispersions. Quantitatively, the ZO' mode frequency for the tBLG slightly decreases by 1.9 cm$^{-1}$ compared to that of the AB-aligned supercell.
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APPENDIX B

Thermal conductivity dependence on defect density: Molecular Dynamics simulations

Boltzmann transport equation approach

In order to analyze the experimental data, we used the BTE approach with the relaxation time approximation. In the framework of this BTE–RTA approach the thermal conductivity can be written as:

\[
K_G = \frac{1}{4\pi k_B T^2 \hbar} \sum_{s=LA,TA,ZA} \left[ \frac{\hbar \omega_s(q) \frac{d\omega_s(q)}{dq}}{\tau_{tot}(s,q)} \right]^2 \times \left( \frac{\exp[\hbar \omega_s(q)/k_B T]}{\exp[\hbar \omega_s(q)/k_B T] - 1} \right)^2 dq
\]

where \( h = 0.335 \) nm is the graphene layer thickness, and the summation is performed over all acoustic phonon branches \( s = LA, TA \) or \( ZA \), \( \omega_s \) is the phonon frequency of the \( s \)-th phonon branch, \( q \) is the phonon wave number, \( \tau_{tot}(s,q) \) is the total phonon relaxation time, \( T \) is the absolute temperature, \( \hbar \) and \( k_B \) are Plank’s and Boltzmann’s constant, respectively. The scattering rates for the three main phonon relaxation processes, phonon–phonon Umklapp (U) scattering, phonon – rough-edge scattering (B) and phonon – point-defect (PD) scattering, are given by:

\[
1/\tau_B(s,q) = (v_s/L)((1 - p)/(1 + p)),
1/\tau_{PD}(s,q) = S_0 \Gamma q_s \omega_s^2 / (4v_s),
\tau_{U,s} = \frac{1}{\gamma_s^2 k_B T} \frac{\omega_{s,max}}{\omega^2}.
\]
Here $v_s = d\omega/dq$ is the phonon group velocity, $p$ is the specularity parameter introduced above, $S$ is the surface per atom, $\omega_{s,\text{max}}$ is the maximum cut-off frequency for a given branch, $\gamma_s$ is an average Gruneisen parameter of the branch $s$, $M$ is the mass of an unit cell, $\Gamma = \zeta(N_D/N_G)$ is the measure of the strength of the point defect scattering and $N_G = 3.8 \times 10^{15}$ cm$^{-2}$ is the concentration of carbon atoms.

**Molecular dynamics**

Simulations are performed on a pristine graphene sheet of size 319.5 nm $\times$ 54.1 nm containing 660 000 carbon (C) atoms. Defects (single and double vacancies) are introduced in the structure by randomly selecting and removing carbon atoms. The C–C interactions are described using the optimized Tersoff potential for thermal transport in graphene$^3$. Periodic boundary conditions are employed in all directions. The simulations are carried out with the LAMMPS package$^4$. The graphene structure is energy minimized and subsequently simulated under the isothermal–isobaric (NPT) ensemble using the Nose–Hoover thermostat at 300 K and barostat at 0 MPa for 4 ns, followed by equilibration in canonical (NVT) ensemble for 4 ns using the Nose–Hoover thermostat at 300 K. The coupling time for thermostats are 0.1 ps and that for barostat is 1 ps. The thermodynamic constraints are removed and the structure is simulated under the microcanonical (NVE) ensemble for 3 ns to ensure equilibration. Subsequently, thermal conductivity is computed using the reverse non-equilibrium MD technique$^{5,6}$. The time step of integration used in all the simulations is 1 fs.
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