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Laser speckle imaging (LSI) is a wide-field optical imaging technique that provides information about the movement of scattering particles in biological samples. LSI is used to create maps of relative blood flow and perfusion in samples such as the skin, brain, teeth, gingiva, and other biological tissues. The presence of static, or non-moving, optical scatterers affects the ability of LSI to provide true quantitative and spatially resolved measurements of blood flow. With in vitro experiments using tissue-simulating phantoms, we determined that temporal analysis of raw speckle image sequences improved the quantitative accuracy of LSI to measure flow beneath a static scattering layer. We then applied the temporal algorithm to assess the potential of LSI to monitor oral health. We designed and tested two generations of miniature LSI devices to measure flow in the pulpal chamber of teeth and in the gingiva. Our preliminary clinical pilot data indicated that speckle contrast may correlate with gingival health.

To improve visualization of subsurface blood vessels, we developed a technique called photothermal LSI. We applied a short pulse of laser energy to selectively perturb the motion of red blood cells, increasing the signal from vasculature relative to the
surroundings. To study the spectral and depth dependence of laser speckle contrast, we developed a Monte Carlo model of light and momentum transport to simulate speckle contrast. With an increase in the thickness of the overlying static-scattering layer, we observed a quadratic decrease in the quantity of dynamically scattered light collected by the detector. We next applied the model to study multi-exposure speckle imaging (MESI), a method that purportedly improves quantitative accuracy of subsurface blood flow measurements. We unexpectedly determined that MESI faced similar depth limitations as conventional LSI, findings that were supported by in vitro experimental data. Finally, we used the model to study the effects of epidermal melanin absorption on LSI, and demonstrated that speckle contrast is less sensitive to varying melanin content than reflectance. We then proposed a two-wavelength measurement protocol that may enable melanin-independent LSI measurements of blood flow in patients with varying skin types. In conclusion, through in vitro and in silico experiments, we were able to further the understanding of the depth dependent origins of laser speckle contrast as well as the inherent limitations of this technology.
INTRODUCTION

Laser speckle imaging (LSI) is a wide-field technique that relies on interference patterns of coherent light to give us information about the movement of scattering particles, typically red blood cells\(^1\). LSI has been used to generate maps of relative blood flow and perfusion of surface level microvasculature in the skin, brain, and retina\(^2,3,4\). However, a key limitation of LSI is that it has poor depth penetration. Signal from the vasculature is obscured due to optical scatterers in the dermis and epidermis above the blood vessels, which cause blurring of the image by scattering the interrogating light\(^5,6\).

![Figure 0.1](image)

**Figure 0.1**: Raw speckle image of a static block (left) shows the interference pattern of coherent light in scattering media. When flow is introduced (right) the image becomes blurred due to fluctuations in the speckle pattern.

LSI relies on the constructive and destructive interference of coherent laser light to provide information about the motion of scattering particles in a sample\(^1,4,7,8\). When coherent light is incident on a scattering surface, it creates a pattern of slowly fluctuating light and dark speckles. The faster the illuminated scatterers are moving, the faster the speckles fluctuate in time. If the fluctuation of the speckle pattern is faster than the exposure time of the camera, the image will appear blurry. This blurring is quantified by a
metric known as speckle contrast, $K = \sigma / \langle l \rangle$, where $K$ is the contrast value, and $\sigma$ and $\langle l \rangle$ are the standard deviation and mean intensity in a small sub-region of the image. Therefore, as the motion of the scattering particles increases, for example, due to blood flowing faster, the value of $K$ will decrease correspondingly (Fig 0.1).

Laser speckle contrast imaging is an extremely useful technique for generating wide-field image maps of relative blood flow and perfusion$^{7,8,1}$. These maps are used in a variety of applications, from imaging vessels in the retina$^4$ or the brain$^3$, to observing perfusion in the liver during surgery$^9$, or the skin during treatment of port-wine stain birthmarks$^{10}$. LSI is also used as a monitoring technique in many preclinical studies for treatment of vascular malformations, including pulsed dye laser therapy$^{11}$ and photodynamic therapy$^{12}$. LSI has also been implemented in in vivo clinical studies of the brain$^{13}$. While LSI works adequately for these applications, it is very limited in the ability to resolve vessels below the surface of static scattering layers such as the skin or the skull. Light is quickly scattered by these structures, obscuring the vessels. Perfusion information can be obtained up to few hundred microns depending on the optical properties of the surface layer, but to image clearly resolved microvasculature, the epidermis must be removed to expose vessels present in the dermis$^{14}$. Removing the epidermis or the skull for imaging disturbs the physiology of the system, and cannot be done in human patients. Hence, improving this non-contact technique to allow enhanced subsurface vascular visualization is desirable.
Can we use image processing algorithms to improve the quantification of speckle contrast for flow below a static scattering layer (Chapter 1)?

There is a substantial collection of literature to support the use of traditional LSI as a visualization technique for microvasculature. Various groups have different techniques for attempting to visualize deeper below the surface of a scattering layer, including alternative processing algorithms and introducing exogenous contrast agents. One common technique currently used to attempt to image deeper below a static scattering layer is modifying the speckle contrast processing algorithm. It has been suggested that measuring temporal contrast rather than spatial contrast allows more accurate values and better visualization of flow beneath a static scattering layer due to the fact that it is less sensitive to contributions from static scatterers. Other processing schemes, such as the spatiotemporal contrast algorithm or the motion-contrast algorithm have also been demonstrated to improve visualization beneath a static scattering layer such as the skull.

Previous methods for improving the depth penetration of LSI involve the use of alternative processing schemes such as the motion contrast algorithm. We have implemented these algorithms with varying degrees of success, as they do not appear to work under many conditions. Based on previously published reports that the temporal processing algorithm may have a reduced sensitivity to static scattering, we investigated the quantitative accuracy of the standard spatial algorithm compared to temporal processing.
Can the temporal processing algorithm provide measurements of flow through static scattering in the teeth and gingiva to assess oral health (Chapter 2)?

One application space where improvements in quantitative accuracy of perfusion within thick scattering tissues may be valuable is monitoring health in the oral cavity\textsuperscript{20}. The teeth consist of an array of highly scattering dentine tubules that radiate outwards from the pulpal chamber to the enamel\textsuperscript{21}. To perform trans-illumination imaging of perfusion in the dental pulp, the laser light must pass through this thick region of static scattering\textsuperscript{22}. The teeth also have variable thickness between people; therefore, to accurately quantify dynamic speckle contrast information through a variable range of static scattering requires the temporal processing algorithm\textsuperscript{6}. Obtaining accurate information about pulpal perfusion is a key aspect of potentially assessing pulpal vitality\textsuperscript{23,24}. In addition to the teeth, trans-illumination imaging of the gingiva is another area of interest for monitoring gingival health that faces similar challenges. The light must pass through static scattering structures such as the roots of the teeth, and the bone of the mandible and maxilla.

Can we externally modulate blood flow to improve the visualization of vascular structures below a static scattering layer (Chapter 3)?

In addition to modifying the processing algorithms for computing speckle contrast, experimental methods such as magnetomotive LSI have also been used to amplify the relative contrast between a channel and its surroundings\textsuperscript{17}. This technique involves the injection of super paramagnetic iron oxide particles into the channel. Upon application of an alternating magnetic field, the particles move as they align back and forth in the AC field, resulting in an artificial change in contrast beyond what is seen due to regular flow.
However, the downside of this technique is that it requires introduction of an exogenous particle; furthermore, the set-up required to create an alternating magnetic field is not particularly adaptable beyond small in vitro experiments.

The notion of selectively inducing more motion to change contrast in a particular region, namely the blood vessels, has been proven to work as demonstrated by magnetomotive LSI\textsuperscript{17}. Furthermore, the concept of causing targeted heating of vessels using a sub-therapeutic laser pulse at a wavelength specific to hemoglobin absorption is frequently used in PPTR\textsuperscript{25,26,27,28,29,30}. Therefore, we expected that combining these two ideas in photothermal LSI will cause targeted heating in the red blood cells, which will induce a localized temperature dependent change in contrast. By selectively targeting absorption by hemoglobin molecules in red blood cells with the use of a photothermal excitation pulse, our goal was to enhance the contrast signal in the vascular network relative to the surrounding tissue using purely endogenous contrast agents. We were able to show this concept worked in both in vitro and in vivo experiments\textsuperscript{31}.

Absorption of 595nm light by hemoglobin causes a rapid spike in temperature of the red blood cells. When the sample absorbs the photothermal energy and converts it to heat, the resulting temperature rise causes an increase in motion of the scattering particles imaged by LSI. Rapidly changing the temperature of a liquid has a number of known effects including increasing the diffusive motion, volume expansion, the photoacoustic effect\textsuperscript{32}, changing the viscosity, and potentially altering the structure\textsuperscript{33} and optical properties\textsuperscript{34} of particles in the sample such as hemoglobin or red blood cells. Through a series of controlled in vitro experiments, we isolated which of these effects caused the increase in motion detected by our photothermal LSI technique\textsuperscript{35}. 
Can we use Monte Carlo modeling to explain the depth limitations faced by LSI and explore the effects of factors such as optical properties, imaging configuration, blood volumes, and epidermal melanin on speckle contrast (Chapters 4 and 5)?

To further study the depth limitations apparent in visualizing vascular structures, we developed a Monte Carlo model of LSI. There are a number of published algorithms for Monte Carlo simulations of light transport through biological tissue\textsuperscript{36,37}. A Monte Carlo simulation is a stochastic model that aggregates a large number of statistically related events to predict an outcome. In the case of light transport, the Monte Carlo approach involves propagating a large number of ‘virtual photons’ into the ‘virtual tissue domain’. Each photon takes a step of a specified length and direction, and is potentially scattered or absorbed. Each step is calculated using a random number generator and the probability of an event occurring. The virtual photon is tracked throughout the course of travel through the tissue until it is terminated either by an absorption event or it crosses the upper or lower boundary of the virtual tissue domain, in which case it is considered reflected or transmitted respectively. The probability of scattering or absorption events occurring, and the direction in which the virtual photons are scattered is determined by the optical properties of the tissue, namely the scattering coefficient ($\mu_s$), absorption coefficient ($\mu_a$), and anisotropy factor (g) respectively. The output of standard light transport Monte Carlo models is a map of the fluence, or number of virtual photons that pass through a unit area, as well as the absorbance, reflectance, and transmittance of the virtual tissue.

In addition to published descriptions of light transport Monte Carlo algorithms, open access software is available from various sources\textsuperscript{38}. For example, there is an interactive ‘Virtual Photonics’ software initiative that aims to provide open access to a
Virtual Tissue Simulator GUI for optical tissue irradiation\textsuperscript{39,40}. However, at the present time, they do not have a published simulation of laser speckle contrast available to the public. In order to use Monte Carlo to predict speckle contrast, the momentum transfer, which is proportional to the number and direction of the total scattering events, must also be tabulated. While there are existing Monte Carlo models of light transport in tissue, few of them address speckle contrast\textsuperscript{41}.

A simulation of speckle contrast in the spatial frequency domain was modeled and tested by Rice et al\textsuperscript{42}. Using principles from dynamic light scattering theory, the momentum transfer occurring during the virtual photon path through tissue can be tracked and converted into an electric field autocorrelation function\textsuperscript{43}. This in turn is used to calculate speckle contrast using the Siegert relation to map the electric field autocorrelation function to intensity-based statistics, which is what is actually measured with speckle imaging. Spatial frequency domain imaging was used to measure the samples, and they were able to relatively accurately predict contrast values at different spatial frequencies for different wavelengths of light and different optical properties. They were also able to fit multi-frequency data with the model to estimate the diffusion coefficient of various samples.

This frequency domain simulation was also extended to a two-layer model that incorporated mixed static and dynamic scattering layers\textsuperscript{44}. This situation is more complex because momentum transfer is now tracked by fraction of time in spent each layer, and the conversion to electric field autocorrelation function becomes a function of these conditional probability distributions. Rice et al used this model in conjunction with multi-exposure spatial frequency domain imaging to fit for a variety of variables including directed versus diffusive flow, the speed or diffusion coefficient, and the depth of the
second layer. We aimed to take the principles presented in these two studies for obtaining contrast from a momentum transfer probability distribution and apply it to our spatial domain forward simulation of speckle contrast. In addition to predicting a contrast value, in order to understand the depth limitations of LSI we also used the Monte Carlo model to quantify where the dynamic momentum transfer that contributes to the photon decorrelation took place.

Many factors affect speckle contrast values, including optical properties, laser wavelength, flow speed, fraction of dynamic scatterers, imaging configuration, and detector exposure time. For example, the main absorber in the skin is melanin, a pigment produced by melanocytes in the basal layer of the epidermis\textsuperscript{45}. Melanin, especially brown and black eumelanin, strongly absorbs light in the ultraviolet, and visible wavelength range to protect DNA from photodamage\textsuperscript{46}. The concentration of these pigments ranges from \( \sim 3\% - 30\% \) in human skin\textsuperscript{47}. Skin can be categorized by the Fitzpatrick Skin Type scale, which ranges from Types I to VI according to how sensitive the skin is to ultraviolet light (generally Type I is extremely fair skin, whereas Type VI is very dark skin). This presents challenges for many clinical optical imaging modalities\textsuperscript{48,49}, where patients have varying skin types and hence different concentrations of epidermal melanin, however the effects on LSI have not been quantified. The Monte Carlo model of speckle contrast allows systematic and controlled variation of these parameters that is not always possible with experimental LSI. Therefore, the effects and limitations of these parameters can be measured.
CHAPTER 1: Spatial versus temporal laser speckle contrast analysis in the presence of static optical scatterers

This work was originally published in the Journal of Biomedical Optics 6.

1.1 Abstract

Previously published data demonstrate that the temporal processing algorithm for laser speckle contrast imaging (LSCI) can improve the visibility of deep blood vessels, and is less susceptible to static speckle artifacts when compared with the spatial algorithm. To the best of my knowledge, the extent to which the temporal algorithm can accurately predict the speckle contrast associated with flow in deep blood vessels has not been quantified. Here, I employed two phantom systems and imaging setups (epi- and trans-illumination) to study the contrast predicted by the spatial and temporal algorithms in subsurface capillary tubes as a function of the camera exposure time and the actual flow speed. My data with both imaging setups suggest that the contrast predicted by the temporal algorithm, and therefore the relative flow speed, is nearly independent of the degree of static optical scattering that contributes to the overall measured speckle pattern. Collectively, these results strongly suggest the potential of temporal LSCI at a single exposure time to assess accurately changes in blood flow even in the presence of substantial static optical scattering.

1.2 Introduction

Laser Speckle Contrast Imaging (LSCI) is an optical technique based on calculating the contrast of an integrated speckle pattern, which allows us to analyze the dynamics of blood flow⁴. LSCI has attracted attention because it is able to image blood flow in skin⁵⁰, retina⁵¹ and brain³ at relatively high spatial and temporal resolution and without the need
for scanning of the region of interest. Additionally, it is simple and inexpensive relative to similar laser Doppler-based techniques. During the last decade, the theoretical model behind LSCI has evolved to include modifications to the original Fercher and Briers model, including taking into account the effects of static optical scatterers, as well as the ratio of pixel and speckle sizes, resulting in the following speckle imaging equation:

\[
K_{i,j} = \alpha^{1/2} \left[ \frac{1}{M} \text{erf} \left( \sqrt{\pi M} \right) - \left( \frac{1}{\pi M} \right) \left( 1 - e^{-\pi M} \right) \right] \\
\times \\
\left[ \frac{\rho_{i,j} e^{-2x_{i,j}} - 1 + 2 x_{i,j}}{2 x_{i,j}^2} + 4 \rho_{i,j} \left( 1 - \rho_{i,j} \right) e^{-x_{i,j}^2} - 1 + x_{i,j} \right] + K_{\text{noise}}^{1/2}
\]

where \( K_{i,j} \) is the local contrast of the raw speckle image at the pixel \((i,j)\); \( \alpha \) is a normalization parameter; \( M \) is the area of the pixel divided by the diffraction-limited area of the minimally-resolvable speckle; \( \rho_{i,j} \) is the fraction of light reaching the pixel \((i,j)\) that interacts with moving optical scatterers; and \( x_{i,j} = T/\tau_C \) where \( T \) is the exposure time of the CCD camera and \( \tau_C \) is the correlation time of the light intensity.

Research groups proposed various approaches to calculate speckle contrast from a raw speckle image or set of images. Spatial analysis, probably the most common approach, implements a sliding, square structuring element of 5x5 or 7x7 pixels to calculate the local speckle contrast \( K \) as the standard deviation of pixel intensities \( (\sigma) \) divided by the mean intensity \( (I) \) within the element boundaries. Ideally, the speckle area should be at least twice the pixel area to minimize detrimental effects due to spatial
integration of the speckle pattern\textsuperscript{56}, otherwise a correction factor should be applied to the measured speckle contrast\textsuperscript{57}. The spatial algorithm requires only one raw speckle image to compute a contrast image, and therefore offers high temporal resolution at the expense of spatial resolution due to the use of the structuring element. To circumvent the reduction in spatial resolution, Cheng et al\textsuperscript{60} proposed a temporal algorithm that calculates a speckle contrast image by computing K for each pixel across a sequence of images. This approach requires a minimum of 15 statistically independent images\textsuperscript{60} and is associated with better spatial resolution at the expense of temporal resolution.

Recent studies describe results that support use of the temporal algorithm to analyze raw speckle images. We discovered that the temporal algorithm is more accurate than the spatial algorithm at assessing the relative change in flow speed\textsuperscript{18}. This improved accuracy appears to be due to the reduction in sensitivity of temporal analysis to the presence of static optical scatterers\textsuperscript{19,1,61}. Li et al\textsuperscript{5} reported that the temporal algorithm enabled visualization of subsurface (> 1 mm) blood vessels through the intact rat skull; these vessels were not visible in spatial speckle contrast images. Here, I report on in-vitro experiments that extend upon our understanding of temporal speckle contrast analysis. Specifically, I focused on the quantitation of speckle contrast and the impact of depth of fluid flow on speckle contrast values. I studied these effects using two clinically-relevant imaging geometries: epi-illumination and trans-illumination.

1.3 Materials and Methods

I used two separate phantom setups for the experiments described in this paper: 1) an epi-illuminated skin-simulating phantom (Fig 1.1), and 2) a trans-illuminated excised human tooth (Fig 1.2).
1.3.1 Skin-simulating phantom

I constructed the skin-simulating phantom using a silicone block containing appropriate concentrations of TiO$_2$ to mimic the reduced scattering coefficient (1mm$^{-1}$) of biological tissue at visible and near-infrared wavelengths. We embedded a glass capillary tube, with an inner diameter of 550µm, at the surface of the block. I placed a second thin silicone skin-simulating phantom of varying thickness (190µm - 1000µm) on top of the block to mimic overlying tissue. I fabricated the thin phantoms using TiO$_2$ powder and coffee to simulate the optical scattering and absorption coefficients, respectively, of the epidermis$^{62}$. By using different thicknesses of the overlying layer, I effectively modulated $\rho$.

Figure 1.1: Experimental setup used for epi-illumination experiments. We infused 5% Intralipid into a glass capillary tube embedded at different depths from the surface of a two-layer silicone phantom geometry. We used epi-illumination with an 808nm laser and collected raw speckle images with a cooled CCD camera.
For LSI with epi-illumination, I used an 808nm laser (Ondax, Monrovia, CA) as the excitation source, with a variable attenuator to adjust the intensity of illumination and ground-glass diffuser to expand and homogenize the incident laser light (spot illumination: 5mm diameter). A Retiga EXi FAST cooled CCD camera (QImaging, Surrey, BC, Canada) collected the raw speckle images at 20 fps. The camera was equipped with a macro lens (Nikon, Melville, NY), with an aperture setting of f/4. I acquired images using Q-Capture Pro v5.1 software and selected the exposure time using the autoexpose function. I collected images of the phantom at exposure times ranging between 66μs to 43ms, by using the variable attenuator to change the irradiance of the excitation light. I collected data from the phantom with the following configurations: no top layer present (i.e.: microchannel at surface of phantom), and with overlying top-layer thicknesses (TLTs) of 190μm, 310μm, 510μm, and 1000μm. I used a syringe pump (Harvard Apparatus, Holliston, MA) to infuse 5% Intralipid solution as a blood surrogate (Baxter Healthcare, Deerfield, IL) into the channel at speeds of 0 to 18mm/s.

1.3.2 Tooth-simulating phantom

I also simulated trans-illumination LSI conditions, recently proposed by Stoianovici et al\textsuperscript{20} for study of pulpal blood flow in teeth. Teeth are well suited for trans-illumination LSI due to the highly forward scattering feature of interior dentine tubules\textsuperscript{22}. I used an excised human adult molar as a phantom. I drilled a small hole from the middle of the occlusal surface of the tooth to the bottom of the tooth between the roots. I inserted a Tygon tube with an inner diameter of 250μm into the hole and connected it to a syringe pump.
My experimental setup consisted of a configuration currently under investigation for study of pulpal blood flow. I illuminated the tooth on one side with a fiber-coupled 632.8nm HeNe laser (JDSU, Milpitas, CA). On the opposite side of the tooth, I positioned a leached fiber bundle (Schott, Southbridge, MA)\(^6\) with a drum lens to focus the image on to a CCD camera (Flea3, Point Gray, Richmond, BC, Canada). I acquired images with FlyCap software (Point Gray, Richmond, BC, Canada) at a fixed exposure time of 10ms and a gain of 24dB. For this experiment, I calculated spatial and temporal contrast in two regions of interest, one on the left side of the tooth and one on the right. The tooth was approximately 300\(\mu\)m thicker on the right side than the left, effectively resulting in different \(\rho\) at the two interrogated regions.

Figure 1.2: Experimental setup used for trans-illumination experiments. We infused Intralipid through Tygon tubing threaded through the tooth model. We trans-illuminated the tooth with a 632.8nm laser and collected images with a CCD camera via a fiber bundle.

With both experimental setups, I collected a sequence of 30 images per experimental condition and processed with both spatial and temporal speckle imaging algorithms. With the spatial algorithm, I used a sliding 7x7 pixel structuring element to calculate maps of speckle contrast from each acquired raw speckle image, and obtained a final contrast image.
by averaging the 30 contrast images\textsuperscript{59}. I calculated temporal contrast on a pixel-by-pixel basis, across all 30 images in the sequence\textsuperscript{60}. All values shown in the data figures (Figs 1.3-1.6) represent the average contrast in a region of interest (20 x 100 pixels) positioned over the center of the tube.

1.4 Results and Discussion

1.4.1 Skin-Simulating Phantom

Similar to previously published data\textsuperscript{19}, for a given TLT, I observed that spatial speckle contrast decreased with an increase in T (Fig 1.3.a). For a given T, with an increase in TLT, the contrast increased due to a decrease in $\rho$. For a given flow speed, the contrast increased with an increase in TLT (Fig 1.3.b). Collectively, these data demonstrate that, for flow in a subsurface tube, spatial speckle contrast analysis is incapable of enabling unambiguous assessment of flow speed within the tube.

Figure 1.3: (a) Spatial speckle contrast increased with increasing top-layer thickness (TLT) at a given exposure time (T). The symbols represent experimental data and the continuous lines data fits using Eq. (1). (b) At T = 1 ms, for a given actual flow speed value, spatial speckle contrast increased with increasing TLT.
For a given TLT (Fig 1.3.a), the spatial speckle contrast was maximum ($K_m$) at the shortest $T$, and then asymptotically decayed to a minimum ($K_m$). For a given $T$, the dynamic range of spatial speckle contrast (i.e., $\Delta K = K_M - K_m$) decreased with increasing TLT, due to a corresponding decrease in $\rho$. I fit Eq. (1.1) to the experimental data in Figure 1.3.a to estimate $\tau_c$, $\rho$ and $K_m$. From the fitting results, the mean value of $\tau_c$ was $61.0 \pm 5.9 \mu s$, which is similar to the values reported by Parthasarathy et al\textsuperscript{19} for similar flow speed. $\rho$ and $K_m$ are plotted versus TLT in Figure 1.4. For a given actual flow speed, we observe an exponential decay of $\rho$ with an increase in TLT (Fig 1.4.a), which we postulate is associated with the exponential behavior of light attenuation described by Beer’s law. Due to the asymptotic behavior of $K_m$ with increasing $T$ (and hence increasing $x$), we determine $K_m$ as:

$$K_m = \lim_{x \to \infty} K = \frac{1}{2} \left[ \frac{\sqrt{\frac{\alpha}{M}} \text{erf} \left( \sqrt{\frac{\alpha M}{M}} \right) - \left( \frac{1}{\sqrt{\pi M}} \right) \left( 1 - e^{-\pi M} \right) (1 - \rho) + K_{\text{noise}} \right]$$

(1.2)

where $\rho \in [0,1]$. From Eq. (1.2), we see that $K_m$ decreases in a linear fashion with a decrease in TLT (Fig 1.4.a). From the first derivative of Eq. (1.1), we see that the sensitivity of spatial speckle contrast ($dK/dT$) decreases with an increase in TLT (Fig 1.4.b). Collectively, our experimental data and analysis using Eq. (1.1) demonstrate that spatial speckle contrast has a strong dependence on the fraction of nonmoving optical scatterers (i.e.: $1-\rho$), which in turn depends on the TLT. Hence, spatial speckle contrast analysis is incapable of accurate quantitation of subsurface flow dynamics due to the impact of TLT on $K$. 


Figure 1.4: Spatial speckle contrast depends strongly on the fraction of nonmoving optical scatterers (e.g., $1-\rho$) and hence on the TLT. (a) $\rho$ decreases in exponential fashion with TLT, and $K_m$ increases in linear fashion with TLT. Solid points represent experimental data, and lines represent fits to the data. (b) The sensitivity of $K$ to exposure time $T$ depends strongly on TLT, for short $T$ ($< 1$ ms) the sensitivity decreases for thicker TL and for $T > 1$ ms the expected value of the contrast is constant (see Fig. 3a) and therefore the sensitivity approaches to zero.

Figure 1.5: Temporal contrast vs. $T$ (a) and vs. actual flow speed (b) with different TLT. The temporal processing scheme gives a more consistent measurement of contrast regardless of the presence of a static scattering layer.

Previous reports$^{19, 18, 5}$ present data that strongly suggest that temporal speckle contrast is altered primarily by temporal variations in light remitted from the sample and considerably less sensitive to static optical scatterers. I set out to determine the degree to
which temporal contrast depends on specific independent variables. I found that temporal contrast decreases with increasing T (Fig 1.5.a) and increasing flow speed (Fig 1.5.b), but I also observed that the contrast is relatively independent of TLT for a wide range of values (0 to 1000 μm) (Fig 1.5).

1.4.2 **Tooth-simulating phantom**

I also studied this relationship using a trans-illumination LSI configuration, a setup previously proposed for study of teeth and joints and used routinely by our group to assess blood flow in the rodent dorsal window chamber model. I used a tooth model in which the thickness of the right side of the tooth was approximately 300 μm thicker than the left side, resulting in a higher proportion of static scatterers (i.e.: lower ρ). Similar to the data collected with the epi-illumination setup, I observed that spatial contrast depends on TLT (Fig 1.6.a) and temporal contrast is independent of TLT (Fig 1.6.b).

![Figure 1.6: Spatial (a) vs temporal (b) contrast in different regions of interest on a tooth (different thickness) as a function of flow speed.](image)
1.5 Conclusions

In this work, I studied the impact of overlying optical scatterers on measurements of speckle contrast. I used two different imaging setups and both spatial and temporal contrast analysis. With spatial analysis and epi-illumination, I determined that the speckle contrast offset $K_m$ increases in a linear fashion with TLT (Fig 1.4.a) and the sensitivity of speckle contrast decreased with an increase in TLT (Fig 1.4.b). With temporal speckle contrast analysis (Fig 1.5), speckle contrast measurements were remarkably independent of TLT, presumably due to the relative immunity of temporal contrast to contributions from static optical scatterers$^{60,61,5}$. My data demonstrate that temporal contrast analysis can characterize accurately speckle contrast due to subsurface moving scatterers for TLT as thick as 1mm, and for a wide range of T and flow speeds. I observed similar results with a trans-illumination geometry. Collectively, these results strongly suggest the potential of temporal LSI at a single exposure time to assess changes in blood flow even in the presence of substantial static optical scattering, which ultimately can be combined with methods to improve localization of speckle contrast, such as spatial frequency domain$^{65,44}$ or magnetomotive techniques$^{17}$.
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CHAPTER 2: Clinical use of temporal laser speckle contrast analysis in the presence of static optical scatterers to oral health applications

In Chapter 1, I demonstrated that using the temporal algorithm to compute laser speckle contrast values provided more accurate quantification of relative flow than the spatial algorithm. Here, I applied the temporal algorithm in a trans-illumination geometry to quantify flow in the oral cavity for the purpose of studying oral health, in particular, the assessment of pulpal vitality and the diagnosis of gingivitis.

2.1 Fiber based laser speckle imaging for the detection of pulsatile flow

This work was originally published in Lasers in Surgery and Medicine66.

2.1.1 Abstract

2.1.1.1 Background and Objective

In endodontics, a major diagnostic challenge is the accurate assessment of pulp status. In this study I designed and characterized a fiber-based laser speckle imaging system to study pulsatile blood flow in the tooth.

2.1.1.2 Study Design / Materials and Methods

To take trans-illuminated laser speckle images of the teeth, I built a custom fiber-based probe. To assess our ability to detect changes in pulsatile flow, I performed in vitro and preliminary in vivo tests on tissue-simulating phantoms and human teeth. I imaged flow of Intralipid in a glass microchannel at simulated heart rates ranging from 40 beats per minute (bpm) to 120bpm (0.67-2.00 Hz). I also collected in vivo data from the upper front incisors of healthy subjects. From the measured raw speckle data, I calculated temporal speckle contrast versus time. With frequency-domain analysis, I identified the frequency components of the contrast waveforms.
2.1.1.3 Results

With my approach, I observed in vitro the presence of pulsatile flow at different simulated heart rates. I characterized simulated heart rate with an accuracy of >98%. In the in-vivo proof-of-principle experiment, I measured heart rates of 69bpm, 90bpm, and 57bpm, which agreed with measurements of subject heart rate taken with a wearable, commercial pulse oximeter.

2.1.1.4 Conclusions

I designed, built, and tested the performance of a dental imaging probe. Data from in vitro and in vivo tests strongly suggest that this probe can detect the presence of pulsatile flow. LSI may enable endodontists to noninvasively assess pulpal vitality via direct measurement of blood flow.

2.1.2 Introduction

Tooth viability critically depends on blood flow within the dental pulp. Maxillofacial injuries or dental caries may induce a loss in pulpal blood flow, resulting in loss of viability and the need for root canal surgery\textsuperscript{23,24}. To assess tooth vitality, clinicians currently use liquid CO\textsubscript{2} or electrical pulp testing to test the innervation of the tooth. The accuracy of these sensibility tests depends on the cooperation of the patient, and the tests themselves can be painful\textsuperscript{24,67}. These tests have low sensitivity values, because they rely on the clinician’s interpretation of a patient response. In particular, cold testing, heat testing, and electric pulp testing have sensitivities of 0.83, 0.86, and 0.72 respectively\textsuperscript{67}. Therefore, these tests are associated with a high rate of false negatives, which leads to unnecessary root-canal treatment procedures\textsuperscript{67}.
A critical need exists for a pulpal vitality test with improved sensitivity and specificity. Assessment of blood flow is expected to better reflect the health status of a tooth. To monitor blood flow, research groups previously studied use of optical methods such as laser Doppler flowmetry and photoplethysmography. Unfortunately, these methods suffer from key limitations that preclude them from routine clinical use. To maximize signal integrity, custom molds are required for each interrogated tooth. Each mold requires considerable time and patient cooperation. The process of mold construction may prove to be difficult with patients who have a sensitive pharyngeal reflex.

We previously reported on the use of laser speckle imaging (LSI) to measure flow in excised human teeth. Specifically, we demonstrated that trans-illumination LSI enables determination of flow. We based this trans-illumination approach on the previous observation that dentin tubules effectively act as light-guiding conduits that direct light primarily in the original propagation direction.

My overall objective was the development of a fiber-based LSI probe that enables measurements of pulsatile blood flow. Nadkarni et al. described the use of leached fiber bundles for LSI of atherosclerotic plaques. They reported minimal leakage of light among the individual fibers, a characteristic that decreases the severity of artifacts induced by motion of the bundle itself. Based on this report, I designed and built a leached fiber-based imaging probe and compared its performance to an established open-air LSI system. I developed an image analysis method based on temporal speckle contrast and frequency-domain processing, and assessed the in vitro accuracy of our probe to simulated changes in heart rate. I finally report on an in vivo proof-of-principle validation of the performance of
2.1.3 Materials and Methods

2.1.3.1 Imaging system

I developed a LSI probe (Fig 2.1.a) based on a 1mm diameter leached fiber bundle (Schott, Elmsford NY) coupled to a CCD camera (Flea3, Point Grey, Richmond, BC) (15). I used a custom-machined adjustable lens holder consisting of a hollowed out 5/16 hex bolt and a threaded plastic cap (Fig 2.1.b). The cap contained a 2mm diameter drum lens ~5mm past the threads. The leached fiber bundle was fixed in the bolt, which was threaded through the plastic cap. The cap was rotated to adjust the distance between the tip of the fiber and the drum lens to enable control of the fine focus of the imaging probe on the tooth. I used a 4x objective (Olympus, Center Valley, PA) and a mirror to image the fiber bundle on the camera sensor (15). I used FlyCap software to collect all image sequences at 15 frames per second, using an exposure time of 10ms, and 24dB gain.

2.1.3.2 Fiber-bundle vs. open-air LSI

To characterize the ability of LSI through an imaging fiber bundle to measure flow, I first collected data from an in vitro flow phantom consisting of a glass microcapillary tube (inner diameter ~0.65mm). I embedded the tube at the surface of a silicone block containing TiO₂ to mimic the optical scattering (μs' = 1mm⁻¹) of soft tissue (15). I used a syringe pump (Harvard Apparatus, Holliston, MA) to infuse a solution of 5% Intralipid (Baxter, Deerfield, IL) through the tube at speeds ranging from 0 to 2mm/s, which spans the range from no-flow to an estimated average speed of blood in the tooth (15). For these measurements, I used an epi-illumination configuration, in which light from a 632.8nm HeNe laser irradiated the phantom and the imaging fiber bundle was placed on the same
side of the phantom. I compared these measurements with data collected using a standard open-air LSI system employing a scientific-grade, thermoelectrically-cooled CCD camera (Retiga EXi, QImaging, Surrey, BC).

Figure 2.1: Design of fiber-based LSI probe. (a) The fiber-based LSI probe is composed of a leached fiber bundle with a lens at one end. The fiber bundle directs light through a 4x objective to the camera sensor. (b) A custom-built adjustable lens holder contains a 2mm drum lens. The imaging fiber fits through a hole down the center of the metal and plastic pieces. The plastic end rotates to allow for fine focusing by adjusting the distance between the end of the fiber bundle and the drum lens. (c) The imaging fiber bundle (black) is placed ~50mm from the subject. The laser fiber (blue) transmits laser light into the mouth, to the lingual side of the tooth. (d) The laser fiber (blue) is coupled with an SMA adapter to the retroreflector (black). This component contains two right-angle prisms (white) to redirect the light towards the lingual side of the tooth hence towards the imaging fiber bundle.

2.1.3.3 In vitro evaluation of LSI probe

To assess the performance of LSI with an imaging fiber bundle to characterize pulsatile flow, I collected additional in vitro image sequences of the flow phantom described above. I used a custom-built pulsatile pump to infuse 5% Intralipid with a pulse
rate varying from 0.67 to 2.00Hz, which corresponds to the range for physiological human heart rates.

### 2.1.3.4 In vivo evaluation of LSI probe

For in vivo transillumination LSI of a tooth, I first developed an optical delivery device suitable for use in the mouth (Fig 2.1.c). I coupled coherent light from a 632.8nm HeNe laser into a 1mm diameter optical fiber (Ocean Optics, Dunedin, FL). The fiber transmitted light into a custom 3D-printed plastic retroreflector containing two right-angle prisms (Fig 2.1.d). I coupled this device to the laser fiber via a SMA adapter. I designed the retroreflector to re-direct the light by 180° to irradiate the lingual side of the tooth (Fig 2.1.d). As a first demonstration, with the fiber-bundle LSI probe, I collected in vivo image sequences from the buccal side of the upper front incisors of three healthy subjects. The subject bit down on the plastic piece to hold it steady behind the tooth of interest (Fig 2.1.c-2.1.d). I collected the data as part of a study approved by the Institutional Review Board at the University of California, Irvine.

### 2.1.3.5 Data Analysis

I used both spatial and temporal speckle analysis approaches, all written in MATLAB (The Mathworks Inc., Natick, MA), to analyze the image sequences. I computed spatial speckle contrast maps with the use of a standard 7x7 sliding window algorithm; I then calculated an average spatial speckle contrast map as the average of 30 individual speckle contrast maps. I also used a standard temporal contrast algorithm to compute temporal speckle contrast values across the same 30-frame sequence. To compute pulsatile speckle contrast waveforms, I used a rolling temporal algorithm. I computed the temporal contrast from the first five frames of the sequence (n=1-5), then for frames n=2-6, etc., for the entire
sequence. I linearly detrended the resultant contrast waveform to remove DC noise and applied a Fast Fourier Transform (FFT) to the signal. I analyzed the frequency-domain representation of the pulsatile waveform.

2.1.4 Results

2.1.4.1 Fiber-bundle vs. open-air LSI

Figure 2.2.a shows a brightfield image taken with the fiber-based LSI probe. The honeycomb pattern apparent in the image (and shown magnified in the inset) represents the individual 8.5µm diameter fibers that comprise the leached fiber bundle. With the lens placed ~50mm away from the subject, the standard usable field-of-view of the probe is ~14mm in diameter (Fig 2.2.a).

![Image](image.jpg)

**Figure 2.2:** (a) Representative broadband image of a millimeter ruler through the fiber bundle. The inset shows the honeycomb pattern formed by the individual fibers (8.5µm diameter) comprising the bundle. (b) Comparison of contrast versus flow speed in the fiber-based system and the conventional open-air CCD-based system using spatial and temporal processing methods [with the CCD system, the spatial (black) and temporal (red) curves directly overlap]. With the spatial algorithm, the fiber-based system is less sensitive to changes in flow speed. However, the temporal contrast curve for the fiber-based probe has the same contrast response to flow speed as the CCD-based system.
I compared the contrast at different flow speeds using the fiber-based LSI probe and the open-air LSI system described above. I calculated contrast using both spatial and temporal processing algorithms to assess the effects of the honeycomb artifact on contrast values. Spatial and temporal contrast values with the standard open-air system are identical, and decreased as expected when flow speed increased (Fig 2.2.b). The temporal contrast values were slightly higher using the fiber-based system, but they follow the same trend and have a similar slope as those measured with the open-air system. However, the spatial contrast values using the fiber-based LSI probe are significantly higher and do not demonstrate the same dynamic range as the temporal algorithm or the scientific CCD camera-based system. Using the CCD system as the gold-standard for LSI measurements, if we compare the slopes between each subsequent measurement for the fiber-based spatial contrast curve relative to the scientific system, the fiber-based system slopes are associated with an error greater than 75%.

2.1.4.2 Evaluation of fiber-based LSI to characterize in vitro and in vivo pulsatile flow

The combination of my fiber-based LSI probe and rolling temporal processing algorithm enables in vitro identification of the presence of pulsatile flow at different frequencies (Fig 2.3). Figure 2.3 shows results from my in vitro pulsatile pump tests at frequencies ranging from 40bpm to 120bpm (0.67-2.00 Hz), to span the physiological range of human heart rates. Based on qualitative analysis of the in vitro contrast waveform, I observed a pulsatile component. The corresponding frequency domain analysis (Fig 2.3) confirmed the presence of the expected frequencies. With stationary Intralipid, the signal strength is predominantly at DC (0Hz). The power of the FFT peak
decreased as the frequency of the signal increased; however, at all frequencies it is clearly distinguishable from the no-flow signal at 0Hz, and the peak is present at the expected frequency with an accuracy of ≥98% (Fig 2.3).

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>40 bpm</td>
<td>1.39%</td>
</tr>
<tr>
<td>60 bpm</td>
<td>0.42%</td>
</tr>
<tr>
<td>80 bpm</td>
<td>0.54%</td>
</tr>
<tr>
<td>100 bpm</td>
<td>0.33%</td>
</tr>
<tr>
<td>120 bpm</td>
<td>0.62%</td>
</tr>
</tbody>
</table>

**Figure 2.3:** (a) Frequency analysis of *in-vitro* contrast waveforms resulting from use of the rolling temporal algorithm. We can clearly identify each of the different pulsatile frequencies [0.66 Hz (40bpm) – 2.00Hz (120bpm)] of the pump. The error between the detected peak frequency and the actual frequency is less that 1.4% for all the measured frequencies.

I also collected measurements from the upper incisors of three subjects with healthy teeth (Fig 2.4). In the first subject, the main frequency signal detected was slightly above 1 Hz, at a frequency of 69bpm (Fig 2.4.a), which matched the recorded heart rate measured with a wearable commercial pulse oximeter. The second subject had a higher recorded heart rate, and I detected the main frequency signal at 90bpm (Fig 2.4.b). I detected the main frequency peak in the physiological range to be 57bpm for subject three (Fig 2.4.c), which also matched their measured heart rate.
Figure 2.4: Frequency analysis of signal from the healthy upper incisor of three subjects. The range of physiological heart rate frequencies (0.67-2.00Hz) is bounded by the red lines. (a) There is a peak just above 1 Hz (at 69bpm) that corresponds to the measured heart rate of the subject. (b) This subject had a higher resting heart rate, and the peak in the physiological range is present at 1.5Hz (90bpm). (c) This subject has a heart rate peak present near 1Hz (at 57bpm). There is some low frequency noise present in the signal, below the physiological range, which is probably due to motion artifacts.

2.1.5 Discussion

I built and validated a fiber-based LSI probe, to detect pulsatile flow (Fig 2.1). I compared two different processing algorithms to compute speckle contrast from the raw image data (Fig 2.2). I demonstrated the ability of the probe to characterize pulsatile flow in both an in vitro system (Fig 2.3) and in vivo in human subjects (Fig 2.4). Collectively, my
findings demonstrate the ability of the LSI methodology to assess the presence of pulsatile blood flow.

Current methods for diagnosing pulpal vitality are called sensibility tests. These tests involve the application of a stimulus, usually either heat, cold, or an electric pulse, to the tooth and rely on an assessment of the patient’s response by the clinician\textsuperscript{23,24,67}. These tests can be painful, and are a subjective measure of innervation rather than blood flow. Additionally, primary and immature teeth lack the neurons that respond to thermal and electrical tests, making these tests inaccurate in children and teenagers\textsuperscript{77}. These tests have low reported sensitivity values: 0.86, 0.83, and 0.72 for heat, cold, and electric pulp testing respectively\textsuperscript{67}. Therefore, there is a high rate of false negatives, meaning root canal treatments are performed on teeth that still had blood flow and were viable. My results suggest that LSI can detect pulsatile flow in teeth, which I postulate will lead to a painless, quantitative, objective assessment of pulpal vitality.

Temporal speckle contrast was more sensitive to changes in flow than the spatial contrast (Fig 2.2.b). I believe this effect is due to the honeycomb pattern associated with the individual fibers of the leached fiber bundle (Fig 2.2.a). This pattern artificially introduces zero intensity values into the image, which increases the standard deviation of intensity values in the sliding window, while simultaneously decreasing the mean intensity in the same region. This has the effect of increasing contrast values, and decreasing the influence of the desired blood-flow component of the signal. However, with the temporal algorithm, the honeycomb pattern is fixed in space, mitigating its effect on subsequent analysis of the signal of interest (Fig 2.2.a).
I processed the raw speckle data with both the spatial and temporal algorithms to assess if I could use a single deterministic value to threshold between “flow” and “no-flow” conditions. This approach previously was proposed as a potential method for measuring pulpal vitality\textsuperscript{20}. Here, I found a slightly higher sensitivity to changes between “no-flow” (0.0 mm/sec) and “flow” (0.25-2.0 mm/sec) conditions when I used the temporal algorithm as compared to the spatial algorithm (27% relative change vs 2% relative change, respectively), further confirming that temporal processing was more suitable for LSI with a fiber bundle. This maximum difference in “flow” and “no-flow” contrast values is small, even under ideal, controlled conditions. I observed that the change in average \textit{in vivo} contrast values from the upper incisors of a single subject collected during separate imaging sessions, consistently differ (>50% of the time) by more than the contrast value change measured \textit{in vitro} between simulated no-flow and flow conditions (Fig 2.2.b).

Hence, my data suggests that the use of a single contrast value to diagnose pulpal vitality is flawed. As an interferometric technique, LSI is extremely sensitive to motion. Since LSI typically measures relative changes in motion rather than absolute values, I determined that using a single threshold speckle contrast value, as proposed previously\textsuperscript{20}, is not feasible \textit{in vivo}. Any external movement or vibrations of the fiber probe lead to changes in the absolute contrast values. Changes in the orientation of the device relative to the tooth, or the uniformity of the laser illumination may also cause a change in the measured contrast. I also previously demonstrated that speckle contrast values may even vary \textit{intra-tooth} due to local variations in tooth thickness\textsuperscript{6}.

Due to this result, I instead investigated the ability of frequency-domain analysis of speckle contrast data to assess pulpal blood flow. With my probe and analysis method, I
accurately characterized the pulsatile flow both with an *in vitro* flow system (Fig 2.3) and *in vivo* in three human subjects (Fig 2.4). I distinguished between the presence and absence of a pulsatile signal in the *in vitro* system by analyzing the contrast waveform in the frequency domain. By taking data from healthy human incisors, I demonstrated that my system is also capable of detecting pulsatile flow *in vivo* (Fig 2.4). Figure 2.4.a shows a clear-cut result from a subject with a high signal to noise waveform, and the peak at 69bpm is clearly visible. The subject measured in Figure 2.4.b had a higher resting heart rate of 90bpm, which demonstrates that the technique is sensitive to different frequencies. There is more low frequency noise present in Figures 2.4.b and 2.4.c, which I believe is due to motion artifacts such as motion of the subject’s head relative to the imaging fiber bundle, or incidental movement of the laser fiber. However, these additional frequency spikes lay outside of the physiological heart rate range, indicated by the red lines, and could potentially be removed with more advanced signal processing methods. Another potential source of noise is demonstrated in Figure 2.4.c. There is a clear peak at 57bpm, however other frequencies surrounding this peak in the FFT spectrum exist and may be due to the fact that heart rate *in vivo* is not perfectly constant, and fluctuates during the measurement period by a few beats per minute. I postulate that endodontists can use such frequency-based information to assess the presence of blood flow in a tooth, making this a critical step in achieving a clinic-ready solution to this diagnostic challenge.

Although the current fiber-based probe enables flow characterization in teeth, I propose that design improvements will make the probe more robust. Since LSI is inherently sensitive to motion artifacts, further efforts should involve improvement on the fiber design, removal of the honeycomb artifact, or perhaps avoid use of fibers altogether.
for this specific application. With continued progress made in consumer-grade optical and electronic components, miniaturization of the probe is a desired outcome, and is the subject of future work. For example, a miniaturized probe that clips onto a tooth or fits into a dental mouthguard may help reduce motion artifacts as well as improve our access to other teeth such as the molars.

In conclusion, here I describe a first-generation LSI probe that enables characterization of pulsatile flow. I proposed the use of frequency-domain analysis of temporal speckle contrast waveforms to assess the pulsatile frequency of blood flow, both \textit{in vitro} and \textit{in vivo}. My data demonstrate the potential of LSI as a simple pulpal vitality test that avoids noxious stimuli and directly assesses blood flow as opposed to pulpal innervation.
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2.1.7. Limitations and Future Work

As noted in the discussion above (2.1.5), the fiber-bundle based LSI device had significant issues with motion artifact, which led to the development of a more stable, miniaturized LSI system described in Chapter 2.2. However, another potential problem that
was eventually discovered with attempts to measure blood flow from the pulpal chamber is the potential for contamination of the speckle contrast signal with signal from blood flow in the gingiva. The contamination is likely due to the highly scattering nature of light in the tooth structure, as well as the fact that the gingival blood volume is orders of magnitude higher than the blood volume of the pulpal chamber. Additionally, the pulpal chamber may be closer to the root of the tooth rather than the crown, and hence not directly in the path of our trans-illuminated light.

I initially believed this signal contamination would not occur to due simulations of light transport presented by Kakino et al\textsuperscript{22}. However, after further consideration of the data, I believe that signal from blood flow in the gingiva may be contributing to the \textit{in vivo} pulsatile signal I detected.

This hypothesis is difficult to test due to the inability to isolate an \textit{in vivo} tooth from the gingiva. One potential method of testing my system’s vulnerability to signal contamination is by taking LSI measurements of patients who have had root canal therapy. These patients should not present any pulsatile signal because there is no longer blood flow in their teeth.

To determine if there is future potential for LSI to assess pulpal vitality the following factors should be taken into consideration. First, a better understanding of the nature of flow in the pulpal chamber is necessary to understand the precise location of the pulp as well as if the flow present in this region is even pulsatile. This information should be used to perform computational modeling of light transport and scattering in the teeth and gingiva using the techniques described in Chapter 5. This will allow a more informed decision about the ability to detect and isolate signal from the pulp chamber. Second, the
imaging set-up must be more stable. Efforts to accomplish this are described below in Chapter 2.2. Third, hardware improvements are necessary to improve the LSI signal obtained. The camera used in the study below has inherent limitations, which impede the ability to detect the extremely small changes in speckle contrast signal that may be associated with pulpal blood flow. More advanced signal processing algorithms to differentiate pulsatile signal from noise may also be necessary. Finally, based on the results of light transport simulations, measuring LSI with different orientations of the laser and the camera, for example arranging them perpendicularly, may be required to maximize signal coming from the pulpal chamber.

In addition to attempting to isolate blood flow in the dental pulp, I decided to intentionally measure gingival perfusion. The process to improve my oral LSI device and explore applications for quantifying gingival perfusion are described below in Chapter 2.2.
2.2 Design and evaluation of a miniature laser speckle imaging device to assess gingival health

This work was originally published in the Journal of Biomedical Optics.78

2.2.1 Abstract

Current methods used to assess gingivitis are qualitative and subjective. I hypothesized that gingival perfusion measurements could provide a quantitative metric of disease severity. I constructed a compact laser speckle imaging (LSI) system that could be mounted in custom-made oral molds. Rigid fixation of the LSI system in the oral cavity enabled measurement of blood flow in the gingiva. In vitro validation performed in controlled flow phantoms demonstrated that the compact LSI system had comparable accuracy and linearity compared to a conventional bench-top LSI setup. In vivo validation demonstrated that the compact LSI system was capable of measuring expected blood flow dynamics during a standard post-occlusive reactive hyperemia and that the compact LSI system could be used to measure gingival blood flow repeatedly without significant variation in measured blood flow values (p<0.05). Finally, compact LSI system measurements were collected from the interdental papilla of nine subjects and compared to a clinical assessment of gingival bleeding on probing. A statistically significant correlation (ρ=0.53; p<0.005) was found between these variables, indicating that quantitative gingival perfusion measurements performed using this system may aid in the diagnosis and prognosis of periodontal disease.

2.2.2 Introduction

Gingivitis is a disease caused by a buildup of dental plaque, a bacterial biofilm, on the teeth and in the gingival sulcus. Symptoms of gingivitis include inflammation of the
gingiva, which can result in redness, tenderness, and swelling of the gums, as well as bleeding during brushing or flossing. Current methods to diagnose gingivitis include visual inspection and mechanical probing of the gingiva by a dentist who scores gingival health on a 0-3 scale, where 0 corresponds to healthy gingiva and a 3 indicates severe inflammation and bleeding. However, the results of this assessment technique are qualitative and subjective. Alternatively, enzymatic biomarkers in the saliva and crevicular fluid can be used for diagnosis, but such tests are time consuming and expensive. I hypothesize that there are associated changes in gingival perfusion that accompany gingivitis, and that laser speckle imaging (LSI) can be used to quantitatively measure those changes, potentially providing a simple method for objective diagnosis of periodontal disease and evaluation of treatment approaches.

LSI is a widefield technique used to visualize and quantify blood flow. It was developed in 1981 by Fercher and Briers to image vasculature in the retina, and has since been employed to monitor flow in the brain, skin, and other organs. LSI utilizes image processing techniques to quantify flow with a value known as speckle contrast, which is inversely proportional to the speed and quantity of red blood cells moving through the imaging volume.

A wide variety of LSI system embodiments exist, including clinical systems, benchtop laboratory systems, and microscopy-based systems. Such embodiments can range in size from handheld to larger cart-based or tabletop instruments. To enable LSI measurements of the gingiva, the imaging system used must be miniaturized such that it can be easily positioned and stabilized in the oral cavity. Further, to facilitate clinical integration, the system must also be simple to use and perform measurements.
relatively quickly. My goal was therefore to design a miniature dental LSI probe with the following features: 1) small enough to be securely positioned in the mouth, 2) simple to use, 3) capable of producing accurate blood flow measurements, 4) sufficiently rapid to collect data within five minutes per measurement, and 5) able to provide a quantitative metric correlated to disease.

A number of challenges exist that are associated with creating a compact LSI system for use in the oral cavity. First, each component must be small enough to fit relatively comfortably in the mouth. Furthermore, all electrical components must be housed to keep them dry and free of saliva. Additionally, they must be able to withstand sterilization between subject measurements. Finally, without affixing the imaging components to the teeth or gingiva, significant motion artifact may be introduced, making handheld systems or external imaging systems potentially untenable. I previously published on the ability to measure pulsatile blood flow in the teeth using a fiber bundle-based LSI device that required each subject to hold their head steady while biting down on a laser fiber\textsuperscript{66}. However, this system was difficult or uncomfortable for some subjects and hence may not be suitable for widespread clinical use.

Here we describe a LSI system that uses components small enough to be mounted completely within the oral cavity. This was accomplished by using a miniature CMOS camera (volume of approximately 2$\text{mm}^3$) and a compact laser diode package that could be fixed in place within the mouth using custom molds fabricated from dental impression putty. Using these molds, the laser diode and camera could be mounted on the buccal and lingual side of the gingiva and be used to perform LSI in a trans-illumination geometry\textsuperscript{66,20}. Using this system, I performed \textit{in vitro} experiments to assess the stability, precision, and
repeatability of the device to collect speckle contrast data. I additionally performed an *in vivo* pilot study using my system to measure perfusion in the gingiva above the upper incisors in subjects diagnosed with mild to severe gingivitis, and correlated the measured speckle contrast values with clinical assessments.

### 2.2.3 Materials and Methods

#### 2.2.3.1 Use of human subjects

All subject measurements were approved by the Institutional Review Board of the University of California, Irvine.

#### 2.2.3.2 Device design

The compact camera used in the LSI system is an Awaiba NanEye CMOS camera (CMOSIS, Raleigh, NC). It is equipped with a f/# 2.7 lens, which has an 8-75mm depth of focus and utilizes a rolling shutter during image acquisition. The entire package (camera and lens) measures 1.0x1.0x1.7mm, which allows for comfortable intraoral use. The NanEye has a 4-pin connection to a USB2 evaluation board that connects to a PC running provided software (Awaiba Viewer v2.15.2.1). To protect the camera and camera wiring, it was secured in a 3D-printed casing using hot melt adhesive. The case also provided additional material with which to stabilize the camera during use. I calculated a ratio of ~1.93 speckles/pixel with this current configuration, which is very close to the Nyquist criteria for speckle sampling. A 90mW, 785nm, single longitudinal mode, 5.6mm diameter TO can package laser diode (Roithner LaserTechnik GmbH, Vienna, Austria) was used as the coherent light source. The laser diode was powered by the LDC500 laser diode controller (ThorLabs Inc, Newton, NJ). The diode was housed within a custom machined cylindrical casing fabricated from delrin. The casing also contained an aluminum heat sink.
to aid in diode stabilization.

2.2.3.3  **Image Processing**

During data collection, “color reconstruction” and “reduce processing” options in the Awaiba Viewer software were turned off and on, respectively, to ensure raw data was collected. The proprietary Awaiba Viewer software saved data as AVI files, which were converted to a TIFF image sequence using ImageJ software (NIH), followed by computing speckle contrast maps from each image using MATLAB (MathWorks, Natick, MA). Temporal speckle contrast was calculated as the standard deviation over the mean intensity in each pixel across a series of images. I used a rolling temporal contrast value calculated by computing temporal contrast across each pixel of subsequent four-frame sequences (ie: frames 1:4, 2:5, 3:6, etc). I then averaged the contrast within a user-selectable region of interest (ROI) pertaining to the gingival tissue of interest.

2.2.3.4  **Static in vitro device validation**

To test the stability of the NanEye camera and the laser diode to be used during *in vivo* data collection, I measured a 1% Intralipid solution (Baxter Healthcare, Deerfield, IL) over a period of three minutes using the NanEye camera to quantify the changes in speckle contrast not resulting from direct movement or flow. Image sequences were collected at 30 frames per second (fps) with an exposure time of 5ms. A 70x70 pixel ROI was chosen to compute the temporal speckle contrast. This measurement was performed at several different intensities (9-155 counts) resulting from different currents applied to the laser diode, spanning the dynamic range of the NanEye camera to determine the dependence of illumination intensity on measured speckle contrast. I computed the coefficient of variation.
(CV, equal to standard deviation / mean) across the three-minute data sets to assess the
stability of the system.

2.2.3.5 Dynamic in vitro device validation

I performed in vitro experiments to validate the NanEye camera for use in LSI. A
flow phantom was fabricated using polydimethylsiloxane (PDMS) with titanium dioxide
added to give a reduced scattering coefficient of 1mm⁻¹, which is typical of tissue. A glass
microchannel with diameter 650μm was embedded in the surface of the PDMS, and 1%
Intralipid was infused at different speeds (0.25mm/s, 0.5mm/s, and 1.0-5.0mm/s in
1mm/s increments) using a syringe pump (Harvard Apparatus, Holliston, MA).

I performed the in vitro validation imaging by comparing the NanEye camera and a
monochrome Chameleon3 camera (Point Grey, Richmond, BC, Canada), a research grade
CCD camera equipped with a 60mm Nikkor Micro Lens (Nikon, Melville, NY) with f/# 2.8. I
coupled the diode from the device to a beam expander and a ground glass diffuser to
diffusely illuminate the flow phantom, and collected sequences of reflectance speckle
images with the NanEye and Chameleon3 cameras. Images were collected using an
exposure time of 5ms, and a frame rate of 30fps. Temporal speckle contrast was computed
in a 7x66 pixel region within the center of the microchannel for ~200 frames, and then
averaged to improve the signal to noise ratio.

2.2.3.6 In vivo data collection setup

Prior to the imaging of each subject, I created a custom-fit impression mold of the
upper anterior teeth and gingiva. All measurements were taken from the gingiva above the
upper incisors. The molds were made with ~50g of Zetalabor C-silicone (Hard 85 Shore A)
polysiloxane dental impression material (Zhermack Inc, River Edge, NJ) combined with
~1g of Indurent gel catalyst (Zhermack Inc, River Edge, NJ). The dental putty and catalyst were mixed by hand for ~60s and then formed into a rectangular block of approximately 2x2x6cm. I created an impression of the subject’s teeth within a block of dental putty, while pressing firmly to create a close fit around the teeth and gingiva. The putty was held in place until it hardened (~60s).

To enable mounting of the encased camera and laser diode, holes were drilled into the buccal and lingual sides of the mold such that a straight light path was created between the light source and the detector for maximum light throughput in a trans-illumination geometry. The camera and laser diode housings were inserted into the drilled holes and were held rigidly in place via friction. The total cost of each mold was less than $2, and required ~10 minutes to complete.

The encased camera and laser diode were wrapped with disposable Cover-All barrier film (Kerr TotalCare, Orange, CA) before use on each subject to prevent cross-contamination. Additionally, they were sanitized using sterile alcohol prep pads (Dynarex, Orangeburg, NY) between uses.

2.2.3.7 **In vivo exposure time selection**

To aid in the selection of an exposure time to be used during LSI that would maximize sensitivity to blood flow changes during the cardiac cycle, I used the setup described above to measure gingival blood flow while varying the NanEye exposure time from 2 to 23 ms (corresponding to exposure settings in Awaiba Viewer of 25 to 249 in 24 or 25 unit steps). Thirty seconds of data was collected at each exposure time with minimal perturbation introduced between measurements to minimize vasoconstriction or vasodilation mediated changes in blood flow during the measurement period. Temporal
speckle contrast was computed from each data set as described above and the average change in contrast between systole and diastole was computed. This metric was used to quantify the sensitivity of the imaging system to physiologically relevant changes in blood flow at various exposure times88.

2.2.3.8 In vivo device validation

To ensure that I could detect physiological changes in perfusion, I measured the speckle contrast while artificially perturbing blood flow. I used the device to measure flow in the index finger, and performed an arterial occlusion using a pressure cuff. A 90s arterial occlusion was performed by inflating a pressure cuff to 220mmHg to stop blood flow to the finger, followed by a 90s recovery period.

I also measured baseline perfusion in three regions of the gingiva, moving progressively from the interdental papilla between the upper incisors to the marginal gingiva, to the attached gingiva to demonstrate changes in perfusion due to different gingival physiology.

2.2.3.9 In vivo device repeatability

To quantify the repeatability of the device to measure the same region each time the imaging system was inserted into the oral cavity, as well as to quantify the repeatability of the imaging system longitudinally, I acquired three measurements (three minutes each) on six subjects every day for five consecutive days. Between each measurement, I removed and reinserted the imaging device. Collected image sequences were used to compute temporal contrast within an ROI of 66x66 pixels corresponding to the interdental papilla above the upper incisors. I computed the average speckle contrast during each three-
minute data set, as well as the standard deviation of the contrast across the fifteen measurements collected throughout the week.

2.2.3.10 In vivo experimental measurements

I recruited 12 subjects at the Concorde Career College Dental Hygiene Clinic, and collected a set of three measurements for three minutes each at 30fps to ensure stability of the signal. Subject measurements were taken with an exposure time of 5ms. The average irradiance during patient measurements was 0.095W/cm² with a maximum of 0.24W/cm², which is less than the maximum permissible exposure for tissue of 0.30W/cm². Before LSI data was collected, an examination was performed by a dentist to quantify each subject’s bleeding on probing index for the marginal gingiva of the upper anterior teeth (6-11). I excluded three patients from the final study (n=2 had missing upper anterior teeth, n=1 had hardware malfunction during image collection) leaving nine subjects. The average temporal laser speckle contrast was calculated in a ROI corresponding to the interdental papilla for each measurement. I summed the bleeding on probing index for the upper anterior teeth to grade the overall gingival health of each subject. I computed the Spearman’s rank correlation coefficient between the average temporal contrast value and the summed bleeding on probing index. I performed a hypothesis test on a linear fit to these data to test the significance of the slope.

2.2.4 Results

2.2.4.1 Device design

I built a device to acquire laser speckle images of the gingiva as shown in Figure 2.5. I collected a series of trans-illuminated images of the gingiva using a miniature camera (Fig 2.5.c) placed on the labial side of a custom-fit dental putty mold (Fig 2.5.a). I typically
collected images of the interdental papilla; however, I also measured perfusion in the attached and marginal gingiva (Fig 2.5.b). The speckle pattern is generated using a near-infrared laser diode (Fig 2.5.c) on the lingual surface of the mold, which has good depth penetration into perfused tissue\(^{90}\). The mold fits securely around the upper anterior teeth, which holds the camera and laser diode fixed relative to each other and in the same location every time the mold was inserted. I determined that an exposure time of 5ms maximized our temporal contrast sensitivity to physiological changes in flow due to the heartbeat, therefore this exposure time was chosen for all future measurements.

![Figure 2.5](image)

**Figure 2.5**: Design of miniature intraoral LSI device. (a) The NanEye camera and 785nm laser diode were placed in a custom-fit dental putty mold, which held them securely in place to acquire trans-illuminated images of the gingiva. (b) I primarily imaged the interdental papilla between the upper incisors. Images of the marginal and attached gingiva were also acquired to determine if the device was sensitive to spatial variations in gingival perfusion. Clinical assessments of bleeding on probing were acquired for the upper anterior teeth (incisors and canines, teeth 6-11). (c) The NanEye camera was housed in a 3D-printed case (red) and the laser diode mounted in a delrin case (white) that contained an aluminum heat-sink to ensure intensity stability.

### 2.2.4.2 Static in vitro device validation

To monitor the stability of the laser diode intensity, as well as the temporal contrast in images collected using the NanEye camera, I measured a non-flowing liquid phantom over three minutes. The CV of the intensity remained below 1% for intensities above ~20 counts. The CV of the temporal contrast was <1% at intensities between 20 and 140 counts.
2.2.4.3  *Dynamic in vitro device validation*

To ensure the miniature camera was capable of collecting data with sufficient dynamic range and spatial resolution, and with limited artifacts due to the built-in lens system, I compared *in vitro* flow phantom data collected with a research grade Chameleon3 CCD camera (Fig 2.6.a) to data collected with the NanEye camera (Fig 2.6.b). I measured the temporal contrast of flow in a glass microcapillary tube at speeds from 0.25-5.00mm/s (Fig 2.6.c). The image from the NanEye camera had lower resolution compared with the Chameleon3 (Fig 2.6.a vs. 2.6.b), which resulted in lower fidelity object boundaries and an overall grainer image. There was some barrel distortion present near the edges of the images taken with the NanEye camera, however this did not affect the device due to the fact that the camera is contained within a tube, which inherently reduces the available field of view to the center of the image (Fig 2.6.b).

I demonstrated that contrast decays exponentially with flow speed, as predicted by speckle theory\(^1\) (Fig 2.6.c). The dynamic range for temporal contrast using the NanEye was \(~0.08\) over the flow speeds I tested and \(~0.15\) for the Chameleon3 (Fig 2.6.c). I observed a linear trend (\(R^2 = 0.9992\)) between contrast values at different flow speeds calculated from images taken with the NanEye versus the Chameleon3 (Fig 2.6.d). This demonstrated that even though the dynamic range was lower for the NanEye, it still maintained the same contrast response to flow speed as a research grade camera.
Figure 2.6: Dynamic in vitro device validation. (a) Sample raw speckle image of flow in a glass microchannel (blurred rectangular region) acquired with a research grade CCD camera (Chameleon3, Pt. Grey). (b) Sample raw speckle image of flow in a glass microchannel (blurred rectangular region) acquired with the NanEye camera. The field of view was limited because the camera was encased in a protective housing. (c) Temporal contrast measured simultaneously on flow at different speeds. The dynamic range of the Chameleon3 was greater than that of the NanEye (0.15 compared to 0.08). (d) Comparison of temporal contrast at different flow speeds for the Chameleon3 and NanEye cameras resulted in a linear relationship (R^2=0.9992), suggesting the ability of the NanEye to measure blood flow in a comparable manner to the Chameleon3.
To determine the range of intensities where the LSI system remained stable, I measured the temporal contrast as a function of intensity (Fig 2.7.a) in a non-moving liquid phantom. I observed inflection points in the contrast response at ~20 counts and ~140 counts. Therefore, I maintained the intensity within this range during in vivo clinical data collection.

**Figure 2.7:** (a) I measured temporal contrast as a function of intensity to determine the range of stable contrast measurements. Due to the inflection points at ~20 and ~140 counts, I collected all further experimental data with intensities ranging between those values. The CV of the intensity and contrast data was <1% in this range. (b) Measurements of physiological changes in blood flow during an arterial occlusion. The flow was low (K = 0.57) until the occlusion was released at ~20s. A reactive hyperemia response occurred for ~5s and then flow stabilized to baseline (K=0.37).

2.2.4.4 **In vivo device validation**

To ensure the device could differentiate between induced changes in in vivo blood flow, I performed an arterial occlusion while collecting measurements in the index finger using the device (Fig 2.7.b). The occlusion was in place for the first ~20s of imaging, during which the average temporal contrast was 0.57. Once the occlusion was released (at ~20s), I observed a reactive hyperemia response for ~5s as flow rushed back into the digit causing
a marked decrease in contrast. The contrast then settled to a stable baseline of 0.37 for the remainder of the measurement as flow returned to baseline.

To determine the effects of spatial variations in sensor placement, I measured temporal speckle contrast in three locations of the gingiva between the upper incisors of a human subject: the interdental papilla, the marginal gingiva, and the attached gingiva (Fig 2.5.b). As I moved further away from the interdental papilla, the contrast decreased by 0.013 (Table 2.1).

**Table 2.1:** Speckle contrast in different spatial locations within the gingiva. Contrast decreased by 0.013 as the probe was moved from the interdental papilla to the attached gingiva.

<table>
<thead>
<tr>
<th>Location</th>
<th>Temporal Contrast</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interdental Papilla</td>
<td>0.042</td>
</tr>
<tr>
<td>Marginal Gingiva</td>
<td>0.031</td>
</tr>
<tr>
<td>Attached Gingiva</td>
<td>0.029</td>
</tr>
</tbody>
</table>

**2.2.4.5  *In vivo device repeatability***

To measure the stability of the system to obtain repeatable contrast values across multiple longitudinal measurements, I measured contrast in the interdental papilla region of the gingiva of six subjects over a period of five consecutive days. Additionally, I was concerned if significant physiological variations in flow occurred from day to day. I collected three data sets from each subject each day, and removed the device between each measurement to test the repeatability of the device between uses. I measured an average CV among the three daily measurements of 6.7%. To determine if daily variations in flow were a significant concern, I computed the standard deviation across the 15 total measurements for each subject (Table 2.2). One measurement was removed from Subjects 1 and 6, and two from Subject 5 due to the contrast value being a statistical outlier, which I postulate was due to a problem with the acquisition control software. I assumed that the
gingival health was constant in each of the six repeatability subjects over the course of the five daily measurements. I compared the measurements to the standard deviation of the 27 total measurements collected from subjects with varying degrees of gingival health (Concorde Clinic, \( \sigma = 0.021 \)). There was a significant difference in the variance of the repeatability subjects compared to the variance of the group of clinical subjects with different stages of gingivitis (\( p < 0.05 \), Levene’s test for equal variance) (Table 2.2). This analysis indicates that any variance that occurs from day to day due to the device or to physiological changes in flow are significantly less than the changes observed due to differences in gingival health and inflammation.

**Table 2.2:** Three data sets were acquired each day for five consecutive days from six subjects to determine the repeatability of the device; I assume the health of each subject remained constant across the week. The standard deviation of the 15 measurements for each subject is listed, as well as the standard deviation across all measurements taken from subjects with varying degrees of gingival health (Concorde Clinic). Levene’s test for equal variance was applied to compare the variance of each subject to the collective data from Concorde Clinic, and the variances were significantly different (\( p < 0.05 \)). This indicates that the variations in contrast due to daily changes in perfusion and instrument noise are significantly less than variations in flow due to different degrees of gingival health.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Standard Deviation (( \sigma ))</th>
<th>( p )-value of ( \sigma_{\text{repeatability}} ) compared to ( \sigma_{\text{Concorde}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Repeatability 1</td>
<td>0.008</td>
<td>0.008</td>
</tr>
<tr>
<td>Repeatability 2</td>
<td>0.007</td>
<td>0.004</td>
</tr>
<tr>
<td>Repeatability 3</td>
<td>0.014</td>
<td>0.048</td>
</tr>
<tr>
<td>Repeatability 4</td>
<td>0.011</td>
<td>0.015</td>
</tr>
<tr>
<td>Repeatability 5</td>
<td>0.008</td>
<td>0.009</td>
</tr>
<tr>
<td>Repeatability 6</td>
<td>0.011</td>
<td>0.021</td>
</tr>
<tr>
<td>Concorde Clinic</td>
<td>0.021</td>
<td>-</td>
</tr>
</tbody>
</table>

**2.2.4.6 In vivo experimental measurements**

Finally, to test the ability to correlate LSI data with gingival health, I took three three-minute measurements in nine subjects with mild to severe gingivitis. I computed a CV of less than 14% between the three measurements for each subject. The CV across all 27 clinical subject measurements was over 34%. I measured the Spearman correlation
between the sum of the bleeding on probing index across the frontal and lingual side of the upper anterior teeth and the measured temporal contrast value. I observed a decrease in contrast as the sum of the anterior bleeding on probing score increased (Fig 2.8), indicating an increase in flow with decreasing gingival health. The correlation had a Spearman coefficient (\( \rho \)) of -0.53 (\( p<0.005 \)), and a linear hypothesis test indicated that the slope was significantly different from zero (\( p<0.01 \)).

**Figure 2.8:** Three measurements were collected from nine subjects with varying degrees of gingival inflammation. The sum of the bleeding on probing scores (x-axis) for the anterior teeth was correlated to the measurements of temporal contrast (y-axis). I observed a significant increase in perfusion (decrease in contrast) with an increase in bleeding on probing (indicative of worse gingival health) (\( \rho=-0.53, p<0.005 \)). The average temporal contrast with standard deviation is shown for each of the nine subjects.

### 2.2.5 Discussion

My experiments collectively demonstrate the feasibility and stability of a miniature LSI device designed for use in the mouth. I built a device that fit securely around a subject’s teeth to hold a small camera and compact laser diode in place to trans-illuminate the gingiva (Fig 2.5). The impression mold held the imaging system securely in place, and
enabled repeated imaging of the same location within the gingiva. This was important to minimize motion artifacts, which hinder accurate clinical data collection in many LSI devices\textsuperscript{66}, as well as to ensure measurements were taken in the same location, which is important because blood flow in the oral cavity may have significant spatial variance due to physiology\textsuperscript{91}.

I computed temporal speckle contrast values to obtain an estimate of perfusion in the gingiva. I chose to use the temporal algorithm to compute speckle contrast rather than the spatial algorithm because the former has been shown to be more reliable when quantifying contrast in regions containing static scattering\textsuperscript{6}. Since the detected light likely propagated through static scattering structures such as the roots of the teeth, or even bone, I chose to use the temporal algorithm to maximize our sensitivity to blood flow. This results in relatively low temporal contrast values (0.02-0.12) observed in \textit{in vivo} gingiva (Table 2.1, Table 2.2, Fig 2.8), which is expected due to the high level of perfusion present in this tissue. We do not observe a significant correlation between speckle contrast computed with the spatial algorithm and bleeding on probing ($\rho = -0.19$, $p>0.35$), which supports the hypothesis that the temporal algorithm is required to reduce the effect of static scattering due to inter-patient physiological variability.

I performed several \textit{in vitro} and \textit{in vivo} experiments to test the stability and repeatability of the device. I monitored the stability of the laser diode intensity to ensure that fluctuations in intensity, as well as in temporal contrast, had a CV below 1%. These results indicate that the aluminum heat sink in the device was sufficient for thermal stabilization of the laser diode. I determined that the most stable contrast values were obtained when data were collected with intensity counts between 20 and 140 (Fig 2.7.a).
Additionally, I determined that 5ms was the optimal exposure time for the device to be sensitive to physiological changes in flow.

A comparison of the device and a laboratory grade LSI system demonstrated a linear relationship between contrast values from each system as a function of flow speed (Fig 2.6.d). I did observe a lower dynamic range with the miniature oral device (Fig 2.6.c), which is potentially due to the NanEye’s comparatively smaller sensor dynamic range (72dB vs. 42dB) resulting from greater noise and reduced full well capacity.

I collected *in vivo* data that demonstrated the ability of the device to detect changes in perfusion. During an arterial occlusion, I detected a sharp increase in temporal speckle contrast (Fig 2.7.b), consistent with expectations of decreased flow during an occlusion. When the occlusion was released, I observed a characteristic decrease in contrast due to the reactive hyperemia response, before the flow returned to baseline. These data demonstrate that the imaging system was sensitive to induced physiological changes in perfusion.

I also observed a decrease in contrast as I changed the measurement location from the interdental papilla towards the marginal and attached gingiva (Table 2.1). I postulate that this is due to the corresponding increase in the thickness of the measured region, and hence an increase in the amount of perfusion, causing a decrease in contrast. This highlights the importance of maintaining a repeatable imaging location between measurements, which was facilitated with the mold design used in this study.

I performed *in vivo* measurements on six subjects to ensure that our device could obtain repeatable contrast values across multiple measurement sessions. The mold is capable of being repeatedly inserted and removed from the subject’s mouth while
maintaining a similar imaging location for every measurement. Repeatability of imaging locations is critical for future longitudinal studies of gingival blood flow dynamics. My data demonstrate that the device can be removed and replaced while maintaining measurements of temporal contrast in the gingiva with an average CV of 6.7%. In comparison, the CV among measurements in multiple subjects with varying degrees of gingival inflammation is over 34%. Additionally, data collected longitudinally from six repeatability subjects showed significantly less variance (p<0.05) than the measurements collected from subjects in varying stages of gingival health (Table 2.2). This indicates that not only is the device capable of repeatedly measuring the same location in the gingiva, but that physiological changes in flow from day to day are less than the changes observed due to variations in gingival health. This result supports my hypothesis that LSI can be used as a diagnostic aid or a tool for the assessment of changes in gingival health over time.

Finally, I performed measurements in subjects that were evaluated for gingivitis symptoms. I acquired similar speckle contrast values in each of the three measurements collected per subject (CV <14%), which is consistent with the previous in vivo validation measurements. My data show that speckle contrast decreased as the bleeding on probing index for the upper anterior gingiva increased (Fig 2.8), which is indicative of more severe gingivitis. I postulate that the decrease in speckle contrast is due to an increase in blood flow, which may be due to increased inflammation in the gingiva, dilation of the microvasculature, or increased vascular density, all of which have been shown to increase perfusion81.

In addition to gingivitis, there are other conditions that affect the oral mucosa. For example, LSI may be used to provide a quantitative assessment of oral mucositis, an
inflammatory condition causing painful ulcers in the mouth following chemotherapy and radiation treatments for cancer\(^9\). Furthermore, the question of assessing pulpal vitality by detecting blood flow in the pulpal chamber is still unresolved. The mouth-guard based device may provide a more stable method of collecting LSI data as compared to previous measurement systems\(^6\), and for more specifically targeting locations on the tooth that correspond to the pulpal chamber to reduce contamination of the signal from gingival blood flow.

In conclusion, my *in vitro* and *in vivo* data collectively support my hypothesis that LSI can be used to quantitatively measure changes in perfusion associated with gingival health. With continued refinement and evaluation of this platform, I anticipate development of a simple method for objective diagnosis of periodontal disease and evaluation of treatment approaches for gingivitis and other oral microvascular diseases.
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CHAPTER 3: Photothermal laser speckle imaging

3.1 Photothermal laser speckle imaging phenomena

This work was originally published in Optics Letters\textsuperscript{31}.

3.1.1 Abstract

The analysis of speckle contrast in a time-integrated speckle pattern enables visualization of superficial blood flow in exposed vasculature, a method called laser speckle imaging (LSI). With current methods, LSI does not enable visualization of subsurface or small vasculature, due to optical scattering by stationary structures. In this work I propose a new technique called photothermal LSI to improve visualization of blood vessels. A 595nm laser pulse was used to excite blood in both \textit{in vitro} and \textit{in vivo} samples. The high absorption coefficient of blood at this wavelength results in efficient conversion of optical energy to thermal energy, resulting in an increase in the local temperature and hence increased scatterer motion, and thus a transient decrease in speckle contrast. As a result, I found that photothermal LSI was able to visualize blood vessels that were hidden when imaged with a conventional LSI system.

3.1.2 Results and Discussion

In 1981, Fercher and Briers\textsuperscript{4} first proposed the use of time-integrated laser speckle patterns to map blood flow in the retina. Dunn et al\textsuperscript{3} demonstrated that this method enabled blood-flow mapping of the rodent brain, which led to a rapid increase in the use of laser speckle imaging (LSI) for a wide variety of biological and biomedical applications.

Typically, researchers use LSI to map and quantify relative changes in blood flow in response to an intervention. A related use of LSI is simply to enable visualization of perfused microvasculature\textsuperscript{15}. However, scattering layers such as the skull or epidermis
obscure the microvascular architecture. A variety of post-processing methods were proposed to reduce this effect, including temporal processing\textsuperscript{5} and motion contrast algorithms\textsuperscript{16}.

Here I propose a new method, which I call photothermal LSI, to noninvasively image subsurface blood vessels using selective optical excitation of absorbers within the vessels. Photothermal LSI is based on two techniques described previously in the literature: magnetomotive LSI\textsuperscript{17} and pulsed photothermal radiometry (PPTR)\textsuperscript{26,93}. Magnetomotive LSI involves the use of an alternating magnetic field to induce movement of superparamagnetic iron oxide nanoparticles that are introduced into the vasculature. The additional motion of the particles aligning back and forth with the alternating magnetic field causes a distinct increase in motion that the LSI method detects as a decrease in local speckle contrast.

PPTR involves application of a short pulse of laser light to the surface of a sample, resulting in selective absorption and subsequent heating of specific optical absorbers within the medium. Mid-infrared detectors are typically used to collect infrared emission at the sample surface that varies due to heat diffusion from the heated absorbers. Based on analysis of the transient change in infrared emission, specific parameters can be estimated, including tissue absorption coefficients\textsuperscript{93} and depth of vasculature\textsuperscript{26}.

Photothermal LSI involves use of a short pulse of laser light (similar to PPTR) to heat subsurface blood vessels, which I propose leads to a transient decrease in speckle contrast due to photothermally-induced changes to intravascular optical scatterers. This is similar to magnetomotive LSI; however, I selectively target absorption by the hemoglobin molecules contained within the red blood cells, rather than modulate the movement of an exogenous particle. To achieve selective optical excitation, I induce transient heating of the
blood with a 595nm laser pulse. In this Chapter, I present data collected with *in vitro* and *in vivo* experimental setups, to demonstrate the ability of photothermal LSI to improve visualization of subsurface microvasculature via a targeted increase in the difference in contrast between the blood vessels and surrounding tissue.

For the *in vitro* experiments, I used two samples: a 1cm wide cuvette filled with porcine blood (Fig 3.1.a), to demonstrate the concept, and a microchannel-based skin phantom (Fig 3.2.a). To create the phantom, a slide with microchannels (thinXXSMicrotechnology AG, Germany) was placed above a silicone block containing TiO$_2$ powder to mimic the scattering properties of soft biological tissues. A second silicone layer (400µm thick), with TiO$_2$ powder to simulate epidermal scattering properties, was placed above the microchannel. An infusion pump was used to inject porcine blood (Sierra for Medical Science, Whittier, CA) into the microchannel, which had an inner diameter of 320µm. Tygon tubing was used to deliver the blood from the syringe pump to the channel inlet. The infusion pump was set to achieve a flow speed of 4 mm/s, representative of flow in arterioles and venules.$^{94}$

To image the dynamics of particle motion, I used a conventional LSI system consisting of a 632.8nm HeNe laser that uniformly illuminated either the blood-filled cuvette or the skin phantom (Figs 3.1.a and 3.2.a). The radiant exposure of this imaging laser is $\sim$11mJ/s, or less than .0001% of the radiant exposure of the interrogating pulse, making its contribution to any photothermal changes in the sample negligible. All speckle images were acquired with a HotShot 1280 CCD camera (NAC Image Technology, Simi Valley, CA) equipped with a macro lens. To mitigate specular reflectance from the samples,
a polarizing filter was placed in front of the camera lens and perpendicularly oriented to the polarization of the incident light.

I used pulsed 595nm laser light (Vbeam, Candela, MA) to optically excite the samples. I selected 595nm due to the strong absorption of this wavelength by hemoglobin. For our experiments, I used a pulse duration of 3ms and radiant exposure of 4 J/cm², which is similar to radiant exposures used previously in PPTR studies. I used a laser-linepass filter (ThorLabs, Newton, NJ) centered at 632.8nm (70% transmission) to prevent contamination of images by remitted 595nm laser light (less than 0.01% transmission).

I collected raw speckle images at 50 frames per second with an exposure time of 14ms, before, during, and after application of the pump 595nm light. I used the standard sliding-window algorithm (7x7 pixel dimension) to convert each raw speckle image to a speckle contrast image. From each speckle contrast image, I calculated the mean speckle contrast within a 16x66 pixel region of interest. I then calculated maps of speckle flow index (SFI) using a simplified speckle imaging equation.

Upon photothermal excitation of a blood-filled cuvette, (Fig 3.1.a), I observed a transient reduction of speckle contrast (Fig 3.1.b). The contrast decreased abruptly by ~60%, suggesting an increase in motion of scattering particles within the blood. After ~0.6s, the contrast returned nearly to its baseline value, presumably due to a decrease in temperature of the excited sample.
Figure 3.1: *In vitro* photothermal LSI of blood in a cuvette. (a) Photothermal LSI set-up with 633nm imaging laser light and 595nm pulsed dye laser to excite the blood. Images are captured with a cooled CCD camera with a laser-line bandpass filter to block extraneous light. (b) Speckle contrast versus time plot illustrates distinct drop in contrast corresponding to the photothermal excitation pulse at time 0s. The 60% decrease in contrast returns to baseline over about 0.6s as the blood returns to room temperature.

Similarly, with photothermal excitation of the microchannel-based skin phantom (Fig 3.2.a), I observed a transient reduction in speckle contrast (Fig 3.2.b). To simulate subsurface blood flow, I placed a skin-simulating phantom of 400µm thickness on top of the microchannel. In this specific case, to mimic *in vivo* conditions, the blood continuously flowed through the microchannel; therefore, the associated speckle contrast values at all time points were lower than those for the blood-filled cuvette.
Figure 3.2: *In vitro* photothermal LSI of blood flowing through a microchannel. (a) Photothermal LSI set-up with blood infused into the system at 4mm/s and a 400µm epidermal phantom placed above the microchannel. (b) Speckle contrast versus time in a region of interest above the channel shows a 60% decrease in flow occurring after the excitation pulse at time 0s, and returning to baseline over the next ~0.4s. (c) Normalized speckle flow index (SFI) in microchannel before the photothermal excitation. (d) SFI image after the excitation pulse shows the blood flow in the channel clearly visible beneath the skin-simulating phantom.
I observed a ~60% decrease in the contrast following photothermal excitation, and a return to baseline contrast after ~0.4 s. Prior to photothermal excitation, it was not possible to visualize the microchannel through the overlying epidermal phantom (Fig 3.2.c). Immediately after photothermal excitation, the microchannel structure was clearly evident (Fig 3.2.d). I postulate that this is due to an increase in the temperature of the blood, creating more movement of scattering particles present in the blood in the microchannel. Figures 3.2.c and 3.2.d show SFI dynamics during photothermal excitation of the microchannel. In summary, the data shown in Figure 3.2 collectively supports the hypothesis that photothermal excitation of flowing blood in an *in vitro* system induces a brief decrease in speckle contrast that is observed even when the flowing blood is below a surface layer.

I next investigated how photothermal LSI performs with an *in vivo* animal model. To enable direct comparison of the imaged microvasculature with the actual microvascular architecture, I used a mouse dorsal window chamber model\(^\text{14}\) as the test substrate (Fig 3.3.a). Briefly, the window chamber is a surgical preparation in which one full thickness of skin is suspended between titanium frames. A microvascular network is readily visible from the subdermal side of the chamber; the epidermis of the intact skin thickness is visible on the other side.
Figure 3.3: *In vivo* photothermal LSI in a mouse dorsal window chamber model. (a) Imaging set-up of the epi-illuminated reverse side of the window chamber. 808 nm laser light is used to illuminate the epidermis for imaging, and an 800 nm longpass filter is placed on the CCD camera to block stray 595 nm excitation light. (b) Speckle contrast versus time in the region of interest highlighted in (c) and (d). The contrast drops by 80% when the excitation pulse is fired at time 0s, and quickly returns to baseline over ~0.3s. (c) Normalized SFI image before the excitation pulse. (d) SFI image after the photothermal excitation shows increased motion in the vessels. The perivascular increase in SFI is probably due to smaller vessels and capillaries that cannot be resolved with our current imaging system.
For LSI, I achieved wide-field coherent illumination of the epidermal side of the window chamber with the use of an 808nm laser diode (Ondax, Monrovia, CA) and engineered diffuser. To achieve photothermal excitation, I used the same pulsed-dye laser settings as in the in vitro experiments. I collected raw speckle images at 100fps with a 9ms exposure time. I used a longpass optical filter (ThorLabs, Newton, NJ) with an 800nm wavelength cutoff to block stray light associated with the excitation pulse. The filter allows for 85% transmission of 808nm light, and completely blocks 595nm light (≈10⁻⁶ % transmission). I computed speckle contrast images using the spatial speckle-imaging algorithm with a 7x7 structuring element. From each contrast image, I selected a 16x66 pixel region of interest within one of the larger vessels (denoted by the rectangular region in Figs 3.3.c and 3.3.d).

Following the photothermal excitation, the speckle contrast decreased by ~80% (Fig 3.3.b). After ~0.3s, the speckle contrast in the region of interest returned to its baseline value, presumably due to a mix of heat diffusion from the irradiated site and advection via blood flow. From direct inspection of the SFI maps, the increase in visualization of the vasculature is apparent (Figs 3.3.c and 3.3.d). From a direct comparison of the SFI images from the in vitro (Fig 3.2.d) and in vivo (Fig 3.3.d) images, I observed in vivo a larger perivascular increase in SFI that is more diffuse in appearance. I hypothesize that this increase is due to a similar photothermal effect in blood vessels that are too small to resolve with the current experimental setup. This resolution issue can be overcome with a proper choice of higher-magnification camera optics.

Photothermal LSI relies on the concept of pulsed excitation of targeted absorbers, in my case red blood cells, to enhance the contrast of vasculature below a static scattering
layer. The exact mechanism for this change in contrast is currently unknown. Using the equation \[ \Delta T = H \mu_a / \rho c \] where \( H \) is the radiant exposure (\( 4J/cm^2 \)), \( \mu_a \) is the absorption coefficient of blood at 595nm (36cm\(^{-1}\))\(^{97} \), \( \rho \) is the density of whole blood (1050kg/m\(^3\)) \([14]\), and \( c \) is the mass specific heat capacity (3617J/kg\( ^\circ \)C)\(^{98} \), I calculated the estimated peak rise in temperature of the blood due to absorption at 595nm to be \( \sim 38^\circ \)C, assuming there is no convective or diffusive losses during the pulse. I hypothesize that the increase in SFI is associated with rapid diffusion of this heat from the hemoglobin in red blood cells to nearby plasma proteins. I speculate that the change in motion due to this change in temperature may be caused by thermal expansion, changes in viscosity, or increases in diffusive motion, but further research will be needed to determine the mechanism (see Chapter 3.2). Future experiments will be also be performed to determine the lowest possible radiant exposure that will still produce this effect, in order to limit the potential for vascular damage during \textit{in vivo} experiments. I also observe a similar transient change in speckle contrast when photothermal LSI is applied to a solution of India Ink and Intralipid (data not shown), demonstrating that this phenomenon is not only associated with whole blood.

In conclusion, photothermal LSI involves a transient, nondestructive increase in temperature in the vasculature, resulting in a decrease in speckle contrast and hence an increase in SFI. I propose that this method may enable improved three-dimensional localization of sources of speckle contrast – with accurate knowledge of the microvascular structure and local optical properties, researchers can use advanced tomography methods\(^{44} \) to better define the speckle correlation time associated with subsurface blood vessels.
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3.2 Laser speckle imaging based on photothermally driven convection

This work was originally published in The Journal of Biomedical Optics\textsuperscript{35}.

3.2.1 Abstract

Laser speckle imaging (LSI) is an interferometric technique that provides information about the relative speed of moving scatterers in a sample. Photothermal LSI overcomes limitations in depth resolution faced by conventional LSI by incorporating an excitation pulse to target absorption by hemoglobin within the vascular network. Here I present results from experiments designed to determine the mechanism by which photothermal LSI decreases speckle contrast. I measured the impact of mechanical properties on speckle contrast, as well as the spatiotemporal temperature dynamics and bulk convective motion occurring during photothermal LSI. My collective data strongly support the hypothesis that photothermal LSI achieves a transient reduction in speckle contrast due to bulk motion associated with thermally driven convection. The ability of photothermal LSI to image structures below a scattering medium may have important preclinical and clinical applications.

3.2.2 Introduction

Laser speckle imaging (LSI) is an interferometric technique that provides information about the motion of optical scatterers in a sample\textsuperscript{4,1,15,14,3,5,99,100,9}. Fercher and Briers first applied LSI to visualize blood vessels in the retina\textsuperscript{4}. Researchers have since reported on the use of LSI to map blood flow in many organs, including the brain\textsuperscript{3,5}, skin\textsuperscript{99,100,10}, and kidneys\textsuperscript{9}.

Conventional LSI has limited ability to quantify blood flow and resolve vasculature below a static scattering layer such as the epidermis or skull. Speckle contrast values
measured with LSI are associated with contributions from photons interacting with both static and dynamic scatterers\(^1\). Contributions from overlying static scatterers to the detected speckle pattern reduce the dynamic range of LSI and the overall visibility of subsurface microvasculature\(^{19,6}\).

To overcome this limitation, I previously reported on the method of photothermal LSI\(^{31}\). With the application of a 3ms pulse of 595nm laser light, I observed a transient increase in the visibility of a subsurface microchannel containing flowing blood and of subsurface blood vessels in a mouse dorsal window chamber model. In Chapter 3.1, I postulated that selective photothermal excitation of hemoglobin molecules in the red blood cells resulted in an increase in motion of scattering particles within the vessels, leading to a simultaneous transient reduction in speckle contrast and hence increased visibility of subsurface microvasculature. This was based in part on published reports of photothermal optical coherence tomography\(^{101}\), photoacoustic imaging\(^{102}\), pulsed photothermal radiometry\(^{26}\), and photothermal spectroscopy\(^{103}\).

Here I describe experiments designed to identify the primary mechanism by which photothermal LSI decreases speckle contrast. I proposed the following three hypotheses:

1. A thermally induced pressure wave, similar to the photoacoustic effect, induces a bulk increase in motion throughout the sample.
2. An increase in temperature induces local effects such as changes in optical properties, viscosity of blood, Brownian motion, protein denaturation, and formation of methemoglobin\(^{33,34}\).
3. Thermally-driven convection, a bulk movement of the liquid due to temperature gradients generated by the photothermal excitation, results in motion of the irradiated medium.

For hypothesis 1, I compared the photothermal excitation pulse duration $\tau_p$ (3 ms) with the characteristic stress relaxation time of the sample $\tau_s$. For efficient pressure-wave generation to occur, $\tau_p$ should be significantly shorter than $\tau_s = \delta/c_s$, where $\delta$ is the absorption length and $c_s$ is the speed of sound in the medium. For blood with 100% oxygen saturation, $\delta \sim 0.03$ mm at 595 nm excitation and $c_s = 1.48 \times 10^6$ mm/s, resulting in $\tau_s$ of 20 ns. Hence, due to $\tau_p >> \tau_s$, I rejected hypothesis 1 as a primary mechanism. In this work, I present results from experiments designed to test hypotheses 2 and 3.

3.2.3 Materials and Methods

3.2.3.1 Liquid and solid phantoms

My liquid phantom consisted of 0.8 mL of rabbit whole blood ($\sim$18°C) placed in a 35 mm diameter petri dish, resulting in a layer thickness of 0.83 mm. I also used a solid silicone phantom (35 mm diameter, 10 mm thick) fabricated using a polydimethylsiloxane (PDMS) base, with TiO$_2$ powder added to provide scattering and India ink to provide absorption.

3.2.3.2 Photothermal LSI setup and data analysis

My LSI setup (Fig 3.4.a) consisted of a HotShot 1280 CCD camera (NAC Image Technology, Simi Valley, CA) fitted with a macro lens. I used an exposure time of 9 ms and a frame rate of 100 fps. The speckle imaging laser was a diffused, long-coherence ($\sim$6 m), 808 nm laser diode (Ondax, Monrovia, CA), and the photothermal excitation laser was a
595nm pulsed dye laser (Vbeam, Candela, Wayland, MA) emitting a 3ms pulse (10mm diameter) at a radiant exposure of 4J/cm².

To study speckle contrast dynamics outside the directly irradiated spot, I increased the imaging field of view to extend laterally 12.5mm beyond the spot. I collected image sequences spanning the time before, during, and after the excitation pulse. I converted each raw speckle image to a spatial speckle contrast image using a conventional 7x7 sliding window algorithm¹. I calculated the average speckle contrast of each image in a region of interest (ROI) selected within the directly irradiated spot (black) and ~10mm away from the edge of the irradiated spot (red) (Fig 3.5.a).

3.2.3.3 **Infrared thermal imaging**

To study heat diffusion dynamics, I used a mid-infrared focal plane array (FLIR Systems, Wilsonville, OR) to collect images of the whole blood phantom described above, at 271fps and with a 0.8ms exposure time per frame (Fig 3.4.b). I collected images over a period of 5s during photothermal excitation and used a blackbody source (OMEGA Engineering, Stamford, CT) to convert the infrared emission images to calibrated radiometric temperature maps.

3.2.3.4 **Particle image velocimetry**

To study convection dynamics, I distributed particles of TiO₂ powder on the surface of a layer of whole blood contained in a Petri dish. I collected high-speed (800fps) brightfield images of the entire blood sample (Fig 3.4.c, 3.7.a) over a period of 87.5ms during photothermal excitation. I used particle image velocimetry (PIV) methodology¹⁰⁴ to map vectors associated with the motion of the TiO₂ particles and processed the data using MatPIV software¹⁰⁴ developed in MATLAB (The Mathworks, Natick, MA).
Figure 3.4: (a) Photothermal LSI setup. I performed laser speckle imaging on blood and solid silicone phantoms with a CCD camera and an 808nm laser. I used a 595nm pulsed laser to excite the 10mm region indicated at the center of each sample. (b) A mid-infrared focal plane array (FLIR) was used to detect infrared emission generated in blood as a result of a 595nm photothermal excitation pulse. (c) A CCD camera was used to acquire high-speed images of the radial movement of TiO$_2$ particles on the surface of a blood sample during the 595nm photothermal excitation pulse. (d) A CCD camera was used to visualize the expansion of blood in a microcapillary tube upon irradiation by the 595nm pulsed laser.
3.2.3.5  *Volume expansion in a capillary tube*

I infused whole blood into a 650µm diameter glass microchannel embedded at the surface of a scattering PDMS phantom (reduced scattering coefficient $\mu'_s \sim 1\text{mm}^{-1}$) (Fig 3.4.d). I collected both raw speckle images and brightfield images of the phantom during photothermal excitation. I calculated speckle contrast versus time in three regions of interest within the microchannel (Fig 3.7.c).

3.2.4  **Results and Discussion**

3.2.4.1  *Photothermal LSI of liquid and solid phantoms*

To assess the degree of correlation between local temperature and local speckle contrast, I measured speckle contrast during photothermal LSI in both the region directly irradiated by the pulsed laser and in a surrounding non-irradiated region ~10mm away (Figs 3.4.a, 3.5). Figure 3.5.a shows speckle contrast versus time, with photothermal excitation beginning at time = 0s. The contrast in each ROI was the same before the pulse. Immediately after the onset of pulsed laser excitation, the contrast values in both ROIs decreased simultaneously, suggesting a similar change in motion occurring throughout the entire sample, not just in the irradiated spot. I did not observe bubble formation or cavitation in the blood at this radiant exposure.
**Figure 3.5**: Photothermal excitation induces changes in speckle contrast in both the directly irradiated and the surrounding regions of a sample. The dynamics of speckle contrast may depend on the mechanical properties of the sample. (a) Immediately following excitation of a 0.83mm thick layer of blood with the pulsed dye laser, speckle contrast within and 10mm away from the laser spot decreased, suggesting that photothermal excitation causes effects throughout the entire sample. (b) Speckle contrast dynamics during the 0.2s immediately following photothermal excitation of a solid tissue-simulating phantom, contrast decreased and recovered ~10x more quickly than the irradiated blood sample in (a).

I performed a similar experiment on a solid silicone phantom to determine how the mechanical properties of the sample affect the photothermal LSI response. When the excitation pulse was applied to the solid phantom, the contrast decreased immediately and simultaneously in both ROIs (Fig 3.5.b), similar to my observations with photothermal excitation of blood (Fig 3.5.a). However, the contrast in the surrounding region only decreased to ~40% of the change measured in the directly irradiated spot. Due to the higher stiffness of the silicone, the contrast throughout the solid phantom returned to its baseline value within ~50ms, which is ten times faster than the associated recovery time for blood (Fig 3.5.a).

Collectively, these data (Fig 3.5) suggest that photothermal excitation induces motion throughout the entire sample, and not just in the directly irradiated spot; and that
the dynamics of this motion are affected by the mechanical properties of the sample (i.e.: compare Figs 3.5.a and 3.5.b).

3.2.4.2 Thermal response to photothermal excitation

I next measured the spatiotemporal temperature dynamics in response to photothermal excitation of blood (Figs 3.4.b, 3.6). With photothermal excitation (beginning at time = 0s in Fig 3.6.a), I observed an instantaneous increase in radiometric temperature of ~50°C in the directly irradiated spot. The temperature rise caused by the excitation pulse was localized to the directly irradiated region (Fig 3.6.b). Following the rapid increase in radiometric temperature, I observed a relatively slow decrease towards room temperature.

![Figure 3.6](image)

**Figure 3.6:** Photothermal excitation induces a change in temperature that is localized to the directly irradiated region. (a) With pulsed dye laser excitation of a layer of blood, the radiometric temperature increased ~50°C, followed by a relatively slow decay over a period of seconds. Outside the directly excited region, the temperature did not appreciably change. (b) Line profile of radiometric temperature immediately following the excitation pulse (black), and ~4.4s following the pulse (blue). The temperature rise caused by the excitation pulse is localized to the irradiated region and remained laterally confined to the diameter of the laser pulse throughout the measurement period (~4.4s).
After 4.4s, the peak temperature decreased by ~78%, but the elevated temperature remained confined primarily to the directly irradiated spot. The temperature in the region surrounding this spot changed minimally during the 5s imaging duration (Fig 3.6.b). These data demonstrate that the temperature increased appreciably only in the directly irradiated site.

My data demonstrate that photothermal excitation of whole blood induces changes in speckle contrast throughout the entire sample that recover to near-baseline values in <1s (Fig 3.5), whereas temperature changes over the same period of time are restricted only to the directly irradiated spot (Fig 3.6). These results strongly suggest that local changes alone cannot explain the relatively widespread decrease in speckle contrast observed with photothermal LSI. Hence, based on my findings, I rejected hypothesis 2 as a primary mechanism.

3.2.4.3 **Thermally driven convective motion (volume expansion)**

I next used suspended TiO₂ particles (Figs 3.4.c, 3.7.a, 3.7.b) to test hypothesis 3: thermally driven convection induced by photothermal excitation leads to bulk motion of blood away from the directly irradiated spot, causing an increase in motion throughout the entire sample. Convective motion is a bulk flow of fluid due to both diffusive and advective transport. In my experiments, I believe the driving force is the temperature difference between the irradiated region and the surroundings. In particular, the Marangoni effect causes convective motion of liquids due to gradients in surface tension²⁰⁵. The surface tension of the heated blood is lower than the surroundings²⁰⁶, providing a driving force for the liquid to move outward from the irradiated region. I imaged over an 87.5ms period during photothermal excitation. Immediately following the excitation pulse, I observed a
rapid bulk motion of the particles away from the irradiated spot throughout the entire imaging field of view (Fig 3.7.a).

I used particle image velocimetry (PIV) concepts\textsuperscript{104} to map vectors associated with the motion of the TiO\(_2\) particles between the initial frame and the frame in which the particles are in their final displaced position. The map of the velocity field of the particles (Fig 3.7.b) illustrates the bulk motion of the TiO\(_2\) particles away from the center of the directly irradiated spot.

To determine whether this bulk motion also occurs in a vessel-like structure, I next performed photothermal LSI and brightfield imaging on whole blood inside a glass capillary tube (Figs 3.4d, 3.7.c, 3.7.d). With photothermal LSI, I observed an instantaneous decrease in contrast within the irradiated region (black), as well as the regions to the right (blue) and left (red) of the laser pulse, with subsequent recovery to baseline values (Fig 3.7.c). With brightfield images of the blood-air interface, I observed immediate motion of blood to \(~70\mu m\) beyond the initial position after photothermal excitation.
Figure 3.7: Following pulsed laser excitation, bulk motion of blood occurs due to thermally driven volume expansion. (a) Brightfield image of a 2mm thick layer of blood (scale bar = 1mm) with TiO$_2$ particles suspended on the surface. Video was acquired showing the lateral movement of these particles. (b) Particle image velocimetry (PIV) image showing the vector field associated with particle displacement. The vectors demonstrate that the motion in the sample radiates outward from the center of the excitation pulse. (c) Speckle contrast versus time of blood in a glass capillary tube. Contrast is shown for regions of interest both inside the irradiated region (black) and in regions adjacent to the directly irradiated region. When the photothermal excitation pulse is applied (time = 0s), the contrast immediately drops in all three regions, not just the irradiated spot. (d) Brightfield image of blood (dark) in a capillary tube before (above) and immediately after (below) photothermal excitation (scale bar = 100μm) showing the expansion that occurred. I postulate that the decrease in intensity in the lower frame is associated with saturation of the CCD sensor during photothermal excitation, as in subsequent frames there is no change in intensity of the blood or background.
The 4 J/cm² radiant exposure of the photothermal excitation pulse that we used in this study is above the ANSI safety limit of 0.26 J/cm² for skin. To investigate this further, I performed preliminary calculations with a Monte Carlo layered model to investigate the fluence distribution \( \Phi(z) \) and maximum temperature rise expected in human skin. With use of thermal properties from a previous publication, I estimated that the maximum temperature rise (assuming no heat diffusion during the pulse) \( \Delta T = \Phi(z) \mu_a(z)/(\rho c) \) in the epidermis to be 42°C. Although the calculated epidermal temperature rise is high, published clinical data using pulsed laser excitation at 577 nm and 585 nm of both normal and port-wine stain skin demonstrate that higher radiant exposures (>6.5 J/cm²) can be used without any observable epidermal injury. Further research is warranted to investigate the sensitivity and safety of photothermal LSI to radiant exposure and to different sets of optical properties.

In conclusion, my collective data (Figs 3.5-3.7) strongly support hypothesis 3, that photothermal LSI achieves a transient reduction in speckle contrast due to bulk motion associated with thermally driven convection, and not due to pressure wave generation (hypothesis 1) or local effects driven by temperature dynamics (hypothesis 2). Due to the relative simplicity of photothermal LSI, further work is warranted to study its potential applications for fluid characterization, biological and biomedical research. In this and my previous work, I focused on photothermal excitation of hemoglobin; I postulate that this approach can be extended to excitation of other endogenous and exogenous chromophores. The ability of photothermal LSI to image structures below a scattering medium may have important preclinical and clinical applications in future studies of thranostic contrast agent development, epithelial cancer, and angiogenesis.
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CHAPTER 4: Momentum transfer Monte Carlo for the simulation of laser speckle contrast imaging and its application in the skin

4.1 Abstract

To systematically study the effects of parameters such as optical properties and imaging geometry on speckle contrast, I developed a Monte Carlo based simulation of laser speckle imaging (LSI). I applied the model to an in depth exploration of the spectral dependence of speckle contrast signal in the skin, the effects of epidermal melanin content on LSI, and the depth dependent origins of the signal. I found that speckle imaging of transmitted light allows for more homogeneous integration of the signal from the entire bulk of the tissue, where as reflected contrast measurements are limited to a fraction of the light penetration depth. I quantified the spectral depth dependence of the contrast signal in the skin, and observed no statistically significant effect of epidermal melanin on speckle contrast. Finally, I corroborated these simulated results with experimental LSI measurements of flow beneath a thin absorbing layer. The results of this study have promising implications for the use of LSI in the clinic to monitor perfusion in patients with different skin types, or inhomogeneous epidermal melanin distributions.

4.2 Introduction

Laser speckle imaging (LSI) enables visualization and quantitation of blood flow and perfusion in biological tissues. The dynamic intensity interference pattern provides information about the movement of scattering particles within tissue. The pattern fluctuates over time at a rate proportional to the speed of the moving scatterers. With use of a camera with an exposure time longer than the time period between speckle fluctuations, acquired images of dynamic regions of the interference pattern have
diminished speckle visibility\(^4\). This visibility, or speckle contrast, is quantified with calculation of the local standard deviation of intensity values over the local mean intensity within a sliding structuring element of pixels (typically 5x5 or 7x7 in size)\(^10\). The contrast is inversely proportional to the speed of the moving scatterers\(^9\).

Research groups have utilized LSI for a variety of medical applications. We reported on LSI as a real-time approach to image perfusion during laser treatment of port-wine stain birthmarks\(^9,2,10,100\). Other groups reported on the use of LSI during neurosurgery\(^110,111,112\). In preclinical studies, LSI was used to visualize blood-flow dynamics following ischemic stroke\(^13\) and in response to phototherapies\(^12,113\).

Due to its simplicity and low cost, LSI has achieved widespread use, especially for the field of neurobiology. However, interpretation of the blood-flow maps remains ambiguous. LSI enables only limited visualization of vasculature below scattering layers such as the epidermis and skull\(^5\). Such layers are oftentimes described as having primarily “static” scattering, to differentiate them from layers with optical scattering events by “dynamic” red blood cells moving within blood vessels. For LSI in general, researchers typically are interested in mapping speckle contrast perturbations associated with these dynamic scatterers, but the static scattering components compromise the ability of LSI to quantify blood flow\(^6,61,18,19\).

In addition, several optical imaging modalities are affected by the presence of absorption, particularly melanin absorption in the skin. For example, techniques such as diffuse optical spectroscopic imaging and spatial frequency domain imaging have difficulty decoupling absorption events from melanin versus hemoglobin\(^48,49\). This presents challenges for \textit{in vivo} clinical imaging, in which patients have varying skin types and
different concentrations of epidermal melanin\textsuperscript{46,47}. Previous work by our group and others demonstrated that absorption affects measurements of speckle contrast\textsuperscript{114,115,116}. To study the sensitivity of speckle contrast to melanin-induced changes in absorption, I compared speckle contrast and reflectance values at different wavelengths and melanin contents. In this study, I explored the effects of epidermal melanin concentrations of 3\%, 14\%, and 30\%, which represent fair, tan, and dark skin, respectively\textsuperscript{47}.

Here, I describe a computational model that enables flexible \textit{in silico} study of the impact of these factors on LSI measurements. The model uses Monte Carlo methods to simulate light and momentum transport in a heterogeneous tissue geometry\textsuperscript{37,43,42,44}. With the model, I studied the depth sensitivity of LSI by tracking the precise location of dynamic scattering events. I also applied the model to study the spectral dependence of speckle contrast as well as the impact of epidermal melanin content. Many of these questions would be difficult to address using traditional experimental LSI, but can be easily explored with the model.

4.3 Theory

Wang et al. described the seminal Monte Carlo model that has achieved widespread use to model light transport within multi-layered tissue\textsuperscript{37}. Here, I used a modified version of the C\# Command Line Monte Carlo model developed by the Virtual Photonics Initiative at Beckman Laser Institute to track photon scattering for an arbitrary tissue geometry using a discrete absorption weighting scheme\textsuperscript{39,40,117} (Appendix A). I calculate the momentum transfer that occurs at each scattering event of a simulated photon\textsuperscript{43}. All photons have a momentum ($\mathbf{p}$), described by $\mathbf{p}=\hbar \mathbf{k}$, where $\hbar$ is the reduced Planck's constant and $\mathbf{k}$ the wavenumber, which has both a magnitude and a direction. Momentum
transfer ($q$) occurs with each scattering event, and is quantified by the change in direction of the wavevector, or $q = k_{\text{final}} - k_{\text{initial}}$, which has a magnitude ($|q|$) given by $|q| = (2k)\sin(\theta/2)$, where $k$ is the wavenumber and $\theta$ the scattering angle of the photon.

By tracking momentum transfer, I estimate the field correlation function $g_i(\tau)$ for each simulated photon as:

$$g_i(\tau) = \exp\left[-\frac{1}{6} \sum q_i^2 \langle \Delta r^2(\tau) \rangle\right]$$

(4.1)

I sum $q$ for each scattering event “i” (static or dynamic) associated with a mean-squared displacement ($\langle \Delta r^2(\tau) \rangle$) described either by Brownian motion ($6D_b\tau$) or directed flow ($v \tau^2$), where $D_b$ is the Brownian diffusion coefficient and $v$ the speed of directed flow. I integrate Eq. (4.1) over all photon paths generated by the Monte Carlo simulation, to obtain the total field correlation:

$$g(\tau) = \int_0^\infty P(Y) \exp \left[-\frac{Y k^2 \langle \Delta r^2(\tau) \rangle}{3}\right] dY$$

(4.2)

where $Y$ is the dimensionless momentum transfer ($Y=1-\cos \theta$) and $P(Y)$ the normalized probability distribution of momentum transfer. The simulation computes $Y$ for each scattering event and its corresponding summation along the total photon pathlength. With this information, I generate a histogram of normalized photon weight ($P(Y)$) versus dimensionless momentum transfer ($Y$) for each simulated photon.

Equations (4.1) and (4.2) are valid for a sample with a single mean-squared displacement value (i.e., $\langle \Delta r^2(\tau) \rangle$ is uniform throughout the entire simulated geometry). We previously reported on modification of these equations to properly account for two different flow types or speeds, such as a static top layer overlying a dynamic layer, or a blood vessel within a medium. For a two-flow system, the field correlation function is:
\[
g_1(\tau) = \int_0^\infty P(Y) \int_0^1 P(y) \exp \left[ -\frac{yk^2[<\Delta r_1^2(\tau)>+(1-y)<\Delta r_2^2(\tau)>]}{3} \right] dydY
\] (4.3)

where \(P(Y)\) is the normalized probability distribution of the total momentum transfer, \(P(y)\) is the probability distribution of momentum transfer associated with flow type one, and \(<\Delta r_1^2(\tau)>\) and \(<\Delta r_2^2(\tau)>\) are the mean-squared displacements associated with each of the two flow types. The equations for a two-flow system are readily adapted to a simulation of blood-flow dynamics in a layered skin model (described below). In this simulation, I use the blood volume fraction of each layer and a random number generator to identify each scattering event as either dynamic or static.

I then use the Siegert relation \([G_1=<I^2>+\beta|G_1(\tau)|^2d\tau]\) to calculate the intensity correlation function \(G_2(\tau)\) and subsequently speckle contrast \((K)\) as:

\[
K^2 = \frac{2\beta}{T} \int_0^T \left( 1 - \frac{\tau}{T} \right) \left| \frac{G_1(\tau)}{G_1(0)} \right|^2 d\tau
\] (4.4)

where \(T\) is the exposure time of the camera and \(\beta\) an empirical constant which accounts for experimental factors such as pixel size of the detector and coherence length of the laser. Here, I set \(\beta\) equal to unity to represent the maximum theoretical dynamic range of speckle contrast.

4.4 Virtual Detectors of the Momentum Transfer Monte Carlo (MTMC) Model

The Monte Carlo model uses virtual detectors to track quantities of interest such as the reflectance and transmittance, or the total weight and location of simulated photons exiting the simulated geometry. The absorbance, or weight of absorbed photons, and fluence, or weight of photons passing through each spatial location within the sample geometry, is tracked in all three dimensions.
To calculate speckle contrast, I used data from the reflected or transmitted momentum transfer detectors. These detectors quantify both total momentum transfer and the fraction of momentum transfer that occurred within each region. The latter quantity is further separable into the fraction that occurred from dynamic versus static scatterers. The histogram of the fractional momentum transfer events that occurred in dynamic versus static scatterers was used in the two-region calculation of field correlation (Eq. (4.3)).

Additionally, I created a detector to track momentum transfer as a function of depth within the sample. For each scattering event, the momentum transfer is multiplied by the final reflected or transmitted weight of the photon, and tabulated at the z-dimension of the event, enabling study of the depth over which dynamic scattering events affect speckle contrast values.

I used custom-written MATLAB software (The Mathworks, Natick, MA) to perform the numerical integration of Eq. (4.2) – (4.4) (Appendix B).

4.5 Experimental Methods

4.5.1 Validation Experiments

To test the MTMC model, I performed several in vitro LSI experiments. The LSI device consisted of a CMOS camera (HotShot 1280, NAC Imaging Technology, Simi Valley, CA) equipped with a macro lens (Nikon, Melville, NY) and a long-coherence 808nm laser diode (Ondax, Monrovia, CA). A ground-glass diffuser (ThorLabs, Newton, NJ) expanded the collimated diode output to achieve uniform illumination of the sample.

For the samples, I used both solid and liquid tissue-simulating phantoms. Solid phantoms consisted of a polydimethylsiloxane (PDMS) base with titanium dioxide added to achieve a reduced scattering coefficient \( (\mu_s') \) of \( \sim 1 \text{mm}^{-1} \) at 650nm. To create liquid
phantoms, I diluted Intralipid (Baxter Healthcare, Deerfield, IL) to a concentration of 1% or 1.7%, resulting in \( \mu_s' = 1 \text{mm}^{-1} \) or \( 1.7 \text{mm}^{-1} \), respectively. To vary solution viscosity and hence the Brownian diffusion coefficient, I added 28% and 43% solutions of glycerol to the Intralipid dilution, similar to experiments reported by Rice et al\textsuperscript{42}. For some experiments, I increased phantom absorption by adding a concentration of 0.005mg/ml (\( \mu_a = 0.005 \text{mm}^{-1} \)) of Nigrosin. To achieve directed flow, I used a syringe infusion pump (Harvard Apparatus, Holliston, MA) to pump the Intralipid through a glass microchannel (inner diameter of 650\( \mu \text{m} \)) embedded within the surface of one of the PDMS phantoms described above (Fig 4.1.a).

### 4.5.2 Creation/Characterization of Thin, Flexible, Absorbing Phantoms

To mimic absorption due to melanin in the epidermis, I created thin, flexible, absorbing static phantoms using gelatin and Nigrosin. I dissolved 10g of powdered gelatin (Type A, 300g bloom, G1890) (Sigma-Aldrich, St Louis, MO) in 100ml of water while stirring continuously on a hot plate. I made a 10mg/ml solution of Nigrosin (Sigma-Aldrich, St Louis, MO) by dissolving 500mg Nigrosin in 50ml of water and sonicating for two hours. I created phantoms with five different final concentrations of Nigrosin; each phantom consisted of 0.4ml glycerol (Sigma-Aldrich, St Louis, MO), 10ml of the dissolved gelatin mixture, and 4.5ml of a Nigrosin dilution (total mg Nigrosin in Table 4.1). I spread 3.5ml of the gelatin-Nigrosin solution into a 6cm diameter Petri dish and let it set overnight. The resulting phantoms were measured with calipers in five random locations, and were found to be \(~80 \mu \text{m} \) thick. To characterize the absorption coefficient (\( \mu_a \)) of each phantom I measured the transmittance using an integrating sphere (4P-GPS-033-SL, Labsphere, North Sutton, NH), and computed \( \mu_a \) using Beer’s law (Table 4.1).
Table 4.1: Absorption properties of thin flexible phantoms. Experimental and simulated contrast values are given for a 10ms exposure time. The percent difference between contrast for a given top layer and contrast with no top layer (A₀) or the lightest phantom (A₁) was computed for both in vitro and in silico results.

<table>
<thead>
<tr>
<th>Phantom</th>
<th>Nigrosin (mg)</th>
<th>μₐ (mm⁻¹)</th>
<th>Kₘeasured (T=10ms)</th>
<th>% Difference vs A₀</th>
<th>% Difference vs A₁</th>
<th>Kₘsimulated (T=10ms)</th>
<th>% Difference vs A₀ Simulated</th>
<th>% Difference vs A₁ Simulated</th>
</tr>
</thead>
<tbody>
<tr>
<td>A₀</td>
<td>0</td>
<td>0</td>
<td>0.1079</td>
<td>-</td>
<td>4.51%</td>
<td>0.2216</td>
<td>-</td>
<td>0.2%</td>
</tr>
<tr>
<td>A₁</td>
<td>0.25</td>
<td>1.5</td>
<td>0.1130</td>
<td>4.73%</td>
<td>-</td>
<td>0.2541</td>
<td>0.2%</td>
<td>-</td>
</tr>
<tr>
<td>A₂</td>
<td>2.5</td>
<td>5.3</td>
<td>0.1184</td>
<td>9.73%</td>
<td>4.78%</td>
<td>0.2663</td>
<td>6.14%</td>
<td>5.93%</td>
</tr>
<tr>
<td>A₃</td>
<td>5.0</td>
<td>9.5</td>
<td>0.1165</td>
<td>7.97%</td>
<td>3.1%</td>
<td>0.2748</td>
<td>9.53%</td>
<td>9.31%</td>
</tr>
<tr>
<td>A₄</td>
<td>7.5</td>
<td>13.5</td>
<td>0.1203</td>
<td>11.54%</td>
<td>6.5%</td>
<td>0.2680</td>
<td>6.82%</td>
<td>6.6%</td>
</tr>
<tr>
<td>A₅</td>
<td>12.5</td>
<td>20.6</td>
<td>0.1224</td>
<td>13.44%</td>
<td>8.32%</td>
<td>0.2749</td>
<td>9.57%</td>
<td>9.35%</td>
</tr>
</tbody>
</table>

4.5.3 LSI of Absorbing Phantoms

In vitro experiments were conducted using the LSI setup described above. I imaged 20% Intralipid (Baxter Healthcare, Deerfield, IL) in the PDMS phantom containing a microchannel as described above. The thin, flexible, absorbing phantoms were placed over the microchannel (Fig 4.1.a). A sequence of 30 images was collected with the aperture set at f/8, acquisition rate at 30fps, and exposure time at either 10 or 30ms. To prevent pixel saturation when imaging samples with low absorption, neutral density filters (ThorLabs, Newton, NJ) were placed in front of the laser. Spatial contrast was computed using a 7x7 sliding window algorithm for each image, and contrast values in a region of interest were averaged over the 30 images. The region of interest was chosen as a 25x480 pixel area centered on the microchannel.

4.6 Validation of the MTMC Model

I compared data calculated with single layer model with results from Rice et al, who developed and worked with a similar model for spatial frequency domain laser speckle imaging. I imaged mixtures of Intralipid, water, Nigrosin dye, and glycerol to test the sensitivity of LSI to samples with different diffusion coefficients (Table 4.2). To decrease
the diffusion coefficient, I added glycerol, and observed the expected, and previously demonstrated, trend of increasing contrast with increasing viscosity. The percent difference in contrast arising from measurements of 28% and 43% glycerol solutions, and simulations using the same glycerol solutions, was higher than expected, potentially due to use of a previously reported value of $\beta$ in Eq. (4.4)$^{42}$. This reduces the dynamic range of the simulated results to be similar to the experimental range, but this value can vary due to differences in the imaging hardware.

I also modified the diffusion coefficient using 0.3% weight per volume of 800nm polystyrene microspheres, and found the simulated contrast value of 0.200 matched the simulated value used by Rice et al$^{42}$.

To compare measurements from samples with different optical properties to the simulated results, I collected LSI data from samples with different quantities of Intralipid and Nigrosin and obtained less than 6% error between the simulated and experimental results (Table 4.2).

<table>
<thead>
<tr>
<th>Sample</th>
<th>$\mu_a$ (mm$^{-1}$)</th>
<th>$\mu_s'$ (mm$^{-1}$)</th>
<th>$D_b$ (mm$^2$/s)</th>
<th>$K_{\text{simulated}}$</th>
<th>$K_{\text{experimental}}$</th>
<th>Percent Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0% glycerol</td>
<td>$5 \times 10^{-3}$</td>
<td>1</td>
<td>$2 \times 10^{-6}$</td>
<td>0.121</td>
<td>0.118</td>
<td>2.5%</td>
</tr>
<tr>
<td>28% glycerol</td>
<td>$5 \times 10^{-3}$</td>
<td>1</td>
<td>$0.86 \times 10^{-6}$</td>
<td>0.172</td>
<td>0.148</td>
<td>16.5%</td>
</tr>
<tr>
<td>43% glycerol</td>
<td>$5 \times 10^{-3}$</td>
<td>1</td>
<td>$0.5 \times 10^{-6}$</td>
<td>0.223</td>
<td>0.182</td>
<td>22.3%</td>
</tr>
<tr>
<td>800nm microspheres</td>
<td>$3.3 \times 10^{-4}$</td>
<td>1</td>
<td>$6.1 \times 10^{-7}$</td>
<td>0.097</td>
<td>0.103</td>
<td>-</td>
</tr>
<tr>
<td>1% Intralipid</td>
<td>$3.3 \times 10^{-4}$</td>
<td>1</td>
<td>$2 \times 10^{-6}$</td>
<td>0.103</td>
<td>0.100</td>
<td>2.8%</td>
</tr>
<tr>
<td>1.7% Intralipid</td>
<td>$3.3 \times 10^{-4}$</td>
<td>1.7</td>
<td>$2 \times 10^{-6}$</td>
<td>0.097</td>
<td>0.103</td>
<td>5.6%</td>
</tr>
</tbody>
</table>
Additionally, I compared results from our two-region model with results from Rice et al. I compared both a geometry consisting of a variable-thickness dynamic top layer above a 5cm thick static bottom layer, as well as a variable-thickness static top layer above a dynamic second layer (Table 4.3). I observe a trend of decreasing contrast with increasing thickness of the dynamic top layer, and conversely increasing contrast with increasing thickness of the static top layer. These trends agree with theoretical expectations, because the thicker the dynamic top layer, the more dynamic scattering events will occur, resulting in increased momentum transfer. Similarly, as the thickness of the static top layer increases, the number of detected photons that reach the dynamic second layer decreases, resulting in a decrease in momentum transfer from moving scatterers and a corresponding increase in contrast. My values follow the same trend reported by Rice et al., although they do not span the same range. I believe this discrepancy is due to a difference in approaches used to categorize the fraction of dynamic scatterers experienced by each photon.

**Table 4.3:** Simulated contrast for model validation in the two-layer geometry. The top layer was either static or dynamic with a thickness between 0.1mm and 4.0mm; the corresponding bottom layer was either dynamic or static respectively and 5cm thick.

<table>
<thead>
<tr>
<th>Top Layer</th>
<th>Thickness of Top Layer (mm)</th>
<th>$K_{\text{simulated}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dynamic</td>
<td>0.75</td>
<td>0.463</td>
</tr>
<tr>
<td>Dynamic</td>
<td>1.5</td>
<td>0.381</td>
</tr>
<tr>
<td>Dynamic</td>
<td>2.25</td>
<td>0.335</td>
</tr>
<tr>
<td>Dynamic</td>
<td>3.0</td>
<td>0.312</td>
</tr>
<tr>
<td>Dynamic</td>
<td>3.75</td>
<td>0.295</td>
</tr>
<tr>
<td>Static</td>
<td>0.4</td>
<td>0.301</td>
</tr>
<tr>
<td>Static</td>
<td>1.3</td>
<td>0.452</td>
</tr>
<tr>
<td>Static</td>
<td>2.2</td>
<td>0.580</td>
</tr>
<tr>
<td>Static</td>
<td>3.1</td>
<td>0.684</td>
</tr>
<tr>
<td>Static</td>
<td>4.0</td>
<td>0.769</td>
</tr>
</tbody>
</table>
I also used the two-region model to compare simulated flow in a vessel-like inclusion placed below the surface of a liquid phantom (Fig 4.1.a). I varied the simulated flow speed and computed contrast for different exposure times (Fig 4.1.b). As expected, the contrast decreased as exposure time increased because a longer integration time allows for more blurring of the speckle pattern. The contrast also decreased as flow speed increased, which is consistent with the fact that faster flow results in greater decorrelation of the speckle pattern. The scatter plot for flow at 0.375mm/s was in close agreement with simulation data by Rice et al\textsuperscript{44}.

**Figure 4.1:** (a) Sample geometry for validation experiments. The sample consisted of a variable thickness (0.75–4.0mm) top layer above a 5cm bottom layer. For experiments with flow present, a glass microchannel inclusion was placed at the surface of the second layer and Intralipid was infused through the tube. (b) Results from simulated flow in a buried inclusion. I modeled speckle contrast for flow through a buried inclusion at different speeds and exposure times. As expected, speckle contrast decreased with increasing flow speed and exposure time due to the increased decorrelation time of the photons. The results closely matched previous work by Rice et al\textsuperscript{44}. 
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4.7 Effect of Optical Properties and Imaging Geometry on Speckle Contrast

With a homogenous, semi-infinite tissue geometry, I assessed the effect of tissue optical properties on reflected speckle contrast (Fig 4.2). I used a uniform square illumination source (30x30mm) to mimic the widefield illumination scheme commonly used with LSI. To compute speckle contrast (Eq, (4.4)), I assigned the homogeneous layer a Brownian diffusion constant of 2x10^{-6}mm^2/s, which is typical of Intralipid in water\cite{42}. I varied \(\mu_a\) over five orders of magnitude, from 10^{-3}mm^{-1} to 10^{2}mm^{-1}, covering a range of absorption values associated with different combinations of tissue type (i.e., skin, skull, blood) and illumination wavelength\cite{90}. For these simulations, I kept the reduced scattering coefficient (\(\mu_s'\)) constant at 1mm^{-1}. I computed the simulated speckle contrast at exposure times (T) of 1 and 10ms, which are frequently used experimentally (Fig 4.2.a).

![Graphs](image)

**Figure 4.2:** Simulated results from samples with varying optical properties, and exposure times. (a) Speckle contrast as a function of absorption coefficient with \(\mu_s'\) held at 1mm^{-1} for two commonly used exposure times, 1ms (circles) and 10ms (squares). Speckle contrast increased with increasing absorption due to a reduction in the number of scattering events. Contrast is higher for shorter exposure times, which is consistent with speckle theory. (b) Speckle contrast as a function of reduced scattering coefficient with absorption held constant at 0.01mm^{-1}. Contrast decreased as scattering increased due to the increase in momentum transfer associated with longer photon pathlengths.
Overall, speckle contrast increased with an increase in tissue $\mu_a$, in agreement with the trend observed in previous studies\textsuperscript{114,115}. As $\mu_a$ is increased, the number of scattering events per simulated photon is decreased, resulting in a decrease in momentum transfer and hence a slower decorrelation of the speckle signal.

I next performed a similar set of simulations, but instead held absorption constant at 0.01mm\textsuperscript{-1} and the scattering anisotropy ($g$) at 0.8, and I varied $\mu_s'$ over two orders of magnitude, from 0.1mm\textsuperscript{-1} to 10mm\textsuperscript{-1} (Fig 4.2.b). As $\mu_s'$ increased, contrast decreased. With an increase in the number of scattering events for each simulated photon, an increase in the total momentum transfer and hence a more rapid decorrelation of the sampled photons occurred, which led to a decrease in speckle contrast.

### 4.8 Spectral Dependence of Speckle Contrast in the Skin

To study the spectral dependence of speckle contrast, as well as the depth localization of dynamic momentum transfer events, I used a model of human skin. I simulated skin as a layered geometry consisting of a bloodless epidermis with 3% melanin content, which is representative of fair skin; and four dermal layers with varying blood-volume fractions representative of the papillary and reticular dermis and the upper and lower capillary blood nets (Fig 4.5.a). The blood-volume fraction and thickness of each layer are given in Table 4.4\textsuperscript{123}.

**Table 4.4:** Six-layer skin model with corresponding thickness and blood volume fraction of each layer.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Thickness (μm)</th>
<th>Blood Volume Fraction (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epidermis</td>
<td>75</td>
<td>0.0</td>
</tr>
<tr>
<td>Papillary Dermis</td>
<td>150</td>
<td>0.4</td>
</tr>
<tr>
<td>Upper Blood Net</td>
<td>150</td>
<td>4.0</td>
</tr>
<tr>
<td>Reticular Dermis</td>
<td>800</td>
<td>0.4</td>
</tr>
<tr>
<td>Lower Blood Net</td>
<td>400</td>
<td>4.0</td>
</tr>
<tr>
<td>Lipid</td>
<td>up to 10mm</td>
<td>0.0</td>
</tr>
</tbody>
</table>
Figure 4.3: (a) Absorption spectra of chromophores in the skin. (b) Speckle contrast as a function of wavelength and epidermal melanin concentration for fair (3% melanin), tan (14% melanin), and dark (30% melanin) skin. Contrast increases slightly with increasing epidermal melanin, especially at lower wavelengths where the combined absorption of melanin and hemoglobin greatly shorten the photon pathlength. However, contrast values between the three cases are very similar in the optical window, and there is no significant difference in average contrast. (c) Normalized speckle contrast as a function of wavelength (black) compared to the normalized inverse reflectance (red). Both curves exhibit features of the hemoglobin absorption spectra, however, contrast is not as flat in the optical window. Blue circles indicate wavelengths where there is an inflection point in the contrast curve, which are used for the spectral analysis of momentum transfer. (d) Spectral sensitivity to changes in flow of contrast in skin with 3% melanin content. Contrast is most sensitive to changes in flow around 650-700nm.
I modeled a semi-infinite geometry with a static-scattering lipid layer below the skin. I used the spectral library and “makeTissue” function by Jacques to estimate optical properties for each layer at 21 wavelengths (375nm to 980nm)\textsuperscript{124}. The wavelengths corresponded to features and key inflection points of the absorption spectrum of hemoglobin (Fig 4.3.a), and common wavelengths used for LSI. For each simulation, I used one million simulated photons distributed evenly over a 15x15mm square. To avoid any inconsistencies near the edges of the illuminated region, I calculated an average contrast over a central 7x7mm region of interest. I ran each simulation twice, using different seeds to the random number generator. For each pair of runs, I determined that both reflectance and contrast varied by less than 1%, suggesting that we used a sufficient number of simulated photons to compute speckle contrast. Furthermore, the relative error of the Monte Carlo was less than 5% indicating that the photon transport statistics were valid. I assigned the dynamic scatterers a flow speed of 0.36mm/s, which is representative of healthy tissue perfusion\textsuperscript{125}. I simulated LSI with an exposure time of 10ms, which is common for LSI.

The spectral speckle contrast curve (Fig 4.3.b) exhibited many of the features of the absorption spectrum of hemoglobin (Fig 4.3.a). I next studied whether the observed changes in speckle contrast are due solely to the spectral variations in hemoglobin absorption. I calculated the normalized inverse reflectance values resulting from the Monte Carlo simulations. I observed a difference between inverse reflectance and hemoglobin absorption (Fig 4.3.c). In the 380-576nm wavelength region over which hemoglobin absorption is high, the contrast was less than 1.5 times the inverse reflectance. At wavelengths longer than 576nm, the contrast increased to two to four times the inverse
reflectance. These data suggest that the spectral speckle contrast curve does not replicate the spectral absorption curve.

To study the spectral sensitivity of speckle contrast to changes in flow speed, I calculated contrast for speeds from 0.01-5.1 mm/s, in 0.175 mm/s increments, for each of the 21 wavelengths. I calculated spectral sensitivity for each wavelength as the average of the absolute value of the change in contrast (ΔK) divided by the change in speed (ΔSpeed). The sensitivity of contrast was inversely proportional to the hemoglobin absorption. The sensitivity peaks around 700 nm (Fig 4.3.d), suggesting that this wavelength achieves the best sensitivity to flow changes in the simulated skin geometry.

4.9 Depth Dependence of Momentum Transfer in the Skin as a Function of Wavelength

To study the origins of speckle contrast, I developed a virtual detector to track the weighted reflected momentum transfer as a function of depth. The detector tracks the dynamic momentum transfer events that occur at each depth. These events are then weighted by the final reflectance or transmittance value associated with each simulated photon. I tested this detector by varying the $\mu_a$ (0.001, 0.01, 0.1 and 1.0 mm$^{-1}$) in a 10 mm thick homogeneous block of tissue with a reduced scattering of 1 mm$^{-1}$. For each simulation, I estimated a characteristic penetration depth of light and a characteristic speckle origination depth. I set these characteristic depths to equal the depth over which 95% of the fluence and reflected momentum transfer occurred, respectively (Table 4.5). As the absorption increased over three orders of magnitude, the average penetration depth of the light decreased by a factor of 5.6. Over the same range of $\mu_a$ values, the speckle
characterization depth increased by a factor of 8.4 (Fig 4.4.a). For a given \( \mu_a \) value, the penetration depth of light was greater than the speckle origination depth. Therefore, even if light reached a certain depth in a tissue, we do not necessarily obtain information from these regions in the reflected speckle contrast.

**Table 4.5:** Characteristic depth over which 95% of the fluence or reflected momentum transfer occurred for homogeneous samples with \( \mu_s' \approx 1 \text{mm}^{-1} \) and \( \mu_a \) values varied over three orders of magnitude.

<table>
<thead>
<tr>
<th>Absorption Coefficient (mm(^{-1}))</th>
<th>95% Fluence Depth (mm)</th>
<th>95% Reflected Momentum Transfer Depth (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>1.48</td>
<td>0.78</td>
</tr>
<tr>
<td>0.1</td>
<td>4.97</td>
<td>2.58</td>
</tr>
<tr>
<td>0.01</td>
<td>7.88</td>
<td>5.68</td>
</tr>
<tr>
<td>0.001</td>
<td>8.24</td>
<td>6.58</td>
</tr>
</tbody>
</table>

I next compared epi-illumination and trans-illumination LSI configurations. I computed the weighted momentum transfer as a function of depth for transmitted light (Fig 4.4.b). With trans-illumination LSI, I observed a decrease in total momentum transfer due to a decrease in the number of photons exiting the geometry. The depth distribution of momentum transfer also was more uniform, with lower contributions in the tissue regions closer to air. The decreased contributions near the upper surface was due to remittance of photons scattered at superficial depths.
Figure 4.4: (a) Weighted reflected momentum transfer as a function of depth for a homogeneous sample with \( \mu_s' \) held at 1 mm\(^{-1} \) and absorption varied over three orders of magnitude. The majority of the reflected speckle contrast signal originates near the surface of the sample, however as absorption decreases there is more information contributing to the signal from deeper within the tissue. (d) Weighted transmitted momentum transfer as a function of depth for the same optical properties as (c). The transmitted contrast signal consists of information from throughout the entire depth. At very low absorption, the majority of the transmitted signal comes from the center of the sample.

I next applied this detector to simulations performed on the layered model of skin described above (Fig 4.5.a). I ran simulations at eight wavelengths associated with inflection points of the absorption spectrum in Figure 4.3.c (blue circles). Figure 4.5.b-4.5.d show plots of weighted reflected dynamic momentum transfer as a function of depth for three wavelengths. For each of the wavelengths, I observed an increase in dynamic momentum transfer in the upper blood net (shaded in red). With an increase in wavelength, the dynamic momentum transfer increased at deeper depths and especially in the lower blood net.
Figure 4.5: (a) 3D layered skin geometry used in simulations. The model of skin consisted of a static epidermis (dark gray), two highly perfused capillary beds (upper and lower blood nets, red), and two dermal layers (papillary and reticular dermis, light pink). There is a semi-infinite lipid layer (light gray) below the skin to backscatter the light. (b)-(d) Dynamic momentum transfer as a function of depth (z) for three different wavelengths: (b) 375nm, (c) 488nm, and (d) 633nm. The upper and lower blood nets (highlighted in red) contribute most to the overall contrast signal because they are 10x more perfused than the rest of the dermis. As wavelength increases, more of the signal is obtained from deeper within the tissue.
Figure 4.6: Percentage of the total momentum transfer contributing to the speckle contrast signal as a function of wavelength and epidermal melanin content for each dermal layer. There is no significant difference in the percent contribution between tissues with different melanin contents. (a) Very little of the signal comes from the papillary dermis, especially at wavelengths typically used for LSI (above 600nm). (b) Most of the contrast signal originates from the upper blood net at lower wavelengths (below 600nm) (c) The proportion of signal coming from the reticular dermis is relatively uniform across different wavelengths. (d) The majority of the speckle contrast signal originates in the lower blood net for wavelengths typically used in LSI (>600nm) supporting the potential for rough depth sectioning using dual-wavelength LSI.

I studied the relative contribution of momentum transfer at different depths to the speckle contrast signal. I calculated the percentage of the total reflected momentum transfer arising from different layers of the simulated tissue (Fig 4.6, light gray). This percentage represented the dynamic momentum transfer integrated over each dermal
layer, divided by the total momentum transfer in the entire tissue geometry. At wavelengths between 488 and 576nm, the percentage was highest (~0.67%) from the upper blood net (Fig 4.6.b), due to the relatively low penetration depth of those wavelengths. At wavelengths below 600nm, dynamic scattering within the papillary dermis contributed to the signal (~0.10-0.26%) (Fig 4.6.a). At longer wavelengths, the contribution from the papillary dermis was negligible (<0.03%) and the majority (~0.35%) of the speckle contrast signal arose from the lower blood net (Fig 4.6.d). This finding is consistent with the increased penetration depth at these longer wavelengths.

Collectively, these simulated data show the potential of the model to improve understanding of the contribution of tissue architecture to the speckle contrast signal. At red and near infrared wavelengths, which are typically used for LSI, the primary contribution is from the lower blood net. With use of shorter wavelengths, contribution is predominantly from the upper blood net. This result supports the rationale for two-wavelength LSI (i.e., 543nm HeNe and a 785nm laser diode) to perform coarse depth sectioning of blood-flow measurements.

4.10 Impact of Epidermal Melanin Content on Speckle Contrast in Layered Skin Model

In a homogeneous scattering medium, speckle contrast correlates with $\mu_a$ (Fig 4.2). This trend is in agreement with previous findings\textsuperscript{114}. I next set out to study the effects of a thin, statically scattering, absorbing top layer, such as the epidermis, on speckle contrast. I used the layered skin geometry described above (Fig 4.5.a). The epidermal melanin concentration was set at 3, 14, and 30%, representative of fair, tan, and dark skin respectively. Speckle contrast increased with melanin content, as increasing epidermal $\mu_a$
decreased the number of dermal dynamic scattering events. The difference is greatest at wavelengths shorter than 500nm, at which melanin absorption is very strong (>20mm⁻¹ for 30% melanin). However, the mean speckle contrast for each of the three concentrations of melanin is not significantly different (one-way ANOVA, p>0.05).

I also determined the normalized reflectance spectrum for each of the three melanin distributions (Fig 4.7.a). As melanin content increased, the spatial features of the hemoglobin absorption spectrum became less prominent. The reflectance values calculated with 3% melanin differed significantly from those at higher melanin contents (one-way ANOVA, p = 2.6x10⁻⁵ < 0.05).

Figure 4.7: (a) Reflectance as a function of wavelength and epidermal melanin content. At 3% melanin content (light gray) the reflectance curve contains features of the hemoglobin absorption curve. However, as epidermal melanin increases (dark gray, black), the reflectance curve flattens out and is dominated by features of the melanin absorption curve. (b) Percent difference in speckle contrast (pink/red) and reflectance (gray/black) values between light skin (3% melanin) and tan/dark skin (14% / 30% melanin). The percent difference in contrast is significantly less than the difference in reflectance, indicating the potential for clinical use of LSI over other optical reflectance techniques.
I compared contrast and reflectance values associated with the three epidermal melanin content skin types. Specifically, I calculated the percent difference between the contrast or reflectance value for skin with 14 or 30% melanin and the respective value for skin with 3% melanin (Fig 4.7.b). The percent difference in reflectance ranges from 24-93% for tan skin and 44-98% for dark skin. At each wavelength, the impact of epidermal melanin content is greater for reflectance than for speckle contrast. At 808nm, I observed only a ~6% difference in contrast between tan (14% melanin) and fair (3% melanin) skin. At 633nm, I observed only a 13% difference in contrast between dark (30% melanin) and fair (3% melanin) skin. These percent differences are less than the changes in speckle contrast that were observed in previous in vivo studies. For example, a 20-60% change in contrast was reported during laser therapy of port-wine stain birthmarks\textsuperscript{2}, and a 20-55% change in contrast was associated with burn wounds\textsuperscript{126}. With analysis of the depth distribution of dynamic momentum transfer (Fig 4.6), I determined that the average percentage of dynamic momentum transfer did not significantly differ among skin with different epidermal melanin content (ANOVA, p>0.05) for any of the four dermal layers (p=.1747, .9315, .9998, .9972). Collectively, these data suggest that the impact of epidermal melanin content on speckle contrast values and the depth sensitivity of LSI is unexpectedly small.

To test this in silico observation, I next performed experiments involving flow of Intralipid in a 650μm tube beneath thin absorbing phantoms that simulated epidermal melanin absorption. I computed the spatial speckle contrast in a region of interest above the tube. The exposure time was set at 10ms, which matched the time used in the simulated data described above.
I fabricated five thin (~80μm) absorbing phantoms using gelatin for structure and Nigrosin dye for absorption (Table 4.1). I selected gelatin concentrations to ensure fabrication of flexible phantoms that were neither sticky nor brittle. The absorption of phantom $A_1$ ($\mu_a = 1.5\text{mm}^{-1}$) matched that of fair skin at wavelengths longer than ~550nm and tan skin at wavelengths longer than ~870nm. The absorption of phantom $A_5$ ($\mu_a = 20.6\text{mm}^{-1}$) matched that of dark skin at 495nm and tan skin at 395nm. Hence, I achieved epidermal $\mu_a$ values that spanned the range of values reported in the literature over the visible and near infrared spectral region for melanin concentrations of 3-30% (Fig 4.8.a).

**Figure 4.8:** (a) Absorption coefficients of epidermis with different melanin content compared to absorption coefficients of five absorbing phantoms at the wavelength used *in vitro* (808nm). Phantoms $A_1$-$A_5$ span the range of absorption coefficients found in skin at wavelengths used for LSI (>600nm). (b) *In vitro* speckle contrast as a function of intensity ($T = 10\text{ms}$) (blue) and ($T = 30\text{ms}$) (red). The dotted line represents the dark counts of the camera. Contrast values are significantly different for images with intensity below 23 counts; above that, contrast is insensitive to image intensity.
I calculated the percent difference in contrast among each of the five phantoms and the contrast when no top layer was present. I also calculated the percent difference in contrast measured using phantoms A2-A5 and the least absorbing phantom (Phantom A1, μa = 1.5mm⁻¹) (Table 4.1). The percent difference in contrast ranged from ~4 to 13% when compared to the contrast measured with an absorbing layer, and ~3 to 8% compared with Phantom A1. These measurements support the findings from the layered simulation data (Fig 4.6).

4.11 Impact of Epidermal Melanin Content on Speckle Contrast in Subsurface Inclusion

I next ran simulations in which 20% Intralipid was present in a tube placed beneath a static absorbing top layer. I used a rectangular inclusion geometry, with an 800x800μm cross-section. This inclusion was at the surface of a static scattering layer (μs' = 1mm⁻¹), with an 80μm thick static absorbing layer positioned above. I selected the μa values of the absorbing layer to match those of our in vitro phantoms (Table 4.5). I calculated contrast based on reflected momentum transfer values from a region of interest directly above the inclusion. I used a Brownian diffusion constant of 2x10⁻⁶mm²/s, an exposure time of 10ms, and an excitation wavelength of 808nm.

I computed the corresponding percent difference among contrast values associated with the different absorbing top layers and either a clear, non-absorbing top layer (A0) or the least absorbing top layer (A1) (Table 4.5). These values ranged from ~0.2 to 10% when compared to a clear top layer, and ~6 to 9% when compared to top layer A1. Collectively, these in silico and in vitro data demonstrate that LSI measurements of subsurface flow are only minimally impacted by large differences in epidermal melanin content.
4.12 Conclusions

In conclusion, I developed a Monte Carlo model to simulate LSI in a heterogeneous tissue geometry. The virtual detectors of the model track several important characteristics of light, including the absorbance, reflectance, transmittance, fluence, and momentum transfer. This model provides a simple method to study aspects of LSI that may be difficult or unwieldy to address in an experimental settings. The model can account for different skin geometries and other tissue types (i.e., brain), to enable detailed study of the fundamental origins of speckle contrast modulation in tissue-specific geometries.

I found that the speckle contrast signal originates more uniformly throughout a tissue in trans-illumination configurations compare to epi-illumination (Fig 4.4). I observed that the speckle contrast spectrum contained similar features to the absorption of hemoglobin (Fig 4.3.b), and that the spectral sensitivity was inversely proportional to hemoglobin absorption (Fig 4.3.d). I determined that shorter wavelengths characterize blood flow primarily within the upper blood net and papillary dermis, and longer ones characterize blood flow primarily from the lower blood net (Fig 4.6). This indicates the potential for segmenting perfusion information from different depths by using multiple wavelengths to perform LSI.

I also demonstrated that epidermal melanin concentration has a smaller effect on speckle contrast than on reflectance (Fig 4.3.b, 4.6). These results have important implications for clinical applications of laser speckle imaging in patients with different skin types, especially for patients with darker skin (Fig 4.7, Table 4.5). Other reflectance based optical imaging technologies have experienced difficulties when imaging patients with darker skin types, therefore if laser speckle imaging is significantly less sensitive to
changes in melanin content, it opens up the opportunity to measure blood flow in any patient regardless of skin type. One such potential clinical application is during skin flap surgery, where doctors need to identify if tissue has been perfused during the surgical operation. Another potential dermatological application is for identifying cancerous skin lesions where there is increased blood flow beneath high melanin containing nevi.
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CHAPTER 5: Monte Carlo simulation of multi-exposure speckle imaging to study the depth dependence of contrast signals

5.1 Introduction

In Chapters 1-3 I describe the use of different processing algorithms and imaging techniques to improve the quantitation and visualization of laser speckle contrast imaging. However, I continue to face limitations, particularly when visualizing vasculature below ~200μm (Fig 5.1.c). Techniques such as multi-exposure speckle imaging (MESI) have been proposed to improve the quantitative accuracy of LSI.

MESI is a technique developed by Parthasarathy et al to improve the accuracy of laser speckle contrast analysis below static scattering layers. By acquiring LSI images at multiple different exposure times, a theoretical model of contrast can be fit to measured data:

\[ K(T, \tau_c) = \left[ \beta \rho^2 \frac{e^{-2x-1+2x}}{2x^2} + 4\beta \rho (1 - \rho) \frac{e^{-x-1+x}}{x^2} + \beta \nu_{ne} + \nu_{noise} \right]^{1/2} \]  

(5.1)

where T is the exposure time, \( \tau_c \) the correlation time, \( \rho \) the fraction of dynamically scattered light, \( x \) is \( T/\tau_c \), and \( \nu \) the variance due to non-ergodic light and noise. The non-ergodic variance term is the fraction of statically scattered light, or \( (1 - \rho)^2 \). In a non-ergodic system, ensemble averaging of the intensity correlation function is no longer equivalent to temporal averaging. Statically scattering media is non-ergodic, resulting in the breakdown of the traditional contrast model, which does not account for this term. This model purportedly improves estimation of the correlation time, which is proportional to the inverse speed of the moving scatterers. Other parameters including \( \rho \), \( \beta \), and \( \nu \) can also be obtained from this fit.
Preliminary in vitro measurements using the MESI technique indicated limitations in flow quantification below \(~200\mu m\). To further explore this apparent depth limitation from a theoretical perspective, I implemented the Monte Carlo model of light transport and simulation of laser speckle contrast described in Chapter 4. I used the simulation to model LSI and MESI of flowing blood in a microchannel at various depths. I also quantified the momentum transfer, the key factor contributing to the decorrelation of photons that dictates speckle contrast values, as a function of depth and spatial position in both trans-illumination and epi-illumination geometries.

5.2 Materials/Methods:

5.2.1 Single and multi-exposure LSI in a variable-depth tube (in vitro and in silico)

We developed a MESI system similar to the one described by Parthasarathy et al\(^{19}\). The system used a 633nm diode laser (Ondax, Monrovia, CA) to illuminate the sample, and an acousto-optic modulator (Gooch and Housego, United Kingdom) to diffract the laser beam incident onto a sample for the given exposure times. Images were collected with a Chameleon2 camera (Point Grey, Richmond, BC, Canada), and the entire system was controlled with custom LabVIEW software (National Instruments, Austin, TX). I performed in vitro experiments studying flow in a 650μm inner diameter microchannel buried at different depths below a static scattering layer at speeds from 1-10mm/s. The static scattering layers were composed of polydimethylsiloxane (PDMS) with TiO\(_2\) added to create a reduced scattering (\(\mu_s'\)) of 1mm\(^{-1}\), and have thicknesses of 200, 500, 700 and 1100μm. The overall thickness of the phantom was \(~10\)mm. I imaged 1\% Intralipid (Baxter Healthcare, Deerfield, IL) infused in the microchannel using a syringe pump (Harvard Apparatus, Holliston, MA). Images were collected in an epi-illumination configuration at 16
exposure times between 0.025ms and 80ms. Contrast values were computed for each exposure time and fit to Eq. (5.1) to extract the correlation time ($\tau_c$), and parameters $\rho$ and $\beta$.

Figure 5.1: (a) Sample geometry for in silico experiments. An 800$\mu$m blood filled microchannel was placed between 0 and 1000$\mu$m below the surface of a homogeneous block with a $\mu_s'$ of 1mm$^{-1}$. The total thickness of the block was 10mm (thick) or 1.8mm (thin). (b) SFI ($1/(2TK^2$) of the simulated vessel (gray) at lateral distance (X) away from the center of the tube at varying depths below a static scattering layer. The difference in contrast between the vessel and the surroundings markedly decreases below 200$\mu$m. (c) Temporal speckle contrast images of blood in a microchannel at different depths below a static scattering layer. Spatial resolution of deeper vessels is poor.
To compare *in vitro* experimental results to data generated by the Monte Carlo model described in Chapter 4, I simulated blood flow in an 800μm square cross-sectional microchannel embedded at different depths in a static layer with μs′ of 1mm⁻¹ (Fig 5.1.a). The total layer thickness was either 10mm or 1.8mm, and the distance from the surface to the top of the inclusion ranged between 0 and 1000μm. I computed the average simulated speckle contrast in a region of interest directly above and below the tube at the same exposure times used *in vitro*, and speeds of 0.25, 0.5, 1, 1.5, 2, 3, 4, and 5mm/s. I fit the data with Eq. (5.1) to obtain the correlation time (τc), fraction of dynamically scattered light (ρ), and experimental constant β.

### 5.2.2 Relationship between blood volume fraction, ρ and τc

To study the relationship between the fraction of dynamic scatterers present in a sample (i.e: the blood volume fraction) and the ρ term in Eq. (5.1), I used the Monte Carlo model of speckle contrast described in Chapter 4. The virtual tissue was a 10mm thick homogeneous sample with optical properties of dermal tissue at 633nm (μa = 0.0182mm⁻¹, μs′ = 2.296mm⁻¹)\(^{124}\) (Fig 5.1.a). I simulated 10⁶ photons distributed uniformly over a 15x15mm region. To observe the effect of μs′ on the ρ term and the correlation time, I also ran a series of simulations with μs′ decreased to 0.5mm⁻¹. I varied the blood volume fraction, or the fraction of dynamic scattering events, from 0.01% to 0.1% in increments of 0.01%; 0.5%, 1%, 2%, and 5%; and 10% to 100% in 10% increments. I computed contrast from the reflected momentum transfer of remitted photons averaged over an 11x11mm region of interest for flow at eight speeds (0.01, 0.1, 0.36, 0.5, 1, 2, 5, and 10mm/s), and 16 exposure times between 0.025 and 80ms. To determine the sensitivity of the model to
noise in the data, I added random Gaussian white noise with variance of .0001 (1% noise) to the contrast values, and fit the noisy data to Eq. (5.1).

5.3 Results and Discussion

5.3.1 Modification of the MESI Equation

After experimentation with fitting Eq. (5.1) to data from controlled in vitro experiments as well as contrast values generated using Monte Carlo simulations, I modified the equation to remove the $v_{\text{noise}}$ term. The non-ergodic variance ($v_{\text{ne}}$) term accounts for the DC offset in speckle contrast due to static scattering\(^{19}\). The $\beta$ parameter controls the reduction in dynamic range (ie: limits the highest possible contrast value) that occurs due to factors in the experimental set-up including coherence of the laser, polarization, and speckle size\(^{1}\). By including the $v_{\text{noise}}$ term when fitting data taken in controlled or simulated conditions (ie: not in vivo) where there was no significant experimental noise, I was overfitting the data. In trying to fit for this term, the model described in Eq. (5.1) forced unnecessary variations in $v_{\text{ne}}$ (and hence $\rho$) and $\beta$. The model was fit using MATLAB's (The Mathworks Inc., Natick, MA) non-linear least squares function. I used lower bounds of 0 for all parameters, and an upper bound of 0.1s for the correlation time, which is limited by the maximum exposure time of the camera. The upper bounds of $\rho$ and $\beta$ were both set to 1, which is the theoretical maximum value. The search was initialized at the central values 0.05, .5 and .5 for these parameters respectively.

5.3.2 Single exposure LSI in a variable-depth tube

Figure 5.2.a shows simulated speckle contrast as a function of flow speed in a region of interest above the microchannel for the thicker (10mm) sample geometry at an exposure time of 10ms. As flow speed increases, the speckle contrast decreases, in line with
established speckle contrast theory\(^1\). As the thickness of the static top layer above the tube increases from 0 to 1000μm, the contrast values increase due to the increase in the relative amount of static scattering\(^6\). These results match those obtained from experimental spatial speckle contrast imaging presented in Chapter 1. The epi-illuminated contrast values for the thin (1.8mm) sample are similar to those from the standard thick (10mm) sample (Fig 5.2.b), indicating that the presence of a static backscattering layer may not be necessary for LSI. The deepest vessel (1000μm below the surface) has slightly higher contrast in the thin geometry. This may be due to the fact that dynamic photons that reach 1000μm deep are more likely to be transmitted than reflected.

The trans-illuminated contrast in the thin sample has a similar dynamic range across flow speeds as the epi-illuminated contrast (Fig 5.2.d). As expected, contrast in the trans-illuminated region of interest at depth 1000μm is now lower than the surface vessel because it is more likely to detect photons that have dynamic scattering. The dynamic range of trans-illuminated contrast in the thicker sample is very low, and the contrast values are relatively high due to the limited number of dynamic photons that make it through the tissue to the region of interest directly below the tube (Fig 5.2.c).

To study the spatial resolution of a buried microchannel, I calculated a simulated speckle flow index (SFI = \(1/(2TK^2)\), where \(T\) is the exposure time (10ms) and \(K\) is the speckle contrast) as a function of lateral position from the tube (Fig 5.1.b). To quantify the ability to resolve the vessel from the surroundings, I computed the full-width-half-max (FWHM), or the lateral position at which the SFI value is half of the maximum value from the center of the microchannel. There is a distinct increase in FWHM between 200μm and 500μm from \(~1.1\)mm to \(1.9\)mm. This corresponds with experimental observations that
spatially visualizing and resolving a microchannel beneath static layers greater than 200μm is difficult (Fig 5.1.c).

**Figure 5.2:** (a) Simulated speckle contrast in the thick (10mm) sample as a function of flow speed for blood in a buried microchannel in an epi-illumination / reflected light geometry. Contrast increases with increased static scattering. (b) Reflected speckle contrast versus flow speed in the thin (1.8mm) sample. (c) Simulated speckle contrast in the thick (10mm) sample as a function of flow speed for blood in a buried microchannel in a trans-illumination / transmitted light geometry. Contrast values are relatively high due to the significant amount of static scattering. (d) Transmitted speckle contrast versus flow speed in the thin (1.8mm) sample. Transmitted contrast values are fairly similar to the reflectance contrast values however the curves flipped (ie: lower contrast for deeper microchannel) because a large portion of the light will be dynamically scattered from the deeper vessel before it is transmitted.
To visualize and explain why the resolution of a dynamic microchannel becomes worse as the static top layer thickness increases, I mapped the total dynamic momentum transfer as a function of the reflected position of the simulated photons (Fig 5.3). These maps show how much of the dynamic momentum transfer that occurred in the microchannel is contained by the remitted photons. As the microchannel is buried deeper within a static scattering medium, photons that have accumulated dynamic scattering in the vessel are more likely to scatter and exit laterally compared to when the vessel is directly below the surface. It is qualitatively observed that the edges of the vessel are difficult to distinguish when the vessel is deeper than 200μm (Fig 5.3.d, 5.3.e). There is no spatial structure present in the maps of transmitted momentum transfer from a thick (10mm) sample. The reflected momentum transfer maps from a thin (1.8mm) sample illustrate similar results to the thick geometry (Fig 5.4).

However, the trans-illuminated maps of thin samples do not show clear spatially resolved vessels at these depths although diffuse momentum transfer is present (Fig 5.5.a-5.5.e). If I simulate a geometry similar to a rodent dorsal window chamber (300μm static layer above a 100μm vessel) I can resolve the vessel in a trans-illumination geometry, which confirms a common experimental in vivo result (Fig 5.5.f)\textsuperscript{14}.
Figure 5.3: Reflected weighted momentum transfer for the thick (10mm) sample with a microchannel buried (a) 0μm, (b) 100μm, (c) 200μm, (d) 500μm, and (e) 1000μm below a static scattering layer. Increased lateral scattering of the photons results in decreased spatial resolution of the deeper vessels.
Figure 5.4: Reflected weighted momentum transfer for the thin (1.8mm) sample with a microchannel buried (a) 0μm, (b) 100μm, (c) 200μm, (d) 500μm, and (e) 1000μm below a static scattering layer. The results are similar to the thick sample, indicating that LSI may be performed in thin samples without the need for a thicker back-layer present.
Figure 5.5: Transmitted weighted momentum transfer for the thin (1.8mm) sample with a microchannel buried (a) 0μm, (b) 100μm, (c) 200μm, (d) 500μm, and (e) 1000μm below a static scattering layer. Momentum transfer is reach the detector however most of the spatial information about its origin has been lost. (f) Transmitted weighted momentum transfer for a rodent dorsal window chamber geometry. A 300μm static layer is present above a 100μm diameter blood vessel.

5.3.3 Multi exposure LSI in a variable-depth tube

To simulate MESI, I computed contrast in the microchannel at 16 exposure times for a flow speed of 1mm/s (Fig 5.6). In the thicker sample geometry, the reflected contrast is lower, and has a greater dynamic range than the transmitted contrast (Fig 5.6.a). This is expected due to the increase in static scattering events for transmitted photons. Contrast of the 100μm depth vessel is lower than the surface vessel due to the fact that fluence and
reflected momentum transfer peak slightly below the surface (Fig 4.4.a), therefore more
dynamic momentum transfer occurs at this depth than at the surface. The thinner sample
geometry has similar reflected contrast curves, however the transmitted contrast is much
lower (Fig 5.6.b). The contrast curves for corresponding vessel depths in epi- versus trans-
ilumination schemes (ie: 0/1000μm, 100/900μm, 200/800μm) are closer, which is
expected because the light is traveling through similar relative amounts of static and
dynamic regions.

![Graphs showing reflected and transmitted speckle contrast versus exposure time for different depths.](image)

**Figure 5.6**: Simulated MESI experiment of a microchannel buried at varying depths below a static top layer.
(a) Reflected (solid lines) and transmitted (dotted lines) speckle contrast versus exposure time in the thick
(10mm) geometry. Transmitted contrast values are higher than reflected and have a greater non-ergodic
offset due to the increased contribution from static scattering. (b) Reflected (solid lines) and transmitted
(dotted lines) speckle contrast versus exposure time in the thin (1.8mm) geometry. Contrast values in both
imaging geometries are similar with the reflectance versus trans-illuminated curves mirroring each other.

I fit the simulated MESI data to Eq. (5.1) (with the v_{noise} term removed) and
extracted the correlation time (τ_c), fraction of dynamically scattered light (ρ), and
experimental constant (β) parameters. β is uniformly unity for all simulated results, which
is expected because there are no experimental factors to decrease the theoretical dynamic
range. Figure 5.7.a shows the inverse correlation time (1/τ_c), which is proportional to
speed, as a function of speed for the buried vessels in a thicker geometry. As expected, $1/τ_c$ increases linearly with speed, however it also decreases with increasing depth of the tube above 200μm. The 100μm deep tube had a higher inverse correlation time for the same reason it had lower contrast values described above. Previous studies indicated this technique resulted in greater quantitative accuracy of flow measurements in the presence of static scattering\textsuperscript{19,127}, however these data demonstrate that this does not hold for flow deeper than ~200μm. The values of $1/τ_c$ in the trans-illumination geometry of thicker tissue are surprisingly consistent regardless of depth (Fig 5.7.c). Both epi- and trans-illumination of the thin tissue results in similar $1/τ_c$ values as the epi-illuminated thick tissue (Fig 5.7.b, 5.7.d). This indicates potential for implementation of trans-illuminated MESI of thicker tissues to more accurately quantify flow if sufficient light can be collected at the lower exposure times.
Figure 5.7: Simulated MESI fitting of the inverse correlation time \(1/\tau_c\) for blood flow in a microchannel buried at varying depths below a static top layer. (a) Reflectance MESI of the thick (10mm) sample. The \(1/\tau_c\) values decrease with increasing static layer thickness, indicating that standard MESI is not immune to the effects of non-ergodic media. (b) Reflectance MESI of the thin (1.8mm) sample. (c) Trans-illumination MESI of the thick (10mm) sample has overlapping \(1/\tau_c\) curves, indicating that this configuration may result in more accurate estimates of correlation time, and hence flow speed for flow in thick static scattering tissues. (d) Trans-illumination MESI of the thin (1.8 mm) sample is not immune to increases in static scattering.
Figure 5.8: Simulated MESI fitting of the fraction of dynamically scattered light (\( \rho \)) for blood flow in a microchannel buried at varying depths below a static top layer. (a) Reflectance MESI of the thick (10 mm) sample. The \( \rho \) values are unity for vessels shallower than 500 \( \mu m \). (b) Reflectance MESI of the thin (1.8 mm) sample. (c) Trans-illumination MESI of the thick (10 mm) sample has lower \( \rho \) values since the light has to travel through ~10 mm of static media. (d) Trans-illumination MESI of the thin (1.8 mm) sample has \( \rho \) values slightly less than unity.

I also fit the \( \rho \) parameter, defined as the fraction of dynamically scattered light, from the simulated MESI data (Fig 5.8). The fit \( \rho \) value suggests that all of the light collected from the region of interest above the vessel had at least one dynamic scattering event when the tube was shallower than 200 \( \mu m \), and that even when the tube was at 1000 \( \mu m \), \(~65\%\) of the
reflected light interacted with it (Fig 5.8.a). These values decreased to ~40-50% for transmitted light (Fig 5.8.c). The reflected $\rho$ parameter remained similar in the thin geometry, and was closer to unity in the trans-illuminated sample (Fig 5.8.b, 5.8.d).

I also calculated the actual fraction of light that had undergone at least one dynamic scattering event (Table 5.1, 5.2, Fig 5.9.a) using the Monte Carlo simulation. The fraction of dynamically scattered reflected light has a quadratic decrease as the vessel is buried deeper below the static layer. This may explain why the contrast values and inverse correlation times are not consistent for different depth vessels. However, it is interesting to note that the fraction is consistently ~20% for trans-illuminated light in the thicker tissue geometry, which may explain the consistent inverse correlation time measurements (Table 5.1). This data also suggests that the $\rho$ parameter is more complex than simply the fraction of dynamically scattered light.

**Figure 5.9:** (a) True fraction of dynamically scattered reflected photons calculated directly from the Monte Carlo simulation of a vessel below varying thickness static top layers in a 10mm thick sample. Data is fit with a quadratic function, and shows that the true fraction is less than one when any static top layer is present. (b) True fraction of dynamically scattered reflected light in the homogeneous skin geometry. The dotted line at 1% blood volume represents where the $\rho$ value fit from the Mesi equation plateaus at one. This indicates that $\rho$ is not actually equal to the fraction of dynamically scattered light or the fraction of dynamic scattering.
Table 5.1: True percentage of dynamically scattered reflected and transmitted photons calculated directly from the Monte Carlo simulation of a vessel below varying thickness static top layers in a 10mm thick sample.

<table>
<thead>
<tr>
<th>Thickness of Top Layer (μm)</th>
<th>% Reflected Dynamic Scattering</th>
<th>% Transmitted Dynamic Scattering</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100%</td>
<td>17.7%</td>
</tr>
<tr>
<td>100</td>
<td>93.6%</td>
<td>19.1%</td>
</tr>
<tr>
<td>200</td>
<td>84.2%</td>
<td>18.1%</td>
</tr>
<tr>
<td>300</td>
<td>74.4%</td>
<td>20.2%</td>
</tr>
<tr>
<td>400</td>
<td>64.7%</td>
<td>21.2%</td>
</tr>
<tr>
<td>500</td>
<td>57.6%</td>
<td>21.4%</td>
</tr>
<tr>
<td>1000</td>
<td>32.3%</td>
<td>23.1%</td>
</tr>
</tbody>
</table>

Table 5.2: True percentage of dynamically scattered reflected and transmitted photons calculated directly from the Monte Carlo simulation of a vessel below varying thickness static top layers in a 1.8mm sample.

<table>
<thead>
<tr>
<th>Thickness of Top Layer (μm)</th>
<th>% Reflected Dynamic Scattering</th>
<th>% Transmitted Dynamic Scattering</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100%</td>
<td>45.5%</td>
</tr>
<tr>
<td>100</td>
<td>93.8%</td>
<td>50.4%</td>
</tr>
<tr>
<td>200</td>
<td>84.1%</td>
<td>54.5%</td>
</tr>
<tr>
<td>500</td>
<td>55.5%</td>
<td>65.2%</td>
</tr>
<tr>
<td>800</td>
<td>26.3%</td>
<td>82.4%</td>
</tr>
<tr>
<td>900</td>
<td>31.0%</td>
<td>91.0%</td>
</tr>
<tr>
<td>1000</td>
<td>27.1%</td>
<td>100%</td>
</tr>
</tbody>
</table>

To compare the trends observed in the simulated data to experimental results, I performed in vitro MESI of flow in a vessel at various depths (Fig 5.10). The plot of $1/\tau_c$ versus flow speed showed a linear increase as flow increases, which is expected because the correlation time of the speckle pattern decreases as the movement of scattering particles, and hence the fluctuations in the speckle pattern increase. As the depth of the microchannel increases, the slope of the $1/\tau_c$ decreases (Fig 5.10.a). This is due to the increased presence of static scattering, which cannot be completely decoupled from the contrast signal, even with the MESI method. The experimental data is noisier due to motion artifacts and imperfections in the syringe pump, however the trends closely match those seen in the simulated data. I calculated the percent error in $1/\tau_c$ relative to the surface microchannel with no static scattering above the vessel for each of the buried vessels. Ideally, lower error means that that the estimation of flow in the tube ($\tau_c$) is closer to the
true (no static scattering present) value. I observe less than 10% error when the tube is at a depth of 200μm, however the error increased beyond this. I found the same trend of increasing error as the tube was buried deeper, due to the increase in static scattering. The ρ value remains constant with speed, and decreases with increasing top layer thickness. The values of ρ are lower than the simulated data, which may be due to the fact that the 1% Intralipid solution has negligible absorption, as well as a large fraction of water. Therefore, a lot of the light may pass completely through the vessel and into the static region before being reflected. The β parameter is fairly low, however it is relatively independent of speed and vessel depth, which is expected.

![Graphs showing (a) 1/τc fit, (b) ρ parameter decreases, (c) β values are relatively consistent.](image)

Figure 5.10: \textit{In vitro} MESI data. (a) $1/\tau_c$ fit shows same decrease with increasing static top layer thickness seen in simulated data. (b) ρ parameter decreases with increasing amounts of static scattering which is expected. (c) β values are relatively consistent regardless of top layer, which is expected.

5.3.4 \textbf{Relationship between blood volume fraction, ρ and }τ_c

To further explore the relationship between ρ, $τ_c$, and the fraction of dynamic scattering present in a sample, I used a homogeneous simulated geometry with optical properties similar to the dermal layer of skin, and various blood volume fractions. The
blood volume fraction (BVF) is equivalent to the fraction of scattering events that are dynamic.

To study the relationship between blood volume fraction, correlation time ($\tau_c$), and the $\rho$ term, defined as the fraction of dynamically scattered light, I fit simulated data to Eq. (5.1) (with the $v_{\text{noise}}$ term removed) at eight different flow speeds. For each blood volume fraction and flow speed, $\beta$ is unity. This is expected because in the simulation there are no experimental factors that reduce the maximum possible contrast value.

Figure 5.11.a shows the $\rho$ term as a function of blood volume fraction and speed of the dynamic scatterers. Generally, the $\rho$ value is constant across different flow speeds; there is a very slight decrease as speed increases (mean $\Delta K = .03$ between speeds 0.1 and 10mm/s, mean $\Delta K = 0.25$ between speeds 0.01 and 10mm/s). The $\rho$ term plateaus at unity at 1% blood volume (dashed line), except for the slowest and fastest flows speeds (0.01mm/s and 10mm/s) for which the plateau occurs at 0.5% and 2% respectively. According to the definition of $\rho$, as the fraction of dynamically scattered light, or the fraction of photons where at least one scattering event was dynamic, $\rho$ values of unity should indicate that every photon encountered at least one dynamic scattering event. However, the Monte Carlo simulation tracks the fraction of photons that have undergone at least one dynamic scattering event, and this fraction is only $\sim60\%$ when $\rho$ plateaus at unity (Fig 5.9.b). Similar to the microchannel simulations described above, this suggests that the relationship between $\rho$ and fraction of dynamic scattering may be more complex.
Figure 5.11: *In silico* MESI data of homogeneous skin sample. (a) \( \rho \) parameter obtained from MESI fitting plateaus at unity at a blood volume fraction of 1%. (b) I expected the \( \ln(\tau_c) \) fit to be constant for a given speed, however it decreases with increasing blood volume fraction above BVF = 1% once \( \rho \) plateause at unity.

Figure 5.11.b shows the natural log of the correlation time, \( \tau_c \), for each blood volume fraction and flow speed. For a given blood volume fraction, the correlation time decreases as speed increases, which is in agreement with speckle theory. Light that has interacted with particles that are moving quickly will decorrelate more than light scattered from slow moving particles.

The initial hypothesis was that correlation time should be constant with blood volume fraction; however, this is not what was observed. For low blood volume fractions (0.01%-0.1%), the correlation time increased slightly with increasing blood volume fraction (mean \( \Delta \tau_c = 0.19 \)). At blood fractions greater than 0.1%, the correlation time decreased as blood volume fraction increased to 100% (mean \( \Delta \tau_c = 1.18 \)). The inflection point at which \( \tau_c \) switched from decreasing to increasing occurred at the same point where the \( \rho \) term plateaued at unity (dashed line, Fig 5.11.a). Due to this fact, I hypothesize that there maybe be crosstalk between the \( \rho \) term and the fit for \( \tau_c \). Therefore, once \( \rho \) reaches a
plateau at unity, the correlation time begins to decrease as the blood volume fraction increases making it appear as though there is an increased decorrelation of the signal.

To study how robust the MESI model is to experimental noise, I added 1% Gaussian white noise to the contrast values at each flow speed and exposure time, and fit the noisy data with Eq. (5.1) (with the \( v_{\text{noise}} \) term removed). The average absolute value of percent error in the fitted correlation time of the noisy data compared to the data with no noise was 5.12%; 54.17% of the data points have error below 5%, and 85.42% have error below 10%. The data points with the greatest error are generally the low blood volume fraction data points (<0.07% blood volume); the 10mm/s data also has higher percent error in the fit compared to the other data, probably because the dynamic range of the correlation time is low at this high speed. The \( \rho \) term has an average percent error of 1.52% (3.22% when ignoring \( \rho = 1 \) values). The largest error occurs for the data at the lowest speed and blood volume fraction. Overall, this data suggests that the model is fairly robust to noise in the contrast values, although care should be taken when measuring samples with very low blood volume fractions, or extreme speeds.

To study the effect of reduced scattering on terms fit from the MESI model, I ran the same simulations at select blood volume fractions with \( \mu_s' \) lowered from 2.296mm\(^{-1}\) to 0.5mm\(^{-1}\). Figure 5.12 shows the percent difference in these parameters compared to samples with normal scattering. The correlation time is \(~20-60\%\) greater for the samples with lower scattering (Fig 5.12.a). This is expected because each photon will undergo less dynamic scattering events, therefore they will have less phase change. The \( \rho \) term now plateaus at \(~2\%\) instead of 1% blood volume (dashed line, Fig 5.12.b). It is \(~23-67\%\) less than samples with the normal scattering coefficient. This data supports the previous claim.
that ρ cannot be directly proportional to blood volume fraction, as changing the total scattering without changing the blood volume fraction should not have an effect on ρ.

Figure 5.12: In silico MESI data of homogeneous skin sample with decreased μs'. (a) The percent difference in the fitted ρ parameter between normal and decreased μs'. A lower μs' raises the BVF where ρ plateaus by ~1%. This indicates that ρ is not directly proportional to the percentage of dynamic scattering events (BVF). (b) The fit of τc increased by ~20-60% due to the decrease in total scattering events; this results in less phase change and hence less decorrelation of the photons.

To assess whether the presence of a thin, statically scattering layer, such as the epidermis had an effect on the fitted parameters, I ran simulations with a 75μm static epidermis above the 10mm sample. I found that the correlation times for different speeds and blood volume fractions were similar between samples with and without the epidermal layer (~4-18% difference). Since the epidermal layer is optically thin, I postulate that its presence does not appreciably change the quantity of dynamic scattering undergone by each photon. The ρ value reached a plateau at a slightly higher blood volume fraction (2%) at higher speeds (≥0.5mm/s). This may indicate that using MESI to quantify a ρ value in vivo is better suited for tissues such as the brain, for which the flow speeds are faster and static scattering layer (i.e., the skull) thicker than those found in the skin129.
5.4 Conclusions

In summary, I simulated single and multi-exposure LSI of a buried vessel to study the locations at which the signal originates in depth, and why spatial visualization of vessels is limited to ~200µm in depth. I showed that momentum transfer arising from deeper vasculature is laterally blurred to a large degree before the associated photons exit the tissue, limiting the spatial resolution of vessels using LSI. With application of Monte Carlo modeling to study of MESI, I found that the increase in superficial static scattering affects the quantitative accuracy of MESI. Trans-illumination MESI through a thicker tissue may be resistant to this effect. Furthermore, I showed that the ρ parameter surprisingly does not accurately represent either the fraction of dynamically scattered light, or the fraction of dynamic scatterers in the tissue.
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APPENDIX A: Instructions for GUI to create Monte Carlo JSON infiles

Instructions: Create a JSON infile and run a Monte Carlo simulation of light/momentum transport from the command line

Note: This manual was written for the MC_v2.0.2Beta_forMTI_11 software package currently installed on the “amoy” computer in the MTI Lab. Current as of April 20, 2017. It requires the following file:

**MTMC_infile_GUI.py**: Graphical user interface that takes user input of optical properties and sample geometry and generates a JSON infile used to run the Virtual Photonics MC.2.0.2Beta C# Monte Carlo software.

1. Open a command prompt window (Start menu: type cmd into search bar and hit enter)
2. Use the command prompt to change the directory to the folder containing the software package
   
   ```
   cd \Users\amoy\Desktop\MC_v2.0.2Beta_forMTI_11
   ```
3. Use the command prompt to run the Infile Maker GUI in Python
   ```
   python MTMC_infile_GUI.py
   ```
4. Use the GUI to generate and save an infile with your desired specifications
   
   4.1.a. The “Simulation Name” will be the name of the folder with the results of the simulation in it. (Note: in the MATLAB processing script, this will be the “results_folder” input variable). Do not include spaces in the name
   4.1.b. You can choose to set a seed for the random number generator in order to obtain repeatable results or use a random seed.
   4.1.c. Number of photons: default is 1,000,000, however this will take multiple hours to run.
   4.2.a. Point source: Pencil beam- all photons enter the tissue at the same location and take their first step in the same initial direction. Default: beam centered at (0,0,0) going straight down into the tissue. Note: The center of the virtual tissue coordinate axis is (0,0,0) with the positive Z-direction going into the tissue. Coordinate system has units of millimeters.
   4.2.b. Circular source: Circular light source centered at (0,0,0) with radius specified by user (millimeters). The source may be either uniform or Gaussian. If using a Gaussian beam profile, the full width half max must be listed (millimeters).
   4.2.c. Rectangular source: Rectangular light source centered at (0,0,0) with total length and width specified by user (millimeters). (ie: if Width = 10 source will go from -5mm to 5mm in X-direction).
   4.2.d. Source Notes: I typically use a rectangular source when working in rectangular coordinates, and a circular source when working in cylindrical coordinates in order average my results over the maximum possible area while avoiding the edges of the illuminated region.
4.3.a. Optical properties of the inclusion must be given in units of mm$^{-1}$. Blood volume fraction specifies the fraction of scattering events that are dynamic (ie: to mimic a completely dynamic material such as pure blood, use BVF of 1. To mimic a completely static material such as PDMS use a BVF of 0). Note: the index of refraction (N) of the inclusion must be the same as the surrounding layer. Also, an inclusion must be entirely contained within a single layer. The anisotropy (g) must be a number between (0,1), not including 0 or 1.

4.3.b. Ellipsoidal inclusion: This is typically used to create a “vessel” by extending the ellipsoid semi-infinitely in the Y-direction (ie: center at (0,0,0.3) with radii of (0.2, 50, 0.2) to create a 0.4mm diameter vessel buried 0.1mm below the surface).

4.3.c. Rectangular inclusion: This is typically used to create a “vessel” with edges that can line up precisely with the edges of the detector bins.

4.4.a. Number of tissue layers: Number of layers in a given virtual tissue. Note: the current method to compute speckle contrast allows the user to specify up to two flow types. For example: Static vs dynamic: there can be infinitely many layers with different optical properties and blood volume fractions; however, all dynamic events must have the same flow speed. Alternatively, you could also have two dynamic regions, one with flow speed 1 and one with flow speed 2 (the percentage of scatterers with flow speed 2 would be equal to the blood volume fraction).

4.4.b. Enter the start/end depths (millimeters) of each layer. Default is that the 1st layer starts at Z=0. Enter the optical properties (absorption, reduced scattering, anisotropy, and index of refraction) of each layer. Remember, if a layer contains an inclusion it must have the same index of refraction as the inclusion.

4.5.a. Choose a coordinate system (XY or Rho). Note that if cylindrical coordinates are chosen the virtual tissue must have cylindrical symmetry about the z-axis (ie: cannot have a vessel-like inclusion).

4.5.b. Choose which detectors you want. Note: the simulation will throw an “out of memory” error if too many detectors or too many bins are specified. The exact amount is specific to the computer’s memory.

4.5.c. Choose the X, Y, and Z range (millimeters) for each detector (note: the source is typically centered at (0,0,0), so choosing a range centered at 0 such as -10.0 to 10.0 in X&Y is a good way to view the entire tissue depending on how large the source was. The tissue typically starts at Z=0 and has air above and below, so choosing a Z range of 0 to the thickness of the tissue is typical.)

4.5.d. Number of Bins: This is the resolution of the detector; the more bins, the more finely the results will be incrementated. More bins will provide a finer spatial resolution, however, it will also result in noisier data. For example, if you are recording fluence from -10.0 to 10.0, and you create 40 bins, each bin will be 0.5mm wide.
4.5.e. MT Bins: default is 500 bins with a spacing of 1. Do not change this unless you have good reason.
4.5.f. Fractional MT Bins: Default is 10 bins. If you are using very low blood volume fractions (ie: <5-10%) then increase the # of Bins to 50. For larger blood volume fractions (ie: completely dynamic scattering) 10 bins is sufficient.
4.5.g. Blood volume fraction: fraction of scattering events in each layer that are dynamic (or correspond to “flow speed 2”).

4.6.a. Directory: where the infile is saved. The default is which ever directory you are currently in. The infile must be saved in the same directory as the Virtual Photonics Software.
4.6.b. Infile name: must start with “infile_” and should not contain spaces.

5. Run the simulation with the infile you just created.
   `mc infile=infile_FILENAME.txt`

6. If there is an “out of memory” error, then you likely have tried to create too many bins. This is especially common if you have several tissue layers.

7. The command line will update with a time stamp and the amount of progress. When the simulation is complete, a folder with the results will be saved in your directory.
APPENDIX B: Calculation of simulated speckle contrast

This appendix contains the following m-files.

**processMTMResults.m**: script to compute simulated speckle contrast using output from a Monte Carlo simulation. This script requires: compute_K_XY.m, compute_K_Rho.m, load_results_script.m (modified from Virtual Photonics MCv2.0.2Beta), loadMResults.m (from Virtual Photonics MCv2.0.2Beta), readBinaryData.m (from Virtual Photonics MCv2.0.2Beta) and jsonlab (from Virtual Photonics MCv2.0.2Beta).

**compute_K_XY.m**: function to compute simulated speckle contrast in rectangular coordinates. This function is called by the processMTMResults.m script.

**compute_K_Rho.m**: function to compute simulated speckle contrast in cylindrical coordinates. This function is called by the processMTMResults.m script.

**Instructions: Visualize light transport and calculate contrast using MATLAB**

Note: For basic outputs (maps of Fluence/Reflectance/Transmittance/Absorption/MT) and calculation of speckle contrast at a particular speed and exposure time, the “processMTMResults.m” script will be sufficient. For more detailed analysis, one of the variables created in this script is a structure (MTMC_output) that contains the values of fluence and momentum transfer values at each coordinate. These values are obtained from the “load_results_script.m” provided by Virtual Photonics, which I have converted to a function. To access more detailed results, you will need to modify this script directly.

1. Open MATLAB script “processMTMResults.m” (note: all m-files must be in the same directory as the results folder output by the MTMC simulation. Therefore, you will need to copy your results folder into the Matlab Processing Scripts folder.)

2. Make any necessary changes in “Input Variables” section and run the script. The output will have a plot of the probability distribution of the total momentum transfer, as well as the probability distribution of the fraction of light that was in flow region 2 (dynamically scattered). The script will also output a speckle contrast value (assuming beta is 1).

  2.a. results_folder: This is the name of the folder containing the results from the MTMC simulation. Must be a string.
  2.b. wavelength: This is the wavelength of light used to calculate speckle contrast (nanometers)
  2.c. exposure_time: This is the exposure time used to calculate speckle contrast (milliseconds)
  2.d. motion_type1: This is the type of motion (either Brownian motion (’B’) or directed flow (’D’)) in flow region 1.
  2.e. speed1: This is the speed of scatterers in flow region 1. If your two regions are “static” and “dynamic,” region 1 is the static scatterers, therefore they should be assigned a speed of zero.
  2.f. motion_type2: This is the type of motion (either Brownian motion (’B’) or directed flow (’D’)) in flow region 2.
2.g. speed2: If your two regions are “static” and “dynamic,” region 2 is the dynamic scatterers. If you specified Brownian motion, speed should be given as the Brownian diffusion coefficient (with units of mm²/s). If you specified directed flow, speed should be given in mm/s.

2.h. transmitted/reflected: These values should be set to either “true” or “false” depending on whether you chose a virtual detector to track reflected or transmitted momentum transfer.

2.i. XY_coordinates/Rho_coordinates: These values should be set to either “true” or “false” depending on whether the momentum transfer detectors were binning in rectangular or cylindrical coordinates.

2.j. X_Start/X_Stop/Y_Start/Y_Stop/Rho_Start/Rho_Stop: I typically sum the momentum transfer results over a certain region of my virtual tissue in order to improve the signal to noise. If my virtual tissue is homogeneous (ie: no inclusion or spatial features), I typically sum over the entire area excluding the 1st and last momentum transfer bin (all virtual photons from areas beyond the virtually detector area get put in the 1st and last bins). If my source is smaller than the area I record my detector results over, then I typically avoid bins near the edge of my source to avoid edge effects. If you forgot how many bins were in your detector, or want to know what X&Y values (in mm) they correspond to, this data is available in the MTMC_output structure (ie: MTMC_output.MTr_XY_XBins contains all reflected momentum transfer X bins).

3. Fields in the MTMC_output structure:
   3.1.a. F_Rho: fluence as a function of rho and Z in cylindrical coordinates
   3.1.b. F_Rho_RhoBins: Rho bins used to store fluence values (F_Rho) in cylindrical coordinates
   3.1.c. F_Rho_ZBins: Z bins used to store fluence values (F_Rho) in cylindrical coordinates

   3.2.a. F_XY: fluence as a function of X,Y and Z in rectangular coordinates
   3.2.b. F_XY_XBins: X bins used to store fluence values (F_XY) in rectangular coordinates
   3.2.c. F_XY_YBins: Y bins used to store fluence values (F_XY) in rectangular coordinates
   3.2.d. F_XY_ZBins: Z bins used to store fluence values (F_XY) in rectangular coordinates

   3.3.a. MTr_Rho: Reflected momentum transfer as a function of rho and Z in cylindrical coordinates
   3.3.b. MTr_Rho_RhoBins: Rho bins used to store reflected momentum transfer values (MTr_Rho) in cylindrical coordinates
   3.3.c. MTr_Rho_MTBins: Momentum transfer bins used to store reflected momentum transfer values (MTr_Rho) in cylindrical coordinates
   3.3.d. MTr_Rho_Z: Weighted reflected momentum transfer as a function of Z in cylindrical coordinates
3.3.e. MTr_Rho_ZBins: Z bins used to store weighted reflected momentum transfer values (MTr_Rho_Z) in cylindrical coordinates

3.4.a. MTr_XY: Reflected momentum transfer as a function of X,Y and Z in rectangular coordinates
3.4.b. MTr_XY_XBins: X bins used to store reflected momentum transfer values (MTr_XY) in rectangular coordinates
3.4.c. MTr_XY_YBins: Y bins used to store reflected momentum transfer values (MTr_XY) in rectangular coordinates
3.4.d. MTr_XY_MTBins: Momentum transfer bins used to store reflected momentum transfer values (MTr_XY) in rectangular coordinates
3.3.e. MTr_XY_Z: Weighted reflected momentum transfer as a function of Z in rectangular coordinates
3.3.f. MTr_XY_ZBins: Z bins used to store weighted reflected momentum transfer values (MTr_XY_Z) in rectangular coordinates

3.5.a. MTt_Rho: Transmitted momentum transfer as a function of rho and Z in cylindrical coordinates
3.5.b. MTt_Rho_RhoBins: Rho bins used to store transmitted momentum transfer values (MTt_Rho) in cylindrical coordinates
3.5.c. MTt_Rho_MTBins: Momentum transfer bins used to store transmitted momentum transfer values (MTt_Rho) in cylindrical coordinates
3.5.d. MTt_Rho_Z: Weighted transmitted momentum transfer as a function of Z in cylindrical coordinates
3.5.e. MTt_Rho_ZBins: Z bins used to store weighted transmitted momentum transfer values (MTt_Rho_Z) in cylindrical coordinates

3.6.a. MTt_XY: Transmitted momentum transfer as a function of X,Y and Z in rectangular coordinates
3.6.b. MTt_XY_XBins: X bins used to store transmitted momentum transfer values (MTt_XY) in rectangular coordinates
3.6.c. MTt_XY_YBins: Y bins used to store transmitted momentum transfer values (MTt_XY) in rectangular coordinates
3.6.d. MTt_XY_MTBins: Momentum transfer bins used to store transmitted momentum transfer values (MTt_XY) in rectangular coordinates
3.6.e. MTt_XY_Z: Weighted transmitted momentum transfer as a function of Z in rectangular coordinates
3.6.f. MTt_XY_ZBins: Z bins used to store weighted transmitted momentum transfer values (MTt_XY_Z) in rectangular coordinates
processMTMCResults.m

%% Script to process MTMC Simulations
% by Caitlin Regan: last edit 4-19-2017

clear all; close all;

%% Input Variables
results_folder = 'Experiment_FileName'; % The folder with your results must be in the same folder as the processing m-files
wavelength = 808; % Wavelength of light (nanometers)
exposure_time = 10; % Exposure time (milliseconds)
motion_type1 = 'D'; % type of motion in region 1: 'B' for Brownian motion, % 'D' for directed flow
speed1 = 0; % Typically region 1 is the "static" region and should be assigned speed of 0. Brownian diffusion constant (in mm^2/s) or speed of directed flow (in mm/s)
motion_type2 = 'D'; % type of motion in region 2: 'B' for Brownian motion, % 'D' for directed flow
speed2 = 0.36; % Typically region 2 is the "dynamic" region and should be assigned a speed corresponding to the speed of dynamic scatterers. Brownian diffusion constant (in mm^2/s) or speed of directed flow (in mm/s)
transmitted = true; % Change this to true if quantifying transmitted speckle contrast
reflected = true; % Change this to true if quantifying reflected speckle contrast
XY_coordinates = true; % Change this to true if using rectangular coordinates
X_Start = 2; % Bin number for x-range to start
X_Stop = 99; % Bin number for x-range to end
Y_Start = 2; % Bin number for y-range to start
Y_Stop = 99; % Bin number for y-range to end
Rho_coordinates = false; % Change this to true if using cylindrical coordinates
Rho_Start = 1; % Bin number for rho-range to start
Rho_Stop = 10; % Bin number for rho-range to end

%% Process light transport simulations
MTMC_output = load_results_script(results_folder);
% Note: the MTMC_output structure contains many useful outputs from the light transport simulations. Fields are listed in instructions manual.

%% Compute speckle contrast
if XY_coordinates == true
  if reflected == true
    K_XY_reflected = compute_K_XY(MTMC_output.MTr_XY, MTMC_output.MTr_XY_MTBins, X_Start, X_Stop, Y_Start, Y_Stop, wavelength*(10^-6), exposure_time / 1000, motion_type1, speed1, motion_type2, speed2)
  end

  if transmitted == true
    K_XY_transmitted = compute_K_XY(MTMC_output.MTt_XY, etc.}
MTMC_output.MTt_XY_MTBins, X_Start, X_Stop, Y_Start, Y_Stop, wavelength*10^{-6}, exposure_time / 1000, motion_type1, speed1, motion_type2, speed2)

end
end

if Rho_coordinates == true
  if reflected == true
    K_Rho_reflected = compute_K_Rho(MTMC_output.MTr_Rho,
      MTMC_output.MTr_Rho_MTBins, Rho_Start, Rho_Stop, wavelength*10^{-6}, exposure_time / 1000, motion_type1, speed1, motion_type2, speed2)
  end
  if transmitted == true
    K_Rho_transmitted = compute_K_Rho(MTMC_output.MTt_Rho,
      MTMC_output.MTt_Rho_MTBins, Rho_Start, Rho_Stop, wavelength*10^{-6}, exposure_time / 1000, motion_type1, speed1, motion_type2, speed2)
  end
end

end
compute_K_XY.m

%% Function to compute contrast in rectangular coordinates
% by Caitlin Regan: last edit 4-19-2017

function K_XY = compute_K_XY(MT, MTbins, Xstart, Xstop, Ystart, Ystop,
  wavelength, exposure_time, type1, speed1, type2, speed2)

Xrange = Xstart:Xstop; % Range of X bins to sum over
Yrange = Ystart:Ystop; % Range of Y bins to sum over

%% Reflected Initial Probability Distributions for Dynamic MT Detector

%% Use for summed results over a range of X&Y bins

MT_bins_midpoints_RD = MTbins; % Midpoints of X&Y bins
MT_matrix_original_RD = MT; % Main dynamic momentum transfer results
% matrix [fraction of dynamic MT, total MT, Y bins, X bins]
MT_matrix_summedY_RD = sum(MT_matrix_original_RD(:,Yrange,Xrange),3); % Sum over Y bins
MT_matrix_summedX_RD = sum(MT_matrix_summedY_RD,4); % Sum over X bins
MT_matrix_RD = squeeze(MT_matrix_summedX_RD); % Condense results matrix
% [fraction of dynamic MT, total MT]
sum_totalMT_bins_RD = sum(MT_matrix_RD); % Sum the fractional dynamic MT
% bins (columns) to get total MT
sum_totalMT_RD = sum(sum_totalMT_bins_RD(:)); % Total MT in the system
totalMT_norm_RD = sum_totalMT_bins_RD / sum_totalMT_RD; % Normalize the
% photon weights

figure(); bar(MT_bins_midpoints_RD, totalMT_norm_RD); xlabel('Reflected MT','FontSize',14,'FontWeight','Bold'); ylabel('Normalized Photon Weight','FontSize',14,'FontWeight','Bold'); title('P(Y)','FontSize',14,'FontWeight','Bold');

%% Autocorrelation G1(tau) for Reflected Dynamic MT

sum_fracMT_bins_RD = sum(MT_matrix_RD, 2); % Sum MT in each fractional bin
% (rows) to get fraction of dynamic MT
fracMT_norm_RD = sum_fracMT_bins_RD / sum_totalMT_RD; % Normalize the
% fractional photon weights

% Note that current version of code assumes same # of fractional MT bins
% in all outputs
numfracs=size(fracMT_norm_RD,1); % Number of fractional MT bins
ar{1}='0';ar{numfracs}='1';
y_space = 1/(length(fracMT_norm_RD)-2); % Spacing of fractional MT bins
y = y_space/2:y_space:1-y_space/2; % Midpoints of fractional MT bins
y = [0 y]; % Set 1st and last fractional MT bin to 0 & 1 respectively
y(end+1) = 1;
for k=0:numfracs-1
  ar{k+1}=sprintf('%3.2f',y(k+1));
end

figure(); bar(1:length(fracMT_norm_RD),fracMT_norm_RD); xlabel('Fraction of Reflected Dynamic MT','FontSize',14,'FontWeight','Bold'); ylabel('Normalized Photon Weight','FontSize',14,'FontWeight','Bold'); title('P(Y)','FontSize',14,'FontWeight','Bold'); set(gca,'XTick',1:numfracs);

set(gca,'XTickLabel',ar(1:numfracs),'FontSize',14,'FontWeight','Bold')

%% Autocorrelation G1(tau) for Reflected Dynamic MT
P_Y_RD = totalMT_norm_RD(1:end-1); % Probability distribution of Y
P_y_RD = fracMT_norm_RD; % Probability distribution of fraction of Y that
% is dynamic
Y_RD = MT_bins_midpoints_RD(1:end-1); % Momentum transfer

%% Initialize Constants for Integration
y_space = 1/(length(fracMT_norm_RD)-2); % Spacing of fractional MT bins
y = y_space/2:y_space:1-y_space/2; % Midpoints of fractional MT bins
y = [0 y]; % Set 1st and last fractional MT bin to 0 & 1 respectively
y(end+1) = 1;
lambda = wavelength; % Wavelength of light (mm)
k0 = 2 * pi * 1.4 / lambda; % Wavenumber (1.4 is index of refraction of
% tissue)
T = exposure_time; % Exposure time in seconds
tau = logspace(log10(T/1000),log10(T),150); % Bins for tau integration
tau = [0 tau]; % First value in tau vector must be zero in order to
% normalize g1 later

%% Motion for Each Layer
% V1t and V2t depend on whether motion is Brownian or Directed
if type1 == 'B'
  % Brownian
  Db1 = speed1; % Diffusion constant for non-moving regions
  c1 = 6 * Db1;
  n1 = 1;
elseif type1 == 'D'
  % Directed
  v1 = speed1; % Speed in layer 1 (mm/s) [Static scatterers]
  c1 = (v1)^2;
  n1 = 2;
end

if type2 == 'B'
  % Brownian
  Db2 = speed2; % Diffusion constant
  c2 = 6 * Db2;
  n2 = 1;
elseif type2 == 'D'
  % Directed
  v2 = speed2; % Speed in layer 2 (mm/s) [Dynamic scatterers]
  c2 = (v2)^2;
  n2 = 2;
end

%% Calculate Contrast
[TAUm, Y_ym] = meshgrid(tau,y); % Matrix to integrate over fraction of
% dynamic MT (y) and tau
Y_matrix_RD(1,1,:) = Y_RD; % Matrix of total momentum transfer (Y)
Y_matrix_RD = repmat(Y_matrix_RD,[length(y), length(tau), 1]);
P_Y_matrix_RD(1,1,:) = P_Y_RD; % Matrix of photon weights at each
% momentum transfer (P(Y))
P_Y_matrix_RD = repmat(P_Y_matrix_RD,[length(y), length(tau), 1]);
P_y_matrix_RD = repmat(P_y_RD,[1, length(tau), length(Y_RD)]); % Matrix
% of fraction of dynamic MT (P(y))

G1_RD = -1 * k0^2 * (c2 * TAUm.^n2 .* Y_ym + c1 * TAUm.^n1 .* (1-Y_ym)) /
\begin{verbatim}
3; % Contents of exponent in field autocorrelation calculation
G1b_RD = repmat(G1_RD, [1,1,length(Y_RD)]);
G1c_RD = P_Y_matrix_RD .* P_y_matrix_RD .* exp(Y_matrix_RD .* G1b_RD);
% Matrix of field autocorrelation integral
G1_tau_RD = trapz(y,G1c_RD); % Integrating over dy to compute field
% autocorrelation function (G1)
int_G1_tau_RD = trapz(Y_RD,G1_tau_RD,3); % 2nd Integral (over dY) of
% field autocorrelation function (G1)
g1_RD = (1 - tau / T) .* ((abs(int_G1_tau_RD / int_G1_tau_RD(1))).^2);
% Integral over exposure time to compute normalized field
% autocorrelation function
int_g1_RD = trapz(tau, g1_RD); % Integrating over exposure times to
% compute normalized field autocorrelation function
K_sq_RD = 2 * int_g1_RD / T; % Contrast squared assuming Beta is 1,
% actually K^2 = 2 * Beta^2 * int_g1 / T
K_XY = sqrt(K_sq_RD); % Output contrast value
\end{verbatim}
compute_K_Rho.m
%% Function to compute contrast in cylindrical coordinates
% by Caitlin Regan: last edit 4-19-2017

function K_rho = compute_K_rho(MT, MTbins, RhoStart, RhoStop, wavelength,
exposure_time, type, speed)

    RhoRange = RhoStart:RhoStop; % Range of rho bins to sum over

    %% Reflected Initial Probability Distributions with Cylindrical Geometry
    % for Dynamic MT Detector
    MT_bins_midpoints_Rho_RD = MTbins;
    MT_matrix_original_Rho_RD = MT;
    MT_matrix_summedRho_RD = sum(MT_matrix_original_Rho_RD(:,:,RhoRange),3); %
    % [NumFracMTBins, NumMTBins, NumRhos]
    MT_matrix_Rho_RD = squeeze(MT_matrix_summedRho_RD);
    sum_totalMT_bins_Rho_RD = sum(MT_matrix_Rho_RD); %Sum the fractional MT
    % bins (columns) to get total MT
    sum_totalMT_Rho_RD = sum(sum_totalMT_bins_Rho_RD(:)); %Total MT in the
    % system
    totalMT_norm_Rho_RD = sum_totalMT_bins_Rho_RD / sum_totalMT_Rho_RD;
    % Normalize the photon weight
    figure(); bar(MT_bins_midpoints_Rho_RD, totalMT_norm_Rho_RD);
    xlabel('Reflected MT'); ylabel('Normalized Photon Weight');
    title('P(Y,Rho)');
    set(gca,'FontSize',14,'FontWeight','Bold'); % Plot of histogram of total
    % momentum transfer

    sum_fracMT_bins_Rho_RD = sum(MT_matrix_Rho_RD, 2); %Sum MT in each
    % fractional bin (rows) to get fractional MT
    fracMT_norm_Rho_RD = sum_fracMT_bins_Rho_RD / sum_totalMT_Rho_RD;
    % Normalize the photon weight
    % Note that current version of code assumes same # of fractional MT bins
    % in all outputs
    numfracs=size(fracMT_norm_Rho_RD,1); % Number of fractional MT bins
    ar{1}='0'; ar{numfracs}='1';
    y_space = 1/(length(fracMT_norm_Rho_RD)-2); % Spacing of fractional MT
    % bins
    y = y_space/2:y_space:1-y_space/2; % Midpoints of fractional MT bins
    y = [0 y]; % Set 1st and last fractional MT bin to 0 & 1 respectively
    y(end+1) = 1;
    for k=0:numfracs-1
        ar{k+1}=sprintf('%3.2f',y(k+1));
    end
    figure(); bar(1:length(fracMT_norm_Rho_RD),fracMT_norm_Rho_RD);
    xlabel('Fraction of Reflected Dynamic MT');
    ylabel('Normalized Photon Weight');
    title('P(Y,Rho)');
    set(gca,'XTick',1:numfracs); set(gca,'XTickLabel',ar(1:numfracs))

    %% Autocorrelation G1(\tau) for Reflected Dynamic MT in Cylindrical
    % Coordinates
    P_Y_Rho_RD = totalMT_norm_Rho_RD(1:end-1); % Probability distribution of Y
    P_y_Rho_RD = fracMT_norm_Rho_RD; % Probability distribution of fraction
    % of Y in 1st layer
    Y_Rho_RD = MT_bins_midpoints_Rho_RD(1:end-1); % Momentum transfer
%% Initialize Constants for Integration
y_space = 1/((length(fracMT_norm_Rho_RD)-2));
% Spacing of fractional MT bins
y = y_space/2:y_space:1-y_space/2; % Midpoints of fractional MT bins
y = [0 y]; % Set 1st and last fractional MT bin to 0 & 1 respectively
y(end+1) = 1;
lambda = wavelength; % Wavelength of light (mm)
k0 = 2 * pi * 1.4 / lambda; % Wavenumber (1.4 is index of refraction of 
% tissue)
T = exposure_time; % Exposure time in seconds
tau = logspace(log10(T/1000),log10(T),150); % Bins for tau integration
tau = [0 tau]; % First value in tau vector must be zero in order to 
% normalize g1 later

%% Motion for Each Layer
%V1t and V2t depend on whether motion is Brownian or Directed

if type1 == 'B'
  % Brownian
  Db1 = speed1; % Diffusion constant for non-moving regions
  c1 = 6 * Db1;
  n1 = 1;
elseif type1 == 'D'
  % Directed
  v1 = speed1; % Speed in layer 1 (mm/s) [Static scatterers]
  c1 = (v1)^2;
  n1 = 2;
end

if type2 == 'B'
  % Brownian
  Db2 = speed2; % Diffusion constant
  c2 = 6 * Db2;
  n2 = 1;
elseif type2 == 'D'
  % Directed
  v2 = speed2; % Speed in layer 2 (mm/s) [Dynamic scatterers]
  c2 = (v2)^2;
  n2 = 2;
end

%% Reflected G1(tau) in Cylindrical Coordinate for Dynamic MT Detector

[TAUm, Y_ym] = meshgrid(tau,y);
Y_matrix_Rho_RD(1,1,:) = Y_Rho_RD;
Y_matrix_Rho_RD = repmat(Y_matrix_Rho_RD,[length(y), length(tau), 1]);
P_Y_matrix_Rho_RD(1,1,:) = P_Y_Rho_RD;
P_Y_matrix_Rho_RD = repmat(P_Y_matrix_Rho_RD,[length(y), length(tau), 1]);
P_y_matrix_Rho_Rd = repmat(P_y_Rho_RD,[1, length(tau),
length(Y_Rho_RD)]);
G1_Rho_RD = -1 * k0^2 * (c2 * TAUm.^n2 .* Y_ym + c1 * TAUm.^n1 .* 
(1-Y_ym)) / 3;
Glb_Rho_RD = repmat(G1_Rho_RD, [1,1,length(Y_Rho_RD)]);
exp(Y_matrix_Rho_RD).* Glb_Rho_RD);
G1_tau_Rho_RD = trapz(y,Glc_Rho_RD);
int_G1_tau_Rho_RD = trapz(Y_Rho_RD,G1_tau_Rho_RD,3);
g1_Rho_RD = (1 - tau / T) .* ((abs(int_G1_tau_Rho_RD /
int_G1_tau_Rho_RD(1))).^2);
int_g1_Rho_RD = trapz(tau, g1_Rho_RD);

K_sq_Rho_RD = 2 * int_g1_Rho_RD / T; % Contrast squared assuming Beta is
% 1, actually K^2 = 2 * Beta^2 * int_g1 / T
K_rho = sqrt(K_sq_Rho_RD); % Output contrast value
end