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Hybrid plasma simulations, consisting of kinetic ions treated using standard Particle-In-Cell (PIC) techniques and an inertialess charge-neutralizing electron fluid, have been used to investigate the properties of collisionless shocks for a number of years. They agree well with sparse data obtained by flying through Earth’s bow shock and have been used to model high energy explosions in the ionosphere. In this doctoral dissertation hybrid plasma simulation is used on much smaller scales to model collisionless shocks in a controlled laboratory setting. Initially a two-dimensional hybrid code from Los Alamos National Laboratory was used to find the best experimental parameters for shock formation, and interpret experimental data. It was demonstrated using the hybrid code that the experimental parameters needed to generate a shock in the laboratory are relaxed compared to previous work that was done[1]. It was also shown that stronger shocks can be generated when running into a density gradient. Laboratory experiments at the University of California at Los Angeles using the high energy kJ-class Nd:Glass 1053 nm Raptor laser, and later the low energy yet high repetition rate 25 J Nd:Glass 1053 nm
Peening laser have been performed in the Large Plasma Device (LAPD), which have provided some much needed data to benchmark the hybrid simulation method. The LAPD provides a repeatable, quiescent, ambient magnetized plasma to surround the exploding laser produced plasma that is ablated from a High Density Polyethylene (HDPE) target. The plasma density peaks in the machine at \( n_i \sim \mathcal{O}(10^{13} \text{ cm}^{-3}) \), which is sufficiently dense to strongly couple energy and momentum from a laser ablated carbon plasma ejected from the HDPE target into the magnetized ambient plasma. It has been demonstrated that a sub-critical shock is formed in the LAPD using the high energy Raptor laser\(^2\), though the data from this experiment is scant. Hybrid simulation was used as an analysis tool for the shock experiments, but there remained the lingering question as to whether the assumptions made in the model sufficiently capture the relevant ion time scale physics and reproduce the magnetic field structure appropriately. A three-dimensional massively parallel hybrid code package was developed, called fHybrid3D, which was used to reexamine the 2013 data with more realistic laser ablation geometry. The data obtained in the 2015 Peening campaign proved to be useful, even though it did not generate a shock, in that it provided some volumetric data to compare to the 3D hybrid simulation. In addition to the larger magnetic field data sets, an emissive probe designed at UCLA\(^3\) was fielded that could measure plasma potential. This is an important measurement, as previously only magnetic fields were measured on the ablation blow-off axis during the high energy laser experiments. This allows the laboratory experiment to directly validate the use of a simple isotropic electron pressure model close to the target. Though through scaling arguments the Larmor fields are strongest and provide the bulk of the ambient ion acceleration, correctly modeling the radial electric fields in the realm of sub-critical shocks is important for getting the coupling right as at lower Mach numbers. The data collected that is compared to simulation output that was converted to electrostatic potential \( \phi \) suggests that the electron pressure model is sufficient for modeling perpendicular shocks in the laboratory.
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Chapter 1

Introduction

Collisionless shocks are naturally occurring phenomena which are prevalent in space and astrophysical environments. They occur at the edges of supernova remnants\[4\], are formed in high altitude ionospheric explosions\[5\], are formed in front of comets\[6\], and are formed around Earth as the bow shock\[7, 8\]. Shocks have been generated in magnetic pinch experiments many years ago\[9\], though in recent years there has been renewed interest in studying astrophysical-like shocks generated in the laboratory. Currently several different methods are being employed to investigate the formation of shocks, including the collision of two plasma jets\[10\], and the interaction of two laser-produced plasmas\[11\]. In these cases the photographic evidence for the formation of a shock and the time scale for formation are suggestive but not conclusive. Novel studies are being carried out with experiments on super-Alfvénic laser-ablated debris expansions in a magnetized background plasma, using the Raptor laser in the Phoenix laser laboratory\[12\] with the Large Plasma Device (LAPD)\[13, 14\].

Laboratory experiments with rapidly exploding laser-produced plasmas can be designed to investigate the coupling of energy and momentum between a super-Alfvénic expanding debris cloud and a magnetized ambient plasma in the context of ionospheric and
astrophysical collisionless shocks. Scaled laboratory experiments can potentially provide new insight into shock physics that can only be limitedly studied in space, including the formation of a shock and the transport of debris ions across the shock ramp. For example, data recorded during high altitude nuclear tests in Earth’s magnetosphere has revealed debris ions at altitudes many times higher than the blast-radius\[5\], an observation that is still not fully understood.

Laboratory shock-experiments are unique in that the ratio between the size of the exploding debris cloud and the debris ion Larmor radius is of order unity and thus quite similar to that in high-altitude tests but significantly smaller than in space and astrophysical explosions. Details of the coupling physics will thus critically affect shock formation, providing a test-bed where the physics of debris-ambient coupling can be studied in great detail.

Scaling the physics of astrophysical magnetized collisionless shocks to the laboratory has been a challenge, and previous laser experiments typically failed to provide sufficiently large and sufficiently magnetized, homogeneous, and accessible ambient plasmas, or to create fast enough and sufficiently large debris clouds\[15, 16\]. Some of the most relevant data was obtained in experiments that combined laser-produced explosions with preformed theta pinches\[17\]. Several authors have previously investigated the design space for scaled laboratory experiments, where a laser generated diamagnetic bubble is used as a piston to drive shock waves in an ambient plasma, using basic analytical scaling relations\[18, 17, 19\]. A new class of laser-experiments employs the Raptor kilojoule-class laser and the LArge Plasma Device (LAPD) at UCLA\[13\], uniquely combining an energetic super-Alfvénic debris cloud with a large (17m x 0.5 m), highly magnetized, current-free, quiescent, well-characterized, and highly-accessible ambient plasma\[12\]. Previously, experiments had been performed on the LAPD to diagnose the structure of an ablated laser-produced plasma into an ambient plasma using a 1 J laser, however in this case a shock was not formed\[20\].
Computer simulations of plasmas with hybrid codes, consisting of kinetic ions treated using standard Particle-In-Cell (PIC) techniques and an inertialess charge-neutralizing electron fluid, have been used extensively to investigate the coupling physics in the context of high-Mach number plasma interactions\[21\], astrophysical and high altitude nuclear explosions\[22, 23, 24\], and the structure of collisionless shocks in space\[25, 26\]. On a much smaller scale, they have also been used to model shock heating\[27\] and sub-Alfvénic expansions\[28\] in laboratory experiments, as well as shocks produced by small asteroids in the solar wind.\[29\]

Figure 1.1 shows images of physical situations that are relevant to the research being performed at UCLA and could potentially be elucidated via laboratory study of collisionless shocks.

The first purpose of this dissertation, discussed further in Chapter 3, is to extend this earlier work by using detailed two-dimensional (2D) hybrid simulations to guide scaled laboratory experiments and identify measurable quantities that could ultimately be used to infer details of the debris ambient coupling prior to the experiments (see Fig. 3.5). Early simulation work was used to predict experiments and determine the best parameters for shock formation in the LAPD. This simulation work demonstrates that the parameter space is relaxed compared to previous analysis using the hybrid model\[1\]. It is also demonstrated in Chapter 3 that shock formation is improved when a density gradient is encountered during the shock formation process.

Since the time that the initial analysis was done to help guide the experiments, a couple of datasets have been obtained from the LAPD. Simultaneously, an extension to the 2D hybrid code (fHybrid3D) was developed to be able to run full three-dimensional (3D) hybrid simulations using supercomputers housed at the San Diego Supercomputer Center (SDSC). The SDSC has two machines that were used, Gordon and Comet, that were funded by the NSF XSEDE program\[30\]. Details on the algorithm are available in Appendix A.
Figure 1.1: Shows (a) a cartoon of the Earth’s magnetosphere superimposed over a coronal mass ejection from the Sun, (b) a bow shock around LL Orionis imaged by Hubble in 1995, (c) a supernova remnant SN 1006 imaged by Chandra in 2008, (d) an image of a fuel pellet experiment performed on MAST, (e) an image of the High Altitude Nuclear Explosion (HANE) Starfish Prime, which exploded over Johnson Island at 400 km in 1962, and (f) an aircraft based image of the Starfish Prime fireball stretching through Earth’s magnetosphere.
Chapter 4 of this dissertation compares output from fHybrid3D to experimental magnetic flux probe\cite{31} data obtained from the LAPD shock campaign that was run during the summer of 2013. This experimental campaign using the high-energy Raptor Laser, discussed in section 2.2, generated magnetized collisionless shocks in LAPD for the first time\cite{2}. It is shown that 3D simulations using a new set of initial conditions (see Fig. 4.2) reproduce key features of the experiment and corroborate the previous analysis determining that a perpendicular shock wave formed within the high density core of the LAPD plasma. The 3D simulations are then compared to 2D simulations using similar initial conditions (see Fig. 4.8), and key differences such as the magnetic field compression and speed of the outgoing shock-wave are explored to demonstrate the differences in geometry.

Chapter 5 compares high repetition rate data from the LAPD experiment in the summer of 2015, where the Peening laser at lower energy was used to drive compressions in the ambient LAPD plasma. These compressions are not shocks, but since the repetition rate is higher there is much more data that can be compared to simulations. A new emissive probe\cite{3} was also fielded in the experiment so that plasma potential can be measured. The combination of plasma potential and magnetic flux probe data in larger areas give a picture of the physical $E$ and $B$ fields that radiate out from the ablation. This data can be used to benchmark and validate the hybrid model, in which the electrons are treated as an inertialess, charge-neutralizing fluid.

The simulations presented in chapters 4 and 5 come from a massively parallel hybrid code newly developed at UCLA from an existing algorithm that was developed by Dan Winske at Los Alamos National Laboratory (LANL)\cite{32}. This tool can be used to help guide and validate future experiments, including those of parallel shocks that are to be performed in the upcoming years at the LAPD, using the Phoenix Laser facility. The simulations specifically model the laser-ablation experiments at the LAPD, but are equally relevant to potential shock experiments elsewhere, including future experiments at
megajoule-class laser facilities. It will be shown that simulation data can be matched very closely to simulation data using initial conditions that have a reasonable amount of energy coupled into the debris plasma.
Chapter 2

Theory and Experimental Setup

2.1 Collisionless Shock Theory

Collisional shocks are a phenomenon that most people have heard while attending an air show. The sonic boom is a classic example of a collisional shock in which a flying vehicle is traveling faster than the speed of sound. The sound waves cannot outrun the disturbance to dissipate gas density that builds up in front of the obstacle. This leads to a sharp transitional period in the aircraft’s frame of reference that has a width on the scale of the collisional mean-free-path of the gas particles that constitute the medium (air). Typical acoustic waves rely on inter-particle collisions to transfer energy and momentum from one particle to another. This can be thought of as the classical model of an ideal gas, where the particles can be imagined as ping pong balls flying around bouncing into one another. If there is a large amount of balls in one area, or a higher density, then the balls will tend to fly outward away from the high density region. The speed of these waves depends on the temperature of the gas, that is how fast they are flying relative to
one another. Higher temperature will result in a larger sound speed, given by:

\[ c_{\text{ideal}} = \sqrt{\frac{\gamma k_b T}{m}}, \]  

(2.1)

where \( \gamma \) is the adiabatic index, \( k_b \) is the Boltzmann constant, \( T \) is the temperature of the gas, and \( m \) is the mass of a single constituent in the ideal gas. In an ideal gas, the particle mean free path for a test particle in a gas with density \( n \) can be written as:

\[ \lambda_{mfp} = \frac{1}{n\sigma}, \]  

(2.2)

where \( \sigma \) is the collisional cross section of the gas constituents. This is the average distance a given particle can travel before colliding with another particle in the gas. This is the smallest length scale in a collisional system in which the only forces acting on a given particle come from the micro-physics of binary collisions.

Figure 2.1 shows an experimental image of gas density that build up in the supersonic flow that collides with an obstacle. The shock front comes off of the front of the obstacle at an angle, which determines the boundary between the shock upstream region and downstream region. The upstream region has no information regarding the obstacle.
that radiates from it, so it cannot possibly organize into a system that flows around the object. Across the transition, there is a jump in density and gas temperature, and a drop in gas bulk flow to be sub-sonic. The shock transforms the energy that is concentrated mainly in a single direction, and redirects it into multiple directions, which effectively thermalizes the gas. The high density that is built up around the object reduces the collisional mean-free-path, which leads to a narrow region where collisions happen more regularly to redirect the ram pressure of the flowing gas around the object. This region will be on the order of the collisional mean-free-path.

2.1.1 Plasmas and Quasi-Perpendicular Collisionless Shocks

Collisionless shocks share some properties of collisional shocks, but have some astounding differences. The first thing to consider is a gas that is ionized, that is there exist electrons that have enough energy to not be bound to its nuclear counterpart. In the simplest case of hydrogen the ionized gas, or plasma, consists of free protons and electrons that exist in a quasi-neutral equilibrium. Since plasmas consist of charged particles, the dynamics of the system are then determined by the micro-physics of Coulomb interactions between particles. The Coulomb potential is a long range force that falls off like $1/r^2$, so the dynamics of the system can be quite complicated. Fortunately, under certain circumstances the plasma self organizes to counteract, or shield long range electric fields. This allows us to make assumptions regarding the plasma such that the particles are not very correlated. The strong Coulomb interactions will only occur over a distance less than a Debye length, which is given in CGS units by:

$$\lambda_D^2 = \frac{k_B T_e}{4\pi n_e e^2},$$  \hspace{1cm} (2.3)

where $T_e$ is the electron temperature, $n_e$ is the electron density, and $e$ is the elementary charge. A few basic parameters that need to be satisfied to use traditional plasma theory include the system size being much larger than the Debye length ($\lambda_D \ll L$), and the
number of particles in a Debye sphere to be very large ($N_D = 4\pi n \lambda_D^3 / 3 \gg 1$). This leads to collective plasma motion, or the continuum approximation. In the case where the dynamics of the system are dominated by collective plasma fields, and the binary coulomb collisions can be neglected, the plasma obeys the Vlasov equation:

$$\frac{\partial f_s}{\partial t} + \mathbf{v} \cdot \nabla f_s + \frac{Z_s e}{m_s} \left( \mathbf{E} + \frac{1}{c} (\mathbf{v} \times \mathbf{B}) \right) \cdot \nabla \mathbf{v} f_s = 0,$$

(2.4)

where $\mathbf{E}$ and $\mathbf{B}$ are the electric and magnetic field vectors respectively, $s$ denotes the plasma species, $f_s(\mathbf{r}, \mathbf{v}, t)$ is the distribution function for species $s$, which depends on position $\mathbf{r}$, velocity $\mathbf{v}$, and time $t$. These coordinates determine a position in 6-D phase space at a time $t$. The Vlasov equation can be thought of as a conservation law of phase space density. The Vlasov equation is the starting point for kinetic plasma theory in the field of collisionless plasma physics. In addition to the Vlasov equation, one needs Maxwell’s equations, given by:

$$\nabla \cdot \mathbf{E} = 4\pi \rho \quad \nabla \cdot \mathbf{B} = 0$$
$$\nabla \times \mathbf{E} = -\frac{1}{c} \frac{\partial \mathbf{B}}{\partial t} \quad \nabla \times \mathbf{B} = \frac{4\pi}{c} \mathbf{J} + \frac{1}{c} \frac{\partial \mathbf{E}}{\partial t},$$

(2.5)

where $\rho$ is the charge density, and $\mathbf{J}$ is the total current density vector. Coupling the Vlasov equation for each species with Maxwell’s equations determines a system of equations that effectively describes the behavior of collisionless plasmas.

Using kinetic plasma theory, one can predict collective plasma behavior that satisfy the aforementioned plasma conditions. One such problem is that of collisionless shocks, where shocks form in plasmas that are similar to that of a hydrodynamic shock, in that there exists jumps in macroscopic quantities in the plasma, such as density, magnetic field strength, and temperatures from an upstream region to a downstream region. The major difference between a collisional shock and a collisionless shock is the interaction length. Since in a collisionless shock, information regarding particle positions is transmitted to other particles via electric and magnetic fields, inter-particle collisions are not necessary to form a shock-wave. In a collisionless plasma, the length scale over which the plasma state changes from upstream to downstream is that of an ion inertial length ($c/\omega_{pi}$). In
the case of a collisionless plasma, the ion inertial length is much less than that of the collisional mean-free-path \((c/\omega_p \ll \lambda_{mfp})\). The electric and magnetic fields mediate the particle interactions which thermalize the high Mach number \((\mathcal{M})\) flows, where the Mach number is the ratio of the upstream flow velocity to the group velocity of the wave mode that propagates in the shock frame.

In the case of a quasi-perpendicular, magnetized collisionless shock, which this dissertation will focus on, the shock is oriented such that there exists an ambient magnetic field oriented transverse to the flow direction of the upstream plasma. The waves that propagate across the magnetic field are called fast magnetosonic waves, which have the following dispersion relationship:

\[
\frac{\omega^2}{k^2} = \frac{c^2}{c^2 + v_A^2} C_s^2 + \frac{v_A^2}{c^2},
\]

(2.6)

where \(\omega\) is the wave frequency, \(k\) is the wavenumber, \(c\) is the speed of light, \(C_s^2 = \gamma Z_i k_b T_e/m_i\) is the sound speed in the plasma, and \(v_A^2 = B^2/4\pi n_i m_i\) is the Alfvén speed. In the plasmas we typically deal with, we assume that \(v_A \gg C_s\). In the case where \(v_A \gg C_s\) and \(v_A \ll c\), the group and phase velocities are approximated by \(v_g = v_p \approx v_A\). This leads to the Mach number of interest being the Alfvénic Mach number denoted by \(\mathcal{M}_A\).

### 2.1.2 Rankine-Hugoniot Jump Conditions for a Perpendicular Shock

If we consider a planar, perpendicular shock with an infinite transverse existence, then in the MHD limit the shock width becomes infinitesimal. The upstream and downstream regions are uniform and using conservation of mass, energy, and electromagnetic boundary conditions, one can determine the compression ratio of the density and magnetic field across the shock (i.e. the Rankine-Hugoniot (RH) jump conditions). In this
case, the compression ratio $r$ can be expressed as Equation (5.13) in Burgess\cite{34}:

$$
(r - 1)\left\{r^2 \frac{2 - \gamma}{\mathcal{M}_A^2} + r \left(\frac{\gamma}{\mathcal{M}_A^2} + \frac{2}{\mathcal{M}_{C_s}^2} + \gamma - 1\right) - (\gamma + 1)\right\} = 0,
$$

(2.7)

where $\mathcal{M}_{C_s}$ is the sonic Mach number. In this dissertation, we will assume that the Alfvén speed is much larger than the ion sound speed ($v_A \gg C_s$). Using some typical LAPD experimental parameters of $T_e \sim 10$ eV, $\gamma = 5/3$, $B_0 = 200$ G, $n_i \sim 10^{13}$ cm$^{-3}$, in an ionized hydrogen ambient plasma one can calculate the sound speed and Alfvén speed to be $C_s \sim 4 \times 10^6$ cm/s, and $v_A \sim 14 \times 10^6$ cm/s. Given these parameters, the term including the sonic Mach number will be less that one tenth that of the term including the Alfvénic Mach number. As the ambient density increases, the ion sound speed becomes more important, but for the purposes of analysis in this dissertation, the compression ratios calculated will assume that the sound speed is much less than that of the Alfvén speed ($C_s \ll v_A$). Setting $\gamma = 5/3$ in Equation (2.7), and dropping the term with the sonic Mach number, the equation can be solved using the quadratic formula. Dropping the negative root, the solution can be expressed as:

$$
r = -\left(\frac{5}{2} + \mathcal{M}_A^2\right) + \sqrt{\left(\frac{5}{2} + \mathcal{M}_A^2\right)^2 + 8\mathcal{M}_A^2}.
$$

(2.8)

If we take the limit of this as the Mach number gets large we find that the maximum compression ratio that can be attained is:

$$
\lim_{\mathcal{M}_A \to \infty} r(\mathcal{M}_A) = 4.
$$

(2.9)

Throughout this dissertation the Rankine-Hugoniot (RH) jump conditions will be used as a way of determining if a given simulation has generated a shock-wave. The density and magnetic fields in a shock simulation should change by roughly the RH jump conditions across the shock front.
2.2 Experimental Facilities

There exist two conjoined laboratories that facilitate high energy density laser plasma experiments at UCLA, the Phoenix Laser Laboratory and the Large Plasma Device. The Phoenix Laser Laboratory consists of three lasers used for target ablation and diagnostics. The laboratory has multiple beam paths, and the ability to fire multiple lasers at prescribed time offsets. This allows an ablation beam to be fired, then a diagnostic beam can be fired for Thomson scattering measurements some time after the initial ablation beam is fired.

Figure 2.2 shows the lasers that currently operate in the Phoenix laser laboratory. Figure 2.2a shows the Phoenix laser, which is a 20 J 1064 nm Nd:Glass laser, that is frequency doubled into green for Thomson scattering. This laser as well as the Thomson scattering diagnostic will not be discussed further in this dissertation. Figure 2.2b shows the high energy kJ-class 1053 nm Nd:Glass laser used to ablate polyethylene targets in the 2013 shock campaign discussed in chapter 4. It has a 20 ns pulse width and delivers on target intensities on the order of $10^{13}$ W/cm$^2$. It can only be fired once every 45 minutes, so collected data from these experiments are scant. Figure 2.2c shows the high repetition rate 1053 nm Nd:Glass Peening laser, which has an on target energy around 25 J and can fire up to 6 Hz. The firing rate is matched to that of the LAPD such that the experiment
Figure 2.3: Shows (a) the Large Plasma Device, and (b) a time integrated SLR image from one of the laser shots taken during and experimental campaign. The picture shows the target on the far right and inserted from the top and the laser-plasma plume exploding to the left. A diagnostic probe is inserted into the machine from the left.

can be repeated to take many more measurements in a given experimental campaign.

Figure 2.3a is a photograph of the Large Plasma Device (LAPD), which is an 18 m long solenoidal device that is 1 m in diameter. It contains a pair of plasma sources, one at each end of the machine, that create the plasma in the machine at 1 Hz that lasts for several ms. The laser experiments typically last on the order of 10 $\mu$s and are performed when the plasma is in near thermal equilibrium. The plasma state is highly reproducible, so that experiments can be run multiple times and probes can be inserted into the machine to measure various plasma properties at different points in space. The cathode at the south end of the machine is a Barium-Oxide (BaO) coated nickel cathode. The coating reduces the work function of the cathode so that electrons can be drawn from the cathode surface when a potential is set up via a biased mesh anode placed in front of the cathode. The cathode-anode pair generate a beam of electrons that travel down the machine along magnetic field lines and collide with neutral gas that is in the machine at low pressure. The high energy electrons collide with the neutral gas and impart energy into
the valence electrons, which then are excited and the gas ionizes. This process continues in an avalanche ionization process that produces the plasma in the machine. The electrons generated in the bulk plasma have a temperature $T_e \sim 1$ eV, the ions are around the same temperature, and the ion density is on the order of $n_i \sim 10^{12}$ cm$^{-3}$. The diameter of the plasma ranges from 40-80 cm depending on the operating magnetic field of the machine, which can operate from 200-1200 G. On the north end of the machine another cathode has recently been installed in 2013. This cathode consists of a low work function material called Lanthanum hexaboride (LaB$_6$), which has a much higher emissivity than the BaO coated cathode when heated to 3000 C. It has an anode like the other cathode and produces an electron beam that opposes that of the BaO cathode. The diameter of the plasma column generated by this cathode is 20-40 cm depending on the magnetic field configuration, and can create plasma densities of $n_i \sim \mathcal{O}(10^{13}$ cm$^{-3})$. Figure 2.3b shows a time-integrated SLR image of an experimental shot in the LAPD using the Raptor laser. The target is shown coming in from the top-right, being irradiated by the laser beam creating a laser ablation that interacts with the bulk plasma in the core of the machine. The large probes entering from the top-center and bottom-left are spectroscopic probes used to measure plasma photon emission. The probe entering the imaged from the left-center is a magnetic flux probe that is positioned in the debris blow-off axis to measure magnetic field changes that occur during the experiment.

2.3 Diamagnetic Cavity Size and Debris-Ambient Coupling Parameters

In the magnetized, quasi-perpendicular collisionless shock experiments performed in the LAPD, a high energy laser pulse is focused onto a HDPE target which is embedded in a quiescent, magnetized background plasma of either hydrogen or helium. The ablated carbon ions expand into the ambient plasma, perpendicular to the magnetic field, and
either acts as a piston and pushes the background ions through collisionless, collective electric and magnetic fields\cite{34}, which we will call coupling to the ambient plasma, or it streams through the ambient plasma without coupling and simply undergoes Larmor gyration in the background magnetic field.

The dynamics of an exploding plasma into vacuum have been investigated previously\cite{35}, and it has been shown that a diamagnetic bubble is formed with a size that can be calculated from an energy balance equation:

\[ E_d = \frac{B_0^2}{8\pi} \frac{4\pi R_{b0}^3}{3}, \]  

(2.10)

where \( E_d \) is the initial kinetic energy of the debris ions, \( B_0 \) is the background magnetic field, and the magnetic stopping radius \( R_{b0} \) is the size of the bubble.

If we now include background ion kinetic energy, assuming perfect coupling to the ambient plasma such that all of the ions within the diamagnetic bubble have been accelerated up to the debris drift velocity \( V_d \), and that there are no other energy sinks (e.g. shear Alfvén waves or debris jetting), the energy balance equation can be modified to:

\[ E_d = \frac{B_0^2}{8\pi} \frac{4\pi R_{b0}^3}{3} + \frac{m_i n_i V_d^2}{2} \frac{4\pi R_b^3}{3}, \]  

(2.11)

where \( R_b \) is the modified bubble size, and \( m_i \) and \( n_i \) are the background ion mass and density respectively. Eq. 2.11 can be manipulated to give the relationship:

\[ \frac{R_b}{R_{b0}} = (1 + \mathcal{M}_A^2)^{-1/3}, \]  

(2.12)

where the Alfvénic Mach number is defined as \( \mathcal{M}_A = V_d/v_A \), and \( v_A = B_0/\sqrt{4\pi n_i m_i} \) is the Alfvén velocity. We now consider a new length \( R_m \), the equal mass radius, defined in 3D as:

\[ R_m = \left( \frac{3N_d m_d}{4\pi n_i m_i} \right)^{1/3}, \]  

(2.13)

Eq. 2.13 is the radius of a sphere that encloses the amount of background ions which corresponds to the mass ablated from the target. Using \( E_d = N_d m_d V_d^2/2 \) to write Eq. 2.13
Figure 2.4: Bubble radius ($R_b$, solid), equal mass radius ($R_m$, dashed), and magnetic stopping radius ($R_{b0}$, dashed dotted) as a function of debris expansion Mach number ($M_A$).

In terms of $R_{b0}$ and $M_A$, one can express the equal mass radius as:

$$\frac{R_m}{R_{b0}} = M_A^{-2/3}.$$  \hfill (2.14)

Figure 2.4 shows a plot of the equal mass radius and the bubble radius over a range of Alfvénic Mach numbers. It shows that the bubble radius never exceeds the magnetic stopping radius, and approaches the equal mass radius asymptotically for large Mach number. It should be noted that the bubble size expression assumes perfect coupling. In reality, not all of the ambient ions will be expelled from the bubble, and may not be accelerated completely to the debris drift velocity. The actual bubble size will be somewhere in between the magnetic stopping radius and the bubble radius shown in Figure 2.4 depending on the degree of coupling. Figure 2.4 also assumes that the debris ions are sufficiently magnetized in vacuum to completely expel the magnetic field inside of the bubble, otherwise the cavity size could potentially be smaller than $R_{b0}$.\[17\]
2.4 The Magnetostatic Hybrid Model

Throughout this dissertation, the hybrid model will be examined and compared to experimental data to determine whether or not it captures the physics of diamagnetic cavities and shock formation. The hybrid model entails treating each ion species kinetically using the Vlasov equation, given by Equation (2.4). The first approximation made is that we are in the magnetostatic limit, where the displacement term in Ampere’s law is neglected leaving the simplified equation that follows:

$$\nabla \times B = \frac{4\pi}{c} J. \quad (2.15)$$

The electrons are then treated as an inertialess charge-neutralizing fluid. The electron momentum equation in the inertia-less limit is as follows:

$$m_e n_e Dv_e = -e n_e (E + \frac{1}{c} \bar{v}_e \times B) + e n_e R \cdot J - \nabla \cdot \vec{P}_e. \quad (2.16)$$

Substituting in Equation (2.15) and solving for $E$, assuming isotropic electron pressure, isotropic resistivity, and quasi-neutrality yields:

$$E = -\frac{1}{e} \sum_i \frac{J_i \times B}{Z_i n_i} + \frac{(\nabla \times B) \times B}{4\pi e \sum_i Z_i n_i} + \frac{e\eta}{4\pi} \nabla \times B - \frac{\nabla p_e}{e \sum_i Z_i n_i}. \quad (2.17)$$

This equation for the electric field that emerges from the electron momentum equation does not depend on any electron parameters after manipulation. This determines an electric field that depends solely on the ion currents and the structure of the magnetic field at a given time. The time dependence of the magnetic field can be solved for using Faraday’s law. Typically this set of equations is intractable to solve analytically, except in certain circumstances, so general problems are solved using the computational method described in Appendix A.
2.4.1 Collisions in the Large Plasma Device

The hybrid plasma model is one tool in the realm of collisionless plasma physics, so it must be shown that collisions do not play a large role in the formation of a shock-wave and that they can be neglected so that the hybrid model can be used.

To address this point, each type of collision will be examined, starting with the electron-electron (ee), electron-ion (ei), ion-electron (ie), and finally ion-ion (ii). We start by examining the collision rate and mean free path for electrons with a temperature $T_e \sim 8$ eV. Calculating the slowing collision frequency numerically from the NRL formulary, we get $\nu_{ee}^{s} \sim 15 \mu s^{-1}$, and $\lambda_{mfp}^{ee} \sim 8$ cm. The mean free path is on the order of the ion inertial length, and the collision time is sub microsecond. The experiments typically last a few microseconds, so the electrons will be collisional with themselves, and there will be some energy transport, or additional dissipation due to collisional diffusion. This effect should be minimal during shock formation, which is on a short time scale. However, it does allow us to use the fluid approximation for the electrons as the collisions will isotropize the electron temperature as well as make the velocity distribution Maxwellian.

Next we will address electron-ion collisions. Using the electron thermal velocity corresponding to $T_e \sim 8$ eV, and a background of protons at $T_i \sim 1$ eV, we calculate the slowing collision rate to be $\nu_{ei}^{s} \sim 41 \mu s^{-1}$, and $\lambda_{mfp}^{ei} \sim 3$ cm. This would indicate that the electrons are colliding with the ions frequently on our time scales; however, if we look at the energy transfer rate $\nu_{ei}^{e} \sim .044 \mu s^{-1}$, it becomes apparent that the collisions of electrons and ions do not transfer much energy to the ions over the duration of the experiment.

Now we will discuss the ion-ion collisions. If we first consider ion-ion collisions for protons using the thermal velocity associated with $T_i \sim 1$ eV, we calculate $\nu_{ii}^{s} \sim 5.7 \mu s^{-1}$ and $\lambda_{mfp}^{ii} \sim 0.2$ cm. This means that the ambient plasma is indeed collisional on our time-scales; however, the interaction we are primarily interested in is between the upstream
and downstream ions. If we recalculate the collision rates using the measured velocity of
the laser ablation for the test particle, \( v_i \sim 4 \times 10^7 \) cm/s, we get \( \nu_{ii} \sim 9.7 \times 10^2 \text{s}^{-1} \) and \( \lambda_{mfp}^{ii} \sim 4.1 \times 10^4 \) cm. Therefore, the interaction between the upstream and downstream
protons is collisionless, and the shock cannot be formed via collisions.

Finally, if we examine the ion-electron collisions using the ablation streaming ve-
locity, we obtain \( \nu_{ie} \sim 4.2 \times 10^3 \text{s}^{-1} \) and \( \lambda_{mfp}^{ii} \sim 9.5 \times 10^3 \) cm. Therefore the ion-electron
collisions are negligible.

Even though the ambient ions are collisional, a collisionless hybrid code is appro-
riate since the interaction between upstream and downstream ions is collisionless. The
ambient ions are loaded with a Maxwellian velocity distribution, which the piston will en-
counter. The protons that are accelerated then become collisionless and interact through
collisionless processes.

Another set of collisions to consider could potentially come from collisions with
neutral gas particles. This could affect the plasma dynamics if there exists a sufficient
number of neutral gas particles in the LAPD. The neutral particles could impart a drag
force on moving ions, or could potentially undergo charge exchange in which fast ions
pick up electrons from slow neutral particles. These could have an effect on the dynamics
of the system, however require partial ionization of the LAPD plasma. The ionization
fraction in the LAPD should be close to unity.

\[ \text{2.5 Detailed Derivation of 3D Bashurin Coupling Parameter} \]

In this section, the procedure used to obtain the solution as well as the derivation
of the energy coupling parameter, which describes the effectiveness of the energy transfer
from debris plasma to ambient plasma, will be shown with some in between steps for clarity. The notation will be updated to use modern typesetting as well to improve readability. The purpose of this is to introduce the use of the hybrid model in the context of solving for an approximate analytical solution. There are several approximations used in the derivation of this solution that will be discussed later in the text. Some of the approximations are the same as those used in the computational hybrid model, however one must keep in mind that many of the assumptions made to allow for a tractable analytical solution can be relaxed in computer simulation so that more physics may be unveiled.

Like most kinetic, or in this case partially kinetic plasma physics, the primary equation that comes to mind is the Vlasov equation, as shown in Equation (2.4). The Vlasov equation is used to describe the motion of the debris ions in phase space. Thusly, the debris ion density as a function of space and time ($n_d(x,t)$) and average particle drift velocity ($v_d(x,t)$) can be calculated by taking moments of the Vlasov equation:

$$n_d(x,t) = \int f_d(x,v,t)dv, \quad J_d(x,t) = \int f_d(x,v,t)v dv.$$  

The ambient ions are assumed to be uniformly distributed in space and stationary ($T_i = 0$). The electrons are treated as an inertia-less, charge-neutralizing fluid in the ideal MHD approximation where resistivity and electron pressure are neglected in the electron momentum Equation (2.16), which can be written as:

$$E + \frac{1}{c} V_e \times B = 0.$$  

Since the fluid is charge neutralizing, this implies quasi-neutrality, which is written as:

$$Z_i n_i + Z_d n_d = n_e.$$  

If we take Faraday’s Law from Equation (2.5) and substitute in the potential vector for the electric field in the case where there is no electrostatic potential ($E = -\frac{1}{c} \frac{\partial A}{\partial t}$), and the magnetic field ($B = \nabla \times A$) we get:

$$\nabla \times E = -\frac{1}{c} \frac{\partial}{\partial t} (\nabla \times A) = \nabla \times \left(-\frac{1}{c} \frac{\partial A}{\partial t}\right).$$  

(2.21)
If we equate the terms within the curl operator, and substitute in the ideal MHD electron momentum Equation (2.19), we end up with:

\[
\frac{\partial A}{\partial t} = v_e \times B. 
\]  

(2.22)

Now if we write down the equation for the net current:

\[
J = -e n_e v_e + e Z_d n_d v_d, 
\]  

(2.23)

and then substitute this into Equation (2.22), we then obtain the following equation for \(A\):

\[
\frac{\partial A}{\partial t} = \left[ -\frac{c}{4\pi e n_e} \nabla \times (\nabla \times A) + \frac{1}{n_e} Z_d n_d v_d \right] \times (\nabla \times A). 
\]  

(2.24)

In the case where \(\mathcal{M}_A \gg 1\), the magnetic curvature term becomes negligible and then we are in the net current zero limiting case \((J \propto \nabla \times B \sim 0)\). Including quasineutrality from Equation (2.20), a simpler equation to be solved can be expressed as:

\[
\frac{\partial A}{\partial t} = \frac{Z_d n_d}{Z_d n_d + n_i} v_d \times (\nabla \times A). 
\]  

(2.25)

Now that we have an equation to solve, we need to define the distribution function at \(t = 0\) for the debris ion particles, which in the simplest unmagnetized case in the limit of \(\mathcal{M}_A \gg 1\), where all of the debris ions originate from a point at the origin, as:

\[
f_d(r, v_r, t = 0) = N_d \delta^3(r) \psi(v), 
\]  

(2.26)

where \(\psi(v)\) is the radially isotropic, normalized velocity distribution function for the debris cloud which will stay arbitrary for generality. Now we examine the simple characteristics for a radial expansion and find that \(r_0 = r - v_r t\) and \(v_{r0} = v_r\). Now we can write down the distribution function of the debris as a function of time in spherical coordinates as:

\[
f_d(r, v_r, t) = \frac{N_d}{4\pi r^2} \delta(r - v_r t) \psi(\frac{r}{t}) = \frac{N_d}{4\pi r^2 t} \delta(r/t - v_r) \psi(\frac{r}{t}). 
\]  

(2.27)

Now we can take a couple of moments of this distribution function to obtain \(n_d\), and \(J_d\), written as:

\[
n_d = \frac{N_d}{t^3} \psi(\frac{r}{t}) \quad \text{and} \quad J_d = n_d v_d = n_d \frac{r}{t} \hat{r}, 
\]  

(2.28)
so $v_d = r/t \hat{r}$. Manipulating Equation (2.25) yields:

$$\frac{\partial A}{\partial t} = \frac{Z_d n_d}{Z_d n_d + n_i} v_d \frac{1}{r} \frac{\partial}{\partial r} (r A) \times (\nabla \times A). \quad (2.29)$$

If we break this up into component form it becomes clear that $A_r = 0$ due to the radial expansion. This leaves two uncoupled differential equations of the form:

$$\frac{\partial A_\phi}{\partial t} = -\frac{Z_d n_d}{Z_d n_d + n_i} v_d \frac{1}{r} \frac{\partial}{\partial r} (r A_\phi), \quad (2.30)$$

and

$$\frac{\partial A_\theta}{\partial t} = -\frac{Z_d n_d}{Z_d n_d + n_i} v_d \frac{1}{r} \frac{\partial}{\partial r} (r A_\theta), \quad (2.31)$$

where the $A_\theta$ equation is exactly the same, but with $A_\phi \to A_\theta$. The initial conditions for the potential vector can be written as:

$$A(r, t = 0) = \frac{B_0 r}{2} \sin(\theta) \hat{\phi}, \quad (2.32)$$

where $B_0 = \nabla \times A_0 = B_0 \hat{z}$. Since the initial value of $A_\theta(t = 0) = 0$, that means that it stays zero when integrating in time. This leaves only a single non-zero Equation (2.30), which when the $\theta$ dependence is removed by substituting $A_\phi(r, \theta, t) = A(r, t) \sin(\theta)$, yields the partial differential equation:

$$\frac{\partial A}{\partial t} + \frac{Z_d n_d}{Z_d n_d + n_i} v_d \frac{1}{r} \frac{\partial}{\partial r} (r A) = 0, \quad (2.33)$$

which is exactly Equation (2.6) in Bashurin[1]. The solution via Ansatz to this PDE is given in Bashurin Equation (2.7) and can be verified by substitution, which will not be shown here. The solution is:

$$A(r, t) = \begin{cases} 0 & 0 \leq r \leq r^* \\ \frac{B_0 R^2}{2r} \left[ \left( \frac{r}{R_*} \right)^3 + 4\pi \int_0^{r/t} \psi(v) v^2 dv - 1 \right]^{2/3} & r^* \leq r \end{cases}, \quad (2.34)$$

where $R_* = (3N_d Z_d / 4\pi n_i Z_i)^{1/3}$, and $r^*$ satisfies the following equation:

$$\left( \frac{r^*}{R_*} \right)^3 + 4\pi \int_0^{r^*/t} \psi(v) v^2 dv - 1 = 0. \quad (2.35)$$
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This solution can then be examined in the limit at $t \to \infty$ to determine to azimuthal component of the vector potential after the coupling has occurred. The vector potential in the limit as $t \to \infty$ is expressed as:

$$\lim_{t \to \infty} A(r, t) = \frac{B_0}{2r} (r^3 - R_*^3)^{2/3}. \quad (2.36)$$

We can easily see from Equation (2.36) that late in time, the velocity distribution becomes negligible. If we then use the conservation of angular momentum around the $\hat{z}$-axis $\hat{z} \cdot \mathbf{L} = \hat{z} \cdot (r \times \mathbf{p})$, where $\mathbf{p}$ is the canonical momentum for a charged particle in an electromagnetic field ($\mathbf{p} = m\mathbf{v} + \frac{Ze}{c}A$), we can write a conservation law of the form:

$$r \sin(\theta)(v_\phi + \frac{Z_i e}{m_i c}A_\phi) = r_0 \sin(\theta_0)(v_{\phi 0} + \frac{Z_i e}{m_i c}A_{\phi 0}). \quad (2.37)$$

Assuming negligible displacement of a given ambient ion, (i.e. $r \sim r_0, \theta \sim \theta_0$), and that the ion is initially at rest ($v_{\phi 0} = 0$), we can solve for the azimuthal velocity of a particle after the expansion has completed as $t \to \infty$. This can be written as:

$$v_\phi = \frac{Z_i e}{m_i c}(A_{\phi 0} - A_\phi(t \to \infty)) = \left\{ \begin{array}{ll} \frac{\omega_i r \sin(\theta)}{2} & 0 \leq r \leq R_* \\ \frac{\omega_i r \sin(\theta)}{2} \left[ 1 - \left( \frac{R_*}{r} \right)^3 \right]^{2/3} & r \geq R_* \end{array} \right. \quad (2.38)$$

Now we want to calculate the total work done on the ambient ions by integrating over all ambient particles, in spherical coordinates it takes the form:

$$W_i = \frac{m_i n_i}{2} \int_0^\infty r^2 dr \int_0^{2\pi} d\phi \int_0^\pi \sin(\theta) d\theta v_\phi^2. \quad (2.39)$$

Integrating over $\phi$ and $\theta$ after substituting in Equation (2.38) yields the following equation:

$$W_i = \frac{m_i n_i \pi \omega_i^2}{3} \left[ \int_0^{R_*} r^4 dr + \int_{R_*}^\infty r^4 \left[ 1 - \left( \frac{R_*}{r} \right)^3 \right]^2 \right]. \quad (2.40)$$

The first integral can easily be computed, the second however requires a change of variables ($x = r/R_*$) to create a dimensionless integral, which is written as:

$$W_i = \frac{m_i n_i \pi \omega_i^2 R_*^5}{3} \left[ \frac{1}{5} + \int_1^\infty [x^2 - (x^3 - 1)^{2/3}]^2 dx \right], \quad (2.41)$$

which can be written as:

$$W_i = \frac{m_i n_i \pi \omega_i^2 R_*^5}{3} I, \quad (2.42)$$
where $I$ is evaluated numerically to be $I \sim 0.707$. Now we need to compare the energy imparted to the ambient ions to the initial energy of the debris ions, which is written as:

$$W_{d0} = \frac{N_d m_d}{2} 4\pi \int_0^\infty v^4 \psi(v) dv = \frac{N_d m_d}{2} < v^2 > = \frac{N_d m_d}{2} (\sigma^2 + < v^2 >) \approx \frac{N_d m_d}{2} v_*^2,$$

(2.43)

when the distribution thermal spread is much less than the expected value of $v$ ($\sigma \ll < v >$), and the average debris velocity is defined as the expected value $< v > = v_d$. Now we can use this equation to determine the fraction of energy that is transferred to the ambient ions, which is written as:

$$\frac{W_i}{W_{d0}} = \frac{1}{2} \frac{R^2}{\rho_d \rho_i} I,$$

(2.44)

where $\rho_d = v_d/\omega_{cd}$ and $\rho_i = v_d/\omega_{ci}$ are the directed debris and ambient ion Larmor radii. If we define a parameter $\delta = R^2/(\rho_d \rho_i)$, and set Equation (2.44) to unity, we can solve for the condition in which a significant amount of energy is transferred to the ambient ions from the debris ions. This is written as:

$$\delta = \frac{2}{I} \approx 2.8.$$

(2.45)

This parameter, which comes directly from the hybrid equations used in this sections determines a value for which coupling should occur. It will be shown later in this dissertation that this value can be relaxed and still have significant coupling to the ambient plasma.

### 2.6 Larmor Coupling and Shock Formation Criteria

The coupling of energy and momentum from the debris plasma to the ambient plasma has been shown previously\[36, 1\] to depend on a parameter that is proportional to $R_m/\rho_d$, where $\rho_d = V_d/\omega_{cd}$ is the directed Larmor radius of the debris ions and $\omega_{ca} = Z_\alpha e B_0/m_\alpha c$ is the cyclotron frequency of a species $\alpha$ and $Z_\alpha$ is the charge state.
Golubev\cite{36} derives a coupling parameter $\delta_1 \geq 1$, for a cylindrical expansion, which is equivalent to:
\[ \delta_1 = \left( \frac{R_m}{\rho_d} \right)^2 \left( \frac{Z_i}{Z_d} \right)^2 \left( \frac{m_d}{m_i} \right). \] 
(2.46)

Bashurin\cite{11} gives a different coupling parameter for a spherical expansion (see Equation (2.45)), which is equivalent to:
\[ \delta_2 = \left( \frac{R_m}{\rho_d} \right)^2 \left( \frac{m_d Z_i}{m_i Z_d} \right)^{1/3}. \] 
(2.47)

The paper gives $\delta_2 \geq 2.8$ as the value required for coupling energy and momentum to the background ions. In chapter 3 we will compare the parameter $R_m/\rho_d$ to 2D hybrid simulation results to see what value is required for coupling in the laboratory experiments. Hybrid simulations suggest that the condition for coupling is less stringent than the coupling condition derived in the Bashurin paper.

As discussed in the Golubev and Bashurin papers, the hybrid model where resistivity and electron pressure are neglected, in the high Mach number limit ($M_A \gg 1$), the dominant term in Equation (2.17) will be the ion current term. Assuming the ambient plasma is current free, only the debris ions that are ablated will contribute to the electric field. If the ablation is symmetric and isotropic, ($J_d = eZ_d n_d v_d \hat{r}$), and the magnetic field is aligned with the $\hat{z}$-axis, then the direction of the electric field will be $-\hat{r} \times \hat{z}$. If we confine our attention to the X-Y plane and use cylindrical coordinates, the electric field will be purely azimuthal ($\hat{\phi}$). Larmor coupling occurs when there is a significant azimuthal electric field that does work on the ambient ions. If the field persists long enough to accelerate the ambient ions up to the drift velocity in the azimuthal direction, they will then gyrate forward ahead of the magnetic pulse and drift radially. The conditions set forth by Equations (2.46) and (2.47) are the relevant parameters to determine whether or not coupling occurs. Namely it states that the debris mass must be sufficiently large, and the cavity size must be larger than the Larmor radius of the debris ions to couple energy to the ambient plasma.
Figure 2.5: Estimated shock formation region in parameter space given in green region for debris kinetic energy of 200 J. The black contours are the calculated values of $R_m/\rho_d$ given the parameters on the X and Y axis. The grayed out green region is sub-Alfvénic, the dashed grey line represents a $M_A = 2$ expansion.

If the coupling is sufficient to transfer the energy from the debris ions to the ambient, then the debris will stop near the cavity edge and the accelerated ions will continue to stream across the magnetic field. The piston of the debris ions compresses and accelerates the ambient ions, which forms into a shock downstream region. If the drift velocity is super-Alfvénic, then a prediction for whether or not a shock is formed for a given set of parameters can be obtained.

Figure 2.5 is a composite plot that wraps up the coupling and shock formation criteria into a single figure that can be used to guide experiments. The axes are experimentally tunable parameters; the ambient magnetic field can be controlled by changing the current in the conducting copper rings around the LAPD, and the laser generated plasma blow-off velocity can be controlled by modifying the laser spot size on the target to change the irradiance and the laser debris blow-off velocity. The black contours in figure 2.5 represent calculated values of $R_m/\rho_d$ in the parameter space. The light green
region gives the region in parameter space in which coupling occurs and a shock is formed. This corresponds to a value of \( R_m/\rho_d > 0.7 \), which has been shown in chapter 3 to be a sufficient condition for coupling and shock generation (see Fig. 3). The total debris kinetic energy used in the calculations to generate figure 2.5 is \( E_d \sim 200 \text{ J} \), the ambient density is assumed to be uniform with a density of \( n_i \sim 10^{13} \text{ cm}^{-3} \), and the ambient plasma consists of \( \text{H}^+1 \), while the debris is \( \text{C}^+4 \). The figure shows that higher Mach number shocks can be obtained when operating at a lower magnetic field strength, but the laser plasma blow-off velocity must also be scaled back so as not to have the debris move too fast to decouple.

2.7 Relationship of Collisionless Coupling to collisionless Shock Physics

Much has been said in the previous sections about the experimental system, and how energy is imparted onto an ambient plasma given certain debris and ambient plasma conditions. In this chapter it has been discussed in the context of an early time model, derived using the assumption that the Mach number is very large (\( \mathcal{M}_A \gg 1 \)), and the coupling is weak \( R_m/\rho_d \ll 1 \). To generate a collisionless shock using a super-Alfvénic piston, the ambient ions must move in the model system to be able to account for the physics of shock generation. This automatically invalidates the analytical model for time scales larger than the coupling time \( \mathcal{O}(\omega_{ci}^{-1}) \). This means that the coupling requirements may not be as stringent as suggested by the Bashurin model.

In figure 2.6, two different times are portrayed. Thus far we have discussed the physics of early time coupling, which is displayed on top. This region is important, and has been discussed extensively, since the experimental conditions directly affect the properties of the debris piston as well and the ambient plasma properties. The idea is
Figure 2.6: Cartoon of a shock being generated by a piston at early ($t\omega_{ci} < \pi/2$) and late ($t\omega_{ci} > \pi/2$) times.
that we control the plasmas such that strong coupling occurs between the debris plasma and the ambient plasma. Now this begs the question of what happens at later times, after coupling has occurred, and the ambient plasma is no longer uniform. Computer simulations are required at this point to model the system appropriately.

The lower panel in figure 2.6 illustrates a cartoon of the system at later time, after the debris plasma has expanded and stopped, giving its energy and momentum to a population of ambient ions. The downstream ambient population now consists of the accelerated ions that interacted with the debris plasma. In the lab frame the downstream region travels with some velocity relative to the stationary upstream ions. They stream into the ambient plasma at a super-Alfvénic velocity. Since these ambient ion motions are not taken into account when solving for the analytical solution, none of this can be discussed using the previously defined concepts. The following chapters will run simulations of debris expansions in various configurations and ambient plasma conditions to determine how the coupling parameter relates to shock formation. It will be shown that sufficient coupling that satisfies the aforementioned coupling parameters will generate a shock given enough space and time.

The two panels show some important regions that will be discussed much more in the following chapters. The upstream region of the shock consists of the ambient plasma provided by the LAPD. The downstream region consists on a region in which the magnetic field and ion densities are compressed by a factor predicted by the RH jump conditions. There are however kinetic ion effects that modify the shape of the shock ramp. In MHD, the shock ramp is a step function, however in kinetic ion hybrid simulations, the extent of the shock transition is spread over a region with a width on the order of the ion inertial length ($\Delta_{\text{shock}} \sim O(c/\omega_{pi})$). This is due to impinging upstream ions that hit the cross-shock potential and turn around, or reflect from the shock. In super-critical perpendicular shocks, where $M_A > 2.76$, there are so many reflected ions that a foot, or pedestal is created in front of the shock where there is a small bump up in ion density.
and magnetic field compression. Super-critical shock dynamics will not be discussed much in this dissertation, as the shocks experimentally obtained are sub-critical. Future improvements to LAPD and the Phoenix laser facility will allow for higher Mach number shocks to be attained, but is left for future experimentation and analysis.

Shock physics consists of a balancing act of a few different competing phenomena that determine the structure of collisionless shock-waves. The RH jump conditions give an idea of what the ion density, magnetic field compressions, and temperature should be in the upstream and downstream regions, but there are several factors not included in the formation of the RH jump conditions using MHD theory. A shock is formed when something moves faster than the wave speed can propagate away from it. In the case of a fast magnetosonic wave, the speed at which it propagates is very near the Alfvén velocity. These waves try to propagate outward, but cannot escape the obstruction, so they end up steepening into a shock wave. In competition with the wave steepening is wave dispersion, and dissipation. In a parallel shock, wave dispersion plays an important role in the shock dynamics, but in the perpendicular case, the wave is nearly dispersionless, i.e. waves do not move out in front of the shock front. The mechanism that keeps the shocks in check in the case of a parallel shock is dissipation. Energy is dissipated away from the shock as it steepens and reaches a steady state condition at some point. In super-critical shocks, ion reflection causing ion heating downstream is the dominant form of dissipation, but in the sub-critical regime, the ions and electrons are resistively heated via cross-field micro-instabilities\[37\]. The ion and electron heating occurs because there exists a tangential current driven by a combination of $\nabla n_e$ effects and $\mathbf{E} \times \mathbf{B}$ drifts associated with the radial components of the electric field at the leading edge of the shock. This current drives cross-field instabilities which saturate and heat the ion and electron population in the downstream region. The electron heating in the hybrid model can easily be incorporated with an appropriate electron pressure model, where we use an adiabatic temperature model with $\gamma \sim 5/3$. The ion heating due to micro-instabilities is ignored in the hybrid model, however a warmer electron population will increase the
cross shock potential, which will reflect some of the upstream ions that impinge upon it. These reflected ions then gyrate back into the downstream region and aids in generating a warmer downstream ion temperature. In chapter 5 the computer simulations will be compared to electrostatic measurements to verify that the fields generated by the electrons is consistent with observation in the laboratory.
Chapter 3

Two Dimensional Hybrid Simulations

The simulations presented in this chapter are computed using a 2D3V collisionless magnetostatic hybrid code in which there are two Cartesian spatial dimensions, but the fields and velocities are in three dimensions\cite{22}. The magnetostatic approximation is a low frequency approximation which neglects the displacement current in Ampere’s law. The code treats the ions kinetically using the particle-in-cell technique, while treating the electrons as a massless fluid. The electrons are modeled such that they do not have a uniform temperature, but heat adiabatically \( T_e(\vec{x}) = T_{e0}(n_e(\vec{x})/n_0)^{\gamma_e - 1} \), with \( \gamma_e = 5/3 \). The simulation model is valid for collective plasma behavior that occurs over multiple ion inertial lengths \( c/\omega_{pi} \) over a number of ion gyroperiods \( 2\pi\omega_{ci}^{-1} \), as is the case in astrophysical explosions\cite{22}. The simulation can be spatially resolved down below the ion inertial length, but may not be accurate when approaching cell sizes on the order of the electron inertial length since the electrons are treated as massless. More information regarding the computational algorithm used can be found in Appendix A.
3.1 Analysis of Coupling Parameter Using 2D Hybrid Simulations

The coupling parameters that were discussed in Chapter 2 are examined in this section using the 2D hybrid code. This examination is done to verify the coupling parameter and to determine the best experimental conditions to generate a collisionless shock.

3.1.1 Some Relevant Simulation Parameters

Since the simulations are in two spatial dimensions, it is useful to recast a few parameters in two dimensions. Since the simulation is in dimensionless units, the parameters examined will be dimensionless as well. In two dimensions, the equal mass radius can be expressed in terms of the ion inertial length $c/\omega_{pi}$, where $\omega_{pi}^2 = 4\pi Z_i^2 e^2 n_i/m_i$, as:

$$\frac{R_m}{c/\omega_{pi}} = \left(\frac{2Z_i e}{m_i c}\right) \sqrt{N_d m_d}. \quad (3.1)$$

The directed debris ion gyroradius can be expressed as:

$$\frac{\rho_d}{c/\omega_{pi}} = M_A \left(\frac{Z_i}{Z_d}\right) \left(\frac{m_d}{m_i}\right). \quad (3.2)$$

Dividing Eq. (3.1) by Eq. (3.2) yields:

$$\frac{R_m}{\rho_d} = M_A^{-1} \left(2Z_d e/m_d c\right) \sqrt{N_d m_d}. \quad (3.3)$$

Note that when expressed in this manner, the magnetic field does not enter explicitly. In order to maximize Eq. (3.3) we want to maximize the ablated mass and the charge to mass ratio of the debris, while keeping $M_A > 1$. 
3.1.2 Simulation of a Magnetosonic Shock in the LAPD

This section discusses a high resolution simulation, based on LAPD experimental parameters, of a laser produced diamagnetic bubble that drives a shock wave. The ambient plasma consists of hydrogen with a density \( n_i \sim 10^{13} \text{ cm}^{-3} \), and the debris plasma consists of \( C^{+4} \). The calculated equal mass radius is \( R_m \sim 5.3 \frac{c}{\omega_{pi}} \sim 40 \text{ cm} \), which effectively sets the number of debris ions \( N_d \). There are just under 6 million macro-particles for each species, which corresponds to 100 particles per cell for the ambient ions. The simulation domain consists of 240×240 interior cells that span \( 32 \frac{c}{\omega_{pi}} \) in both dimensions. This gives a cell size of \( 0.13 \frac{c}{\omega_{pi}} \) in x and y. The debris ions are initialized in the center of the simulation domain as a Gaussian distribution that spans over a few cells. These simulations neglect the laser-target physics as well as the target geometry, which has a non-symmetric one-sided expansion. This is to be able to connect to previous analytical theory as well as give a simplified geometry to distill the basics of coupling and shock generation physics. The debris ions are initialized to expand cylindrically from the center of the simulation domain with a blow-off speed of 275 km/s or \( M_A \sim 2 \). In addition to the radial drift velocity, the debris ions also have a random thermal velocity that corresponds to a temperature \( T_d \sim 1 \text{ eV} \). A density floor of 5\% of \( n_0 \) is imposed in the simulation to handle the bubble region so that the Alfvén speed does not get too large when the number of macro-particles decreases in the center of the simulation domain. The ambient ions are initialized randomly in the simulation domain with a temperature \( T_i \sim 1 \text{ eV} \). The electrons are treated as a charge neutralizing fluid with a temperature \( T_{e0} \sim 5 \text{ eV} \). The initial background magnetic field is \( B_0 \sim 200 \text{ G} \), which is oriented in the \( \hat{z} \) direction, or out of the page when looking at the following figures.

The streak plots in Figure 3.1 show the evolution of the simulation over time versus position along the \( \hat{x} \) direction. The magnetic field profile in Figure 3.1a shows a diamagnetic bubble that is roughly the size of the equal mass radius \( R_m \). It also shows a double compression feature that is present after the shock wave separates from the piston.
Figure 3.1: Magnetic field strength in $\hat{z}$ direction $B_z$ (a), background plasma density $n_i$ (b), and debris plasma density $n_d$ (c) on the line $y = 0$, for $x > 0$ for the duration of the simulation. The dashed black line represents the slope of a $M_A \sim 2$ expansion, and the white dashed line is $M_A \sim 1$. 
and propagates out. In this simulation the initial blow-off speed is $M_A \sim 2$, which is the initial bubble formation velocity. At time $t\omega_{ci} \sim 1$, the magnetic pulse slows as the debris slows, which can be seen more clearly in Figure 3.1c. From $t\omega_{ci} \sim 1$ to $\sim 3$, the magnetic pulse speeds up, and after $t\omega_{ci} > 3$, it propagates outward at roughly $M_A \sim 2$ as it separates from the diamagnetic bubble.

Figure 3.1b shows that coupling occurs since the background ions are depleted from the central region of the bubble. The background density compression for $t\omega_{ci} < 1$ is moving outward at a bit less than $M_A \sim 2$, lagging the initial magnetic pulse. After time $t\omega_{ci} > 1$ the background ion density increases and, comparing Figures 3.1b and 3.1c, the magnetic pulse is now carried by the background ions as opposed to the debris ions. During the time that the pulse speeds up ($t\omega_{ci} \sim 1$ to $\sim 3$), it also steepens into a $M_A \sim 2$ shock that propagates away from the magnetic cavity. The density and magnetic field compressions of this shock are consistent with the Rankine-Hugoniot jump conditions.

Figure 3.1c shows the debris ions slowing down, mostly concentrated in a shell, until a time $t\omega_{ci} \sim 3$ (corresponding to $t\omega_{cd} \sim 1$), when the debris ions begin to diffuse.
Figure 3.3: A composite figure of the background magnetic field along with a sampling of background (blue) and debris (red) ions overlaid at time $t \omega_{ci} \sim 3$. The lines represent a time history of selected background (blue) and ion (magenta) particles from the beginning of the simulation.

Figure 3.2 shows a 2D spatial plot of the magnetic field compression with the relative electric field strength at time $t \omega_{ci} \sim 1.5$. This is at a time when the magnetic field and background density are compressing and steepening, but the magnetosonic pulse has not separated from the debris piston. It can be seen that the electric field is pointed azimuthally around the bubble as opposed to being pointed radially outward. In the case of low Mach number expansions, the dominant electric field that couples energy and momentum to the background is radial\cite{14}. In higher Mach number expansions, such as this simulation, the dominant coupling mechanism is Larmor coupling\cite{40}. Previous simulations\cite{38,24} have shown that as the outward streaming debris ions begin to be deflected by the magnetic field, an azimuthal electric field ($E_\theta$) is generated. This azimuthal electric field and the magnetic field in the $\hat{z}$ direction cause a drift of the background ions radially outward.
Figure 3.4: Phase space plot at time $t \omega_{ci} \sim 3$ of radial position and radially directed velocity components along with the corresponding magnetic field strength, background ion density, and debris ion density on the line $y = 0$, for $x > 0$.

The composite image in Figure 3.3 shows the magnetic field, a sampling of background and debris ions, and time history trajectories of a handful of particles at a time just after the magnetic pulse separates from the bubble. The bulk of the debris ions stop at the bubble edge, but there are a number of fast ions that are out in front of the compression. The electrons set up a strong radial electric field at the edge of the debris plasma early in the simulation due to large density and temperature gradients which accelerate a small percentage of debris ions up to high velocity. The fast debris ions exhibit Larmor gyration in the background magnetic field, but the particles that constitute the bulk of the debris mass move out radially and then stop at the bubble edge. The blue lines show a few sample background particles which have attained a radial velocity. Some background ions that are inside of the bubble, but were not accelerated all the way up to the magnetic pulse speed, free stream inside of the diamagnetic cavity. The background ions within the pulse are gyrating in the magnetic field, but are also moving outward, due to $E_\theta \times B_z$. 
Figure 3.4 is a phase space plot of the radius versus radial velocity component of both the background and debris ions. The top panel clearly shows a population of reflected background ions at the foot of the magnetic pulse. Reflected ions are a well known dissipation mechanism for quasi-perpendicular shocks\cite{25,41} and spread out the shock front to a thickness $c/\omega_{pi}$, as seen in the bottom panel.

Figure 3.4 also shows the acceleration of background ions in the downstream region that move with the shock front in the laboratory frame. Most of the debris ions in Figure 3.4 are bunched up at the bubble edge, but there are some fast debris ions which escape and move into the upstream region.

Figures 3.1 and 3.4 show that this simulation, which is representative of attainable parameters in the LAPD, will form a shock. The ion inertial length $(c/\omega_{pi})$ is 7.2 cm and the bubble radius is around 5 $c/\omega_{pi}$, which corresponds to a bubble radius of roughly 36 cm. This size bubble will fit well in the LAPD, with some room for a shock to propagate outward across the magnetic field.

### 3.1.3 Design Space for Laboratory Shock Experiments

Two interesting parameter sweeps were run using the hybrid code. The first sweep consists of a series of runs which keep the laser energy ($E_d \sim N_d m_d V_d^2 / 2$) on-target constant while varying the blow-off speed to reduce the Mach number across a number of different background densities. This is effectively like changing the laser spot size on the target. (Note: the dynamics of the laser target interaction are neglected in the calculation) A larger spot will illuminate a larger area of the target with less intense light causing more particles to be ablated at a lower velocity.\cite{42,43} In the simulations, only Carbon V ($C^{+4}$) is being ablated from the target. The assumption is that the dominant charge state will be $C^{+4}$ for each of the runs\cite{44}. In reality, lower ionization states may become the dominant charge state as laser radiation intensity drops. This set of runs is in
a background plasma of hydrogen with a temperature $T_i \sim 1$ eV, an electron temperature $T_e \sim 5$ eV, and a background magnetic field $B_0 \sim 200$ G. The background consists of ionized hydrogen, where the density $n_i$ is varied between $10^{12}$ cm$^{-3}$ to $4 \times 10^{13}$ cm$^{-3}$, and the debris blow-off velocity varies from 500 km/s to 100 km/s while keeping the initial kinetic energy of the debris constant. The configuration of the simulation domain is the same as the detailed simulation, but there are 120 interior cells in each dimension and the number of macro-particles for each species is set to 25 particles per cell.

The equal mass radius was set to $R_m \sim 2.9 c/\omega_{pi}$ for the simulations with a blow-off speed of 500 km/s. This was determined using Eq. 2.13 and setting the initial kinetic energy to 250 J. This is a conservative estimate as the explosions in the simulation are cylindrical, whereas in the experiment the energy in the debris will be directed in a cone moving away from the laser interaction region. The conical geometry leads to larger debris densities and a longer interaction region. The cylindrical geometry was chosen here to simplify the comparison to the analytical coupling parameter.

Figure 3.5a shows the results of the first scan where total energy in the simulation domain is held constant for each run. As the velocity drops, the amount of ablated mass is increased such that the energy ($E \sim N d m_d V_d^2/2$) remains constant. As density increases, the scaled equal mass radius remains constant, since in 2D the density drops out of the scaled value. (see Eq. 3.1) The green region in Figure 3.5a indicates simulations in which the magnetic field compression meets or exceeds the Rankine-Hugoniot jump conditions. This metric is used to determine if a shock is formed in a particular simulation in parameter space. This figure shows that shocks begin to form when $R_m/\rho_d \geq 0.7$. Using the condition in Eq. 2.46 with the simulation parameters, $\delta_1 \geq 1$ implies a similar, but slightly more constrained condition, $R_m/\rho_d \geq 1.1$. One of the important features to note is that the isolines of the values for $R_m/\rho_d$ cross over the Mach contours as the density of the background plasma is increased. Thus, increased background densities lead to higher Mach number shocks that are attainable in laboratory experiments. Though, as
Figure 3.5: Parameter space for (a) blow-off speed vs density with a background field of 200 G and (b) magnetic field vs. density with a blow-off speed of 300 km/s, both with a constant initial debris ion kinetic energy. The grey region marks the parameter space which is sub-Alfvénic, and the grey dashed line denotes the $M_A \sim 2$ line. The green region indicates simulations which had magnetic field compression which met or exceeded the Rankine-Hugoniot jump conditions. The black contours show computed isolines of $R_m/\rho_d$. 
the background density increases, the collisional mean free path decreases and the Alfvén velocity approaches the sound speed. This brings the system into the collisional regime, which violates our assumptions for shock formation. This figure shows that for a $C^{+4}$ plasma expanding into a hydrogen background plasma with density $n_i \sim 4 \times 10^{13} \text{ cm}^{-3}$, $\mathcal{M}_A \sim 3$ shocks should be attainable in the LAPD.

Figure 3.5b is similar to Figure 3.5a, except the background magnetic field is varied instead of the blow-off velocity to change the Mach number of the expansion. The figure shows a similar trend as the first scan except that the isolines of $R_m/\rho_d$ do not cross the lines of constant Mach number. To attain a higher Mach number shock while increasing background density, it is more effective to increase the laser spot size and ablated mass coming from the target as much as possible without reducing the charge state of the blow-off. If one cannot increase the ablated mass further without compromising the charge state, it is then necessary to increase the background magnetic field to reduce the Mach number and enter the coupling regime. In experiments with $n_i \sim 10^{13} \text{ cm}^{-3}$ and $B_0 \sim 200 \text{ G}$, it should be possible to shock the background plasma with a debris blow-off Mach number of $\mathcal{M}_A \sim 2$. This corresponds to a debris blow-off velocity of $\sim 250 \text{ km/s}$, which should be experimentally attainable on the LAPD.
3.1.4 Effect of Multiple Charge States

This section contains simulation results from a run where different charge states were ejected from the target at different velocities. Table 3.1 shows the parameters that differ for each debris species, the calculated coupling parameter \( R_m/\rho_d \), as well as the Mach number of the expansion. The background plasma is hydrogen with a density of \( n_i \sim 10^{13} \text{ cm}^{-3} \). The background magnetic field is \( B_0 \sim 200 \text{ G} \), the ion temperatures are \( T_i = T_d \sim 1 \text{ eV} \), and the electron temperature is \( T_{e0} \sim 5 \text{ eV} \). The equal mass radius for each species is calculated by taking the single species equal mass radius \( (R_{m0}) \) from the previous section and multiplying it by the energy percentage up to the one third power, i.e. \( R_m = R_{m0}(E_{\text{tot}}/100)^{1/3} \). This follows from Eq. 2.11, where \( R_b \propto (E_d)^{1/3} \).

The dominant charge state, grid size, domain length, and number of macro-particles per species was chosen to match that of the detailed simulation in the previous section for direct comparison. The energy distribution of the debris species was chosen such that only \( C^{+4} \) would be in the coupling regime. The point of this simulation is to verify that under the assumption of a dominant charge species, the other species do not interact much during the shock formation. The question of having two debris species that couple and move at different velocities is not addressed here.

Figure 3.6 is included for direct comparison to Figure 3.1a. They exhibit all of the same features. The diamagnetic bubble radius is very near the equal mass radius, the magnetic field and background ion compressions satisfy the Rankine-Hugoniot jump conditions for a Mach 2 expansion, and the pulse separates from the bubble and propagates away just as it did in the previous simulation.

Figure 3.7 illustrates how the faster debris species with a higher charge state do not interact with the background plasma and simply undergo Larmor gyration out in front of the shock wave. The dominant charge state, which is \( C^{+4} \) (red/magenta) behaves nearly the same as the previous simulation. The slower charge species free stream in the
Figure 3.6: Streak plot of the magnetic field $B_z$ on the line $y = 0$, for $x > 0$ for a simulation containing multiple charge states. The dashed black line represents the slope of a $\mathcal{M}_A \sim 2$ expansion, and the white dashed line is $\mathcal{M}_A \sim 1$.

Figure 3.7: A composite figure of the background magnetic field (grayscale) along with a sampling of background (blue) and debris ions of different charge states ($Z = 4$: red, $Z = 5$: cyan, $Z = 3$: yellow, $Z = 2$: white) overlaid at time $t \omega_{ci} \sim 3$. The lines represent a time history of selected background (blue) and ion ($Z = 4$: magenta, $Z = 5$: cyan, $Z = 3$: yellow, $Z = 2$: white) particles from the beginning of the simulation.
diamagnetic cavity and do not play a role in the bubble/shock formation.

The phase space (not included) shows reflected ions in the background plasma, so the shock is still formed even with other species involved in the simulation. Unless multiple energetic species exist which are thought to contribute to the shock formation, the other species need not be simulated to obtain reasonable results.

3.2 Effect of a Density Gradient on Shock Formation

This section of the dissertation extends previous computational studies to investigate the effects of a density gradient on the coupling of energy from the debris plasma to the ambient plasma. Hybrid simulations are performed in which the debris cloud is treated as a cylindrical expansion passing over a step function density jump. The simulation results are compared to a simple fluid model, initially conceived by Conrad Longmire but rigorously derived by Wright\[46\], which provides insight into the dependence of the electric and magnetic fields on the ambient ion density. Finally, magnetic flux probe measurements\[31\] will be compared to a simulation that more closely resembles experimental conditions, in which the debris plasma is modeled as a conical ejection which interacts with a high density core of plasma embedded in a lower density plasma.

Two simulations are presented to compare the difference between a cylindrical super-Alfvénic expansion through a uniform background and one with a lower density region near the initial debris cloud. Both simulations have an ambient plasma consisting of \( H^+1 \) with a density \( n_i = 10^{13} \text{ cm}^{-3} \) everywhere, though the nonuniform case has a lower density near the initial debris ions of \( n_i = \frac{1}{3} \times 10^{13} \text{ cm}^{-3} \), with a radius of \( 2 \ c/\omega_{pi} \).

The debris consists of \( C^{+4} \) with initial kinetic energy of 50 J, and an expansion velocity of \( \mathcal{M}_A \sim 2 \). The simulation consisted of \( 240 \times 240 \) cells with 100 particles per cell in each species and a grid size of \( 0.1 \ c/\omega_{pi} \). The ambient ion temperature is initialized to
Figure 3.8: Space-time contour plots for two comparative hybrid simulations. The first row shows (a) $B_z$ and (b) ambient ion density for the simulation case with uniform initial background density. Panels (c) and (d) show the same plots, but for the case with nonuniform ambient ion density. Each panel shows spatial profiles along a line through the domain for $x > 0$ and $y = 0$, as a function of time.

$T_i = 1 \text{ eV}$ and the electron temperature to $T_{e0} = 8 \text{ eV}$. The initial background magnetic field is $B_z = 200 \text{ G}$, which is perpendicular to the expansion. For the uniform density case, we find that $R_m \sim 5.3 \ c/\omega_{pi}$, $\rho_d \sim 6 \ c/\omega_{pi}$, and the ratio of the two is $R_m/\rho_d \sim 0.9$, where it has been shown that if the coupling parameter is greater than or equal to 0.7 a shock is formed[47]. These parameters are representative of attainable experimental plasma conditions.

Figure 3.8 displays space-time contour plots of the $\hat{z}$ component of the magnetic field and the ambient ion density. Figures 3.8a and 3.8b are typical of low Mach number shock simulations with a uniform background[47]. Figure 3.8a shows $B_z$ for the uniform simulation, which indicates a diamagnetic bubble is formed[41], and a compressional elec-
The electromagnetic pulse separates and propagates away from the edge of the bubble. Fig. 3.8b displays the ambient ion density being swept out partially in the diamagnetic bubble region. The magnetic field and ambient ion density show compressions on the order of two associated with the wave, which satisfies the Rankine-Hugoniot (RH) jump conditions for a $\mathcal{M}_A \sim 2$ shock\[37\]. The ion phase space (not shown) indicates that a small percentage of ambient ions are being reflected at the shock front. The combination of the compression satisfying RH jump conditions and the presence of dissipation indicates that the wave can be classified as a shock wave.

The lower panels in Fig. 3.8 show simulation data from the nonuniform simulation. The results look similar, but there are several noticeable differences. Fig. 3.8c shows that the shock that is launched is slightly faster than in Fig. 3.8a. The diamagnetic bubble also extends further spatially. Fig. 3.8d shows the density compression moving out faster than in the homogeneous case (Fig. 3.8b), the density is more fully swept out, and the compression is slightly higher.

The results presented in Fig. 3.8 imply that the coupling of energy and momentum to the ambient ions is stronger in the nonuniform case, resulting in stronger shock generation. This can be understood from the parameter $R_m/\rho_d$, which has been shown to correlate to the coupling of energy and momentum from debris ions to ambient ions\[47\]. From simple geometrical considerations, the nonuniform equal mass radius in two dimensions (2D) is $R_{mn}^2 = R_m^2 \times (1 + (1 - \alpha_n)(R_n/R_m)^2)$, where $R_n$ is the radius of the density jump, and $\alpha_n$ is a dimensionless parameter that represents the density fraction in the core ($n_{in} = \alpha_n n_i$). In our case $\alpha_n = 1/3$, which gives a simplified expression: $R_{mn}^2 = R_m^2 \times (1 + 2/3(R_n/R_m)^2)$. So the nonuniform equal mass radius is larger than its uniform counterpart ($R_{mn} > R_m$), which leads to a larger coupling parameter in the nonuniform case ($R_{mn}/\rho_d > R_m/\rho_d$). The nonuniform equal mass radius ($R_{mn}$) is larger than the uniform case due to the lower density core. This implies stronger coupling for the nonuniform case.
Figure 3.9: Kinetic energy of ambient ions (solid) and debris ions (dashed) for the uniform (blue/outer) versus the nonuniform (red/inner) simulation calculated from a sampling of particle data, which shows improved energy coupling to the ambient ions in the nonuniform case.

Fig. 3.9 clearly shows that the coupling of energy and momentum to the ambient plasma is increased in the nonuniform simulation. If we examine the solid lines, which represent the total kinetic energy of the ambient ions in the simulation, we see that ambient ions in the nonuniform simulation start to gain more energy relative to the uniform case around $t \omega_{ci} \sim 0.5$, which is when the bulk of the debris plasma expansion is propagating within the core region. In the non-uniform case, where the ambient plasma has less density than that of the uniform case within the interaction region, the ambient ions are accelerated to much higher velocity (see Fig. 3.11c). If we examine the dashed lines in figure 3.9 we can infer that the debris ions do not lose much energy early in the expansion. The debris ions in the nonuniform case start to lose a significant amount energy relative to the uniform case around $t \omega_{ci} \sim 1$, when the pulse overruns the density jump. This indicates that the energy coupling to the ambient plasma after the expansion overruns the density jump is greater in the case of the non-uniform ambient plasma simulation.
Since the electric and magnetic fields are responsible for coupling energy and momentum to the ambient ions, one would expect stronger fields in the lower density region, where the coupling is enhanced. Following the procedure outlined in Wright[46], one can derive $\vec{E}$ and $\vec{B}$ for a cylindrical expansion analogously to a spherical expansion. The model assumes unmagnetized debris ions that expand out radially, ambient ions which are stationary and uniform, and completely magnetized electrons that are bound to magnetic field lines. This model neglects electron inertial effects and electron pressure. The magnetic field is modeled as three regions: a cavity where $B_z = 0$, a magnetic field compression in $\hat{z}$ with an associated electric field in $\hat{\phi}$ that causes the electrons to $E_\phi \times B_z$ drift outward radially in a shell, and a region outside of the shell with uniform magnetic field $B_0$. For a given radius $R_s$, which is the outside radius of the shell, there is a shell thickness $\Delta R/R_s \approx 1/2 \frac{m_d/m_i}{Z_d} (R_m/R_s)^2 \propto n_i$ for $(R_s/R_m)^2 \ll 1$. The shell thickness, which is a parameter present in the field solutions, is determined using quasineutrality; thus it is proportional to the ambient ion density. The magnetic field inside the shell can be expressed as $B_z/B_0 = 1 + \frac{Z_d}{m_d/m_i} \left( \frac{R_m}{R_s} \right)^2$, which means that the field compression is inversely proportional to the ambient ion density. The electric field in the shell is given by $E_\phi/B_0 = M_A \left( \frac{\Omega_i}{\omega_{pe}} \right) \left( \frac{r}{R_s} \right) \frac{Z_d}{m_d/m_i} \left( \frac{R_m}{R_s} \right)^2 \propto n_i^{-3/2}$, where $r$ is the position inside of the shell. These analytical expressions for $E_\phi$ and $B_z$ dictate that the physical electric and magnetic fields are stronger in lower density background plasmas. A full derivation and discussion of the Wright model can be found in Appendix B.

Fig. 3.10 shows the fields associated with the electromagnetic pulse. While the analytical model and simulation do not match up exactly at early times (not shown) because the initial debris cloud has a finite extent in the hybrid simulation, the simulation shows that the fields are in fact larger as the pulse overruns the density jump at $t\omega_{ci} \sim 1$, which leads to better coupling and energy transfer from the debris ions to the ambient ions. The analytical model is no longer valid after any ambient ions have been swept up, but it does provide some insight into the coupling physics. Launching a magnetosonic pulse into a low density region, which then propagates into a higher density region improves
coupling due to larger electromagnetic fields in the compressed electron shell that interact with the ambient ions.

Figure 3.10: $\Delta B_z/B_0$ and $E_\phi/B_0$ maximum values on the line $x > 0$ and $y = 0$ vs. time for uniform (blue/lower line) and nonuniform (red/upper line) simulations.

Figure 3.11 shows several interesting features at a time just before the pulse runs over the density gradient. The azimuthal and radial components of the electric field are larger in the nonuniform (Fig. 3.11b) simulation at this time compared to the uniform case (Fig. 3.11a). The magnetic field compression in the nonuniform case leads the debris ion cloud more than in the uniform case. The phase space (Fig. 3.11c) shows that the bulk of the ambient ions for the nonuniform case are accelerated to a velocity in excess of twice that of the uniform case. The stronger $E_\phi$ accelerates the ambient ions faster in the nonuniform case, which then turn upstream in the enhanced magnetic field and get ahead of the piston\cite{24}. The density is swept out more effectively behind the magnetic pulse due to the larger electric field, as shown in Fig. 3.11d. In the low density region of the nonuniform simulation a larger percentage of debris ions participate in transferring energy to the ambient ions and do not slip out past the cavity, or do not ”decouple” in the parlance of Hewett\cite{24}. The enhanced coupling in the low density region limits the number of particles that ”decouple,” which increases the energy transferred to the
Figure 3.11: Simulation output at a time $t\omega_{ci} \sim 0.5$. Panels (a) and (b) are composite figures which show $B_z$ in grayscale over the simulation domain, a sampling of debris ions (red) and ambient ions (blue), as well as relative electric field strength and direction (green arrows). Panel (c) shows an overlay of the phase space of the ambient ions for the uniform (blue/lower) and nonuniform (red/upper) simulations. Panel (d) shows overlays of the magnetic field for uniform (blue line to left) and nonuniform (red line to right) cases as well as ambient ion density for the uniform (blue/upper line with triangles) and nonuniform (red/lower line with triangles) simulations.
ambient ions.

In summary, this section takes a first look at extending shock formation theory to more realistic conditions with the aid of hybrid simulations. In contrast, previous theories for shock formation using diamagnetic bubbles as a piston typically consider the ambient ions as initially uniform, and the expansion as either cylindrically or spherically symmetric. It has been shown analytically and computationally that a density gradient enhances coupling, reduces the shock formation time and increases the Mach number of the shock, which are important for the design of laboratory shock experiments.
Chapter 4

Three Dimensional Hybrid Simulation of the 2013 LAPD Shock Experiment

In the years since the 2013 LAPD experiment was initially analyzed in part using the 2D hybrid code [2], a 3D code has been developed named fHybrid3D. The major improvement to the code other than extending it to three dimensions is that it can perform its computations across several compute nodes allowing the full 3D problem to be solved on supercomputers. More details regarding the computational algorithm and efficiency can be found in Appendix A. A benefit of the 3D code is that it allows the simulation initial conditions to more closely resemble those of the actual experiment. This chapter presents output from fHybrid3D, which is then compared to the experimental data as well as a 2D simulation using similar initial conditions.
Figure 4.1: (a) Schematic of experimental setup on Port 19W of LAPD, and (b) cartoon representation of the plasma cross-section in LAPD.

4.1 LAPD Shock Experimental Setup

Figure 4.1a shows a rendering of the LAPD experiment with several diagnostics including spectroscopic probes, a Thomson scattering beam, and magnetic flux (B-dot) probes. This chapter will focus almost solely on the magnetic flux probe data. This data is the most easily accessible and can be compared directly to simulation output. The spectroscopic data as well as the Thomson scattering data require more in depth analysis and are detailed in other recently published works [48, 49]. There are two B-dot probes used during this experiment, a single axis five tip probe with centimeter spacing to quickly sample $B_z$ along the blow-off axis, and a 3-axis probe that is off at a $\sim 30^\circ$ angle pointing toward the target. The data from both of these probes will be compared to various simulations that will follow in the subsequent sections.

Figure 4.1b is a cartoon of the non-uniform plasma that is created in the LAPD for
this experimental setup. The background gas that is used in all the experimental runs in this chapter is hydrogen. Other gases are used for data collected during our experimental runs, but the scope of this chapter will be limited to the hydrogen runs. As shown in the previous chapter, density gradients affect how a shock is formed, so capturing this feature is important for the simulations. This is approximated in simulation by having a column of hot plasma with a Gaussian profile.

4.2 New Initial Conditions for Hybrid Simulations

In the previous simulations a simplified set of initial conditions were used where the debris plasma was modeled either as a drifting Maxwellian distribution, or as a cylindrically symmetric expansion of $v_d$ with a small thermal distribution. In the simulations presented in this chapter and the next, a distribution inspired by experimental data will be used.

It became apparent after the 2013 shock campaign that the initial conditions of the laser blow-off needed to be improved to better account for the proper energy density of the ablated plasma. Figure 4.2a is a fast-gate photograph with a spectral line filter to allow self-emission of light from excited $C^{+4}$ to pass through. It gives an idea of the shape of the plasma plume, as well as an image of some of the instabilities that grow on the edge of the bubble during expansion. The flute modes that show up in figure 4.2a could be attributed to the electron-ion hybrid instability\cite{[50]}, which is not reproduced with the hybrid code, since it requires a non-zero electron mass. The repetitive nature of the experiment will also average over different instances of these instabilities yielding probe measurements that do not capture these modes after averaging a sufficient number of laser shots. The image in figure 4.2a is taken from a single laser shot and the flute modes are resolved. After trying a couple of different geometries inspired by the image, a model was settled on that comes from experimental measurements of laser plasmas ablated in a
Figure 4.2: Panel (a) shows a filtered image of $C^{+4}$, which is roughly $30 \times 30$ cm, with the magnetic field going into the page. The target is on the left at x=20 pixels and explodes to the right. Panel (b) shows a normalized velocity distribution used in the simulation.

In the following equations, $\theta$ represents the angle off of the target normal. The laser plasma has the following dependences:

$$v_r(\theta) = v_d \cos^2(\theta), \quad n_d(\theta) = n_d(0) \cos^4(\theta).$$

(4.1)

Figure 4.2(b) is generated by taking the relations in Equation (4.1) and plotting test particles that start at the origin and ballistically expand such that the fastest particle is at $(x, y, z) = (1, 0, 0)$. It graphically represents the velocity distribution function. It will be seen in the remainder of the thesis that this distribution matches well with experimental measurements and leads to 3D simulations of higher accuracy and fidelity.
4.3 Simulation Conditions

The 3D simulation was performed using fHybrid3D in a cube domain of size $32 \times 32 \times 32 \ c/\omega_{pi}$, and 180 cells in each dimension, leading to a cell size of $0.18 \ c/\omega_{pi}$. The reference density in the simulation is chosen to be $n_0 \sim 1.5 \times 10^{13} \ cm^{-3}$, which corresponds to the peak density in the LAPD. The reference mass and charge state are that of H$^{+1}$, with $m_0 = m_p$ and $Z_0 = 1$. This leads to an ion inertial length, which determines the coordinate scaling of the simulation system, of $c/\omega_{pi} \sim 5.9 \ cm$. The background magnetic field strength is $B_0 \sim 300 \ G$. This determines the Alfvén speed in the plasma core of $v_a \sim 170 \ km/s$. The plasma ablated from the polyethylene ($C_2H_4$) target is initially placed in a Gaussian shaped spot centered at $(x, y, z) = (8, 16, 16) \ c/\omega_{pi}$, with a standard deviation $\sigma \sim 0.25 \ c/\omega_{pi}$. The debris consists of two species, namely $C^{+4}$ and $C^{+3}$, in which the $C^{+4}$ acts as the driving piston and the $C^{+3}$ is a warm cloud that follows behind the piston to backfill the cavity$[52]$. The $C^{+3}$ is used to approximate all lower charge states of carbon and supplies ions and electrons that ballistically free stream within the diamagnetic cavity as well as supply a diamagnetic current path which returns back to the target location. This alleviates the hybrid code from having to deal with vacuum regions, and helps with the diamagnetic cavity expulsion and formation, without having to track all species of debris ions. The velocity distribution used for both debris species consists of a combination of the aforementioned conditions in Equation (4.1) that determine particle drift velocities, and a Maxwellian thermal distribution. The $C^{+4}$ plasma has a peak drift velocity in $\hat{x}$ of $v_{d0} \sim 500 \ km/s$ and a thermal velocity of $v_{td} \sim v_{d0}/2$. The $C^{+3}$ plasma has a peak drift velocity of $v_{d0} \sim 300 \ km/s$ and a thermal velocity $v_{td} \sim 0.85 v_{d0}$. The piston of $C^{+4}$ then has a peak expansion Mach number of $\mathcal{M}_A \sim 3$. The number of particles is chosen such that the total kinetic energy in the piston is $E_d \sim 55 \ J$ and the energy in the trailing debris cloud of $C^{+3}$ is 60 J. The laser energy fluctuated between 150 - 200 J in the experiment, so this is roughly a 60\% conversion of laser energy to debris kinetic energy, with $\sim 25 \%$ of the energy going into the piston. The energies were chosen by matching the
final diamagnetic bubble size to that measured in the experiment. The ambient plasma density is non-uniform, with a density of H⁺ of \( n_i \sim 0.3n_0 \) that peaks at \( n_i \sim n_0 \) in a column that spans the \( \hat{z} \)-direction in the domain uniformly and has a Gaussian profile in the \( \hat{x} \) and \( \hat{y} \) directions, that is offset from the target by \((5.1, 1, 0) \ c/\omega_{pi}\), with a standard deviation \( \sigma \sim 1.53 \ c/\omega_{pi} \).

It is interesting to view a full 3D composite image of magnetic fields along with a sampling of the ions to visualize what is happening in the LAPD laser experiments. Figure 4.3 shows slices of data through the data cube that give an idea of what the 3D structure of the magnetic field looks like. The ions are overlaid to see how they contribute to the dynamics. A diamagnetic cavity is formed in the wake of the debris ions (cyan), where the magnetic field is expelled. At this point in time the cavity is nearing the end of its expansion, and the debris ions are mostly confined to the edge of the cavity. Ahead of the debris ions, it can be seen that the high density region of ions, denoted by black, are displaced. The magnetic compression is mostly being carried by the high density ambient plasma. The trailing lower charge debris species is not shown for clarity, but they sit inside of the diamagnetic cavity. Now that a 3D simulation has been calculated, it is time to perform a detailed comparison to the experimental data.

### 4.3.1 Magnetic Field Data

The primary diagnostic for the experiment was a 5-tip single axis magnetic flux probe. It’s design and construction are similar to the 3-axis magnetic flux probe designed by Everson[31]. The difference is that this probe has five single \( \hat{z} \)-aligned coils spaced by 1 cm. The probe was designed to be able to collect data at multiple points from a single laser shot since the repetition rate of the Raptor laser is 45 minutes. This allows for more rapid scanning along the \( \hat{x} \) axis.

Figure 4.4 is the main measurement that was compiled over several days worth of
Figure 4.3: Composite 3D slice figure showing $B_z$, with all planes intersecting $(x,y,z) = (8,0,0) \ c/\omega_{pi}$, along with a sampling of debris (cyan), ambient (blue), and non-uniform ambient (black) ions, at time $t\omega_{ci} \sim 3$. 
laser shots. This was the first experiment in which a sub-critical magnetized collisionless shock has been launched\cite{2}. Previous two-dimensional simulations suggested that this was indeed a steepening shock that is forming in the high density region of the LAPD plasma. The front of the measured magnetic compression at $t \omega_{ci} \sim 2.3$ near the spatial position of $\sim 6c/\omega_{pi}$ away from the target shows a ramp in which the magnetic field compresses by a factor of two within a single ion inertial length ($c/\omega_{pi}$). This compression is consistent with the Rankine-Hugoniot jump conditions for a $M_A \sim 2$ shock-wave. The front of the compression is peeling away from the diamagnetic cavity that is slowing down and moving away from the piston debris ions, which should be located near the diamagnetic cavity’s edge. Since the ambient plasma is hydrogen, emission spectroscopy could not be used to measure the velocity of the ambient plasma. The Thomson scattering diagnostic in the experiment did not yield measurements of the temperature and velocity of the electrons in the shock-wave due to issues with stray light. Since the measurements were sparse, hybrid simulation becomes an important tool for analysis. Up until this point in time, only a couple of 3D hybrid runs were performed using the LLNL massively parallel hybrid code\cite{24}. Most previous analysis was done with the aid of the 2D hybrid code from Los
Figure 4.5: Output from fHybrid3D along the blow-off axis for (a) $B_z$ and (b) $n_i$.

Alamos.

In order to be able to use the hybrid simulation output to learn about our physical system, we first need to make sure that it matches the measured observable in the experiment. Figure 4.5a shows a streak plot from the 3D simulation. The energy put into the debris cloud was chosen so that the extent of the diamagnetic cavity matched the experimental observation. This is due to Equation (2.11), which relates the size of the cavity to the debris kinetic energy. Qualitatively, figure 4.4 and figure 4.5a are quite similar. The pulse has an initial velocity around $M_A \sim 3$ and a similar magnetic pulse width. The magnetic field compression in the simulation is close to that of the experiment and again, satisfies the RH jump conditions. If we look at figure 4.5b, we see the simulation output of the ambient ion density which shows a compression of the ambient ions in the shock front. These ions are picked up by the piston via collisionless coupling mechanisms, are sped up to roughly the piston speed and compressed into a downstream region.

If we look at spatial line-outs that are over-plotted with one another we can see how well the simulations match that of the experiment. In figure 4.6 we can see two important times in the experiment. The first depicted in figure 4.6a is at a time when
the ambient plasma is compressed, the magnetic field is compressed, and a shock-wave is forming and peeling away from the piston. The shock ramp at $x \sim 7c/\omega_{pi}$ coincides well. The simulation has a magnetic foot that may come from a velocity distribution that has a few more debris particles that slip through just in front of the magnetic pulse and couple some energy into the leading ions. The cavity edge also looks to be slightly ahead of the measured cavity edge at these times, but ultimately pushes out to the same size. Without knowing the exact debris distribution functions it is difficult to replicate the experiment precisely, but in spite of that fact the agreement is very good. If we look to figure 4.6b, we see at later times that the compression in the experiment dies out faster than that of the simulation, but still agrees well with width and magnitude of the compression. It could be that the energy variance from shot to shot leads to this discrepancy as the energy varies by up to 20 J, or the ambient plasma column could have changed parameters as it slowly changes throughout the day. Without doing multiple shots to average over these variations and get better measurement statistics it is difficult to determine the source of the difference. In general though, the measurements and the simulation agree quite well.
In order to get a better feel for the ion dynamics in the simulation, it is imperative to examine the ion phase space plot. Figure 4.7 shows the phase space plot for a sampling of particles from each of the ion species in the simulation. These are calculated by collecting particles that are within a quarter of an ion inertial length of the X-Y plane that corresponds to $z = 0$, the target plane. The particles are then projected into the radial phase space figure to see what the ions are doing. Upon examination of figure 4.7, one can see that at the location of the shock ramp ($\sim 7c/\omega_{pi}$) that the ambient ions are being reflected ahead of the shock ramp. Looking at the particles between 5-7 ion inertial lengths away from the target, we see that the carbon ions have been slowed and the ambient ions sped up into a downstream region, which has a velocity near $M_A \sim 2$. The $C^{+3}$ sits in the diamagnetic cavity, and the $C^{+4}$ interacts with the $H^{+1}$ to impart momentum and generate a shock. Ahead of the shock, there are streaming debris ions which do not fulfill the coupling criteria and move out in front of the shock.
4.4 Comparison to 2D Simulation

This section will highlight some of the differences between the 3D simulation and a comparable 2D simulation using the same initial conditions and domain setup, including an inhomogeneous ambient plasma. The 2D code used in chapter 3 is configured similarly to the 3D simulation so that the debris initial conditions, bubble size, and ambient plasma conditions are as close as possible. There are obvious geometric differences, since in 3D the plasma blow-off is finite in extent along $\hat{z}$, whereas the 2D hybrid code assumes uniformity in $\hat{z}$. The initial conditions are the same in the X-Y plane and follow the distributions given in Equation (4.1). The energies are normalized so that in 2D and 3D the equal mass radii are similar.

Figure 4.8 shows corresponding output from the 2D code FPIC-2D using the same initial conditions as the 3D code. Since the energy density in the system drops slower in 2D due to geometric constraints ($1/r^2$ falloff vs. $1/r^3$), the energy density of the piston stays stronger for longer and generates larger compressions in density and magnetic field. The current density associated with the edge of the cavity also stay stronger for longer in
2D leading to enhanced azimuthal electric fields that couple energy to the ambient ions. Figure 4.8a shows a cavity that has a different shape in the streak plot and decelerates much slower than that of the 3D case depicted in figure 4.5a. The peak magnetic field compression in figure 4.8a is greater than $B/B_0 \sim 2.5$, and the velocity of the front of the shock-wave is faster than that of the 3D expansion in figure 4.5a. Figure 4.8b shows a compression similar to the 3D case, but with a larger magnitude. The density expulsion mimics the size and shape of the diamagnetic cavity. All of these subtle differences lead to an increase in the magnetic and electric fields in the 2D geometry, which in turn leads to slightly increased coupling and shock generation. This should be noted as previous analysis using the 2D code overestimates coupling slightly, but still is useful for examining the relevant physics since the 2D code runs faster, is easier to visualize, and does not require special computing resources to run. The 3D code in turn reproduces the experimental dynamics more closely and is a better tool for analysis so long as the computational resources and expertise are available to run the more complex code.

4.5 Conclusions

In this chapter, the 2013 LAPD shock campaign was discussed in the context of simulating the experiment. Three dimensional simulations were presented which agree quite well with the data and corroborate the claim that it is in fact a sub-critical shock that is being formed in the high density plasma in the LAPD. It may not be fully formed and separated from the piston, since this would require several ion cyclotron periods to completely form the downstream region of the shock that we normally associate with a steady state shock that is observed in space. A 2D simulation was presented in which it is shown that the two-dimensional geometry, which assumes uniformity along $\hat{z}$, predicts stronger coupling and compressions than in 3D. Ultimately, the 2D code is a great tool to rapidly explore parameter regimes for shock formation, but when analyzing actual data.
the 3D code is superior in that it reproduces features of the simulation without having to fudge the debris energy for a particular simulation.
Chapter 5

High Repetition Rate Experimental Data and Simulations

In this chapter, three-dimensional hybrid simulations are compared to high repetition rate data obtained in the LAPD using the Peening laser. The Peening laser is a 1053 nm Nd:Glass laser that is designed to operate up to 6 Hz with each shot having roughly 20 J of energy. This is an order of magnitude less than the Raptor laser, but the high repetition rate allows us to gather much more data. The experimental setup is similar to that of the high energy shock experiment, except instead of a single axis 5-tip B-dot probe as the primary diagnostic, a traditional 3-axis B-dot probe with a single tip and an emissive probe are fielded. The emissive probe is a newly designed probe similar to that of a Langmuir probe, except that the tip is made of a highly emissive material that thermionically emits electrons when heated. This allows the probe potential to settle to the local plasma potential. Measuring the plasma potential at a fine enough spatial resolution allows the electrostatic component of the electric field to be calculated. The emissive probe has previously been fielded to measure electrostatic potential in sub-Alfvénic expansions in the LAPD. Since the electric field will have both electrostatic and inductive fields,
it is preferred to transform simulation data into the electrostatic potential and compare to the experimental data directly. The comparison of the potential structure will allow us to examine how well the adiabatic electron pressure model represents the physics of the experiment. These measurements of the experiment are used to validate and benchmark the hybrid model in which the electrons are treated as a compressible, adiabatic fluid.

5.1 Experimental Setup and Simulation Parameters

The experiment again uses a multi-cathode setup in which there are two opposing cathodes at each end of the LAPD that generate an inhomogeneous plasma, which has a dense core \(n_i \sim 1.6 \times 10^{13} \text{ cm}^{-3}\) with a diameter of \(\sim 40\) cm in the middle of the machine, surrounded by lower density plasma \(n_i \sim 5 \times 10^{12} \text{ cm}^{-3}\). The simulation models this using periodic boundary conditions that are sufficiently far to not affect the simulation during the cavity and magnetosonic wave formation. The ambient plasma consists of ionized hydrogen, so the ion inertial length is \(c/\omega_{pi} \sim 5.7\) cm in the dense center of the plasma column. The simulation models the plasma column as having a Gaussian profile in \(\hat{x}\) and \(\hat{y}\) with a standard deviation of \(\sigma = 12.1\) cm, and a target offset of 20 cm to the center of the high density plasma. The plasma has uniform distribution along \(\hat{z}\). The simulation domain consists of 180\(^3\) cells, each plasma species has 100 particles-per-cell if they were uniformly distributed throughout the domain. The domain length in all three dimensions is 
\[L_x = L_y = L_z = 24c/\omega_{pi} = 136.8\ \text{cm},\]
so each cell has a dimension of 
\[\Delta x = \Delta y = \Delta z = 0.13c/\omega_{pi} = 0.76\ \text{cm},\]
which resolves the ion inertial length nicely and also has a similar resolution to the experimental measurements of 1 cm spacing. The ambient electron fluid has a temperature \(T_e \sim 10\ \text{eV}\), and the ambient ions have a temperature \(T_i \sim 1\ \text{eV}\). The debris is initialized in a similar fashion to what was presented in chapter \(\Box\) but this time the driver species of \(\text{C}^{+4}\) has a total initial kinetic energy of 4 J, with a blow-off speed of 325 km/s and a thermal speed of 80 km/s. The trailing
species of C$^{+3}$ that is meant to embody the remainder of the charge species ablated from the target has a drift velocity of 200 km/s with a comparable thermal speed, with a total kinetic energy in this species of 6 J. This gives a total of 10 J of total debris kinetic energy in ionized species, where the rest could go into heating the target. This gives a piston conversion efficiency of 20% and a total conversion efficiency to kinetic energy of 50%, which is not unreasonable. Without full experimental diagnosis of the velocity distribution of the ablation beam, this seems to work as a good estimate. The electrons that come from the laser debris initially are very hot, but by the time the hybrid simulation starts the electrons cool down to a much lower temperature than that of the ambient plasma, so they are modeled as having zero temperature. This alleviates several initialization problems with the hybrid model where it was difficult to determine the amount of energy initially in the simulation due to having large pressure gradients over a single cell that would seed numerical instability. If we examine Figures 4.1 and 4.2 in D. B. Schaeffer’s dissertation,[48] we see that in the LAPD and in the Phoenix laboratories test chamber, for typical experimental irradiance, the debris electron temperature falls near to zero in under a few cm and under a tenth of a $\mu$s. The LAPD experiments with a hydrogen gas fill have typical ion inertial length of $\sim 6$ cm and an cyclotron frequency $\omega_{ci} \sim 1.9$ Mrad/s, which gives a time-scale of $\tau_{ci} \sim \omega_{ci}^{-1} \sim 0.5 \mu$s. The hybrid simulation is initialized over some fraction of an ion inertial length and only resolves the physics on the time-scale of $\tau_{ci}$. If we examine the Thomson scattering data presented by Schaeffer, we see that on the initialization time and length scales of the simulation, the debris electron temperature drops down to near zero by the time we reach relevant length or time scales for hybrid simulation. We are effectively initializing the simulation after the debris electrons have already imparted their energy to the debris ions, and the cold debris electron approximation is valid and appropriate.
Figure 5.1: Shows (a) measured experimental $B_z$ along the blow-off axis and (b) the corresponding output from fHybrid3D.

5.2 Magnetic Field Data Comparison

The first diagnostic that was used during the Peening campaign was a single-tip 3-axis magnetic flux probe with a tip width of $\mathcal{O}(1 \text{mm})$. A fine scan of the probe along the blow-off axis was measured with 0.5 cm measurement spacing. Figure 5.1 shows the compilation of time integrated B-dot signals that is very similar to the data collected during the shock campaign, though with better resolution. These measurements should be slightly better than those taken with the 5-tip probe as the Peening energy stability from shot to shot is better, and there are not shadowing problems with the trailing tips, and well as potential cross-channel interference. The simulation was initially matched to have the same cavity diameter of $\sim 20$ cm, as well as a similar initial blow-off to match that of the experiment. The cavity edge, as well as the front of the magnetic pulse line up well between Figures 5.1a and 5.1b and the cavity is fully expelled in both cases. The ablations in this experimental campaign are around $\mathcal{M}_A \sim 1.5$, which according to the RH jump conditions should have a compression ratio of $r \sim 1.6$. The magnetic field looks like it could be near the jump conditions, but if examining the density in the
simulation (not shown), it shows compression of the ambient plasma, but it does not quite reach the jump conditions. There appears to be significant energy coupled to the ambient ions, but the magnetosonic pulse does not quite steepen into a shock. Some differences between the simulation and the experiment are that the magnetic compression in the simulation is much higher than that measured. This could potentially be due to the fact that the magnetic flux probe has a finite bandwidth in the amplifier, as well as some inductance that could counteract some of the high frequency magnetic field changes. The simulation also tends to exhibit some overshooting at sharp transitions, which is evident in Figure 4.6 where the experimental data and simulation data are overlaid. The edge of the magnetically expelled region has an overshoot and undershoot associated with the sharp magnetic field transition, which could possibly be due to a disagreement between the simulation initial debris conditions and those of the experiment. Though in spite of the disagreement in that one region, the figures look very similar. The hybrid simulation appears to be capturing the relevant physics of the expansion, at least along the blow-off axis. Further experimental measurements of the laser ablation will be required to fine tune the ablation model.

In previous experimental campaigns Figure 5.1 was nearly all the data that would be available after several weeks of using the Raptor laser as the ablation beam. This experiment is quite different in that orders of magnitude more measurements can be made during a given experimental run using the Peening laser as an ablation beam. Though a shock is not generated in this case, the simulation data is a useful tool to validate the hybrid simulation model. So for the remainder of this chapter, X-Y and X-Z planes of data will be compared to the corresponding data from fHybrid3D at various times chosen to represent different phases of the expansion.

Figure 5.2 shows a side-by-side comparison of three-dimensional magnetic field data. The colored plot shows the compression of the magnetic field, and the overlaid arrows give the relative strengths and directions of $B_x$ and $B_y$. This way all three com-
Figure 5.2: Shows (a) measured experimental $B_z$ in an X-Y oriented plane at $t = 0.4\mu s$, with arrows over-plotted to show direction and magnitude of transverse $B$ field, and (b) the corresponding output from fHybrid3D.

ponents can be qualitatively compared. The magnitude of $B_z$ is compared so that the values would be positive, since in LAPD coordinates the background magnetic field is counter-aligned with $\hat{z}$, or $B_0 = -B_0 \hat{z}$. The simulation data is transformed to LAPD coordinates for direct comparison to the data. In Figure 5.2a there are several patches of data that could not be collected due to the fact that the probe would be too close to the ablation beam. These values are filled in as NaN, and is rastered as a blue patch. The rest of the X-Y figures presented in this chapter will have similar structure. The time at this point is $0.4\mu s$, which is during the coupling phase, where the debris plasma is slowing down and the ambient plasma is being accelerated. One thing to notice at this early time is that off of the blow-off axis, the diamagnetic bubble has a larger extent than that of the simulation. This would seem to imply that the initial debris distribution off of the target normal has a different distribution than that which is currently being used to initialize the simulations. This discrepancy suggests that a full distribution measurement in the future would be beneficial in order to match the experimental data better. The initial experimental data suggests that a larger angular extent of debris ions may be necessary.
Figure 5.3: Shows (a) measured experimental $B_z$ in an X-Y oriented plane at $t = 0.6\mu s$, with arrows over-plotted to show direction and magnitude of transverse $B$ field, and (b) the corresponding output from fHybrid3D.

Though the simulation has a more spherical bubble extent off axis, the magnetic field structure and magnitude match quite well.

Figure 5.3 is at a time in which most of the debris should be slowing and the ambient ions are compressing a bit. The magnetosonic pulse is starting to be carried by the ambient plasma and the pulse front begins to peel away from the cavity edge. This looks similar to Figure 5.2 though it has progressed a bit in time. The extent of the cavity has a similar look, in which it is not fully expelled in the experiment near the leading edge of the cavity. This probably has to do with the fact that the trailing ions are being approximated as a warm cloud of C$^{+3}$. This is also during the phase of the expansion when the magnetic pulse is propagating through the most dense region of the ambient plasma. The plots used to determine the ambient plasma density and extent are not Gaussian, so some of the deviation could be due to the fact that the real density is not an exact Gaussian distribution in space. Though, again the pulse has a similar shape in the simulation, which begins to start turning upward as it interacts with the higher ambient plasma density. The direction that it turns follows that of a free streaming ion.
Figure 5.4: Shows (a) measured experimental $B_z$ in an X-Y oriented plane at $t = 0.8 \mu s$, with arrows over-plotted to show direction and magnitude of transverse $B$ field, and (b) the corresponding output from fHybrid3D.

that leads pulse. That is, the front of the wave is no longer vertical, but has some tilt to it indicating a wave vector that is turning upward away from the $\hat{x}$-axis.

Figure 5.4 is near when the diamagnetic bubble is nearing its maximum size, and the bubble expansion rate is decreasing. The magnetic field compression on axis is again larger than measured experimentally. The cavity has a larger extent along the $\hat{y}$ direction in the experimental measurements. This again implies that the angular distribution of the debris blow-off should be examined further. The front of the magnetic pulse is now beginning to curve upward in the figures, which the simulation matches nicely.

Figure 5.5 is when the bubble is at its largest, and the pulse is moving away from the cavity edge. The experimental cavity has diminished significantly more than that of the simulation. The simulation cavity has also shifted downward as the ions gyrate upward. The pulse front does still appear to match well with the experiment and is propagating away with similar magnitude and velocity.
Figure 5.5: Shows (a) measured experimental $B_z$ in an X-Y oriented plane at $t = 1.2\mu s$, with arrows over-plotted to show direction and magnitude of transverse $B$ field, and (b) the corresponding output from fHybrid3D.

Figure 5.6: Shows (a) measured experimental $B_y$ in an X-Z oriented plane at $t = 0.4\mu s$, with arrows over-plotted to show direction and magnitude of transverse $B$ field, and (b) the corresponding output from fHybrid3D.
Figure 5.7: Shows (a) measured experimental $B_y$ in an X-Z oriented plane at $t = 0.6 \mu$s, with arrows over-plotted to show direction and magnitude of transverse $B$ field, and (b) the corresponding output from fHybrid3D.

In the Peening campaign, X-Z planes were taken as well to give a feel for what the expansion looks like in three-dimensions. They were taken in front of the target at $y = 0$ from 5 cm away to 30 cm away from the target, extending $\pm 12$ cm along the $\hat{z}$-axis, with 1 cm spacing between measurements. Figure 5.6 shows a similar plot used in the X-Y planes, but in this case the colored portion corresponds to $B_y$, and the black arrows represent the magnetic field direction and magnitude in the transverse dimensions. The leading edge of the pulse gives rise to large shear fields that propagate down the magnetic field. The diamagnetic cavity appears to have a similar shape and extent in the X-Z plane as shown by the black vectors. The experimental $B_y$ is near zero inside of the cavity, and outside of the cavity it has a quadrupole structure. The simulation accentuates the quadrupole structure outside of the cavity.

Figure 5.7 shows a similar picture, though later in time. The quadrupole fields near the edge of the cavity match better between simulation and experiment at this time. The cavity expansion still looks spherical in both simulation and experiment during this time when the cavity is still expanding rapidly and the coupling is occurring.
Figure 5.8: Shows (a) measured experimental $B_y$ in an X-Z oriented plane at $t = 0.8 \mu s$, with arrows over-plotted to show direction and magnitude of transverse $B$ field, and (b) the corresponding output from fHybrid3D.

Figure 5.8 shows the fields at the point that the cavity edge is slowing down. The shear fields match in magnitude and general shape very well at the edge of the bubble. The magnetic fields inside of the cavity look to be larger in the experiment. The bubble looks to be diffusing inward faster in the experiment than in the simulation.

Figure 5.9 shows the fields at late time after the bubble has stopped expanding and the pulse is separating from the cavity edge. The shear fields associated with the outward propagating wave match well, however in the experiment there are some shear fields being generated near the target, which most likely has to do with slower ions moving away from the target that act differently than the warm cloud that is used to approximate them. The warm cloud used as an approximation to the rest of the charge states and distributions that come off of the target serves a few purposes, as it maintains a non-zero density inside of the diamagnetic cavity and allows for a return current to come back to the target and fully expel the diamagnetic cavity. This replicates the bubble expansion and collapse from near the target side well, but is not exactly representative of what comes from the target. A full simulation containing all charge states could be run after measuring the debris.
Figure 5.9: Shows (a) measured experimental $B_y$ in an X-Z oriented plane at $t = 1.2\mu s$, with arrows over-plotted to show direction and magnitude of transverse $B$ field, and (b) the corresponding output from fHybrid3D.

distributions with a Thomson parabola, which would most likely fully reproduce the fields near to the target, that do not participate in coupling energy to the ambient plasma.

### 5.3 Electrostatic Potential Comparison

The electrostatic potential structure in the experiment, measured by the emissive probe, will be examined in this section. The simulation output, which is in electric and magnetic fields, is post-processed to transform it to electrostatic potential. This can be done in the Coulomb gauge, where $\nabla \cdot \mathbf{A} = 0$, starting from the electric field expressed as electrostatic and magnetic potentials:

$$
\mathbf{E} = -\nabla \phi - \frac{1}{c} \frac{\partial \mathbf{A}}{\partial t},
$$

where $\phi$ is the electrostatic potential. Taking the divergence of Equation (5.1) and dropping the latter term yields:

$$
\nabla^2 \phi = -\nabla \cdot \mathbf{E}.
$$
Figure 5.10: Shows (a) measured experimental $\phi$ in an X-Y oriented plane at $t = 0.4\mu$s and (b) the corresponding output from fHybrid3D.

The term on the right ($-\nabla \cdot E$) is easily computed using a finite differencing scheme. In this case the divergence function in MATLAB was used to calculate the source term. The source term is then run through MATLAB’s PDE solver, which is implemented by a fast finite element method solver, to compute the electrostatic potential assuming homogeneous, Dirichlet boundary conditions. These are suitable boundary conditions so long as the edge of the simulation domain is far enough away from the simulated ablation.

Figure 5.10 shows the measured and calculated simulation potentials early in time when the strongest fields are present to couple energy and momentum to the ambient ions. Comparing the portions that have been measured outside of the Peening beam path gives a potential structure that has a similar magnitude and extent to that of the experiment. Since the electrostatic component of the electric field is the negative gradient of the potential, the radial electric fields due to the pressure model can be compared via the electrostatic potential. The measured experimental potential is reasonable as it leads to a radial electric field that points outward at the outer edge of the pulse and inward at the inner edge of the pulse. The maximum value of the potential in both cases is $\sim 200$ V.
Figure 5.11: Shows (a) measured experimental $\phi$ in an X-Y oriented plane at $t = 0.8\mu s$ and (b) the corresponding output from fHybrid3D.

At a later time, Figure 5.11 shows a potential structure that is somewhat more diffuse than that which is measured, however is still has a similar shape and magnitude to the measured values.

Figure 5.12 shows the pulse, at $t = 1.2\mu s$, as it is moving upwards and peeling away from the cavity. The general shape, direction of propagation and magnitude are all on the same order of magnitude. The potential is consistent with the cavity moving down and the ions gyrating upward in the figure.

Figure 5.13 shows an in between time ($t=0.6\; \mu s$) where coupling is still important, but not as early as the X-Y planes at 0.4 $\mu$s. This was due to mounting the probe on a different probe drive, which could not push the probe in as far. Due to the physical constraint, it could only get as close as 15 cm away from the target. The ablation did not yet get to the point where the structure could be measured early in time. At 0.6 $\mu$s the experiment shows a narrower and sharper gradient which would lead to stronger fields, but again the shape and magnitude match fairly well for using such a simple electron pressure model instead of having to follow the electron dynamics.
Figure 5.12: Shows (a) measured experimental $\phi$ in an X-Y oriented plane at $t = 1.2\mu s$ and (b) the corresponding output from fHybrid3D.

Figure 5.13: Shows (a) measured experimental $\phi$ in an X-Z oriented plane at $t = 0.6\mu s$ and (b) the corresponding output from fHybrid3D.
Figure 5.14: Shows a comparison of the simulation and experimental potential data along the blow-off axis.

Figure 5.14 shows a line-out of the experimental and simulation data along the blow-off axis. In this figure it is seen that the magnitude of the experimental data is higher, and the cavity is more fully expelled to a larger radius in the experimental data. The simulation data has a broader peak that is a bit lower. The slopes of the line, which correspond to the magnitude of the electric field are steeper in the experimental data. The simulation and experiment both have a similar shape and will produce a radial electric field that points outward at the outside part of the compression, while pointing inward at the back edge of the pulse.

Figure 5.15 shows the potentials at a slightly later time, showing similar diffusivity in the width of the potential spike associated with the front of the compression.
Figure 5.15: Shows (a) measured experimental $\phi$ in an X-Z oriented plane at $t = 0.8\mu s$ and (b) the corresponding output from fHybrid3D.

5.4 Conclusions

This is the first time electrostatic measurements have been compared to the hybrid model using a very simple isotropic electron pressure model. The magnetic field structure matches quite well, though could be improved by measuring the spatial ion distributions that come off of the target given our experimental laser conditions. The coupling physics tends to be dominated by the azimuthal Larmor field associated with the ablation ion current. The electron pressure model looks to reproduce the electrostatic potential measured by the emissive probe in broad strokes. The model could be improved, but seems to work reasonably well in the case of simulating collisionless shocks and strong magnetosonic waves that propagate across the magnetic field. The question of whether or not the pressure model works well enough for parallel shocks and waves remains open though, as the data used to compare to simulation has been collected is very near to the initial ablation. Fields down the machine in future experiments could be used to benchmark the hybrid simulation methodology for Alfvén waves that propagate along the machine. This however would require significant work and is outside of the scope of this dissertation.
Chapter 6

Conclusions

In this computational dissertation, a hybrid algorithm in which the ions are treated kinetically using Particle-In-Cell (PIC) techniques and the electrons are treated as a charge-neutralizing massless fluid has been used to plan experiments and help analyze experimental results. In turn, recent experimental results have been used to benchmark the hybrid code and validate the use of a simple isotropic electron pressure model.

Laboratory collisionless shock experiments based at UCLA are underway in which it is being attempted to ultimately generate a super-critical perpendicular shock, as well as parallel shocks in the LAPD. Over the past few years much work has gone on at UCLA to improve the laboratory capabilities. It has been shown that a $M_A \sim 2.5$ shock has been launched in the LAPD using the kJ-class Raptor laser. In the 2013 experimental campaign, the Raptor laser could attain on target energies of $\sim 200$ J. With this laser energy output along with the LaB$_6$ cathode upgrade at the north end of the LAPD, the group was able to generate favorable plasma conditions, with a high enough ambient density in which a shock was generated.

The success of the shock campaign was in part due to simulation studies performed
at UCLA initially using a 2D hybrid code provided by Dan Winske at Los Alamos National Laboratory. It provided insight into the collisionless coupling physics that occur during these laser ablation experiments. The initial parameter study had a simplified geometry where the ambient plasma is uniform and the debris explosion is cylindrical. This allowed us to connect simulation results to previous analytical hybrid solutions as well as understand the relevant parameters needed to be experimentally modified. The parameter study guided us in finding the sweet spot for generating shocks, that is that the laser spot size should be defocused to ablate more mass at a slower velocity, and to have a lower magnetic field to allow for higher Mach number shocks given a slower debris piston (see Fig. 3.5). We learned that it is easy to ablate particles too fast so that they are not coupled to the magnetic field on the scales that fit into the LAPD. This was important to realize that the parameter space for generating a shock is small and the conditions need to be just right, though the hybrid simulations relaxed the coupling parameter compared to previous analysis[1]. Given higher densities and ablation energies, the parameter space opens up a bit and makes it easier to couple energy to the ambient plasma to generate a shock-wave. These 2D computational studies also made it apparent that there is a single driving species that acts as the piston, the faster species just stream out and gyrate through the magnetic field with little interaction, and the slower species free-stream in the diamagnetic cavity, which does not contribute to coupling of energy to the ambient ions during the time-scale of the shock formation (see Figs. 3.6 and 3.7).

Another question arose throughout early experiments, and that was due to the size of the LaB$_6$ cathode being smaller than the the BaO cathode, This led to an inhomogeneous plasma density profile. A simulation study was performed to determine the effect of having a debris piston running over a density gradient during the critical coupling time in the experiment. It was shown that running up a density gradient actually increases the coupling fields (see Fig. 3.10) experienced by the ions in the more dense region and boosts the acceleration of ambient ions (see Fig. 3.11). This result demonstrates nicely that the non-uniform density actually aids in collisionless coupling and ultimately leads
to a stronger shock.

After the collisionless shock campaign, a massively parallel three-dimensional hybrid code was developed. This took some time to debug and get the parallelization running effectively. Computational resources were awarded by XSEDE to run 3D hybrid simulations after submitting a proposal that showed preliminary results from the 3D code. The code output has been compared to a slightly different 3D hybrid code developed at Lawrence Livermore National Laboratory that uses a slightly different predictor-corrector algorithm. The results agreed quite well, so some research went into finding a good approximation to the laser debris distribution (see Fig. 4.2b). The results from simulating the debris cloud using the more realistic velocity distributions agreed quite well with experiment (see Fig. 4.3a).

The 2D code and 3D code were run on similar problems that are normalized to have roughly the same energy, which expel the magnetic field out to a particular cavity size. Due to the differences in geometry it was shown that the 2D code tends to overestimate shock coupling and the strength of the outgoing magnetosonic shock wave when compared to the 3D code (see Figs. 4.5 and 4.8) due to the expansion geometry. Particles in 3D can stream down the magnetic field and not participate in coupling at all, but drive electromagnetic instabilities instead.

The 3D code was then applied to modeling the Peening experimental campaign. The amount of data that could be experimentally gathered and compared to simulation would be much greater. In conjunction with magnetic field measurements, electrostatic potential could be measured, which represents the physical electric fields in the experiment. Due to the coarse spacing of the measurements it was difficult to convert the potential into electric fields with much accuracy, since the signals were a bit noisy and the numerical differentiation increased the noise. This led to solving for the electrostatic potential from the simulation using a 3D Poisson solver that recently has been released in MATLAB. The potential structure that came from this numerical PDE solution match
the experimental results quite well. It was shown that the isotropic, adiabatic electron model works for these laboratory experiments, as it also agrees well with space based data that measured electron heating across the Earth’s bow shock. The electric and magnetic field structures that couple energy to the ambient ions is modeled accurately and is benchmarked against real data. This gives users of the hybrid code a boost in confidence when using it to analyze perpendicular shock experiments and collisionless coupling.

It still remains to be seen if the model works well enough for parallel shock geometries in the LAPD. It could be that the pressure tensor needs to be anisotropic along the magnetic field to correctly model parallel shock geometries. These questions are out of the scope of this dissertation, and will be left for the next student to take over the UCLA 3D hybrid code fHybrid3D.
Appendix A

Description of Hybrid Algorithm

The simulation software being used is a three-dimensional magnetostatic hybrid code, which treats the ions kinetically using the particle-in-cell method, and the electrons are treated as an inertialess charge neutralizing fluid. The following sections will discuss each of these approximations and show the relevant equations used in the code. First, the code units and normalizations will be discussed.

A.1 Code Units and Normalization

The simulation code operates using dimensionless parameters, which are listed in Table A.1. In Table A.1, the values with a naught subscript represent the reference values chosen for the simulation. These are typically chosen to be the mass and density of a uniform and ambient plasma species, but the choice is arbitrary. The plasma frequency \( \omega_{pi} \) and cyclotron frequency \( \omega_{ci} \) used in the normalizations are calculated using the reference parameters \((m_0, n_0, B_0, Z_0)\), where \( Z_0 \) is the charge number of the reference species. It should be noted that the input and output velocities are relative to the Alfvén
velocity ($\tilde{v} = \frac{v}{v_a}$), and the time is measured relative to the inverse ion gyro-frequency ($\tilde{t} = t \omega_{ci}$), but are translated into the aforementioned dimensionless units within the code.

Table A.1: Internal code normalizations used in fHybrid3D.

A.2 Grids and Macro-Particles

The simulation domain consists of 2 staggered three-dimensional Cartesian grids. The main grid is set up such that the grid points straddle the domain edges, meaning that the origin of the coordinate system resides between the first and second grid vertex in each dimension. Most values in the simulation are saved at the cell centers of the main grid. The magnetic field is then solved on an offset grid, where the vertices of the main grid represent where its data is stored. The macro-particles in this simulation have a cuboid shape with an extent that is equal to the cell size. These macro-particles represent a group of particles spread uniformly throughout the cuboid.
A.3 Model Equations

Now that the code normalizations are chosen, the grids have been determined, and
the particle shape and extent has been specified, one needs to specify the model equations
that are to be solved. In this case, the first set of equations to examine are Maxwell’s
equations:

\[
\nabla \cdot \mathbf{E} = 4\pi \rho^0 \quad \nabla \cdot \mathbf{B} = 0 \\
\n\nabla \times \mathbf{E} = -\frac{1}{c} \frac{\partial \mathbf{B}}{\partial t} \quad \nabla \times \mathbf{B} = \frac{4\pi}{c} \mathbf{J} + \frac{1}{c} \frac{\partial \mathbf{E}}{\partial t},
\]

(A.1)

where we are assuming charge quasi-neutrality, and neglecting the displacement current
(magnetostatic approximation). In conjunction with Maxwell’s equations, we need the
electron momentum equation in the inertia-less limit:

\[
\frac{m_e n_e}{\epsilon_0} \frac{D\mathbf{v}_e}{Dt} = -en_e (\mathbf{E} + \frac{1}{c} \mathbf{v}_e \times \mathbf{B}) + en_e \frac{\mathbf{R}}{\epsilon} \cdot \mathbf{J} - \nabla \cdot \mathbf{P}_e,
\]

(A.2)

where \( \frac{\mathbf{R}}{\epsilon} \) is the resistivity tensor and \( \mathbf{P}_e \) is the electron pressure tensor. These equations
are then coupled to the ion equations of motion for each species, denoted by \( \alpha \):

\[
\frac{dv_m}{dt} = \frac{Z_{\alpha} e}{m_{\alpha}} (\mathbf{E} + \frac{1}{c} \mathbf{v}_m \times \mathbf{B}) - \frac{Z_{\alpha} e}{m_{\alpha}} \frac{\mathbf{R}}{\epsilon} \cdot \mathbf{J},
\]

(A.3)

where this equation is used to update the velocity of each macro-particle, denoted by \( m \).
This updated velocity is then used to advance the position of each particle. In each of
these cases the current can be written explicitly as:

\[
\mathbf{J} = -en_e \mathbf{v}_e + e \sum_{\alpha} Z_{\alpha} n_{\alpha} \mathbf{v}_\alpha.
\]

(A.4)

Using the normalizations given in Table A.1, one can rewrite each equation using dimen-
sionless parameters. Maxwell’s equations become:

\[
\tilde{\nabla} \cdot \tilde{\mathbf{E}} = 0 \quad \tilde{\nabla} \cdot \tilde{\mathbf{B}} = 0 \\
\tilde{\nabla} \times \tilde{\mathbf{E}} = -\frac{\partial \tilde{\mathbf{B}}}{\partial t} \quad \tilde{\nabla} \times \tilde{\mathbf{B}} = \tilde{\mathbf{J}}.
\]

(A.5)
Starting from Equation \([A.2]\), assuming quasi-neutrality, isotropic plasma resistivity \((\vec{R} \rightarrow \eta)\) and electron pressure \((\vec{P}_e \rightarrow p_e)\), one can recast the equation in terms of dimensionless parameters, solve for \(\vec{E}\), eliminate \(\vec{v}_e\) using a normalized version of Equation \([A.4]\), and finally eliminate \(\vec{J}\) using the dimensionless version of Ampere’s law in Equation \([A.5]\), one obtains:

\[
\vec{E} = (\vec{\nabla} \times \vec{B}) \times \vec{B} - \left( \sum_{\alpha} Z_{\alpha} \tilde{n}_\alpha \tilde{v}_\alpha \right) \times \vec{B} - \tilde{v}_e p_e + \tilde{\eta} \vec{\nabla} \times \vec{B} \quad (A.6)
\]

The normalized equations of motion for each macro particle become:

\[
\frac{d\vec{v}_m}{dt} = \frac{Z_{\alpha}}{m_{\alpha}} \left[ (\vec{E} + \vec{v}_m \times \vec{B}) - \tilde{\eta} \vec{\nabla} \times \vec{B} \right] \quad (A.7)
\]

Finally, there is a need to close the electron momentum equation with an expression for the electron pressure. We use this equation for the electron pressure:

\[
\tilde{p}_e = \tilde{T}_{e0} \left( \sum_{\alpha} Z_{\alpha} \tilde{n}_\alpha \right)^{\gamma} \quad (A.8)
\]

where \(\gamma = 5/3\) is typically the value used and \(\tilde{T}_{e0}\) is a reference temperature used for the calculation, which represents the temperature of the electron fluid given its density is equal to the reference density \(n_0\).

The model equations presented in this section are similar to those used in a fully kinetic PIC code, but they are easier to solve since the electric field is calculated using the electron momentum equation (Equation \([A.6]\)). In contrast to a full PIC code, where \(E\) and \(B\) are both explicitly advanced in time and special attention is required to keep \(\nabla \cdot J = 0\), the hybrid model does not explicitly advance \(E\) and \(\nabla \cdot J = 0\) is satisfied automatically.

### A.4 Computational Algorithm

Now that the model equations have been written down the algorithm must be discussed. In this section, it is assumed that all equations being used are the dimensionless
versions and the tilde notation will be dropped for symbolic simplicity. Typically the number of macro-particles used in a simulation is about 100 particles per cell. The positions and velocities of the macro-particles are initialized for each plasma species of interest. The magnetic field is usually initialized as a uniform field pointing in the \( \hat{z} \) direction. The mean velocity (\( \bar{v}_\alpha \)) and density (\( n_\alpha \)) for each ion species are collected on a grid. The electric field is then calculated using a discretized version of Equation (A.6). After initialization, the algorithm proceeds assuming that \( E, B, \) and \( n_\alpha \) are known for each species \( \alpha \) at a timestep \( n \). The ion velocity moments \( \bar{v}_\alpha \) are known at timestep \( n - 1/2 \).

1. Broadcast \( E^n, B^n, \) and \( \eta(\nabla \times B^n) \) to each compute node.

2. The macro-particle velocities are advanced using a second order centered difference scheme to discretize the time derivative in Equation (A.7).

\[
v_m^{n+1/2} = v_m^{n-1/2} + \frac{Z_\alpha \Delta t}{m_\alpha} [(E + v_m \times B) - \eta \nabla \times B]^n. \tag{A.9}
\]

Since \( v_m \) is only known on the half time steps, it must be expanded as an average value [54]. After substituting \( v_m^n = \frac{1}{2}(v_m^{n+1/2} + v_m^{n-1/2}) \) into Equation (A.9) and solving for \( v_m^{n+1/2} \), the velocity advance equation, after some manipulation, can be written as:

\[
v_m^{n+1/2} = V_0 + \frac{h}{2} E' + \frac{fh}{2} P_0 \times B^n + O(h^3), \tag{A.10}
\]

where

\[
V_0 = v_m^{n-1/2} + \frac{h}{2} E',
\]

\[
P_0 = V_0 + \frac{h}{2} V_0 \times B^n
\]

\[
E' = E^n - \eta(\nabla \times B^n)
\]

\[
f = \frac{2}{1 + (\frac{h}{2})^2 |B|^2}, \quad h = \frac{Z_\alpha \Delta t}{m_\alpha}.
\]

3. Now that the velocities have been advanced, the positions are then advanced using a leapfrog scheme:

\[
x_m^{n+1} = x_m^n + \Delta t v_m^{n+1/2}. \tag{A.12}
\]
4. Calculate density \((n_\alpha^{n+1})\) and velocity \((\bar{v}_\alpha^{n+1/2})\) moments for each ion species from the macro-particles on each compute node. Perform an MPI reduction to sum the moments on the main node.

5. The magnetic field is then advanced using a fourth order Runge-Kutta (RK) integration scheme to integrate Faraday’s Law in Equation (A.5). Since the integration does not converge for larger values of \(\Delta t\), it must be integrated iteratively using a smaller timestep. This smaller timestep will be defined as \(\Delta t' = \Delta t/\theta\), where \(\theta\) is a positive integer that determines how many integration cycles are required to advance \(B^n\) to \(B^{n+1}\). Each sub-cycle of the RK integration proceeds as follows:

\[
B^{n'+1/\theta} = B^{n'} + \frac{\Delta t'}{6} (K_1^{n'} + 2K_2^{n'} + 2K_3^{n'} + K_4^{n'}) ,
\]

where the RK coefficients are given by:

\[
\begin{align*}
K_1^{n'} &= -\nabla \times F(B^{n'}), \\
K_2^{n'} &= -\nabla \times F(B^{n'} + \frac{\Delta t'}{2} K_1^{n'}), \\
K_3^{n'} &= -\nabla \times F(B^{n'} + \frac{\Delta t'}{2} K_2^{n'}), \\
K_4^{n'} &= -\nabla \times F(B^{n'} + \Delta t K_3^{n'}),
\end{align*}
\]

and \(F(B^{n'})\) is the electric field given in Equation (A.6) evaluated at mixed time intervals:

\[
F(B^{n'}) = \frac{\left(\nabla \times B^{n'}\right) \times B^{n'} - \left(\sum_\alpha Z_\alpha n_\alpha \bar{v}_\alpha\right)^{n+1/2} \times B^{n'} - \nabla p^{n+1/2}}{\left(\sum_\alpha Z_\alpha n_\alpha\right)^{n+1/2}} + \eta \nabla \times B^{n'} .
\]

where the ion density \(n_\alpha^{n+1/2} = \frac{1}{2}(n_\alpha^n + n_\alpha^{n+1})\). The timestep \(n'\) is initially set to \(n\) and iterates until \(n' + 1/\theta = n + 1\).

6. Now that \(B^{n+1}\) has been calculated, the only piece missing to calculate \(E^{n+1}\) is \((\bar{v}_\alpha)^{n+1}\). This is estimated by extrapolation, other methods use a predictor-corrector scheme\[^{[55]}\]. If we define:

\[
U^n \equiv \sum_\alpha Z_\alpha n_\alpha \bar{v}_\alpha^{n-1/2}/\sum_\alpha Z_\alpha n_\alpha^n ,
\]

\(^{[55]}\)
then $U^{n+1}$ can be estimated as:

$$U^{n+1} = \frac{3}{2} U^{n+1/2} - \frac{1}{2} U^{n-1/2}. \quad (A.17)$$

7. The electric field can now be advanced by calculating Equation (A.6) with the extrapolated ion mean velocity:

$$E^{n+1} = \left( \nabla \times B^{n+1} \right) \times B^{n+1} - \nabla p_e^{n+1} - U^{n+1} \times B^{n+1} + \eta \nabla \times B^{n+1}. \quad (A.18)$$

## A.5 Code Stability Constraints

The code runs with a large timestep compared to that of a full PIC simulation, but the timestep is still constrained since the hybrid algorithm is an explicit method for advancing the fields and particle data. The first constraint is the Courant-Friedrichs-Lewy (CFL) condition, which is a particle velocity constraint where a particle can not move more than one half of a cell size in a given timestep. This can be expressed as:

$$v_{\text{fast}} \Delta t \leq \frac{\text{Min}(\Delta x, \Delta y, \Delta z)}{2}, \quad (A.19)$$

where $v_{\text{fast}}$ is the velocity of the fastest particle in a given timestep. If setting a global timestep that does not change, one must anticipate how fast particles may be accelerated and set an appropriate timestep before starting the simulation to temporally resolve particle motions across cell boundaries. In code normalized units, this condition can be expressed as:

$$\Delta t \leq \frac{\text{Min}(\tilde{\Delta} x, \tilde{\Delta} y, \tilde{\Delta} z)}{2M_{\text{fast}}}, \quad (A.20)$$

where $M_{\text{fast}}$ is the fastest Mach number a particle moves in a given simulation.

There also exists a whistler wave constraint[55], which is expressed as:

$$\Delta t \leq \frac{1}{\sqrt{3\pi}} \frac{1}{\omega_{ci}} \left( \frac{\text{Min}(\Delta x, \Delta y, \Delta z)}{c/\omega_{pi}} \right)^2, \quad (A.21)$$
which can also be written in normalized code units as:

\[ \hat{\Delta t} \leq n_{\text{min}}^{-} \frac{\text{Min}(\hat{\Delta x}, \hat{\Delta y}, \hat{\Delta z})^2}{\sqrt{3\pi}} , \]  

where \( n_{\text{min}}^{-} \) is the fractional density of the lower density plasma regions used in inhomogeneous plasma simulations. In the typical LAPD experimental simulation, there is a high density cylinder surrounded by a lower density plasma, so the lower density region must be whistler stable as well. This constraint in these inhomogeneous simulations becomes dominant over the CFL constraint since the timestep scales with the cell size squared. In normalized units this will normally be a fractional quantity less than unity. This constraint relaxes when looking at much larger phenomena in which the cell sizes are on the order of or larger than the ion inertial length.

A.6 Code Performance and Scaling

The performance of how fHybrid3D scales across nodes was determined by running a test simulation multiple times across a varying number of nodes. The test case was designed to fit into the memory space of a single node and complete within a few hours, but be large enough to break up across nodes to determine scaling performance. Specifically, the grid was set up such that the cell size is \( \hat{\Delta x} \sim \hat{\Delta y} \sim \hat{\Delta z} \sim 0.25 \frac{c}{\omega_{pi}} \), or roughly a quarter of the ambient ion inertial length. The grid size is 120x120x150, which ends up being \( \sim 2.16 \) million cells. The domain size in the XY plane is chosen such that it is just larger than the size of the LAPD, which is 1m across, or 10-20 ion inertial lengths depending on the density. There are two species of ions in the code, both with 100 macro-particles per cell. This ends up being roughly a half billion particles that need to be moved each time step. Since most of the computation is due to the motion of macro-particles, the particles are split across the nodes, while the fields are advanced on a single node. This will limit the scaling somewhat, but it will be shown that for the problem size of interest, more cumbersome and complicated parallelization is not required. The rest of
the simulation parameters were chosen to be representative of a typical case that may be
simulated, but only for a short time. In this case, 100 time steps were run to minimize
the amount of CPU hours used, but still show the scaling performance. The time step
$\Delta t \omega_{ci} \sim 0.01$, so the simulations run out to $1 \omega_{ci}^{-1}$, or about a sixth of an ambient ion
cyclotron period. The background magnetic field is $B_0 \sim 200$ G oriented along the $z$ axis,
and the ambient hydrogen ion density is $n_0 \sim 10^{13}$ cm$^{-3}$. The ambient ions are initialized
with an isotropic temperature $T_i \sim 1$ eV, and the electron fluid reference temperature is
$T_{e0} \sim 5$ eV. In the center of the domain, a hot blob of carbon $V$ ($C^{+4}$) is initialized such
that it expands out radially at $M_A \sim 2$, where $M_A$ is the Alfvénic Mach number.

A.7 Performance on Blacklight

Blacklight is a shared non-uniform memory architecture, or NUMA computer. The
machine has several blades which share a single system image where the entire memory
space of the machine is addressable on any given node. The simulation code was initially
only parallelized with OpenMP. The code was tested and used the methods of process
pinning and first touch to attempt to control memory allocation across nodes. It became
immediately evident that the code did not scale well across nodes. The test run took
almost twice as long to run on two nodes as it did to complete on a single node. The code
was then updated to control inter-node communication via MPI. The particle arrays were
explicitly set up on separate nodes, and only the fields and particle moments needed to
be transmitted back and forth between compute nodes.

Figure A.1a is a curve that shows the wall clock time of the simulation run over
a varying number of nodes. The wall clock time is the overall time a given simulation
takes to start and run to completion. If there were no overhead associated with adding
machines to a given simulation, each doubling of the number of CPUs should half the wall
time. The curve shows that the code scales well up 8-16 nodes, or 128-256 processors.
Figure A.1: CPU Time (a) and Wall Time (b) of the test simulation run on Blacklight for a varying number of processors.

Figure A.1b shows the CPU time used for the computations. The CPU time is the overall amount of time spent computing. That is if you spend 1 hour computing on 10 CPUs, the CPU time is 10 hours and the wall time is 1 hour. If scaling is ideal, then the CPU time should not increase when doubling the number of processors. It gives an idea of how much overhead is being spent in communicating between processors. This curve indicates that a CPU hour penalty is paid, but is under 50% when using 128 processors, and ~ 80% when running on 256 processors. Typical large scale runs should have a smaller CPU hour percentage penalty due to a larger overall number of particles, because of a larger grid and due to running with more than two species. This will increase the ratio of particle moves to field updates, which will better utilize the particle pushing nodes.

A.8 Performance on Gordon

The code is now parallelized with both OpenMP and MPI, so the necessity for using a shared memory architecture has been mitigated. Following the testing on Blacklight, a supplemental allocation for Gordon was requested so that the code could be tested in
A standard cluster architecture. The code was compiled for Gordon, and the exact same simulations were run on that machine.

Figure A.2 shows a similar curve to that shown in Figure A.1, but it should be noted that they do not share the same scale. The same runs on the same number of nodes completed much faster than those on Blacklight. There is some variance on the curve across runs, but we attribute it to different network topologies from run to run. Again, in this case the knee of the curve is around the same place, which is 128-256 processors or 8-16 nodes, though the number of CPU hours on Gordon used is much less. Figure A.2 also shows a similar trend, where the CPU hour penalty paid for runs using less than 32 nodes is under 80%.

A.9 Performance Conclusions

The scaling tests performed indicate that our code is suited for running on a standard cluster architecture like Gordon. The initial idea was that a shared memory computing architecture could be used to simplify the parallelization. Blacklight is one
such architecture that has a single address space that is shared across all nodes. This eliminates having to manually partition data arrays across compute nodes and manually sharing information between compute nodes using MPI. This technique however turned out to be problematic, as control of where memory resides is left up the operating system. This resulted in excessive communication overhead between nodes and the code scaled poorly. The simulations ran much faster on Gordon and scaled to a similar number of processors. Larger, higher resolution runs that represent the target simulation resolution have been completed that run in under 12 hours on 16 nodes. This is roughly 3000 CPU hours for a single run, with 2 species. It is expected to scale linearly with the number of species, as the field solutions do not change size. Thus, in target simulations, where we expect 2-4 species of ions to run (sometimes more), we would place an upper limit of 6000 CPU hours per run. The code scales reasonably well for the problem size of interest, and the computational burden is not too high.
Appendix B

Derivation of Wright Model in Cylindrical Coordinates

This appendix details the calculations that are parallel to Wright’s calculations[40], but in cylindrical coordinates to match the simulations performed using the 2D hybrid simulation code. This is a fairly simple model, where the electrons are treated in the ideal MHD limit, and electron pressure as well as resistivity are neglected. These approximations are made to create a tractable solution to be able to gain some insight into the hybrid model being used in the computer simulation, which includes all of these effects.

The model starts out assuming there exists an ambient plasma of uniform density \( n_i \), with a mass \( m_i \), and an ambient magnetic field \( \mathbf{B} = B_0 \hat{z} \). Embedded within this ambient plasma are \( N_d \) debris ions that exist at the origin each with a mass \( m_d \). It is assumed that the system is quasi-neutral, so obeys the following relation:

\[
    n_e = Z_d n_d + n_i, \tag{B.1}
\]

where \( n_d \) is the debris density.
Figure B.1: Shows a cartoon depicting the geometry of the problem, where $R$ is the radius of the debris expansion, $R_c$ is the radius of the diamagnetic cavity, and $R_n$ denotes the radius of an ambient ion density jump, which will be used later in the derivation.
Figure B.1 shows a few of the key radii in the problem. \( R \) denotes the radius of the debris expansion, which expands out uniformly and radially from the center at a velocity \( v_d \), at a time \( t = R/v_d \). This gives a debris density of:

\[
n_d = \frac{N_d}{\pi R^2}, \text{ for } r < R, \quad n_d = 0 \text{ otherwise} \tag{B.2}
\]

where \( N_d \) represents the total number of debris ions. If we then use the 2D equal mass radius:

\[
R_{m}^2 = \frac{N_d m_d}{\pi n_i m_i}, \tag{B.3}
\]

in conjunction with equation B.1, we can express the electron density for \( r < R \) as:

\[
n_e = n_i (1 + \frac{Z_d}{m_i} \frac{m_i}{m_d} \left( \frac{R_m}{R} \right)^2). \tag{B.4}
\]

If we then assume that there exists a fully expelled diamagnetic cavity of radius \( R_c \), where \( B = 0 \), and the electrons are ideal MHD, where they are bound to the field lines, then we can assume that the electrons within the cavity are all from the laser debris expansion and have a density of:

\[
n_{de} = \frac{N_{de}}{\pi R_c^2} = \frac{Z_d N_d}{\pi R_c^2}. \tag{B.5}
\]

Now if we invoke quasi-neutrality within the diamagnetic cavity, using:

\[
Z_d n_d + n_i = n_{de}. \tag{B.6}
\]

We can expand and rearrange this after a bit of algebra to get to this dimensionless equation:

\[
\frac{R_c}{R} = \left[ 1 + \left( \frac{m_d/m_i}{Z_d} \right) \left( \frac{R}{R_m} \right)^2 \right]^{-1/2}. \tag{B.7}
\]

If we assume \((R/R_m)^2 \ll 1\), or that the expansion is in its early phase, this can be written as the approximation for shell thickness \( \Delta R = R - R_c \):

\[
\frac{\Delta R}{R} \sim \frac{1}{2} \frac{m_d/m_i}{Z_d} \left( \frac{R}{R_m} \right)^2. \tag{B.8}
\]

This gives a width of the region where the magnetic field is compressed and the coupling electric field exists. It extends from the edge of the diamagnetic cavity to the edge of the
debris ion cloud. If we substitute in equation B.3 we can easily see that the shell width is proportional to the ambient ion density \((\Delta R/R \propto n_i)\).

There were several approximations involved in describing the shell thickness, which gives us a boundary that can be used to self-consistently solve Maxwell’s equations to get an electric and magnetic field within the shell. The first is quasi-neutrality. If we use the normalizations presented in Table A.1 we can write down Gauss’ law in dimensionless form as:

\[
\tilde{\rho} = \frac{\omega_{ci}}{\omega_{pi}} (\nabla \cdot \tilde{E}).
\]  

(B.9)

If we take \(\omega_{ci}/\omega_{pi} \ll 1\), then \(\tilde{\rho} \sim 0\), which means that quasi-neutrality is appropriate to use. The next approximation that will be examined is the net-current free approximation. Ampere’s law when recast in dimensionless form can be written as:

\[
\tilde{J} = \frac{\omega_{ci}}{\omega_{pi}} (\nabla \times \tilde{B} - \frac{\partial \tilde{B}}{\partial \tau}).
\]  

(B.10)

Again, if we take \(\omega_{ci}/\omega_{pi} \ll 1\), then we can say that the system is net-current free, or \(\tilde{J} \sim 0\).

The final approximation used is that the electrons are in the ideal MHD limit. If we recast the electron momentum equation into dimensionless form, neglecting electron pressure and resistivity, we obtain:

\[
\tilde{E} + \tilde{v}_e \times \tilde{B} = -\frac{m_e}{m_i \omega_{ci}} \frac{\omega_{pi}}{\omega_{ci}} \frac{D\tilde{v}_e}{D\tau}.
\]  

(B.11)

In the Wright paper, he states that ideal MHD is obtained when \(\left|\frac{m_e}{m_i \omega_{ci}} \frac{\omega_{pi}}{\omega_{ci}}\right| \ll 1\). In our case, this can possibly be \(\left|\frac{m_e}{m_i \omega_{ci}} \frac{\omega_{pi}}{\omega_{ci}}\right| \sim \mathcal{O}(1)\). Though this approximation is not exactly valid, we are not interested in the small scale stable plasma oscillations of zero temperature which do not propagate. If we take a characteristic time scale \(\tau \sim \omega_{pi}/\omega_{ci}\) and replace the differential with \(\tau\), then the term scales like \(m_e/m_p \ll 1\), so over hybrid time scales where the plasma oscillations are averaged over, the ideal MHD approximation is valid.

Now that the assumptions have been validated, we can now solve for the vector
potential \( \mathbf{A} \). The vector potential outside of the debris cloud with radius \( R \) matched the initial conditions of \( \mathbf{B} = B_0 \hat{z}, \) or written in terms of the vector potential \( \mathbf{A} = \nabla \times \mathbf{B}, \) \( \mathbf{A}(t = 0) = \frac{r B_0}{2} \hat{\phi} \). This means that only the \( \hat{\phi} \) component of the vector potential is non-zero to be able to have continuity of \( \mathbf{A} \) at all boundaries. In the magnetostatic limit, with zero net current, we need to solve the differential equation:

\[
\nabla \times \mathbf{B} = 0.
\]

If we solve this in terms of the magnetic potential in the Coulomb gauge \( (\nabla \cdot \mathbf{A} = 0) \), we end up needing to satisfy this homogeneous differential equation in cylindrical coordinates:

\[
\frac{\partial^2 A_\phi}{\partial r^2} + \frac{1}{r} \frac{\partial A_\phi}{\partial r} - \frac{A_\phi}{r^2} = 0,
\]

which has a solution of the form:

\[
A_\phi(r) = C_1 r + \frac{C_2}{r},
\]

where \( C_1 \) and \( C_2 \) are constants that need to be solved for by matching the boundary conditions of:

\[
A_\phi(R_c) = 0, \quad A_\phi(R) = \frac{B_0 R}{2}.
\]

This leads to the solution for the vector potential of:

\[
A_\phi(r) = \frac{B_0 r}{2} \left( 1 - \left( \frac{R_c}{r} \right)^2 \right).
\]

We can then compute the magnetic field of:

\[
\frac{\mathbf{B}}{B_0} = (1 - \left( \frac{R_c}{R} \right)^2)^{-1} \hat{z},
\]

where is we substitute in our previously found relationship in equation \( \text{B.7} \) we end up after a bit of algebra with:

\[
\frac{\mathbf{B}}{B_0} = \left[ 1 + \frac{Z_d}{m_d/m_i} \left( \frac{R_m}{R} \right)^2 \right] \hat{z},
\]

which can be expressed as:

\[
\frac{\Delta \mathbf{B}}{B_0} = \frac{Z_d N_d}{\pi n_i R^2},
\]
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where $\Delta B = B_z - B_0$. This means that the magnetic field compression is $\Delta B \propto n_i^{-1}$. We can also find the electric field within the shell by using $E = -\frac{1}{c} \frac{\partial A}{\partial t}$, where $R(t) = M_A v_a t$.

This leads to the equation for the electric field:

$$\frac{E}{B_0} = \left( \frac{r}{ct} \right) \left( \frac{Z_d}{m_d/m_i} \right) \left( \frac{R_m}{R} \right)^2 \hat{\phi},$$

(B.20)

which can also be expressed as:

$$\frac{E}{B_0} = \frac{r}{ct} \frac{Z_d N_d}{\pi n_i R^2} \hat{\phi} = M_A \left( \frac{\omega_{ci}}{\omega_{pi}} \right) \left( \frac{r}{R} \right) \frac{Z_d N_d}{\pi n_i R^2}.$$

(B.21)

The magnitude of the electric field is then $|E| \propto n_i^{-3/2}$.

We can now extend the Wright model to include a density jump as discussed in Section 3.2. If we now consider the radius $R_n$, which denotes the radius of a density step up. The azimuthal electric field exists in the shell, denoted by the red region in Figure B.1, but the coupling field only depends on the density of the ambient plasma within the diamagnetic cavity (grey region). This means that if there is a lower density in the (grey) core, and the coupling fields interact with a higher density where the shell overlaps with a higher density region, then higher density region will feel the larger electric and magnetic fields generated by the lower density core. This in turn will couple more relative energy to the ambient ions that exist within the shell than if the ambient plasma density was uniform.
Appendix C

Proof of Concept of a Faraday Rotation Magnetic Field Probe

C.1 Introduction

Exploding laser-produced plasmas into a preformed magnetized plasma can simulate collisionless shocks of cosmic relevance [12] and create highly nonlinear Alfvén waves [19]. Key measurables are the structure (i.e. the magnetic field profile across the shock-ramp and its evolution) and the magnetohydrodynamic turbulence (i.e. the dissipation mechanism). Identifying turbulence in the lower hybrid range requires magnetic field probes with a bandwidth in excess of 1 GHz. Simultaneously, experiments on quasi-parallel shocks and nonlinear shear Alfvén waves require long measurements with durations of tens of microseconds.

Magnetic flux probes (Bdot probes) are widely used to measure magnetic fields in such plasmas [31]. These probes measure the change in magnetic field over time, which severely constrains these experiments; the signal must be integrated, which accumulates
error over time. In experiments on laser-driven magnetic pistons the magnetic field can vary on the order of kG over a time scale of \( \sim 30 \) ns, creating very large signals on the order of a hundred volts in Bdot probes for short times\[31\]. The contrast is then not large enough to resolve slow variations of the field.

Faraday rotation is a well established plasma diagnostic that has been deployed previously in magnetic fusion devices and fast-pinches \[56, 57, 58, 59, 60\]. These diagnostics employ far-infrared lasers or microwaves to measure the line integrated rotation of the polarization due to the plasma birefringence across the entire width of the device. Faraday rotation has also been applied in small magneto-optical crystals \[61\] and waveguides \[62\] for experiments on high-current pinches measuring large magnetic fields of several Tesla.

We have designed a Faraday rotation diagnostic that resolves smaller magnetic fields (\( \sim 10 \) - 5000 G) and will be applied in basic plasmas that are too tenuous for plasma-induced Faraday rotation but cold enough to allow insertion of probes without damaging them due to excessive heating\[63\]. Faraday rotation has not been extensively applied in such plasmas. One such Faraday probe has been designed for basic plasmas, however at limited bandwidth \[64\]. Faraday rotation probes have several advantages over Bdot probes; they are less susceptible to electromagnetic noise (e.g. from the laser), they can be operated at a higher bandwidth (\( > \) GHz), and they measure the magnetic field directly.

In this paper we present results from a proof-of-principle experiment on a Faraday rotation probe that has been developed to study rapidly exploding plasmas in a large magnetized plasma. A pulsed magnetic field generator was used to benchmark the performance of the diagnostic. We present a direct comparison of the Faraday rotation data with simultaneous measurements from a magnetic flux probe. The development of the probe will then be discussed as well as the planned usage and potential improvements in the near future.
C.2 Faraday Rotator Probe

Faraday rotator glass (rare-earth doped borosilicate) rotates the incident plane polarized light in the presence of a magnetic field component collinear to the wave-vector of the light. The angle $\Delta \phi$ by which the plane of polarization is rotated is given by: $\Delta \phi = V(\lambda) \int B \cdot dl$, where $V(\lambda)$ is the Verdet constant and the integral expression represents the magnetic field integrated along the path of the laser beam through the crystal. The Verdet constant is a wavelength dependent quantity which quantifies the amount of rotation a linearly polarized beam of light undergoes for a given magnetic field and length. The length of the crystal is $L = 6$ mm and the width of the crystal and holder is $\sim 8$ mm, which is smaller than the ion Larmor radius ($r_L \sim 1$ cm) of the plasma in the LAPD, so perturbation of the plasma should be minimal. We used terbium, dysprosium, and europium doped borosilicate glass due to its large Verdet constant. In this experiment we measured a Verdet constant of $V \sim -650$ rad/T·m at $\lambda = 532$ nm, by comparing the measured $\Delta \phi$ to the calculated magnetic field at the center of a coil. A magnetic field strength of $B = 50$ G directed along the axis of the laser beam will then rotate the plane of polarization by $\Delta \phi = -1.1^\circ$.

Figure C.1 shows the experimental setup. The main elements of the apparatus are the light source, which is a frequency-doubled (532 nm) 5 mW Nd:YAG laser and a Glan-Thompson polarizer with an extinction ratio of $\epsilon \sim 10^{-5}$. The linearly polarized light is passed through the Faraday rotator glass before the beam is split in two using a polarization insensitive beam splitter(PIBS). The polarization of the two beams is analyzed using two Glan-Thompson prisms oriented at angles $\pm \chi$, where $\chi$ is the half shadow angle. Like earlier work [65, 66], the current setup uses $\chi = \pm 45^\circ$ to maximize the signal on the detectors. The intensity in each beam is then measured using biased silicon photodiodes (Thorlabs DET10A) connected to an 8 bit oscilloscope through fast (x100 gain) operational amplifiers. The photodiodes are operated at 50 $\Omega$ impedance to maximize the time response ($\sim 1$ ns rise time). The custom built amplifiers have a bandwidth of 150
Figure C.1: Shows a diagram of the experimental setup.

MHz, and currently limit the temporal response of the system to $\sim 7$ ns.

To benchmark the diagnostic an oscillating magnetic test-field of up to 100 G was created by a pulsed coil, with the crystal positioned in its center. A magnetic flux probe adjacent to the magneto-optic crystal provided simultaneous measurements of dB/dt, while a fast current-transformer was used to monitor the current in the coil. The accuracy of the measurement was limited by the spatial positioning of the probes relative to the center of the coil. The Faraday and Bdot probes could not be colocated exactly at the center of the coil. Using a position difference of $\sim 5$ mm, the variation of the magnetic field between the devices and the nominal magnetic field is $\sim 10\%$. All waveforms were recorded on an 8-bit oscilloscope sampling at 2.5 GSamples/s. These three measurements are compared in the experimental results, which are presented later in this section.

The intensity of the laser beam transmitted through the analyzer is given by $I = I_0(\sin^2(\chi + \Delta \phi) + O(\epsilon))$, where $\Delta \phi$ is the rotation angle from the initial polarization, $\chi$ is the angle of the analyzing polarizer relative to the initial polarization of the laser beam, and $\epsilon$ is the extinction ratio of the polarizers.

It is usually desirable to determine the rotation angle $\Delta \phi$ from a measurement which does not depend on the initial intensity $I_0$ of the light. Then fluctuations in the output intensity of the light source, as well as the spectral throughput of the optical system and the sensitivity of the detector, will not affect the measurement of the rotation angle. This can be accomplished by comparing the signals of two analyzers and photo-
Figure C.2: Contrast as a function of half-shadow angle $\chi$, at $\Delta \phi = 0$ for various extinction ratios.

detectors, with each polarizer oriented at angles $\pm \chi$. This so called half-shadow principle has been used numerous times in the past with half-shadow angle of $\chi=45^\circ$ [65, 66]. The normalized intensity $I_d$ is then given by:

$$I_d = \frac{I_1 - I_2}{I_1 + I_2} = \frac{\sin(2\chi) \sin(2\Delta \phi) + O(\epsilon)}{1 - \cos(2\chi) \cos(2\Delta \phi) + O(\epsilon)}.$$  \hspace{1cm} (C.1)

The polarization angle $\Delta \phi$ can then be found by solving for the roots of Eq. C.1 for a measured value of $I_d$, where $I_1$ and $I_2$ are the intensity measurements from the two photo-detectors. If high gain photo-detectors (e.g. photo-multiplier tubes) are used, the half shadow angle can be reduced from $45^\circ$ to allow for a higher contrast, which is defined to be the relative change in intensity due to a change in polarization angle. The contrast can be shown to be:

$$\frac{dI_d}{d\Delta \phi} \approx \frac{2\sin(2\chi) \cos(2\Delta \phi)}{1 - \cos(2\chi) \cos(2\Delta \phi) + O(\epsilon)}$$  \hspace{1cm} (C.2)

for small $\Delta \phi$. Figure C.2 shows how the contrast increases as $\chi$ decreases for $\Delta \phi \ll 1$ rad. While the contrast increases infinitely for an ideal system ($\epsilon = 0$), the contrast peaks at an angle $\chi_{\text{peak}} < 45^\circ$ that depends on $\epsilon$ for systems with finite extinction ratio. The ideal half-shadow angle is thus between $\chi_{\text{peak}}$ and $45^\circ$, depending on the available laser-power and detector sensitivity.
The Glan-Thompson polarizers used in the present setup have an excellent extinction ratio ($\epsilon < 10^{-5}$), but there are other factors that contribute to coupling power between the dominant linear polarization and the orthogonal polarization. For example, the smoothness of the optics has an effect on the polarization of the light, so the system as a whole can have a higher extinction ratio than that of the polarizers\cite{67}. In general, when $\chi$ is decreased there is a corresponding decrease in overall light falling onto the detector, so high gain photo-detectors and a high powered laser are needed to compensate for the decrease in light. If $\chi$ were set to $10^\circ$ instead of $45^\circ$, a given rotation angle would yield a factor of five higher $I_d$ for a system with an extinction ratio of $\mathcal{O}(\epsilon) \sim 10^{-3}$, which would result in a higher angular resolution. In our experiment the photodiodes output a low signal when operated at low impedance, so an angle of $\chi = 45^\circ$ was chosen to maximize the dynamic range of the signal output from the photodiodes.

The diagnostic was benchmarked with a pulsed magnetic field coil that generates a well-known and quasi-homogeneous magnetic field of magnitude and frequency comparable to those expected in a laser-plasma experiment. Figure C.3 shows a comparison of the Faraday rotation data with the Bdot signal and the magnetic field from the current transformer, which was calculated using the equation for an ideal current loop. Figure C.3 shows that the Faraday probe data matches well with the calculated magnetic field. Since the signal strength in the present setup was limited by the sensitivity of the photodiodes, the rotation signal is quite noisy and on the order of $\pm 5$ G. From the Bdot probe data, the magnetic field was calculated based on previously measured calibration data (probe area and frequency response\cite{31}). The raw Bdot data was shifted to have zero mean when no magnetic field was present so that the noise in the signal would not integrate to a linearly increasing signal. While all three measurements agree well during the first few microseconds, the Bdot data drifts by more than $15$ G at later times due to integration error, even though the amplitude of the Bdot signal was several orders of magnitude larger (and thus the noise several orders of magnitude smaller) than the Faraday probe data.
Figure C.3: Faraday (solid line) and Bdot (dot-dashed line) probe measurements compared to the calculated magnetic field from current transformer (dashed line).

C.3 Conclusion

In summary, we have presented a direct comparison of simultaneous Faraday probe and magnetic flux-probe (Bdot) measurements in the center of a pulsed magnetic test-coil. It was shown that the Faraday probe could measure a rapidly varying signal with a resolution of $\sim 5$ G, which is superior to the Bdot probe at late times. In the future the resolution of the system will be increased by several orders of magnitude by using more sensitive detectors (photo-multiplier tubes) in combination with a reduced half-shadow angle of a few degrees, which will significantly increase the contrast and allow us to resolve much smaller rotation angles (below $0.01^\circ$), corresponding to magnetic fields below 1 G, with a bandwidth in excess of 1 GHz. The sensitivity could be further increased by employing a two-pass scheme, which will double the rotation angle since Faraday rotation is non-reciprocal. In future implementations of the diagnostic we plan to measure multiple dimensions of the magnetic field by passing separate laser beams through different faces of a cube of Faraday rotator glass. We also plan to reduce the physical size of the probe to improve spatial and temporal resolution. The diagnostic will be used to study laser-driven collisionless shocks in the Large Plasma Device [12].
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