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The internal equilibrium magnetic field and magnetic fluctuations in tokamaks were studied via polarimetry in this project. This study was performed mainly using a recently developed millimeter-wave polarimeter system, which probes the plasma along a major radial chord using a retro-reflection geometry. The system launches a rotating linearly polarized beam and detects a phase shift directly related to the polarization change caused by the plasma. The magnetic field component along major radius ($B_R$) can be estimated from the measured phase shift. A phase resolution of $< 2^\circ$ for $f < 500$ Hz and $0.3^\circ$ ($\tilde{B}_R \sim 2$ Gauss) for $500$ Hz $< f < 500$ kHz has been achieved.

An interaction between Faraday rotation (FR) and Cotton-Mouton (CM) effects was first identified in polarimetry modeling for NSTX using a synthetic diagnostic code based on Mueller-Stokes calculus. The interaction, especially the influence of the CM effect on polarimetry measurements, was further investigated in a systematic theory-experiment comparison on DIII-D. The synthetic diagnostic code
was validated by accurately reproducing the measurements over a broad range of plasma conditions, and was intensively employed in the investigation. When the CM effect is predicted to be weak, the FR effect can well approximate the measurements. As the CM effect increases, it can compete with the FR effect in rotating the polarization of the EM-wave. This results in an apparent reduced polarimeter response to the FR effect. If sufficiently large, the CM effect can even reverse the handedness of a wave launched with circular polarization. This helps to understand the surprising experimental observations that the sensitivity to the FR effect can apparently be nearly eliminated at $B_T = 2.0 \ T$.

The potential of mm-wave polarimetry to measure magnetic fluctuations is explored via both modeling and experiment. Simulations suggest that microtearing modes in NSTX-U will induce $\gtrsim 2^\circ$ ($f \sim 10 \ kHz$) variations in polarimeter phase, which is primarily due to the associated magnetic fluctuations. Therefore the polarimeter is predicted to have sufficient sensitivity to observe magnetic fluctuations associated with microtearing modes. In FR-dominant case, the magnitude of density-weighted $\tilde{B}_R$ can be estimated from polarimeter measurements. For example, $\sim 2 \ Gauss \ \tilde{B}_R \ (\tilde{B}_R/B_0 \approx 2 \times 10^{-4})$ is estimated for a $\sim 65 \ kHz$ Toroidicity-induced Alfvén Eigenmode in a low $B_T (0.75 \ T)$ discharge. However, in the presence of strong CM effect, support from other diagnostics and modeling is required to determine the magnetic fluctuations.
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CHAPTER 1

Introduction

This opening chapter presents the motivation for the project, and overviews the topics and major results of the dissertation.

1.1 Motivation

Controlled thermonuclear fusion is a promising energy source that can ultimately solve the worldwide energy crisis—the conflict between ever-growing energy consumption and depleting energy resources, especially nonrenewable fossil fuels [Freidberg, 2007]. Controlled thermonuclear fusion is based on the physical process that powers the stars: the fusion of atomic nuclei which releases the energy difference between the nuclei binding states before and after fusion. The most feasible process to exploit in a fusion reactor on earth is the fusion of the hydrogen isotopes deuterium ($^2_1$D) and tritium ($^3_1$T), resulting in the production of an $\alpha$-particle (helium nucleus $^4_2$He), a neutron ($^1_0$n) and the release of 17.6 MeV of kinetic energy distributed amongst the fusion products according to their masses:

\[ ^2_1\text{D} + ^3_1\text{T} \rightarrow ^4_2\text{He} (3.5 \text{ MeV}) + ^1_0\text{n} (14.1 \text{ MeV}) \quad (1.1) \]

To utilize this process in a fusion reactor for power generation requires the D-T
fuel to be heated to high temperature, i.e., around 10 keV, to achieve a sufficiently large cross-section. At such temperature, the fuel is fully ionized, i.e., in plasma state. This hot plasma needs to be sufficiently dense and confined for sufficiently long time to achieve net power generation. To quantify the level of confinement, the fusion triple product is introduced:

\[ n \cdot T \cdot \tau_E > 5 \times 10^{21} \text{ m}^{-3} \cdot \text{keV} \cdot \text{s} \quad (1.2) \]

where \( n \) and \( T \) are the peak ion density and temperature in the plasma, respectively; and \( \tau_E \) is the energy confinement time. When the above criteria (aka Lawson criteria) is satisfied, the D-T fuel enters a state where the plasma burning process becomes self-sustaining without the need for further externally applied heating. This state is usually referred to as “ignition”, a metaphor derived from fossil fuels [Wesson, 2011].

In a star the confinement of the fusion plasma is achieved by its gravitational force, whereas in the laboratory the confinement has to be created artificially by other means. Inertial Confinement Fusion (ICF) and Magnetic Confinement Fusion (MCF) are the two methods presently under intensive research. ICF uses high-energy laser beams to heat and compress a pellet that contains a D-T mixture to achieve fusion reaction in the pellet core. MCF uses magnetic fields to achieve plasma confinement, and the tokamak has been the most successful concept [Wesson, 2011]. A fusion triple product of \( 1.5 \times 10^{21} \text{ m}^{-3} \cdot \text{keV} \cdot \text{s} \) has been achieved in a tokamak, which is the highest value of any device to date [Kamada et al., 2002]. A schematic of the tokamak concept and its basic plasma operation are presented in Fig. 1.1. The toroidal field coils generate toroidal B-field prior to plasma breakdown. The inner poloidal field coils, also called Ohmic coils, act as a transformer with the toroidal plasma as the secondary coil, inducing large toroidal E-field that results in
breakdown. The plasma current generates a poloidal B-field, which together with the toroidal field creates the helical B-field essential for plasma confinement. The outer poloidal field coils are for plasma positioning and shaping.

Figure 1.1: (a) Schematic of a tokamak. (b) Basic plasma operation procedures: b1–gas into vacuum chamber; b2–toroidal field established; b3–Ohmic coil energized and breakdown occurs; b4–plasma confined by helical B-field \((B_{\text{poloidal}} + B_{\text{toroidal}})\).

Knowledge of internal magnetic field and its fluctuations in tokamak plasmas is
essential to MCF research. The equilibrium B-field has a direct impact on plasma confinement. For example, the B-field strength directly connects to the plasma-β, i.e., the ratio of plasma pressure \( p_{\text{plasma}} \) to magnetic pressure \( p_{\text{magnetic}} \):

\[
\beta \equiv \frac{p_{\text{plasma}}}{p_{\text{magnetic}}} = \frac{n k_B T}{B^2/(2\mu_0)}
\]

where \( k_B \) is Boltzmann constant, and \( \mu_0 \) is vacuum permeability. Since the cost of the fusion reactor increases with the confining B-field strength, \( \beta \) can be considered as an economic indicator of reactor efficiency. The detailed B-field structure determines the plasma shape (e.g., the elongation and triangularity of the cross-section), safety factor \( q = r B_{\text{toroidal}}/(R B_{\text{poloidal}}) \) profile and current density profile, which all can impact the plasma-β [Taylor et al., 1994]. Plasma modes also affect the confinement and transport of the plasma particle, energy and momentum in tokamaks. For example, the Neoclassical Tearing Mode (NTM) [La Haye, 2006] is large scale magnetohydrodynamic (MHD) instability driven by current or pressure gradients. It can degrade the plasma confinement and often leads to disruption. The disruption results in enormous particle and energy flux striking the vacuum chamber, which is disastrous for reactor scale devices, e.g., ITER [Aymar et al., 2002]. Magnetic measurements of the NTM can assist physical understanding of the mode. Such measurements can also be used to monitor the growth of the mode and provide information to the mode suppression control.

However, the measurements of internal B-field in tokamaks are very challenging. Traditionally these measurements are performed using two diagnostics techniques: B-dot probes (i.e., Mirnov coils) and Motional Stark Effect (MSE) [Levinton et al., 1990; Wroblewski and Lao, 1992]. The B-dot probe diagnostic measures the electric potential induced by a time-varying B-field. This diagnostic uses physical probes,
so measurements are limited to the edge or outer cool region of fusion plasmas. Therefore it is incapable of measuring the detailed spatial mode structure and internal magnetic fluctuation level. The MSE diagnostic measures the polarization of excited neutral beam $D_\alpha$ emission, which directly relates to the local B-field pitch angle at the emission region. It has been used as a workhorse for internal equilibrium B-field measurement. The main drawback is that its operation requires Neutral Beam Injection (NBI) and therefore it is categorized as an intrusive diagnostic.

Polarimetry [Segre, 1999; Soltwisch, 1992] enables direct, non-intrusive measurements with high temporal resolution of internal magnetic field equilibria [Braithwaite et al., 1989; Brower et al., 2002] and fluctuations [Ding et al., 2003], as well as plasma density [Fuchs and Hartfuss, 1998] and current density profiles [Soltwisch, 1986] in magnetically confined plasmas. This diagnostic utilizes the fact that the polarization of an electromagnetic (EM) wave ($\omega \gg \omega_p, \omega_c$) changes as it propagates through a magnetized plasma due to plasma birefringence and optical activity [Segre and Nowak, 1993; Segre, 1999]. By measuring the polarization properties before and after the propagation, the internal quantities can be determined (see Fig. 1.2).

The polarimetry diagnostic has been routinely used on conventional high aspect ratio tokamaks, e.g., Joint European Torus (JET) [Boboc et al., 2006], Alcator C-Mod [Bergerson et al., 2012], and reversed field pinches (RFPs), e.g., Madison Symmetric Torus (MST) [Brower et al., 2003]. However, no detailed study of polarimetry has been performed for propagation in the major radial direction in spherical tori. (A spherical torus holds the plasma in a B-field with lower aspect ratio ($R_0/a$), shaping it more like a “cored apple” than a “donut”, e.g., National Spherical Torus eXperiment (NSTX) [Ono et al., 2000] shown in Fig. 1.3. Compared
Figure 1.2: Polarimetry diagnostic measures the polarizations of an EM-wave before and after it propagates through a magnetized plasma. $\omega, \omega_p, \omega_c$ are the probe EM-wave frequency, plasma frequency and cyclotron frequency, respectively.

to conventional tokamaks, spherical tori can achieve higher plasma pressure for a given B-field, i.e., higher plasma-$\beta$; the field strength and shear also vary more strongly in the major radial direction.) Therefore, a 288 GHz polarimeter system was designed and fabricated at UCLA for installation on NSTX [Zhang et al., 2012], where it would have probed the plasma along a major radial chord using a retro-reflection geometry. However, an unexpected magnetic coil failure in 2011 resulted in the NSTX being shut down prematurely and work initiated on the NSTX-Upgrade device. In response to this failure, the polarimeter was transferred to the DIII-D tokamak [Luxon, 2002]. This allowed testing of the polarimeter system in preparation for future implementation on NSTX-Upgrade [Menard et al., 2012].

1.2 Major concepts–Faraday rotation & Cotton-Mouton effects

Magnetized plasmas modify polarization properties of EM-wave via two physical mechanisms: Faraday Rotation (FR) and Cotton-Mouton (CM, also known as
**Figure 1.3:** Compared to conventional tokamaks: (a) NSTX holds the plasma in a tighter B-field, shaping it more like a “cored apple”. (b) B-field strength and shear also vary more strongly in the major radial direction.

Faraday conversion in Astronomy [Huang and Shcherbakov, 2011]) effects. The FR effect is the phenomenon where a linearly polarized wave rotates as it propagates along a B-field, i.e., \( \vec{k} \parallel \vec{B} \) (see Fig. 1.4a). In this scenario, Left-hand Circular Polarization (LCP) & Right-hand Circular Polarization (RCP) waves are a pair of characteristic modes, which propagate at different phase velocities with their individual polarizations unchanged. The linearly polarized wave can be decomposed into equal power LCP & RCP components and the phase difference between them accumulates as the wave propagates. Since the LCP & RCP components have a modified relative phase, the resultant linear polarization presents a rotation in comparison to the initial polarization. The CM effect is the phenomenon where a linearly polarized wave can become elliptized as it propagates perpendicular to the B-field, i.e., \( \vec{k} \perp \vec{B} \) (see Fig. 1.4b). In this case, linearly polarized X-mode & O-mode waves are the characteristic modes, with the X-mode having a slightly higher phase velocity. The phase difference accumulated between them along the propagation
path causes elliptization of the initial linear polarization.

Figure 1.4: Polarimetry effects in a magnetized plasma. (a) Faraday rotation effect causes a rotation of linearly polarized wave when $\vec{k} \parallel \vec{B}$. (b) Cotton-Mouton effect can cause a linearly polarized wave to become elliptized when $\vec{k} \perp \vec{B}$.

In general cases where the wave propagates neither parallel nor perpendicular to the B-field, the plasma still has a pair of fast and slow characteristic modes at any position along the wave path. Their polarizations and phase velocities are determined by the local plasma parameters. The two modes are generally elliptically polarized with orthogonal polarization directions and opposite handedness. To be specific, the E-field ellipse of the fast characteristic mode has a major axis perpendicular to $\vec{B}_\perp$ and right-handedness with respect to $\vec{B}_\parallel$; the slow mode has a major axis parallel to $\vec{B}_\perp$ and left-handedness with respect to $\vec{B}_\parallel$. (‘$\perp$’ and ‘$\parallel$’ are defined with respect to the propagation direction $\vec{k}$.) (see Fig. 1.5) An EM-wave of any polarization may be represented as some combination of this pair of characteristic modes. The recombined polarization is sensitive to the relative phase of its two components, so the phase difference accumulated along the wave propagation causes the combined polarization to change.
Figure 1.5: Characteristic modes in a magnetized plasma. The fast mode (red solid ellipse) has a major axis perpendicular to $\vec{B}_\perp$ and right-handedness with respect to $\vec{B}_\parallel$; the slow mode (green dashed ellipse) has a major axis parallel to $\vec{B}_\perp$ and left-handedness with respect to $\vec{B}_\parallel$. (‘$\perp$’ and ‘$\parallel$’ are defined with respect to the propagation direction $\vec{k}$.)

As mentioned earlier, the tokamak B-field has a helical structure (see Fig. 1.1), and therefore for a probe beam propagating in a straight line both the FR and CM effects can occur since both $\vec{B}_\parallel$ and $\vec{B}_\perp$ components may be present. As will be discussed later, these two effects also interact with each other [Zhang et al., 2010]. The interaction can cause difficulties in interpretation of polarimetry measurements, especially in situations where neither effect is dominant. The line-integral nature of the diagnostic further increases the complication, since the FR and CM effects cannot be individually separated from the measurement which is made after propagation through the plasma. Therefore, numerical calculations are critical in assisting the design of polarimetry systems, as well as data interpretation.
1.3 Overview of the dissertation

1.3.1 Outline of the dissertation

The dissertation is organized as follows:

Chapter 1 presents motivation of the project and summarizes the topics and major results of the dissertation.

Chapter 2 briefly derives the polarimetry theory in a cold magnetized plasma. The Jones calculus and Mueller-Stokes calculus are reviewed.

Chapter 3 presents hardware design and initial tests of the 288 GHz polarimeter.

Chapter 4 describes a new synthetic diagnostic code and initial identification of the interaction between the FR and CM effects in a polarimetry modeling for NSTX.

Chapter 5 investigates the influence of the CM effect on polarimetry measurements via a dedicated equilibrium experiment on DIII-D. The possibility of polarimetry providing constrains to an equilibrium fitting code (EFIT) is also discussed.

Chapter 6 discusses the potential of measuring magnetic fluctuations via polarimetry. A sensitivity assessment of mm-wave polarimetry measuring the magnetic fluctuations associated with microtearing modes on NSTX-U is presented. The methodology of extracting magnetic fluctuation information from polarimetry measurements is discussed.

Chapter 7 presents conclusions of the dissertation. Future work of this project is also discussed.
1.3.2 Highlights of the dissertation

The 288 GHz polarimeter system launches a rotating linearly polarized beam and detects phase shifts directly related to the polarization changes caused by the plasma. Figure 1.6 presents the schematic of polarimeter layout, which can be conceptually divided into three sections: the source, quasi-optical, and receiver sections. As can be seen, a retro-reflection geometry along a major radius near midplane is used. The source employs a Single-Side-Band (SSB) modulation technique to generate a pair of orthogonally linearly polarized beams with a stable difference frequency. This pair of beams are then combined and converted to be counter-rotating, which creates the rotating linear launch. An essential quasi-optical isolation technique was developed to improve phase resolution by suppressing multi-reflections, which were identified as the major source of phase noise. Preliminary tests in the laboratory and on DIII-D indicated $< 2^\circ$ phase resolution in the frequency range of $f < 500$ Hz, and $0.3^\circ$ in $500$ Hz $< f < 500$ kHz were achieved. Detailed description of polarimeter hardware and initial tests are presented in Chapter 3.

A new synthetic diagnostic code based on Mueller-Stokes calculus (polarimetry theory in magnetized plasma is derived in Chapter 2) was developed to simulate the polarimeter response. It is a forward calculation code, taking inputs of density and B-field profiles along the diagnostic chord, and calculating the Mueller matrices along propagation path to evaluate the resultant detector output. This code has proven to be of great use in guiding the design of a polarimetry experiment where the plasma position is vertically scanned after its current reaches a flattop (see Section 4.4) and assisting in interpreting measurements. Interaction between the FR and CM effects was identified in a polarimetry modeling using a realistic NSTX equilibrium. This
discovery directly motivated the design of a polarimetry experiment to study plasma equilibrium on the DIII-D tokamak. Detailed description of this synthetic diagnostic code is provided in Chapter 4.

**Figure 1.6:** Schematic of quasi-optical design of 288 GHz polarimeter on NSTX. The green lines with arrows indicate beam propagation. Double-arrows, circles, and ellipses represent the polarization of mm-wave beam (in wave frame of reference, i.e., looking in the direction of wave source) at the corresponding positions.

Prior to future implementation on NSTX-U, the polarimeter was prototyped on
DIII-D, where the CM effect is expected to be much stronger (typical $B_T \sim 2.0$ T versus $B_T \sim 0.5$ T on NSTX), and therefore the interaction between the FR and CM effects is expected to be significant. This offered a useful opportunity to investigate the influence of the CM effect on polarimetry measurements. Figure 1.7 shows time traces of experimental polarimetry phase measurements together with Mueller-Stokes theory predictions for two shots in the specially designed plasma equilibrium experiment. Both shots have the same vertical scan starting at 1000 ms. The theory (black curve)–experiment (green curve) comparison achieved very good agreement over a broad range of plasma conditions. (More plasma conditions are presented later.) This agreement validates Mueller-Stokes theory and builds confidence in use of the synthetic diagnostic code in data interpretation. In Fig. 1.7(a), the measurements (green curve) are well approximated by the FR-only calculations (red curve) when the CM effect is predicted to be weak. However, as the CM effect increases at stronger $B_T$, it can compete with the FR effect in rotating the polarization of the EM-wave. This results in an apparent reduction in polarimeter response to the FR effect, just as observed in the experiment. It is also found that if sufficiently large, the CM effect can even reverse the handedness of a wave launched with circular polarization. This helps to understand the experimental observations that the sensitivity to the FR effect can be nearly eliminated at $B_T = 2.0$ T (see Fig. 1.7b). The results also suggest that the CM effect on the plasma mid-plane can be potentially exploited to measure magnetic shear in tokamak plasmas. Detailed discussion of polarimetry contributions to plasma equilibrium study is presented in Chapter 5.

The potential of this 288 GHz polarimeter to measure the magnetic fluctuations is explored via both modeling and experiment. For example, simulations suggest that the microtearing modes in NSTX-U will induce $\gtrsim 2^\circ$ ($f \sim 10$ kHz) variations
Figure 1.7: Time traces of polarimetry phase of experimental measurements and Mueller-Stokes theory predictions for two shots. The shots have the same vertical scan starting at 1000 ms. The green curve is the measured phase below 500 Hz (phase resolution < 2°). The black curve is the calculated phase (every 20 ms) from the synthetic diagnostic code based on the theory. ∼ 10% error bars are also indicated. The red curve is the calculated phase including only the FR effect. (a) Low $B_T$ (0.75 T) case; (Note that the green, black, and red curves almost overlies each other.) (b) high $B_T$ (2.0 T) case.
in polarimeter phase (see Fig. 1.8) [Zhang et al., 2013a]. In a similar situation where the FR effect is dominant, it is relatively straightforward to estimate the magnitude of the density-weighted magnetic fluctuations (line-averaged and weighted by equilibrium density). Figure 1.9 presents the power spectral density of the normalized magnetic fluctuation ($\tilde{B}_R/B_0 \approx 1 \times 10^{-4}$) in a low density shot developed in the runaway electron experiment on DIII-D. However, in situations where the interaction between the FR and CM effects plays an important role, information from other diagnostics (especially density fluctuation measurements, e.g., beam emission spectroscopy, reflectometry) and theoretical modeling are required to extract the magnetic fluctuation information. Detailed discussion is presented in Chapter 6.
Figure 1.8: Simulated polarimetry phase response to microtearing modes for a beam horizontally propagating across the plasma magnetic axis. Black horizontal line shows the equilibrium phase; red curve shows the fluctuating phase with only density fluctuations ($\tilde{n}_e$) included; green curve includes only radial magnetic fluctuations ($\tilde{B}_r$); blue curve includes both density and magnetic fluctuations ($\tilde{n}_e + \tilde{B}_r$). Note the blue curve almost overlies the green curve and the red curve only shows very weak variations around the black horizontal line.
Figure 1.9: Density-weighted magnetic fluctuation data measured by 288 GHz polarimeter for a DIII-D shot (#152894) in quiescent runaway electron experiment. The fluctuation measurement (−100 ms) prior to plasma breakdown is also included as an instrumental noise floor.
CHAPTER 2

Polarimetry in magnetized plasmas

The polarimetry theory based on a cold plasma model captures the essential polarimetry effects in magnetized plasmas, which characterizes how the polarization of an EM-wave evolves during propagation. Jones calculus [Henry Hurwitz and Jones, 1941; Jones, 1941a,b, 1942, 1947a,b, 1948] and Mueller-Stokes calculus [McMaster, 1954] have been used to represent the polarization and its evolution. This chapter first reviews the general dispersion relation of EM-wave in plasmas. Appleton-Hartree equation is derived for high-frequency EM-wave propagation in a magnetized plasma. Then the two calculuses are reviewed and their relationship is presented.

2.1 General derivation of dispersion relation in plasmas

Consider an EM-wave propagating in a plasma. The wave E-field and B-field satisfy Maxwell’s equations:

\[
\begin{align*}
\nabla \times \vec{E} &= -\frac{\partial \vec{B}}{\partial t} \\
\nabla \times \vec{B} &= \mu_0 \varepsilon_0 \frac{\partial \vec{E}}{\partial t} + \mu_0 \vec{J}
\end{align*}
\]

(2.1)

The current \(\vec{J}\) is the plasma response to the wave E-field. It follows Ohm’s law:

\[
\vec{J} = \sigma 3 \times 3 \cdot \vec{E}
\]

(2.2)
where $\mathbf{\sigma}_{3\times3}$ is the conductivity tensor, since the plasma is normally anisotropic, especially in the presence of a B-field.

The following is resulted by combining the above equations:

$$\nabla \times (\nabla \times \vec{E}) = \left( -\mu_0 \varepsilon_0 \frac{\partial^2}{\partial t^2} - \mu_0 \mathbf{\sigma} \cdot \frac{\partial}{\partial t} \right) \vec{E}$$

(2.3)

For the EM-wave with temporal dependence as $\vec{E} \propto e^{-i\omega t}$, thereby $\frac{\partial}{\partial t} \rightarrow -i\omega$, the above equation becomes:

$$\nabla \times (\nabla \times \vec{E}) = k_0^2 \mathbf{\varepsilon} \cdot \vec{E}$$

(2.4)

where $k_0 \equiv \omega/c$; and the dielectric tensor is defined as:

$$\mathbf{\varepsilon}_{3\times3} \equiv \mathbf{I}_{3\times3} + \frac{i}{\omega \varepsilon_0} \mathbf{\sigma}_{3\times3}$$

(2.5)

If the plasma is considered to be uniform within the spatial scale of a few wavelengths (i.e., WKB approximation [Swanson, 2003]), a spatial dependence as $\vec{E} \propto e^{i\vec{k} \cdot \vec{r}}$ can be assumed, and correspondingly $\nabla \rightarrow i\vec{k}$, then Eqn. 2.4 can be rewritten as:

$$\left( k^2 \mathbf{I} - \vec{k} \vec{k} - k_0^2 \mathbf{\varepsilon} \right) \cdot \vec{E} = 0$$

(2.6)

The requirement for non-zero solutions of the wave E-field gives the dispersion relation:

$$\det \left( k^2 \mathbf{I} - \vec{k} \vec{k} - k_0^2 \mathbf{\varepsilon} \right) = 0$$

(2.7)

and the eigenvectors of the matrix in Eqn. 2.6 correspond to the characteristic modes that maintain their polarizations during propagation.
2.2 Appleton-Hartree equation for high-frequency EM-wave propagation in a magnetized plasma

In the case of high-frequency EM-wave propagation ($\omega \gg \omega_{pe}, \omega_{ce} \gg \omega_{pi}, \omega_{ci}$, where the plasma frequency $\omega_p = \sqrt{nq^2/m\varepsilon_0}$, the cyclotron frequency $\omega_c = |q|B/m$, and subscripts ‘i’ and ‘e’ represent ions and electrons respectively), the plasma can be considered as an electron gas with the ions treated as a smooth continuous background charge distribution, i.e., a Lorentz plasma. With these assumptions, the dispersion relation of the EM-wave is expressed by Appleton-Hartree equation [Appleton, 1924; Hartree, 1931; Heald, 1978; Hutchinson, 2005; Stix, 1962]. The derivation is briefly reviewed below.

In a Cartesian coordinate system where $\hat{z} \parallel \vec{k}$ and $\vec{B}_0$ is in $xz$-plane (see Fig. 2.1a), the EM-wave E-field is $\vec{E} = \vec{E}_0 \text{Re}\{\exp[i(kz - \omega t)]\}$. Equation 2.6 can be expressed as:

$$
\begin{bmatrix}
N^2 - \varepsilon_{xx} & -\varepsilon_{xy} & -\varepsilon_{xz} \\
-\varepsilon_{yx} & N^2 - \varepsilon_{yy} & -\varepsilon_{yz} \\
-\varepsilon_{zx} & -\varepsilon_{zy} & N^2 - \varepsilon_{zz}
\end{bmatrix}
\begin{bmatrix}
E_x \\
E_y \\
E_z
\end{bmatrix} = 0
$$

(2.8)

where $N \equiv |k|/|k_0|$ is the refractive index.

Express $E_z$ in terms of $E_x$ and $E_y$ from the $z$ component and then substitute into the $x$ and $y$ components. This reduces Eqn. 2.8 to 2-D:

$$
\begin{bmatrix}
N^2 - \eta_{xx} & -\eta_{xy} \\
-\eta_{yx} & N^2 - \eta_{yy}
\end{bmatrix}
\begin{bmatrix}
E_x \\
E_y
\end{bmatrix} = 0
$$

(2.9)

$$
\eta_{ij} = \varepsilon_{ij} - \frac{\varepsilon_{iz}\varepsilon_{zj}}{\varepsilon_{zz}}, \quad i, j \in \{1, 2\}; 1 \sim 'x', 2 \sim 'y'
$$

Both $\varepsilon_{ij}$ and $\eta_{ij}$ are Hermitian matrices, with real diagonal elements and purely imaginary off-diagonal elements.
The refractive indices of the pair of characteristic modes discussed in Chapter 1 ("slow"~'1', '+'; "fast"~'2', '−') can then be determined:

\[
\begin{vmatrix}
N^2 - \eta_{xx} & -\eta_{xy} \\
-\eta_{yx} & N^2 - \eta_{yy}
\end{vmatrix} = 0
\]

\[\Rightarrow \quad N^4 - (\eta_{xx} + \eta_{yy})N^2 + \eta_{xx}\eta_{yy} - |\eta_{xy}|^2 = 0 \quad (2.10)\]

\[\Rightarrow \quad N_{1,2}^2 = \frac{1}{2} \left[ (\eta_{xx} + \eta_{yy}) \pm \sqrt{(\eta_{xx} - \eta_{yy})^2 + 4|\eta_{xy}|^2} \right] \]

The elements of dielectric tensor \(\varepsilon\) can be derived in a straightforward manner by first considering its form in a coordinate system where \(\hat{z} \parallel \vec{B}_0\) and \(\vec{k}\) in \(xz\)-plane.
(see Fig. 2.1b). In this coordinate system:

\[
\varepsilon' = \begin{pmatrix}
1 - \frac{X}{1 - Y^2} & i \frac{XY}{1 - Y^2} & 0 \\
-i \frac{XY}{1 - Y^2} & 1 - \frac{X}{1 - Y^2} & 0 \\
0 & 0 & 1 - X
\end{pmatrix}
\]

\[
= \mathbf{I} - \frac{X}{1 - Y^2} \begin{pmatrix}
1 & -iY & 0 \\
iY & 1 & 0 \\
0 & 0 & 1 - Y^2
\end{pmatrix}
\]

(2.11)

where \( X \equiv \frac{\omega_p e^2}{\omega^2} \), \( Y \equiv \frac{\omega_c e}{\omega} \) [Hutchinson, 2005].

To convert the expression to the coordinate system where \( \hat{z} \parallel \vec{k} \) and \( \vec{B}_0 \) is in \( xz \)-plane (see Fig. 2.1a), a rotation operation around \( \hat{y} \)-axis is applied:

\[
\varepsilon'' = \mathbf{R}_y(\theta) \varepsilon' \mathbf{R}_y^{-1}(\theta)
\]

\[
= \mathbf{I} - \frac{X}{1 - Y^2} \begin{pmatrix}
1 - Y^2 \sin^2 \theta & -iY \cos \theta & Y^2 \sin \theta \cos \theta \\
iY \cos \theta & 1 & iY \sin \theta \\
Y^2 \sin \theta \cos \theta & -iY \sin \theta & 1 - Y^2 \cos^2 \theta
\end{pmatrix}
\]

(2.12)

where \( \mathbf{R}_y(\theta) \) is the matrix that can rotate a vector around \( \hat{y} \)-axis counterclockwise by an angle of \( \theta \), which is the angle between \( \vec{k} \) and \( \vec{B}_0 \).

\[
\mathbf{R}_y(\theta) = \begin{pmatrix}
\cos \theta & 0 & -\sin \theta \\
0 & 1 & 0 \\
\sin \theta & 0 & \cos \theta
\end{pmatrix}
\]

(2.13)

Substitute the elements of \( \varepsilon'' \) into Eqn. 2.10. The Appleton-Hartree equation can be written as \( (N_1 > N_2) \):

\[
N_{1,2}^2 = 1 - \frac{2X(1 - X)}{2(1 - X) - Y^2 \sin^2 \theta \pm \sqrt{Y^4 \sin^4 \theta + 4Y^2(1 - X)^2 \cos^2 \theta}}
\]

(2.14)
In the limit of $\theta \to \pi/2$, Eqn. 2.14 gives the dispersion relation for the familiar O- & X- modes; in the limit of $\theta \to 0$, Eqn. 2.14 becomes the dispersion relation for the LCP & RCP modes. The $2 \times 1$ transverse E-field vectors (components perpendicular to $\vec{k}$) corresponding to the two indices give the polarization of characteristic modes.

### 2.3 Jones calculus

In Jones calculus [Henry Hurwitz and Jones, 1941; Jones, 1941a,b, 1942, 1947a,b, 1948], the polarization of an EM-wave is expressed by the transverse E-field in the coordinate system in Fig. 2.1a:

$$
\vec{E} = \begin{pmatrix}
E_x \\
E_y
\end{pmatrix} = 
\begin{pmatrix}
a_x e^{i\delta_x} \\
a_y e^{i\delta_y}
\end{pmatrix} = \sqrt{a_x^2 + a_y^2} e^{i\delta} \begin{pmatrix}
\cos \alpha \\
\sin \alpha e^{i\delta}
\end{pmatrix},
$$

(2.15)

\[
\begin{cases}
\tan \alpha \equiv a_y / a_x, & \alpha \in [0, \pi/2] \\
\delta \equiv \delta_y - \delta_x, & \delta \in (-\pi, \pi]
\end{cases}
\]

The wave E-field during propagation evolves according to the relation:

$$
\vec{E}(z) = \mathbf{\hat{J}}(z) \cdot \vec{E}(0)
$$

(2.16)

The $2 \times 2$ matrix $\mathbf{\hat{J}}(z)$ is called Jones matrix. Its expression will be derived below.

The pair of characteristic modes define the base vectors ("slow" $\sim$ 's', "fast" $\sim$ 'f'):

$$
\hat{E}_s = \begin{pmatrix}
\cos \alpha_s \\
\sin \alpha_s e^{i\delta_s}
\end{pmatrix}, \quad \hat{E}_f = \begin{pmatrix}
\cos \alpha_f \\
\sin \alpha_f e^{i\delta_f}
\end{pmatrix}
$$

(2.17)

which are normalized and orthogonal to each other:

$$
\begin{cases}
\hat{E}_{s,f}^\dagger \cdot \hat{E}_{s,f} = 1 \\
\hat{E}_{s,f}^\dagger \cdot \hat{E}_{f,s} = 0
\end{cases}
$$

(2.18)
Any E-field can be decomposed into this pair of base vectors:

$$
\vec{E} = A_s \hat{E}_s + A_f \hat{E}_f,
$$

$$
A_{s,f} = \hat{E}_{s,f}^\dagger \cdot \vec{E},
$$

(2.19)

In the WKB limit, the magnetized plasma can be considered as a birefringent medium. Within an infinitesimal plasma slab, which is thick compared to the wavelength but thin compared to equilibrium gradients, the characteristic modes propagate with unchanged polarization and evolving phase:

$$
\begin{align*}
\hat{E}_{s,f}(z + dz) &= \hat{E}_{s,f}(z) \\
A_{s,f}(z + dz) &= e^{i d \delta_{xs}} A_{s,f}(z)
\end{align*}
$$

(2.20)

Note that $d \delta_{xs}$ means the change in the absolute phase of the slow characteristic mode, i.e., the common phase of $E_x$ and $E_y$ in Eqn. 2.15; and correspondingly $d \delta_{xf}$ is the change in the fast mode absolute phase. Also note that “snapshot” approach is adopted here, i.e., partial derivative is taken with respect to $z$:

$$
\delta_{xs,xf}(z, t) = \int_0^z k_{s,f}(z')dz' - \omega t
$$

$$
\frac{\partial \delta_{xs,xf}}{\partial z} = k_{s,f}(z) = N_{s,f}(z) \frac{\omega}{c}
$$

(2.21)

Evolution of the polarization within the plasma slab can be expressed as:

$$
\vec{E}(z + dz) = A_s(z + dz) \hat{E}_s(z + dz) + A_f(z + dz) \hat{E}_f(z + dz)
$$

$$
= e^{i d \delta_{xs}} A_s(z) \hat{E}_s(z) + e^{i d \delta_{xf}} A_f(z) \hat{E}_f(z)
$$

$$
= e^{i d \delta_{xs}} \hat{E}_s \hat{E}_s^\dagger \cdot \vec{E} + e^{i d \delta_{xf}} \hat{E}_f \hat{E}_f^\dagger \cdot \vec{E}
$$

$$
= \vec{P} \hat{K} \cdot \vec{P}^\dagger \cdot \vec{E}
$$

$$
= \vec{J}(z) \cdot \vec{E}(z)
$$

(2.22)
\[ \vec{P} \equiv (\hat{E}_s, \hat{E}_f) = \begin{pmatrix} \cos \alpha_s & \cos \alpha_f \\ \sin \alpha_s e^{i\delta_s} & \sin \alpha_f e^{i\delta_f} \end{pmatrix} \]

\[ \vec{K} \equiv \begin{pmatrix} e^{i\delta_{\text{xs}}} & 0 \\ 0 & e^{i\delta_{\text{xf}}} \end{pmatrix} = e^{i\delta_{\text{comm}}/2} \begin{pmatrix} e^{i\delta_{\text{diff}}/2} & 0 \\ 0 & e^{-i\delta_{\text{diff}}/2} \end{pmatrix} \]

where

\[ \left\{ \begin{array}{l} d\delta_{\text{comm}} = (d\delta_{\text{xs}} + d\delta_{\text{xf}})/2 \\ d\delta_{\text{diff}} = d\delta_{\text{xs}} - d\delta_{\text{xf}} \end{array} \right. \] (2.24)

and the Jones matrix for this slab is:

\[ \vec{J}(z) = \vec{P} \vec{K} \vec{P}^\dagger \] (2.25)

The plasma from 0 to z along wave path can be viewed as a stack of multiple plasma slabs of thickness \( d\nu_0, d\nu_1, \ldots, d\nu_{N-1}, d\nu_N \) at position \( z_0 = 0, z_1, \ldots, z_{N-1}, z_N = z \), respectively [Soltwisch, 1993], i.e.,

\[ \left\{ \begin{array}{l} z_0 = 0 \\ z_j = \sum_{i=0}^{j-1} d\nu_i, \quad j \in \{2, 3, \ldots, N\} \\ z_N = z \end{array} \right. \] (2.26)

The plasma parameters are assumed to be slow varying (i.e., WKB approximation) between slabs, so reflections at the interface between slabs can be ignored. Therefore the total Jones matrix for the plasma from 0 to z can be derived from the slab model:

\[ \vec{J}(z) = \prod_{j=0}^{N-1} \vec{J}(z_j) \] (2.27)

\[ = \vec{J}(z_{N-1}) \vec{J}(z_{N-2}) \cdots \vec{J}(z_1) \vec{J}(z_0) \]
2.4 Mueller-Stokes calculus

Mueller-Stokes calculus [McMaster, 1954; Segre, 1999] can also be utilized to calculate the polarization of an EM-wave as it propagates through a magnetized plasma. It uses the Stokes vector, $\bar{s}$, in an abstract 4-D vector space, to represent the polarization.

\[
\bar{s} = \begin{pmatrix}
s_0 \\
s_1 \\
s_2 \\
s_3 \\
\end{pmatrix} = \begin{pmatrix}
I_{\text{total}} \\
I_{0^\circ} - I_{90^\circ} \\
I_{45^\circ} - I_{-45^\circ} \\
I_{\text{RCP}} - I_{\text{LCP}} \\
\end{pmatrix} = s_0 \begin{pmatrix}
1 \\
\cos 2\chi \cos 2\psi \\
\cos 2\chi \sin 2\psi \\
\sin 2\chi \\
\end{pmatrix}
\]

\[
\bar{s} = \begin{pmatrix}
\frac{a_x^2 + a_y^2}{2} \\
\frac{a_x^2 - a_y^2}{2} \\
2a_x a_y \cos \delta \\
2a_x a_y \sin \delta \\
\end{pmatrix} = \begin{pmatrix}
\frac{a_x^2 + a_y^2}{2} \\
1 \\
\cos 2\alpha \\
\sin 2\alpha \cos \delta \\
\sin 2\alpha \sin \delta \\
\end{pmatrix}
\]

where $I_{\text{total}} = s_0 = \sqrt{s_1^2 + s_2^2 + s_3^2} = a_x^2 + a_y^2$; $I$ means intensity; the notation ‘$I_\theta$’ means the power of a detector would measure if it is setup to detect the linear polarization along $\theta$ direction; the notation ‘$I_{\text{LCP}}$’ & ‘$I_{\text{RCP}}$’ means the measured power for LCP & RCP detection, respectively. (Detailed detection setups are presented in Appendix A.5.) The polarization ellipse is depicted in Fig. 2.2. $\psi$ and $\chi$ are the angles corresponding to the polarization direction and elliptization, respectively. $\{\psi, \chi\}$ is another pair of characterizing parameters, and one-to-one maps to the parameter pair $\{\alpha, \delta\}$, which is described in Section 2.3. The definition domains of these parameters are:

\[
\begin{cases}
\psi \in \left(-\frac{\pi}{2}, \frac{\pi}{2}\right), & \alpha \in \left[0, \frac{\pi}{2}\right] \\
\chi \in \left[-\frac{\pi}{4}, \frac{\pi}{4}\right], & \delta \in (-\pi, \pi) \\
\end{cases}
\]
Figure 2.2: Polarization ellipse and definition of angles. \( a^2 + b^2 = a_x^2 + a_y^2 \)

The polarization evolution follows:

\[
\mathbf{s}(z)_{4\times 1} = \mathbf{M}(z)_{4\times 4} \cdot \mathbf{s}(0)_{4\times 1}
\]  

(2.30)

where \( z \) is the path parameter along propagation and \( \mathbf{M} \) is Mueller matrix. With knowledge of Mueller matrices along the path, the polarization evolution of the EM-wave can be fully characterized.

The analysis can be further simplified using additional assumptions. The high-frequency EM-wave is assumed to experience no dissipation due to collision, and absorption at cyclotron resonances is neglected, i.e., \( s_0 \equiv 1 \). The corrections from finite temperature effects are also excluded: the dispersive nonrelativistic corrections caused by the Doppler effect can be ignored by the fact that the phase velocity
of the high-frequency EM-wave is close to the speed of light, much higher than the electron thermal velocity; the relativistic nondispersive contributions caused by relativistic mass dependence on the velocity is also ignored [Mirnov et al., 2007; Segre and Zanza, 2002]. With these assumptions, Eqn. 2.30 is reduced to 3-D:

\[ \vec{s}(z)_{3\times1} = \hat{\mathbf{M}}(z)_{3\times3} \cdot \vec{s}(0)_{3\times1} \]

(2.31)

where the 3 × 1 Stokes vector is:

\[ \vec{s}_{3\times1} = \begin{pmatrix} s_1 \\ s_2 \\ s_3 \end{pmatrix} = \begin{pmatrix} \cos 2\chi \cos 2\psi \\ \cos 2\chi \sin 2\psi \\ \sin 2\chi \end{pmatrix} = \begin{pmatrix} \cos 2\alpha \\ \sin 2\alpha \cos \delta \\ \sin 2\alpha \sin \delta \end{pmatrix} \]

(2.32)

This definition maps the polarization to a point on the Poincaré sphere, which is a unit sphere in an abstract 3-D space (see Fig. 2.3a). Orthogonal polarizations are mapped to opposing poles on the sphere, e.g., horizontal & vertical linear polarizations are the \( s_1 \) poles, and LCP & RCP are the \( s_3 \) poles.

The 3 × 3 Mueller matrix is:

\[ \hat{\mathbf{M}}_{3\times3} = \begin{pmatrix} M_{11} & M_{12} & M_{13} \\ M_{21} & M_{22} & M_{23} \\ M_{31} & M_{32} & M_{33} \end{pmatrix} \]

(2.33)

Note that this Mueller matrix is an orthogonal matrix. A short proof is as follows:

\[ s_j = M_{jm}s_m \]
\[ \Rightarrow s_js_j = M_{jm}s_mM_{jn}s_n = M_{jm}M_{jn}s_ms_n = \delta_{mn}s_ms_n \]
\[ \Rightarrow M_{jm}M_{jn} = \delta_{mn} \]
\[ \Rightarrow \hat{\mathbf{M}}^T = \hat{\mathbf{M}}^{-1} \]

(2.34)
Figure 2.3: (a) Stokes vector maps a polarization to a point on Poincaré sphere. (b) In Mueller-Stokes calculus, a step of polarization evolution ($\Delta \vec{s}$) is described as a small rotation of the Stokes vector $\vec{s}$ around the axial vector $\vec{\Omega}$. 
Einstein summation convention is adopted here, i.e., when an index variable appears twice in a single term it implies summation of that term over all the values of the index. Therefore a Mueller matrix has only 3 independent elements (9 elements with 6 constraints). If the elements \( \{M_{11}, M_{21}, M_{12}\} \) are known, the complete \( 3 \times 3 \) matrix can be determined (see Appendix A.5).

Relationships between the two pairs of characterizing parameters \( \{\psi, \chi\} \) and \( \{\alpha, \delta\} \) can also be easily derived from Eqn. 2.32. For example, the ratio of \( s_3/s_2 \) from the two expressions using the two parameter pairs results in the following relation:

\[
\tan 2\chi = \sin 2\psi \tan \delta \tag{2.35}
\]

### 2.4.1 Differential form of Stokes vector evolution

In differential form the evolution of a Stokes vector also follows the ODE equation [Segre, 1999; Zienkiewicz et al., 1998]:

\[
\frac{d\vec{s}(z)}{dz} = \vec{\Omega}(z) \times \vec{s}(z) \tag{2.36}
\]

where \( \vec{\Omega}(z) \) is related to local plasma parameters in the coordinate system in Fig. 2.4:

\[
\vec{\Omega} = \frac{\omega_{pe}^2}{(N_1 + N_2)c\omega^3} \left[ 1 - \left( \frac{e}{\omega m_e} \right)^2 \left( \frac{B_x^2 + B_y^2}{1 - X} + B_z^2 \right) \right] \begin{pmatrix} \left( \frac{e}{m_e} \right)^2 \left( \frac{B_x^2 - B_y^2}{1 - X} \right) \\ \left( \frac{e}{m_e} \right)^2 \left( \frac{2B_x B_y}{1 - X} \right) \\ \frac{2\omega e}{m_e} B_z \end{pmatrix} \tag{2.37}
\]

A step in polarization evolution corresponds to a small rotation of the Stokes vector with respect to the axial vector \( \vec{\Omega} \) on Poincaré sphere (see Fig. 2.3b).
Figure 2.4: Cartesian coordinate system where \( \hat{z} \parallel \vec{k} \), and \( \vec{B}_\perp \) forms an angle \( \gamma \in (-\pi, \pi] \) with respect to \( \hat{x} \).

The individual FR and CM effect strength is defined as the integral of the expression [Guenther, 2004]:

\[
\begin{align*}
\frac{d_{\text{FR}} \psi}{dz} &= \frac{1}{2} \Omega_3 \frac{\omega_{pe}/\omega \to 0, \omega_{ce}/\omega \to 0}{\omega_{pe}/\omega \to 0, \omega_{ce}/\omega \to 0} - C_{\text{FR}} \lambda^2 n_c B_\parallel \\
\frac{d_{\text{CM}} \delta}{dz} &= \sqrt{\Omega_1^2 + \Omega_2^2} \frac{\omega_{pe}/\omega \to 0, \omega_{ce}/\omega \to 0}{\omega_{pe}/\omega \to 0, \omega_{ce}/\omega \to 0} C_{\text{CM}} \lambda^3 n_c B_\perp^2
\end{align*}
\]  
(2.38)

and the integral forms are:

\[
\begin{align*}
\Delta_{\text{FR}} \psi &= \int \frac{d_{\text{FR}} \psi}{dz} dz \\
\Delta_{\text{CM}} \delta &= \int \frac{d_{\text{CM}} \delta}{dz} dz
\end{align*}
\]  
(2.39)

where \( C_{\text{FR}} \) and \( C_{\text{CM}} \) are the coefficient constants historically used to characterize the pure FR and pure CM effect, respectively:

\[
\begin{align*}
C_{\text{FR}} &= \frac{e^3}{8 \pi^2 \varepsilon_0 m_e^2 c^3} \approx 2.6312 \times 10^{-13} \\
C_{\text{CM}} &= \frac{e^4}{16 \pi^3 \varepsilon_0 m_e^3 c^4} \approx 2.4568 \times 10^{-11}
\end{align*}
\]  
(2.40)

Therefore a non-vanishing \( \Omega_3 \) gives rise to the FR effect, while \( \Omega_{1,2} \) correspond to the CM effect. The interaction between the FR and CM effects [Orsitto et al.,
2010; Zhang et al., 2010], which will be discussed in more detail in Chapter 4 and Chapter 5, can be visualized with the geometric description of the polarization evolution: a 3-D rotation of the Stokes vector in the presence of both effects results in a Stokes vector different from the rotation due to either individual effect.

The interaction may also be seen from the differential expressions (Eqn. 16 in [Imazawa et al., 2012]) relating changes in $\chi$ and $\psi$ to the FR and CM effects:

\[
\frac{d\chi}{dz} = \frac{1}{2} \frac{d\text{CM}_\delta}{dz} \sin(2\psi + 2\gamma) \tag{2.41a}
\]

\[
\frac{d\psi}{dz} = \frac{d\text{FR}_\psi}{dz} - \frac{1}{2} \frac{d\text{CM}_\delta}{dz} \tan 2\chi \cos(2\psi + 2\gamma) \tag{2.41b}
\]

where $\gamma$ is the transverse magnetic field pitch angle in the wave frame (see Fig. 2.4). Equation 2.41a shows the sensitivity of elliptization to $\psi$. FR modifies $\psi$, so it affects the elliptization. The second term on RHS of Eqn. 2.41b shows that the CM effect also intrinsically causes polarization rotation.

### 2.4.2 Mueller matrices for Faraday rotator plate and wave plate

An analogy can be made between the the polarimetry effects in a magnetized plasma and optical components: FR effect–Faraday rotator plate, CM effect–wave plate. The $3 \times 3$ Mueller matrix for:

1. Faraday rotator plate which rotates a linear polarization by an angle of $\psi$:

\[
\hat{\mathbf{M}}_{\text{FR}} = \begin{pmatrix}
\cos \psi & -\sin \psi & 0 \\
\sin \psi & \cos \psi & 0 \\
0 & 0 & 1
\end{pmatrix}
\tag{2.42}
\]

2. wave plate with its fast axis along $\hat{x}$ that introduces extra phase $\delta$ between $E_y$
and $E_x$:

$$\mathbf{M}_{CM,x} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \cos \delta & \sin \delta \\ 0 & -\sin \delta & \cos \delta \end{pmatrix} \tag{2.43}$$

For a wave plate with its fast axis oriented in another direction in $xy$-plane, the corresponding Mueller matrix is Eqn. 2.43 undergoing a rotation operation around $\hat{z}$.

Note that these two Mueller matrices are not commutative in general, i.e., for $\psi \neq m \cdot \pi/2, \delta \neq n \cdot \pi/2$ ($m, n \in \mathbb{Z}$):

$$\mathbf{M}_{FR} \mathbf{M}_{CM} \neq \mathbf{M}_{CM} \mathbf{M}_{FR} \tag{2.44}$$

If the magnetized plasma is divided into infinitesimal slabs, as described in Section 2.3, the polarimetry effects can be expressed as a product chain of the above Mueller matrices for each slab. In a case where both the FR and CM effects occur, the non-commutativity between the two forms of matrices prohibits to calculate the “total” FR effect by simply integrating $\mathbf{M}_{FR}$ over slabs, or the “total” CM effect by integrating $\mathbf{M}_{CM}$. This suggests that the the FR and CM effects cannot be easily separated in the final Mueller matrix, therefore the data interpretation is quite complicated in the presence of strong interaction between these two effects.

### 2.5 Relationship between Jones calculus & Mueller-Stokes calculus

Both calculuses are derived from the same set of assumptions: in the WKB limit, high-frequency EM-wave propagating in a cold magnetized plasma without
dissipation and absorption. Jones calculus directly tracks the wave E-field in real space, while Mueller-Stokes calculus manipulates the Stokes vector in an abstract space. Their transforming matrices, Jones matrix and Mueller matrix, have a connection [Collett, 2003] that can be expressed by:

\[
\mathbf{M}_{4\times4} = \mathbf{T}_{4\times4} \left( \mathbf{J}_{2\times2} \otimes \mathbf{J}_{2\times2}^* \right) \mathbf{T}_{4\times4}^{-1}
\]

(2.45)

where

\[
\mathbf{T} = \begin{pmatrix}
1 & 0 & 0 & 1 \\
1 & 0 & 0 & -1 \\
0 & 1 & 1 & 0 \\
0 & -i & i & 0
\end{pmatrix}
\]

(2.46)

and the direct product operation is defined as:

\[
A \otimes B \equiv \begin{pmatrix}
a_{11}B & a_{12}B \\
a_{21}B & a_{22}B
\end{pmatrix}
\]

(2.47)

From the above equation, it can be seen that the \(e^{id\delta_{\text{comm}}}\) factor in \(\mathbf{K}\) (Eqn. 2.23) is eliminated during the direct product, i.e., the information of the common phase is lost. If the absolute phase of the E-field vector during propagation is desired, which is necessary to superpose two polarizations, Jones calculus has to be used. Except for this difference, these two calculus are equivalent, which is also verified by the calculations by synthetic diagnostic code in Section 4.2.1.
CHAPTER 3

Polarimeter hardware and initial tests on DIII-D

A 288 GHz ($\lambda = 1.04 \text{ mm}$) polarimeter system is designed and fabricated at UCLA for NSTX. It was then installed on the DIII-D tokamak for plasma tests to prepare for future implementation on NSTX-Upgrade. This chapter presents the hardware development, implementation and initial tests of the polarimeter system.

3.1 NSTX polarimeter retro-reflects along a major radius

The polarimeter for NSTX is designed to operate along a major radial chord in retro-reflection geometry, which merely requires one midplane port window and a retro-reflector on the NSTX center stack for plasma access (see Fig. 3.1). To be specific, a rotating linearly polarized microwave beam is launched into the plasma from the outboard side. The beam retro-reflects at a flat reflective graphite tile on the inboard wall, and is finally detected by a receiver, which generates a sinusoidal voltage output. The phase shift between this output voltage and a reference sinusoidal wave directly relates to the plasma polarimetry effects. This geometry enables the diagnosis of $B_{\text{poloidal}}$ around midplane, which is of great interest to the tokamak plasma research, since it directly relates to the plasma current profile. This retro-reflection design is also simpler to implement compared to the commonly used single pass vertical
view, which normally requires a giant C-frame to isolate the polarimeter system from the tokamak vibrations [Braithwaite et al., 1989; Lanier et al., 1999; Rice, 1992; Soltwisch, 1986]. It is worth noting here that the retro-reflection by the flat tile does not cause any cancellation of the polarimetry effects, i.e., the FR and CM effects. It merely doubles the beam propagation path. (Detailed proof is presented in Appendix A.1.)

3.2 Choice of probe wavelength

The choice of probe wavelength is the most critical parameter for polarimetry design on NSTX. The chosen millimeter wavelength ($\lambda = 1.04 \text{ mm}$) is longer than common for polarimetry systems but is a good compromise between two competing constraints. On one hand, at longer wavelengths the plasma effects on wave polarization are much stronger (see Eqn. 2.38). This potentially allows for a more sensitive measurement of internal B-field, which is the primary motivation for the development of this polarimeter. On the other hand, at shorter wavelength refraction becomes less significant [Hutchinson, 2005]. This is critical for the detector to efficiently receive the returning beam in the previously described retro-reflection geometry. The corresponding $f = 288 \text{ GHz}$ frequency also allows the application of solid state microwave components, which are more robust and portable in comparison to the more delicate and bulky laser source.
Figure 3.1: The proposed 288 GHz polarimeter on NSTX uses retro-reflection geometry.
3.3 Hardware design of 288 GHz polarimeter

The layout of the 288 GHz polarimeter is shown in Fig. 3.2. The system can be conceptually divided into the source, quasi-optical and receiver sections.

![Schematic of quasi-optical design of 288 GHz polarimeter on NSTX](image)

**Figure 3.2:** Schematic of quasi-optical design of 288 GHz polarimeter on NSTX. The green lines with arrows indicate beam propagation. Double-arrows, circles, and ellipses represent the polarization of mm-wave beam (in wave frame of reference, i.e., looking in the direction of wave source) at the corresponding positions.
3.3.1 Source section

The source section employs a Single-Side-Band (SSB) modulation technique to generate a pair of orthogonally linearly polarized beams with a stable difference frequency (see Fig. 3.3).

![Diagram of microwave components](image)

**Figure 3.3:** Schematic of 288 GHz polarimeter source. Lines going through the microwave components indicate the microwave power flow.

A 96 GHz Gunn diode oscillator generates $\sim 20$ dBm of microwave radiation. A small fraction of the Gunn output power is coupled to the SSB modulator via a 10-dB directional coupler. In the SSB modulator, the 96 GHz frequency is upshifted using a stable 3.5 MHz crystal oscillator. The SSB modulator requires two separate 3.5 MHz I & Q inputs with 90° phase difference. This is achieved by splitting the crystal oscillator output and delaying one branch with a BNC cable of appropriate length. (Calculation of the cable length is presented in Appendix A.2.) The output
of the SSB modulator is then amplified using a high gain W-band amplifier. The remainder of the original 96 GHz and the amplified 96 GHz + 3.5 MHz radiation are fed into separate frequency triplers and then coupled to free-space via dual-mode horns [Pickett et al., 1984] (see Appendix A.3). An E-H tuner is inserted between the Gunn and the input port of the directional coupler for impedance matching to achieve the optimum microwave power coupling. It was later replaced by a fixed length waveguide because it is unstable due to the mechanical vibrations and environmental temperature change. The latter cause is pretty severe at DIII-D, since the temperature in the machine hall can easily vary > 10°C during a day. A W-band isolator is used in the coupled port of the directional coupler to eliminate reflection from the SSB that can disturb the frequency stability of the original transmitted 96 GHz microwave radiation. The isolator is protected from the tokamak magnetic fields with a close-fitting, soft iron shield. An adjustable attenuator is inserted after the W-band amplifier to optimize the emerging power of the upshifted mm-wave radiation. (Detailed discussion about unbalanced power LCP + RCP launch is in Appendix A.4.) Necessary W-band waveguides are used to connect the above microwave components and also create the required orthogonal polarization between the two frequency offset beams. The emerging 288 GHz and 288 GHz + 10.5 MHz mm-wave radiations each have approximately 3 dBm power. A portion of the original 3.5 MHz crystal oscillator output is electronically tripled in frequency to provide a reference for the mm-wave phase shift measurements. A photo of the source before the magnetic shielding is shown in Fig. 3.4.
Figure 3.4: A photo of the 288 GHz polarimeter source before magnetic shielding. Solid state microwave components are annotated.
3.3.2 Quasi-optical and receiver sections

The aperture dimensions of the components used for beam manipulation are on the order of 10 cm (approximately 100 millimeter-wavelengths), which categorizes the design to the quasi-optical regime [Goldsmith, 1992]. The emerging mm-wave from the triplers is coupled to aspherical lenses made of high density polyethylene. These lenses convert the diverging mm-wave from the horns to collimated Gaussian beam propagation. A similar lens in front of the mixer focuses the returned beam into the dual-mode horn attached to the mixer. Another longer focal length lens is inserted between the beam splitting mesh and the plasma to control beam propagation and place a beam waist on the retro-reflective tile. The orthogonal linearly polarized beams launched from the two triplers are combined using a polarizer (the mm-wave from the SSB branch transmits and the wave from the Gunn branch reflects; see Appendix A.6.2) and converted to a pair of counter-rotating circularly polarized beams (LCP & RCP) via a birefringent crystal quartz $\lambda/4$ wave plate (see Appendix A.6.4). The combined LCP & RCP beams are equivalent to a linearly polarized beam whose polarization direction rotates at half of the difference frequency. Equation 3.1 proves that the resultant wave E-field is a linear polarization ($\delta = 0$) with its polarization rotating at half of the difference frequency ($\alpha = \omega_{\text{df}}t/2$).

\[
\vec{E} = \vec{E}_{\text{LCP}} + \vec{E}_{\text{RCP}} = \frac{1}{\sqrt{2}} e^{i(\omega_{l0}+\omega_{\text{df}})t} \begin{pmatrix} 1 \\ -i \end{pmatrix} + \frac{1}{\sqrt{2}} e^{i\omega_{l0}t} \begin{pmatrix} 1 \\ i \end{pmatrix} = \sqrt{2} e^{i(\omega_{l0}+\omega_{\text{df}}/2)t} \begin{pmatrix} \cos(\omega_{\text{df}}t/2) \\ \sin(\omega_{\text{df}}t/2) \end{pmatrix} \tag{3.1}
\]

As illustrated in Fig. 3.2, this combined beam transmits through a mesh (it
maintains the polarization in transmission and reflection for beam incident at 45°; 
\(~ 90\%\) reflection coefficient in E-field; see Appendix A.6.3), propagates through the plasma from the outboard side, retro-reflects at a flat reflective graphite tile (\(> 99\%\) reflective for mm-wave) on the inboard wall, which returns the beam through the plasma a second time. This returned beam then reflects from the mesh, and is directed towards the mm-wave receiver. During propagation through the magnetized plasma, the beam experiences polarization modifications related to the FR and CM effects. The vertical E-field component of the returned beam is selected by a polarizer and subsequently detected by a single-ended 288 \(GHz\) mixer. The mixer generates a sinusoidal voltage output at the original difference frequency after bandpass filtering (to suppress the undesired sidebands due to imperfect SSB modulation; see Appendix A.7), i.e., 10.5 \(MHz\), corresponding to the rotating linearly polarized beam input. The phase shifts between the previously mentioned sinusoidal 10.5 \(MHz\) reference and mixer output voltage directly relate to the polarization changes caused by the plasma. For example, pure FR effect would advance the linear polarization rotation, resulting in a measured phase shift between the two sinusoidal waveforms. Later, to further improve the phase resolution, a mm-wave reference is created by a tracking receiver [Doane, 1980] detecting a fraction of the reflected beam from the beam splitter, which was dumped in the early design (dashed green line in Fig. 3.11). This helps to suppress the noise before the combination of the mm-wave beam pair. These noise include the jitter in the SSB modulation and the beam path length variation introduced by mechanical vibrations.
3.3.3 Multi-reflection feedback effect and quasi-optical isolation

The primary source of phase error is found to be a result of multi-reflection feedback effects. These effects are created due to the cavities formed in the system by reflections at the triplers and also the 288 GHz mixer. The highly reflective mesh (illustrated in Fig. 3.2) helps to isolate the effects of reflection from the triplers. The cavity formed between the tile and the mixer was therefore found to be dominant. As illustrated in Fig. 3.5, a beam can propagate multiple times in such a high-Q cavity before its power is attenuated to a negligible level. At the mixer, the E-field of this feedback beam (e.g., beam #2 in Fig. 3.5) interferes with the E-field of desired main return beam (beam #1 in Fig. 3.5), generating another sinusoidal power variation at the difference frequency.

![Figure 3.5: A cavity formed between the tile and the mixer. The mixer and other quasi-optical components in between together are equivalent to a lossy mirror.](image)

Figure 3.6 clearly shows that the total power variation ($\tilde{P}_{1,1} + \tilde{P}_{1,2}$), which would be the measured sinusoidal waveform, presents a phase error ($\Delta\phi_{\text{error}}$) compared with the desired clean waveform ($\tilde{P}_{1,1}$). As a result, the amplitude and phase of the 10.5 MHz waveform detected at the mixer become functions of the path length ($L$)
and the polarimetry phase shift ($\Delta \phi$) caused by the plasma.

![Figure 3.6](image)

**Figure 3.6:** The total power variation ($\tilde{P}_{1,1} + \tilde{P}_{1,2}$), which would be the measured sinusoidal waveform, presents a phase error ($\Delta \phi \big|_{\text{error}}$) compared with the desired clean waveform ($\tilde{P}_{1,1}$).

The quantitative phase error dependence on $L$ and $\Delta \phi$ using realistic parameters is calculated and displayed in Fig. 3.7. The effective E-field reflection coefficient at the cavity ends ($r$) is estimated to be 0.15. (Detailed derivation is in Appendix A.9.) During a typical plasma operation cycle, $L$ can vary a few tens of wavelengths due to plasma interferometry effects, and $\Delta \phi$ can vary tens of degrees due to plasma polarimetry effects. Mechanical vibration can also cause changes in $L$ on the order of a few hundred microns. Due to these variations, as shown in Fig. 3.7, the resultant phase error can easily be at the level of $10^\circ$, if the feedback effect is left unsuppressed. Figure 3.7 also shows that the phase error can be decreased to $< 1^\circ$ by reducing $r < 0.01$.

One approach to achieve this is introducing quasi-optical isolation to degrade the cavity $Q$. Inserting a $+45^\circ$ polarizer, a $+45^\circ$ Faraday rotator plate (see Appendix A.6.1) and a vertical polarizer in series creates a one-way passage for
Figure 3.7: Calculated error in polarimetry phase measurements caused by the feedback effects. (a) dependence on path length \( (L) \); (b) dependence on polarimetry phase \( (\Delta \phi) \) caused by a magnetized plasma. Red and blue curves show the phase error with effective E-field reflection coefficients at the cavity ends \( r = 0.15 \) and \( r = 0.01 \), respectively. The black horizontal curve shows zero phase error if there is no feedback effect, i.e., \( r = 0 \).
the main beam (see Fig. 3.8). The different components of the feedback beam are selectively isolated at the polarizers. Such isolators are inserted in the receiver path and also in both source branches, where linearly polarized beams are propagating.

![Schematic of quasi-optical isolation](image)

**Figure 3.8:** Schematic of quasi-optical isolation. Green line indicates the desired main beam. Cyan line indicates the feedback beam. Polarizations in the frame of reference of the beam are depicted along the propagation.

A photo of the 288 GHz polarimeter setup for NSTX in laboratory at UCLA-Plasma Diagnostic Group is shown in Fig. 3.9.

### 3.4 Implementation and initial tests on DIII-D

Due to the technical failure on NSTX in 2011, the polarimeter system was installed on the DIII-D tokamak for experimental demonstration prior to future implementation on NSTX-Upgrade. Minimal modifications were involved since the installation on both devices share the same radial retro-reflection geometry (see Fig. 3.10).

Figure 3.11 shows the schematic of the polarimeter implementation on DIII-D
**Figure 3.9:** A photo of the 288 GHz polarimeter setup for NSTX in laboratory at UCLA-Plasma Diagnostic Group. The polarimeter can be conceptually divided into the source, quasi-optical and receiver sections. The beam propagation path is illustrated with the green lines with arrows.
Figure 3.10: Polarimeter on DIII-D has the same radial retro-reflection geometry as NSTX.
and Fig. 3.12 shows a photo. As can be seen, a lens pair replaces the previously described long focal length lens to better control the beam propagation alignment and waist position, since the beam path is much longer than that on NSTX.

**Figure 3.11:** Schematic of quasi-optical design of 288 GHz polarimeter on DIII-D. The green lines with arrows indicate beam propagation. Double-arrows, circles, and ellipses represent the polarization of mm-wave beam at the corresponding positions. A mm-wave reference is achieved by adding a tracking mixer to detect a fraction of reflected beam from the mesh beam splitter (dashed green line).
Figure 3.12: A photo of the 288 GHz polarimeter implementation on DIII-D. The solid green lines indicate the beam propagation. The dashed green lines indicate the beam of mm-wave reference.
3.4.1 Digitization, electronics and MDSplus tree design

Since a typical DIII-D discharge lasts \( \sim 10 \) seconds, it is impractical to digitize the signal and reference waveforms with full bandwidth \( (f_{\text{sampling}} > 21 \, MHz) \), which would generate enormous amount of data. Initially, the design was to digitize the I & Q output of an analog quadrature demodulator. But the demodulator introduces phase distortion, and the low frequency I & Q output was expected to be susceptible to pickups during the propagation along the \( \sim 100 \, m \) BNC cables between the machine hall and the digitizer. The frequency aliasing technique is used in digitization. The sampling rate of 11.7 MHz aliases the 10.5 MHz difference frequency to 1.2 MHz (see Fig. 3.13). 1.2 MHz is wider than the filter pass band and spectra of most plasma MHD modes, which avoids the interference between folding frequencies.

\[
\begin{align*}
    f_{\text{Nyquist}} &= 1/2 f_{\text{sampling}} = 5.85 \, MHz \\
    f_{\omega} &= 10.5 \, MHz
\end{align*}
\]

\( 1.2 \, MHz \) is wider than the filter pass band and spectra of most plasma MHD modes, which avoids the interference between folding frequencies.

Figure 3.13: Schematic of the frequency aliasing technique. 11.7 MHz sampling rate aliases the 10.5 MHz difference frequency down to 1.2 MHz (red dots).

Schematic of the polarimeter electronic design is presented in Fig. 3.14.

Digitized data is stored in a MDSplus tree ‘PI’. Its design is presented in
Figure 3.14: Schematic of polarimeter electronic design.
Fig. 3.15. (MDSplus is a set of software tools for data acquisition and storage and a methodology for management of complex scientific data. It allows all data from an experiment or simulation code to be stored into a single, self-descriptive, hierarchical structure. It is also the most widely used system for data management in the MCF program [Fredian and Stillerman, 2002].)

Figure 3.15: MDSplus tree ‘PI’ design for Polarimeter/Interferometer data storage and management. Descriptions for the nodes are in parentheses.

3.4.2 Phase calculation uses complex demodulation technique

The complex demodulation technique [Choi et al., 1986] is used to calculate the polarimetry/interferometry phase shift from the pair of measured sinusoidal waveforms. The two sinusoidal waveforms are converted to complex numbers by firstly Fourier
transforming (FFT) and then inverse Fourier transforming (iFFT) on the positive frequencies. Then a digital quadrature demodulator is applied to calculate I & Q, from which the phase and amplitude can be extracted.

The complex demodulation algorithm is as follows:

\[
\begin{align*}
\text{ref: } x(t) &= A_0 \cos(\omega_0 t + \phi_0) \quad \xrightarrow{\text{FFT}} \quad X(f) \quad \xrightarrow{\text{iFFT}(X(f_+))] \quad x'(t) = \frac{1}{2}A_0 e^{i(\omega_0 t + \phi_0)} \\
\text{sig: } y(t) &= A_1(t) \cos[\omega_0 t + \phi_1(t)] \quad \xrightarrow{\text{FFT}} \quad Y(f) \quad \xrightarrow{\text{iFFT}(Y(f_+))] \quad y'(t) = \frac{1}{2}A_1(t)e^{i[\omega_0 t + \phi_1(t)]} \\
\Rightarrow 4y'(t) \cdot x'^*(t) &= A_1(t)A_0 e^{i[\phi_1(t) - \phi_0]} = I(t) + iQ(t) \\
\Rightarrow \quad I(t) &= A_1(t)A_0 \cos[\phi_1(t) - \phi_0] \\
Q(t) &= A_1(t)A_0 \sin[\phi_1(t) - \phi_0] \\
A_1(t) &= \sqrt{T^2(t) + Q^2(t)}/A_0 \\
\Delta \phi(t) \equiv \phi_1(t) - \phi_0 &= \tan^{-1}[Q(t)/I(t)]
\end{align*}
\]

(3.2)

3.4.3 Interferometer setup verifies basic hardware operation

The system was initially setup as an interferometer after installation on DIII-D to verify the basic hardware operation in the harsh environment. In this configuration, the Gunn-branch beam is directly sent to the mixer as a local oscillator, instead of being launched into the plasma (see Fig. 3.16).

A typical plasma discharge on DIII-D (shot #147054) is presented in Fig. 3.17. As shown in the trace of \(D_\alpha\) emission (see Fig. 3.17c), the plasma transitions from low performance mode (L-mode) to high performance mode (H-mode) at \(\sim 1900\) ms. Figure 3.17(a) illustrates that the 288 GHz interferometer can measure the line integrated density \(n_e L\) beyond the current ramp (Fig. 3.17b) and up to H-mode.
Figure 3.16: The interferometer setup was initially used to verify the basic hardware operation.
The line integrated density measured by CO$_2$ R0 interferometer [Zeeland et al., 2006a], which uses two wavelengths ($\lambda = 10.59 \text{ \mu m}, 0.632 \text{ \mu m}$) to compensate vibration, is also plotted for comparison. The interferometer failed to track the density at high plasma density region as a result of the fringe jumps due to temporary loss of signal. The beam can be severely refracted to miss the receiver at a density with sufficiently large transverse gradient.

![Graphs showing (a) line integrated density, (b) plasma current, and (c) D$_\alpha$ emission over time for shot #147054.]

**Figure 3.17:** Time traces of line integrated density ($n_e L$ in panel a), plasma current ($I_p$ in panel b) and D$_\alpha$ emission ($D_\alpha$ in panel c) of a typical DIII-D shot. (shot #147054)
Figure 3.18 zooms in on the phase tracking during the plasma starting stage, i.e., when the plasma current \( I_p \) is ramping up during 0–1600 ms in Fig. 3.17(b). Two diagnostics simultaneously measure the line integrated density and the temporal traces are plotted at their full sampling rate: 288 GHz interferometer at 11.7 MHz in red and CO\(_2\) R0 interferometer at 1.67 MHz in blue. The red curve closely follows the blue curve but it is contrastingly thin. This suggests that the 288 GHz interferometer features much higher S/N ratio and better sensitivity for low density measurements. This also demonstrates its possible use for density control during plasma start-up, where the DIII-D CO\(_2\) interferometer system often suffers significant uncertainty.

3.5 In-situ mirror translation tests suppression of feedback effect

As discussed in Section 3.3.3, the quasi-optical isolation introduced is essential to achieve high phase resolution in polarimeter measurements. Its effectiveness in suppressing the multi-reflection feedback effect was quantitatively verified. The verification was performed by varying the cavity length \( L \) over a range of a few wavelengths. This is accomplished by manually translating the mirror, which simulates the plasma interferometry effect during plasma operations, as shown in Fig. 3.19.

The polarimeter response was recorded with data acquisition shots and the measured phase and amplitude variations without & with quasi-optical isolation are presented in Fig. 3.20. As can be seen, the phase variation is \( \sim 12^\circ \) without isolation (see Fig. 3.20a), which agrees with the predicted phase error level shown in Fig. 3.7(a). The phase variation is \(< 1^\circ \) with isolation (see Fig. 3.20b), demonstrating
**Figure 3.18:** Time trace of line integrated density ($n_eL$) during the starting stage of DIII-D shot #147054. Measurements from both interferometers are plotted with full sampling rate: 288 GHz interferometer at 11.7 MHz in red and CO$_2$ R0 interferometer at 1.67 MHz in blue.
**Figure 3.19:** The mirror is manually translated to vary the tile-mixer cavity length. The original cavity (in green) and varied cavity (in red) have a length difference of the mirror translation distance ($\Delta L$).
that the feedback effect is suppressed.

Figure 3.20: Polarimeter phase and amplitude variation during mirror translation (shaded area): (a) without quasi-optical isolation; (b) with isolation.

The residual variation in the signal amplitude in Fig. 3.20(b) is due to the coupling...
among multiple cavities. For example, two extra cavities are created by the slightly reflective lens surface between the tile and mixer (see Fig. 3.21). Careful tuning the lens position (on the order of 100 µm) can achieve a “sweet spot”, where translating the mirror has minimal effect on the signal. As shown in Fig. 3.21, lens translation changes length of cavity #3, and this length is not affected by the plasma operation. Therefore if the lens is positioned at a spot where cavity #3 length is a multiple of wavelength, a node of a standing wave is positioned at the mixer, thereby minimizing the impact on the signal from the feedback effects.

**Figure 3.21:** 3 cavities are created among the tile, lens, and mixer.

### 3.6 Shielding of stray magnetic field essential to suppress phase noise

Immediately after the installation, a polarimeter phase noise of ∼ 4° was measured before plasma breakdown. Similar level of noise was also observed to occur during power supply test shots (see Fig. 3.22), and during plasma operation when the probe
beams are directly retro-reflected from a mirror outside the vacuum chamber, without propagating through the plasma (see Fig. 3.23a).

\[ \begin{array}{c}
\text{Figure 3.22: } \sim 4^\circ \text{ phase noise (in red) occurs during power supply test shot on DIII-D. The Ohmic coil (E-coil) current is in green; One of the plasma positioning and shaping coils, which is the closest to the polarimeter system, i.e., F6-coil current, is plotted in blue.}
\end{array} \]

Three hypotheses for the cause of this noise were tested. The first hypothesis is mechanical vibration. The polarimeter design is in principle immune to the vibrations after the two beams are combined but is susceptible to vibrations before the beam combination. It was found during the bench tests that the combining polarizer can vibrate as a drum in response to the air flow caused by acoustic noise during plasma operation. (This polarizer comprises a copper clad PET substrate mounted on an aluminum frame, as described in Appendix A.6.2.) However, covering up
the polarimeter system with Lexan sheets does not affect this noise. The second hypotheses is the electric noise. This kind of noise can result from the pickup along the $\sim 100$ m BNC cables between the receiver and digitizer. The possible ground loops in the complicated digitizer rack setup might also contribute to the electric noise. This hypothesis was tested by setting up the digitizer right beside the polarimeter to minimize the cable length and reduce the circuit complexity so that it is possible to ensure the elimination of any ground loops. A power supply test shot was digitized with this setup, showing the same noise in the measured phase thereby denying the electric noise hypothesis. The stray B-field was finally determined to be the primary cause, thereby verifying the third hypothesis. Figure 3.22 shows that the measured polarimeter phase waveform strongly correlates with the currents in the Ohmic coil (E-coil) and plasma positioning and shaping coil (e.g., F6-coil, which is the closed to the polarimeter). This stray B-field was also directly measured by a
Hall probe positioned at the polarimeter during a typical DIII-D shot (#149027), and is determined to be on the level of $\sim 100$ Gauss (see Fig. 3.24a). Then a permanent magnet ($\sim 2 \text{ cm cubical in size, surface B-field } \sim 1 \text{ Tesla}$) was used to scan the components in the polarimeter system and identify components that are sensitive to B-field. It was found that the Mini-Circuit filters are sensitive to external B-field. A $10.5 \text{ MHz}$ sinusoidal waveform was sent to propagate through a BBP-10.7 filter at the polarimeter location during a typical DIII-D shot (#148846). Figure 3.24(b) presents the phase shift between the returning and launched waveforms, which has a similar waveform as the measured stray B-field waveform, thereby again confirming the stray B-field hypothesis. The phase distortion possibly originates from the inductors used in the filters. A double layer iron shielding, which is capable of attenuating the stray B-field down to $\sim 5$ Gauss, was added to shield the electronic sections that contain filters. The polarimeter phase after this shielding is presented in Fig. 3.23(b), showing a phase resolution of $\lesssim 2^\circ$ for $f < 500 \text{ Hz}$. The cause of the residual $\lesssim 2^\circ$ phase noise needs further investigation.

A DIII-D power supply test discharge, i.e., a vacuum shot (see Fig. 3.25), is analyzed to assess the phase resolution with the presence of decaying toroidal magnetic field. The phase resolution, i.e., the rms of the phase variations, over a wide frequency range of $500 \text{ Hz}$–$1 \text{ MHz}$ is approximately $0.3^\circ$. In order to assess the feedback effects induced by mechanical vibration, the extraneous noise, such as $60 \text{ Hz}$ harmonics (electric noise from power line) were removed from the low frequency phase variations ($< 500 \text{ Hz}$). The RMS of these low frequency variations is $\sim 0.2^\circ$. 
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Figure 3.24: (a) The stray B-field at the polarimeter system was measured by Hall probe in a typical DIII-D shot (#149027). (b) Phase distortion by a Mini-Circuits BBP-10.7 bandpass filter in stray B-field.
Figure 3.25: Digitally filtered polarimetry phase variations within frequency range 500 Hz–1 MHz (cyan) and below 500 Hz (red, with 60 Hz harmonics removed) during a toroidal-field-only DIII-D shot (#147714, \( t = [3000 \text{ ms}, 5000 \text{ ms}] \), \( B_T \) ramping down from 0.7 T to 0.5 T, \( I_p = 0 \)).
CHAPTER 4

Polarimetry calculations using synthetic diagnostic code

As discussed in Chapter 1, numerical calculations are critical to assist in the design of polarimetry experiments, as well as for the data interpretation. For this purpose, a synthetic diagnostic code based on Mueller-Stokes theory has been developed. This chapter firstly describes the inputs and outputs of the code. Then the code is preliminarily verified by achieving agreement in the comparison between code outputs and direct integral calculations. The first systematic application of this code is the polarimetry modeling for NSTX based on a realistic plasma equilibrium, in which the interaction between the FR and CM effects was identified. The code was also employed to provide guidance to the polarimetry experiment design on DIII-D.

4.1 Inputs and outputs of synthetic diagnostic code

The synthetic diagnostic code takes as inputs the electron density and B-field profiles along the diagnostic chord, and calculates the Mueller matrices along the wave path and evaluates the resultant detector output. The code traces the Stokes vector evolution using the ODE equation Eqn. 2.36, with three mutually orthogonal initial
inputs:

\[
\vec{s}(0) = \begin{pmatrix}
1 \\
0 \\
0
\end{pmatrix}, \quad \begin{pmatrix}
0 \\
1 \\
0
\end{pmatrix}, \quad \begin{pmatrix}
0 \\
0 \\
1
\end{pmatrix}
\] (4.1)

which correspond to horizontal linear, +45° linear, and RCP polarizations, respectively. The corresponding output Stokes vectors:

\[
\vec{s}(z) = \begin{pmatrix}
M_{11}(z) \\
M_{21}(z) \\
M_{31}(z)
\end{pmatrix}, \quad \begin{pmatrix}
M_{12}(z) \\
M_{22}(z) \\
M_{32}(z)
\end{pmatrix}, \quad \begin{pmatrix}
M_{13}(z) \\
M_{23}(z) \\
M_{33}(z)
\end{pmatrix}
\] (4.2)

give the 3 × 3 Mueller matrices along the wave path.

With the launched linear polarization rotating at frequency \(\omega_{df}/2\), the initial condition is:

\[
\vec{s}_{3 \times 1}(0) = \begin{pmatrix}
\cos(\omega_{df}t) \\
\sin(\omega_{df}t) \\
0
\end{pmatrix}
\] (4.3)

If the Mueller matrices along the beam path are known, the resultant Stokes vector can be determined:

\[
\vec{s}_{3 \times 1}(z) = \begin{pmatrix}
M_{11} \cos(\omega_{df}t) + M_{12} \sin(\omega_{df}t) \\
M_{21} \cos(\omega_{df}t) + M_{22} \sin(\omega_{df}t) \\
M_{31} \cos(\omega_{df}t) + M_{32} \sin(\omega_{df}t)
\end{pmatrix}
\] (4.4)

This expression gives the wave polarization at any position along the propagation path. For the previously described detector, which is oriented to detect \(|E_x|^2\) of the emerging wave \((z = 2L)\), a sinusoidal voltage signal is generated with a polarimetry phase shift:

\[
\phi = \tan^{-1} \left[ \frac{M_{11}(2L)}{M_{12}(2L)} \right]
\] (4.5)
The temporal evolution of this phase shift can be calculated using time-evolving density and magnetic profiles determined from other diagnostics as inputs to the code.

4.2 Code verification

The preliminary verification of the code was performed by comparing the code outputs and results from direct theoretical calculations in simple scenarios. Specifically, artificial profiles were used as inputs to the code, e.g., a uniform density profile and a magnetic profile that causes the FR effect or the CM effect individually. The output Mueller matrices were then compared with the matrix forms presented in Section 2.4.2. The parameters that characterize the individual FR ($\psi$ in Eqn. 2.42) or the CM effect ($\delta$ in Eqn. 2.43) were calculated by the line integrals of Eqn. 2.38. Agreement was achieved in these scenarios and therefore the code was preliminarily verified.

4.2.1 Rotating linear launch scenario

As described in Section 3.3.2, the rotating linear polarization launched by the 288 GHz polarimeter is achieved by combining a pair of mm-waves with LCP & RCP polarizations and with a slight difference frequency. This LCP + RCP launch scenario was simulated as a practice to further verify the code. A second module based on Jones calculus was added to the code. It takes the same inputs as the Mueller-Stokes module and calculates Jones matrices along the path, using Eqn. 2.25 and Eqn. 2.27. It was found that with the same input plasma equilibria, the output Jones matrices and Mueller matrices along the path satisfy the the relationship in
Eqn. 2.45. In addition, the polarimeter output with rotating linear launch was also calculated by both calculuses and then compared. As described in Section 3.3.2, the rotating linear polarization is the result of combining a pair of LCP & RCP with equal power but slightly different frequencies. The E-field for LCP & RCP launch was separately tracked by Jones calculus module and then superposed to determine the detector output. The Mueller-Stokes calculus module directly tracks the polarization of the linear launch and predicts the emerging polarization as well as the detector signal. These two calculated signals agree precisely (up to the numerical tolerance applied in calculations) and thereby build confidence in the use of this code to simulate the polarimeter response. It was also found that Mueller-Stokes code requires significantly less intensive computation, which is a big advantage in large scale calculations. The synthetic diagnostic calculations discussed later are referred to the Mueller-Stokes code.

4.3 Interaction between FR & CM effects in polarimetry modeling for NSTX

The first systematic application of the synthetic diagnostic code involved modeling the evolution of EM-wave polarization during propagation in NSTX using a realistic plasma equilibrium. The EM-wave propagates in the major radial direction in NSTX with retro-reflection from the center stack of the vacuum vessel, as shown in Fig. 3.1. (Major radial chords are horizontal chords radiating from the center stack of vacuum vessel.) This modeling illustrates that the CM effect is shown to be strongly weighted to the high-field region of the plasma. An interaction between the FR and CM effects is also clearly identified. The interaction is present
when the magnetic field has both parallel and perpendicular components with respect to the wave propagation direction. Elliptization occurs when the wave polarization direction is neither parallel nor perpendicular to the local transverse B-field. Since the FR effect modifies the polarization direction during propagation, it must also affect the resultant elliptization. The CM effect also intrinsically results in rotation of the polarization direction, but this effect is less significant in the plasma conditions modeled. The interaction increases at longer wavelength and complicates interpretation of polarimetry measurements.

4.3.1 Plasma equilibrium used in modeling

The modeling results discussed here are obtained in a typical neutral-beam-heated L-mode plasma (shot #124764, 0.325 s, $B_T = 0.37$ T) (see Fig. 4.1), which has a major radius of $R_0 = 0.85$ m and a minor radius $a = 0.67$ m. The density profile is centrally peaked with a maximum of $n_0 = 4.7 \times 10^{19}$ m$^{-3}$ at $R_{\text{axis}} = 1.0$ m. The electron plasma and cyclotron frequencies are $f_{pe} = 61.4$ GHz and $f_{ce} = 10.5$ GHz on axis, respectively.

4.3.2 Modeling results and discussion

For the modeling performed based on the plasma equilibrium, where the radial views studied are well above the plasma midplane (i.e., $\geq 0.1$ m), the polarization rotation caused by the CM effect is small in comparison with the total rotation ($< 15\%$). This is because throughout the majority of the wave path, either the absolute elliptization angle is small (i.e., $|\chi| \ll 45^\circ$) or the CM effect is much weaker than the FR effect (i.e., $|d_{CM}\delta| \ll |d_{FR}\psi|$) (see Eqn. 2.41b). The following discussion in this section will
Figure 4.1: (a) Density profile of a typical neutral-beam-heated L-mode plasma for modeling. (shot #124764, 0.325 s). (b) Toroidal (blue solid line) and vertical (green dashed line) magnetic field along major radius in the midplane (they vary little with height near the midplane). (c) Horizontal (i.e., radial) magnetic field along major radius 0.1 m above (blue dashed line), below (green dashed line), and in (red solid line) the midplane.
focus on the impact of the FR effect on elliptization. It should be noted that along the chords close to the midplane, where the FR effect is weak, the rotation caused by the CM effect, although small, can be dominant.

The modeling shows that the magnitude of the elliptization angle increases most rapidly when the wave is in the high-field region \((R < R_{\text{axis}})\) (see Fig. 4.2). This stands in contrast with conventional tokamaks. Elliptization is sensitive to the strength of the perpendicular magnetic field (see Eqn. 2.38), of which the toroidal magnetic field \(B_T\) is a significant component. \(B_T\) varies approximately inversely with major radius in both conventional tokamaks and spherical tori, but in spherical tori, the variation is much stronger because of their relatively low aspect ratio. For instance, in NSTX \((R_0/a \simeq 1.27)\) \(B_T\) varies from \(0.2 \, T\) at the outer edge \((R = 1.6 \, m)\) to \(2 \, T\) close to the center stack \((R = 0.2 \, m)\) (see Fig. 4.1c).

Modeling shows that the evolution of the elliptization depends strongly on the polarization direction in the high-field region. Figure 4.3 shows the dramatically different elliptization evolution for two waves launched in the midplane with launch angles of 0° and +45°. This dependence is expected since elliptization is strongly weighted to the high-field region and sensitive to \(\psi\) (see Eqn. 2.41a). For a chord in the midplane, the polarization direction in the high-field region is determined by the launch angle since the FR effect is very weak there (\(\vec{B}_\parallel\) is very weak in the midplane).

Of particular interest, the modeling shows that the FR effect can play a significant role in elliptization. Chords away from the midplane can have significant \(\vec{B}_\parallel\), so the FR effect can substantially change the polarization direction of the wave before it enters the high-field region. Figure 4.4 compares the elliptization evolution of a wave launched with horizontal linear polarization both with and without the influence of
**Figure 4.2:** Evolution of elliptization angle ($\chi$) along chord in midplane for waves with horizontal linear polarization at launch (i.e., in toroidal direction). Vertical solid line indicates plasma center (i.e., peak density). The mirror is mounted on the center stack. ($f = 288$ GHz, $\lambda = 1.04$ mm)
Figure 4.3: Evolution of elliptization angle ($\chi$) along chord in midplane for waves with horizontal (red solid line) and $+45^\circ$ (green dashed line) linear polarization at launch. Zero elliptization (i.e., linearly polarized) is highlighted on the grid. ($f = 288 \text{ GHz}, \lambda = 1.04 \text{ mm}$)
the FR effect. The final elliptization of the wave is very different for the two cases. The modeled chord is 0.1 m above the midplane, where $|\vec{B}_||$ reaches a maximum of 0.024 T along the chord. For the case without FR effect, $\vec{B}_||$ is simply set uniformly to zero along the chord. The impact of the FR effect on elliptization identified here is a primary element of the interaction between the two effects in this modeling.

Figure 4.4: Evolution of elliptization angle ($\chi$) for waves with horizontal linear polarization at launch along a chord 0.1 m above midplane with (red solid line) and without (green dashed line) the FR effect. The FR effect is eliminated by setting $\vec{B}_|| = 0$ along chord). ($f = 288$ GHz, $\lambda = 1.04$ mm)

Modeling shows a significant wavelength dependence in the strength of the impact of the FR effect on elliptization. Both the FR and CM effects are expected to become stronger with increasing wavelength (i.e., lower frequency) (see Eqn. 2.38). However, it is not obvious whether the impact of the FR effect on elliptization should become...
more or less significant as the wavelength increases. To assess this, the change in the final value of $\chi$ caused by including the FR effect is calculated (see Fig. 4.5). The change $\Delta \chi$ is normalized by the difference between the maximum and minimum final values of $\chi$ without the FR effect. This normalization factor serves as a measure of the strength of the elliptization effect. Figure 4.5 shows that the relative impact of the FR effect on elliptization increases with wavelength.

**Figure 4.5:** Difference between the final elliptizations with and without the FR effect ($\Delta \chi$) versus wavelength for different launch angles. $\Delta \chi$ is normalized by the difference between the maximum and minimum final values of $\chi$ without the FR effect.
4.3.3 Interaction complicates polarimetry data interpretation

The interaction complicates the interpretation of polarimetry measurements if both the FR and CM effects are large ($\Delta_{\text{FR}} \psi > 45^\circ$, $\Delta_{\text{CM}} \delta > 90^\circ$). For instance, this is the case for the planned “48, 57 $\mu$m poloidal polarimeter” in ITER [Pavlichenko et al., 2007] if the CM effect is large enough to be used as an alternative plasma density measurement. Under these conditions, the common practice of simply integrating Eqn. 2.38 to obtain the approximate total polarization rotation or elliptization [Boboc et al., 2006], is no longer valid.

Also, the interpretation of an array of chord measurements used to characterize the equilibrium [Brower et al., 2002; Rommers and Howard, 1996] becomes more complicated. The profile of rotation of polarization direction versus chord impact parameter is affected by the interaction, leading to a change in both the zero crossing and slope. Figure 4.6 shows an example of the impact of including the CM effect in calculating the predicted polarimetry phase response for another NSTX plasma equilibrium (shot #120968). The predicted polarimeter phase with rotating linear polarization launch is calculated and presented. The calculated phase versus chord height is compared using two different sets of assumptions for the calculation. The solid curve shows the full calculation, i.e., all components of the magnetic field are included; this includes both the FR and CM effects as well as any interaction. In contrast, the dashed curve shows a calculation for the same plasma that only includes the horizontal component of the B-field, thereby including only the FR effect in isolation and suppressing the CM effect. The calculated phase is distinctly different for the two cases, indicating that experimental measurements would be misinterpreted if the measured phase were incorrectly assumed to be only caused by
the FR effect. For instance, the zero phase point in the solid curve which would be observed at the height of plasma magnetic axis (−5 cm) in the absence of the CM effect, is actually observed at −7 cm since the CM effect is significant ($\Delta_{CM}\delta \approx 52^\circ$).

![Figure 4.6](image)

**Figure 4.6:** Synthetic height scan of the polarimeter viewing chord referenced to NSTX machine midplane. (shot #120968, 0.560 s, magnetic axis at −5 cm) Polarimetry phase with a series of chord height is calculated by synthetic diagnostic code. The solid curve shows the predicted phase with both the FR and CM effects included. The dashed curve shows the predicted phase if only the FR effect is included. A solid horizontal line highlights the zero phase.
4.4 Polarimetry simulations for equilibrium experiment on DIII-D

As will be discussed in Chapter 5, a series of plasma equilibria on DIII-D are used in the equilibrium study experiment. The design of the discharge parameters, especially the $B_T$ strength, which is the most effective parameter that controls the CM effect, is guided by calculations based on a realistic DIII-D discharge (shot #148605). This discharge is an oval shaped “bouncing ball” plasma, whose vertical position starts to be scanned after the current reaches flattop, while the plasma shape, density and current are maintained (see detail in Section 5.1.2.2). The predicted polarimeter phase response versus chord height is presented in Fig. 4.7. As can be seen, at low $B_T$ ($0.75 \, T$), the phase is approximately proportional to the height, while at $B_T = 2.0 \, T$, the phase is nearly insensitive to the height. This leads to the design of a series of shots utilized in the final equilibrium polarimetry experiment. These shots have the same plasma current ($I_p = 0.3 \, MA$) and electron density ($n_e = 1 \times 10^{19} \, m^{-3}$), but different $B_T$ strength, which is stepped up between shots from $0.75 \, T$ to $2.0 \, T$. 
Figure 4.7: The polarimeter phase versus chord height is calculated based on a realistic discharge on DIII-D (shot #148605). $B_T$ is artificially scaled with three different factors.
As previously discussed, the interaction between the FR and CM effects is expected to play an important role in mm-wave polarimetry in tokamak plasmas. This chapter presents the first experimental study of plasma equilibrium at DIII-D with the 288 GHz polarimeter system [Zhang et al., 2013b]. Through the experiment, the Mueller-Stokes theory is validated by the high level agreement achieved in the theory-experiment comparison. This comparison was performed over a broad range of plasma conditions where the relative contributions from the FR and CM effects are varied significantly. In particular, the influence of the CM effect on polarimetry in magnetized fusion plasmas is investigated in detail. The possibility of constraining EFIT by polarimetry measurements is also discussed.
5.1 Experimental validation of Mueller-Stokes theory and investigation of the influence of the CM effect on polarimetry in a magnetized fusion plasma

As discussed in Section 2.4, Mueller-Stokes theory can be used to calculate the polarization evolution of an EM-wave as it propagates through a magnetized plasma. Historically, the theory has been used to interpret polarimeter signals from systems operating on fusion plasmas. These interpretations have mostly employed approximations of Mueller-Stokes theory in regimes where either the Faraday rotation (FR) or the Cotton-Mouton (CM) effect is dominant. The current work presents the first systematic comparison of polarimeter measurements with the predictions of full Mueller-Stokes theory where conditions transition smoothly from a FR-dominant (i.e., weak CM effect) plasma to one where the CM effect plays a significant role.

A synthetic diagnostic code, based on Mueller-Stokes theory accurately reproduces the trends evident in the experimentally measured polarimeter phase over this entire operating range, thereby validating Mueller-Stokes theory. The synthetic diagnostic code is then used to investigate the influence of the CM effect on polarimetry measurements. As expected, the measurements are well approximated by the FR effect when the CM effect is predicted to be weak. However, the code shows that as the CM effect increases, it can compete with the FR effect in rotating the polarization of the EM-wave. This results in a reduced polarimeter response to the FR effect, just as observed in the experiment. The code also shows, if sufficiently large, the CM effect can even reverse the handedness of a wave launched with circular polarization. This helps to understand the surprising experimental observations that the sensitivity to the FR effect can be nearly eliminated at $B_T = 2.0 \ T$. The results also suggest
that the CM effect on the plasma midplane can be exploited to potentially measure magnetic shear in tokamaks. These results establish increased confidence in the use of such a synthetic diagnostic code to guide future polarimetry design and interpret the resultant experimental data.

5.1.1 Introduction

In polarimetry diagnostic, normally either a high frequency microwave or far-infrared beam with known polarization propagates through a magnetized plasma and the transmitted polarization properties are measured. From the measured polarization change, information on plasma internal quantities such as density, current and magnetic field can be determined. This diagnostic has been adopted in various toroidal devices, primarily utilizing either the FR effect (rotation of a linearly polarized EM-wave due to a magnetic field component parallel to the beam propagation) [Bergerson et al., 2012; Riva et al., 2003; Zeeland et al., 2008a] or the CM effect (elliptization of a wave due to magnetic field components perpendicular to the beam propagation; also known as Faraday conversion in Astronomy) [Akiyama et al., 2006; Boboc et al., 2006; Fuchs and Hartfuss, 1998; Huang and Shcherbakov, 2011]. To interpret experimental results, Mueller-Stokes theory, which is also referred to as Poincaré sphere formalism [Segre, 1999] or the Stokes equation [Orsitto et al., 2011], has often been used to calculate the polarization properties of EM-waves after propagation through a plasma. Historically, such analysis has primarily utilized the approximations of Mueller-Stokes theory [Guenther, 2004] with assumptions that either the FR or CM effect dominates the other. However, the theory has not been experimentally validated over a wide range of plasma conditions, where the relative
contributions from the FR and CM effects vary significantly. This work presents the first detailed investigation of the influence of the CM effect on polarimetry over this wide range of plasma conditions. In the reported experiment, a recently installed 288 GHz polarimeter, originally planned for NSTX [Menard et al., 2012; Ono et al., 2000; Zhang et al., 2012], was installed on DIII-D to probe a series of specially designed plasmas where the toroidal magnetic field is stepped up from 0.75 T to 2.0 T, thereby varying the CM effect from weak to strong (see Section 4.4). A synthetic diagnostic code based on Mueller-Stokes theory has also been used to compare with the polarimetry data over this entire operating range. The code agrees well with polarimeter measurements in all cases investigated, thereby establishing confidence in routine application for data interpretation, even when the CM effect has a significant influence on polarimetry measurements. In the limit of vanishing CM effect, the FR effect represents the accumulated optical path length difference between the launched LCP & RCP during the wave propagation, thereby causing polarization rotation. In this situation, the measurements are well approximated by the FR effect. However, as the CM effect strength increases, it can compete with the FR effect in rotating the wave polarization, resulting in a reduced polarimeter response to the FR effect. The code also shows that sufficiently large CM effect can even reverse the handedness of the waves launched with circular polarizations. In certain plasma conditions, the polarization rotation can be completely cancelled due to this reversal, eliminating the polarimetry sensitivity to the FR effect. Moreover, the results suggest that the CM effect on the plasma midplane can be exploited to measure magnetic shear.
5.1.2 Experimental arrangement

5.1.2.1 Polarimeter diagnostic

The experiment was performed using a recently installed 288 GHz polarimeter on DIII-D. Detailed hardware information regarding this system can be found in Chapter 3. A linearly polarized beam whose polarization rotates is produced by combining a pair of counter-rotating circularly polarized waves (LCP & RCP) with equal power but slight frequency difference $\omega_{df}$. The beam is launched along a major radius into the plasma from the outboard side. It retro-reflects from a flat reflective graphite tile on the inside wall, propagates through the plasma a second time, and returns to a polarization sensitive detector. The detector is aligned to detect the beam E-field component in the toroidal direction, and outputs a sinusoidal waveform of frequency $\omega_{df}$. The delay between the horizontal (i.e., toroidal direction) launch and the detection of the maximum signal can be used to assess the polarization changes caused by the magnetized plasma. The phase shift between the signal and a reference sinusoidal waveform, which is synchronized with the launched polarization rotation, is measured to determine the delay. For example, the FR effect would advance the launched horizontal linear polarization rotation, resulting in a phase shift of the maximum measured at the horizontal detector. With the geometry shown in Fig. 3.11, the CM effect is approximately proportional to $B_T^2$, while the FR effect is insensitive to $B_T$. Also note that the single-mirror retro-reflection geometry does not cause any cancellation of the polarimetry effects, but merely doubles the beam propagation path.
5.1.2.2 Development of plasmas

A series of oval shape, inside-wall-limited, low density \( n_e < 3 \times 10^{19} \text{ m}^{-3} \), low temperature \( T_e < 1 \text{ keV} \), simple L-mode shots were developed for the theory validation experiment. Relatively low-density plasmas were selected to avoid severe beam refraction with temperatures sufficiently low to avoid any relativistic corrections. The L-mode plasmas possessed peaked density profiles that are typically much simpler than observed in H-mode, which normally involve more complicated profiles. These choices helped to achieve a clear comparison between measurements and theory predictions. After the plasma current reached a flattop, the target plasma was vertically scanned while maintaining the shape, density and current, i.e., a so-called “bouncing ball” scenario (see Fig. 5.1a). Figure 5.1(b) shows the magnetic flux contours at different times in shot #150161. The black horizontal line indicates the location of the polarimeter probe beam. The vertical scan allows theory-experiment comparison to be performed as the diagnostic chordal view was moved away from the plasma midplane, so that the FR effect is varied in time. Between shots the toroidal magnetic field strength was increased in discrete steps, while the plasma density and current were kept constant. The basic discharge parameters and estimated FR, CM effects are summarized in Table 5.1. The strength of the FR and CM effects are given by the line integrals of Eqn. 2.38 along a chord 5 cm above the plasma midplane.

For shots #150161, #150159, #150126, as \( B_T \) is increased from 0.75 T to 2.0 T, the FR effect is approximately constant while the CM effect increases from weak to strong. Critical diagnostic data were also acquired for offline plasma profile reconstruction analysis, e.g., CO\(_2\) interferometers [Zeeland et al., 2006a], multipoints Thomson scattering [Carlstrom et al., 1992], Mirnov coils, etc.
Figure 5.1: In plasma shot #150161, the plasma position is vertically scanned after reaching the current flattop, while maintaining the plasma shape, density and current. (a) Time trace of vertical position of plasma center ($Z_0$); the dashed horizontal line represents the polarimeter probe chord height. (b) Magnetic flux contours of three time slices corresponding to the red, green and blue marks in (a). The black horizontal line indicates the polarimeter probe beam.
Table 5.1: Basic discharge parameters and estimated Faraday rotation ($\Delta_{FR}\psi$) and Cotton-Mouton ($\Delta_{CM}\delta$) effects. Electron density ($n_e$) is line averaged along a vertical chord.

<table>
<thead>
<tr>
<th>Shot No.</th>
<th>$B_T$ (T)</th>
<th>$I_p$ (MA)</th>
<th>$n_e$ ($10^{19}$ m$^{-3}$)</th>
<th>$\Delta_{FR}\psi$ (degrees)</th>
<th>$\Delta_{CM}\delta$ (degrees)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>150161</td>
<td>0.75</td>
<td>0.3</td>
<td>0.95</td>
<td>5.6</td>
<td>28.0</td>
<td>FR-dominant</td>
</tr>
<tr>
<td>150126</td>
<td>2.0</td>
<td>0.3</td>
<td>0.95</td>
<td>5.6</td>
<td>187.4</td>
<td>Strong CM</td>
</tr>
<tr>
<td>150159</td>
<td>1.5</td>
<td>0.3</td>
<td>0.95</td>
<td>5.6</td>
<td>101.6</td>
<td>Intermediate CM</td>
</tr>
<tr>
<td>150123</td>
<td>2.0</td>
<td>1.0</td>
<td>1.7</td>
<td>32.6</td>
<td>381.0</td>
<td>Strong FR &amp; CM</td>
</tr>
</tbody>
</table>

5.1.3 Results

Figure 5.2 shows the temporal evolution of the measured polarimeter phase ($\Delta f < 500$ Hz, phase resolution $< 2^\circ$) of three different toroidal field strength shots while maintaining the plasma shape, density and current. (The red, blue and green curves correspond to the cases in the 1st through the 3rd row in Table 5.1, respectively.) The red curve is the $0.75$ T case, showing that the phase is approximately proportional to the vertical distance between the probe chord and plasma midplane (see Fig. 5.1a), with the sign reversing as the chord vertically sweeps across the plasma center. The blue curve is the $2.0$ T case, showing a surprisingly weak response to the same vertical scan with no sign reversal across plasma center. The green curve is the $1.5$ T case, which lies in-between these two extremes. As will be presented later, the dramatically different responses are all consistent with the synthetic diagnostic code predictions using Mueller-Stokes theory. The following will focus on comparison between the measurements (illustrated in Fig. 5.2) and polarimeter phase calculated using the
synthetic diagnostic code. The magnetic field profiles required as inputs to the code are determined using an equilibrium fitting code (EFIT) [Lao et al., 1985], with the fitting mode optimized for L-mode plasmas (i.e., with no edge gradient and current, and magnetic coil data only). The density profile is reconstructed from Thomson scattering, constrained by line-integrated density measurements from the CO₂ laser interferometers, and spatial mapping information from EFIT.

Figure 5.2: Time traces of measured polarimetry phase of three shots, #150161 ($B_T = 0.75$ T, in red), #150159 ($B_T = 1.5$ T, in green) and #150126 ($B_T = 2.0$ T, in blue). These shots have the same plasma shape, density and current.

Figure 5.3 separately compares phase measurements with predictions from the Mueller-Stokes theory for the cases where the relative contributions from the FR and CM effects vary significantly. (Panels a-d correspond to the 1st through the 4th row in Table 5.1, respectively.) The measured phase is plotted in green. The theory
predictions are shown every 20 ms. The black curve is the full calculation including both FR and CM effects, as well as their interactions; ±10% error is estimated as an upper limit of the uncertainty from density and EFIT profile input, except for the unphysical spikes in the profiles. Also plotted is the FR-only calculation in red, where the transverse B-field components are artificially turned off, i.e., only $B_R$ is included in the calculation. Figure 5.3(a) presents the low $B_T$ case (shot #150161, $B_T = 0.75$ T, $I_p = 0.3$ MA, $n_e = 0.95 \times 10^{19}$ m$^{-3}$). As can be seen, the three time traces illustrating the measurements (green), the full calculation (black), and the FR-only calculation (red) almost overlie each other showing that the synthetic diagnostic using Mueller-Stokes theory accurately predicts the experimental measurements. As can also be seen, in this plasma the measurement is dominated by the FR effect with very small contributions from the CM effect ($\Delta_{CM}\delta < 30^\circ$). Figure 5.3(b) shows the high $B_T$ case where a similar FR effect to Fig. 5.3(a) is expected, but accompanied by a much stronger CM effect (shot #150126, $B_T = 2.0$ T, $I_p = 0.3$ MA, $n_e = 0.95 \times 10^{19}$ m$^{-3}$, $\Delta_{CM}\delta > 180^\circ$). The FR effect is approximately the same as in shot #150161 (red curve in Fig. 5.3a), due to the similar density and current profiles in both shots. The similarity of the green and black curves again demonstrates good agreement between the code prediction and the measurement. Figure 5.3(c) illustrates the case with intermediate $B_T$ and therefore an intermediate CM effect (shot #150159, $B_T = 1.5$ T, $I_p = 0.3$ MA, $n_e = 0.95 \times 10^{19}$ m$^{-3}$). Again agreement is achieved between the measurement (green curve) and the full theory prediction (black curve). Note again, in this case, that the full calculation is quite distinct from FR-only calculation, which is similar to the red curve in Fig. 5.3(a). Figure 5.3(d) shows the time traces for shot #150123 ($B_T = 2.0$ T, $I_p = 1.0$ MA, $n_e = 1.7 \times 10^{19}$ m$^{-3}$) which has both stronger FR and CM effects as well as stronger interactions.
in comparison to the previous three shots. The full theory prediction (black curve) yet again reproduces the measured phase (green curve). The FR-only calculation is plotted in red for comparison.

5.1.4 Discussion

As can be seen in Fig. 5.3, the synthetic diagnostic code based on Mueller-Stokes theory accurately predicts the measured polarimeter phase over a broad range of plasma conditions where the relative contributions from the FR and CM effects are varied significantly. This high level of agreement builds confidence in the use of this code to investigate the influence of the CM effect on polarimetry measurements. The code naturally includes both the FR and CM effects as well as their interactions, and enables the visualization of polarization evolution along the beam propagation path inside the plasma. The characterizing angle pair \{\psi, \chi\} of the E-field ellipse can be determined from the local Stokes vector, which is the calculated Mueller matrices multiplied by the initial Stokes vector (Eqn. 3.1 in Segre, 1999). For the probe chords near plasma midplane (\(|d| \leq 0.2\ m\)), the FR effect, resulting from the horizontal magnetic field component \(B_R\), is approximately proportional to \(d\), the vertical distance between the chord and plasma midplane [Brower et al., 2002]. In contrast, the CM effect is almost constant over the vertical scan because of the invariant \(B_T\) contribution and weak density variation. Due to the height invariance of the CM effect, in the absence of the FR effect, approximately no phase variation is expected in the vertical scan.

Figure 5.4 shows a series of calculated polarization states at several positions along the propagation path for a chord 25 cm above the plasma midplane in the FR-
Figure 5.3: Time traces of polarimetry phase of experimental measurements and Mueller-Stokes theory predictions for four different shots. The shots have the same vertical scan starting at 1000 ms. The green curve is the measured phase below 500 Hz (phase resolution < 2°). The black curve is the calculated phase from the synthetic diagnostic code based on the theory, using the EFIT magnetic profile and Thomson scattering density profile. The red curve is the calculated phase including only the FR effect. (a) Low $B_T$ (0.75 T) case; (b) high $B_T$ (2.0 T) case; (c) intermediate $B_T$ (1.5 T) case; (d) is another high $B_T$ (2.0 T) case with different $I_p$ and $n_e$ from (a–c).
dominant case \( (B_T = 0.75 \, T) \). All the polarization ellipses are depicted as observed in the laboratory frame, looking in the direction of increasing major radius. The figure shows a wave launched with +45° linear polarization because the polarization is most strongly impacted by the CM effect for this rotation angle at launch. Since the magnetic field perpendicular to the propagation path is approximately in the toroidal direction, a +45° launch is naturally divided into almost equal O- & X-mode components thereby maximizing the elliptization. As can be seen from the black ellipses, which show the full calculation including both the FR and CM effects, linear polarization is slowly elliptized exiting the plasma with a small final elliptization \( \chi(2L) \approx 14° \). The results of a calculation including only the FR effect are also plotted in red for comparison, showing that the linear polarization continuously rotates clockwise. The red line closely tracks the major axis of the black ellipse, consistent with the expected dominance of the FR effect in this case. Both calculations yield similar predictions for the microwave power that would be measured by the horizontally oriented detector. Also, of course, a wave launched with horizontal linear polarization would be much less impacted by the CM effect (not shown). Thus the modulation of power that would be measured by a horizontal detector for a rotating linear launch is predicted to be very similar for the combination of CM and FR effects to that for just the FR effect. This is evident in the close overlying of the experimental detector phase data with both the black (full calculation) and the red (FR-only) curves in Fig. 5.3(a).

The rotating linear polarization that is launched results from a superposition of two waves with counter-rotating circular polarizations, LCP & RCP, and slightly different frequencies. The two EM-waves have different wavelengths in the magnetized plasma primarily because of their different polarizations. (The
Figure 5.4: Snapshots of inbound (upper row) and outbound (lower row) E-field ellipse of a $+45^\circ$ linear polarization launched along a chord 25 cm above the plasma midplane in FR-dominant case ($B_T = 0.75$ T). The black ellipses are the results from full calculation, and red lines are from the FR-only calculation. Please note that all the polarizations are observed in the laboratory frame, which is looking in the direction of increasing major radius.
phase difference caused by the frequency difference is negligible in comparison with that caused by the different polarizations associated with their propagation.) The measured detector phase shift directly relates to this accumulated difference. For example, in the FR-dominant case, the LCP & RCP waves are approximately the characteristic polarizations, and both waves maintain their circularity. The LCP wave has a slightly shorter wavelength than the RCP, thereby creating an accumulation of phase difference. When the two waves are superimposed, a rotation in the resultant linear polarization is observed. Of course, in general the polarization of each wave evolves during propagation. For example, in a situation with a much larger CM effect (e.g., the $B_T \geq 1.5 \, T$ cases) the polarization of each wave can evolve from circular to linear and then begin to elliptize again, but with a handedness reversed compared to the launch. In this situation, the accumulated phase difference actually begins to decrease after the handedness reversal. Figure 5.5 illustrates how this evolution can occur. The phase $\delta$ by which $E_y$ leads $E_x$ is a useful parameter to characterize the evolution, since it is changed by the strong $B_T$. A wave with LCP ($\delta = -90^\circ$, $s_3 = -1$) can evolve to have linear polarization ($\delta = 0^\circ$, $s_3 = 0$) and then become right-handed ($0^\circ < \delta < 180^\circ$, $s_3 > 0$) [Born et al., 2000]. During such evolution, the two waves, launched with orthogonal polarizations, maintain their orthogonality along the propagation path. Specifically, their polarization ellipses always have opposite handedness and orthogonally oriented major axes. The accumulation rate of the phase difference is a function of the polarization of the waves during propagation. In particular, the accumulation rate changes sign once the handedness of the waves reverses, so that any accumulated difference begins to diminish.

Figure 5.6 shows the evolution of a LCP wave in high $B_T = 2.0 \, T$ (see
Figure 5.5: Polarization evolution due to the CM effect. As the phase $\delta$ increases, the LCP ($\delta = -90^\circ$) can transition to linear polarization ($\delta = 0^\circ$) and then become right-handed ($0^\circ < \delta < 180^\circ$).

Fig. 5.6a) and intermediate $B_T = 1.5$ T (see Fig. 5.6b) shots, with CM effect $\Delta_{CM}\delta \approx 187^\circ, 102^\circ$ respectively, along a probe chord 5 cm above the plasma midplane. Figure 5.6(a) shows that the launched LCP gradually becomes linearly polarized as it approaches the reflective tile on the inside wall and then transitions to right-hand polarization. Similarly, the RCP launch, which is not shown, maintains its orthogonality and eventually converts to left-hand polarization. After the transition, because the handedness of the polarizations has been exchanged, the accumulated phase difference begins to diminish. In the case shown in Fig. 5.6(a), the transition point is close to half of the beam path, thus the accumulated phase difference during outbound almost exactly cancels the inbound accumulation. This cancellation is independent of the chord height due to the almost constant CM effect. Thus it results in a very weak phase response to the vertical scan (blue curve in Fig. 5.2), instead of a proportional FR-only response (red curve in Fig. 5.2). Figure 5.6(b) shows that in the intermediate $B_T$ case the transition point occurs at approximately $3/4$ of the way along the beam path, resulting in only a partial cancelation of the accumulated phase difference. This leads to a reduced phase response to the vertical scan (green curve in Fig. 5.2).
Figure 5.6: Snapshots of polarization at different positions of a wave launched with LCP along a chord 5 cm above the plasma midplane. These two shots shown here have the same $I_p = 0.3$ MA, $n_e = 0.95 \times 10^{19}$ m$^{-3}$, but different $B_T$. (a) $B_T = 2.0$ T, strong CM effect; (b) $B_T = 1.5$ T, intermediate CM effect. The transition points, where the handedness of the polarization reverses, from left-hand elliptical polarization (LEP) to right-hand elliptical polarization (REP), are marked with bold arrows.
The plasma polarimetry effects are essentially a distributed response since both the FR and CM effects contribute along the entire beam path. Still it is helpful to consider a simple lumped optical component picture. As shown in Fig. 5.7, the CM and FR effect of the $B_T = 2.0$ $T$ plasma (see Fig. 5.6a) are respectively equivalent to a $\lambda/4$ wave plate with its slow axis along toroidal direction, and a Faraday rotator. (A Faraday rotator is, as the name suggests, an optical component that can rotate the incoming polarization direction in the laboratory frame using the FR effect.) In this lumped component model, the $\lambda/4$ wave plate is arranged to be closer to the mirror because of the $1/R$ dependence of $B_T$ while the FR effect is primarily from the plasma center. The combination of the mirror and $\lambda/4$ wave plate is equivalent to a reflective $\lambda/2$ wave plate. For a linear polarization launch, the polarization direction is rotated by the Faraday rotator, which is then flipped around the optical axis after passage through the equivalent $\lambda/2$ wave plate. Therefore the outbound rotation caused again by the return passage through the Faraday rotator cancels the inbound rotation.

To further investigate the influence of the CM effect on polarimetry measurements, an artificial $B_T$ scan was simulated over an extended $B_T$ range. The plasma equilibrium density and current profiles at $t = 3280$ ms of $B_T = 0.75$ $T$ shot were used and kept constant through the simulation. The difference in polarimetry phase between probe chords 5 cm above and 5 cm below the plasma midplane is used to quantify the polarimeter sensitivity to the FR effect. Figure 5.8 shows the theoretically predicted sensitivity curve with $\pm 10\%$ error band and the previous experimental data points are over-plotted with $\pm 2^\circ$ error bar. The slight disagreement between the theory curve and experimental data point at 0.75 $T$ is because the equilibrium used in the simulation (when the plasma is centered on
Figure 5.7: Lumped optical component picture for high $B_T = 2.0 \, T$ case. The combination of the mirror and $\lambda/4$ wave plate is equivalent to a reflective $\lambda/2$ wave plate. For a linear polarization launch, the polarization direction is rotated by the Faraday rotator, which is then flipped around the optical axis after passage through the equivalent $\lambda/2$ wave plate. Therefore the outbound rotation (blue vectors) caused again by the return passage through the Faraday rotator cancels the inbound rotation (red vectors).
the machine midplane) is at different time from when the experimental data point is acquired (plasma centered at ±5 cm with respect to the probe chord, which is 7.6 cm above the machine midplane). The slight disagreement with other $B_T$ cases is also expected to be caused by the slight differences in the equilibria between shots. But nevertheless the clear trend in the data points is predicted by the theory simulation. The following discussion focuses on the simulation curve. The sensitivity is almost constant for the region $B_T < 0.9 \, T$ (FR-dominant), and decreases as $B_T$ approaches 1.9 $T$, where the plasma CM effect is equivalent to a $\lambda/2$ wave plate. As $B_T$ increases beyond 1.9 $T$, the phase difference accumulates with opposite sign after the handedness reversal continues to grow beyond what was necessary to eliminate the accumulation prior to reversal. At this point in the $B_T$ scan the sensitivity to the FR effect is negative because the handedness reversal causes the phase difference to accumulate with an opposite sign to that in the FR-dominant regime. As $B_T$ continues to increase, a second handedness reversal develops along the path ($B_T \sim 2.1 \, T$), leading to another change of the sign in the phase difference accumulation. This eventually leads to another full elimination of the accumulated phase difference and then another change in the sign of the sensitivity. This scenario indicates that there is a quasi-periodic oscillation in the sensitivity curve. However, the detailed curve structure depends on the density and magnetic profiles, which both are not uniform along the path. This will be investigated in future work.

The above discussion is clearly illustrated in Fig. 5.9, which shows cartoons of phase accumulation and de-accumulation regions of the beam path at four different $B_T$ strengths. The handedness reversals are indicated by bold arrows. It is worth noting that the launched LCP requires at least $\Delta_{CM}\delta = 90^\circ$ to transition to right-handed, while requires an extra $\Delta_{CM}\delta = 180^\circ$ to transition back to left-handed (see
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Figure 5.8: Phase sensitivity for $B_T$ scan simulations based on Mueller-Stokes theory (blue curve) with ±10% error band and experimental data overlay (square points) with ±2° error bar. The phase sensitivity ($\Delta \phi$) is the difference in polarimetry phase between chords 5 cm above and 5 cm below plasma midplane.
Fig. 5.5). This explains why the phase de-accumulation region is longer than the accumulation region in $B_T = 2.1 \ T$ case, where a negative sensitivity is predicted. At $B_T = 2.7 \ T$, the phase de-accumulation region is significantly shorter than $B_T = 2.1 \ T$ case because the high-field (i.e., inboard) region accounts for the majority of the CM effect. The FR effect, in contrast, is primarily from the plasma center. Those reasons can explain the nearly full sensitivity recovery at $B_T = 2.7 \ T$.

![Diagram of beam path and sensitivity regions](figure)

**Figure 5.9:** Cartoons of phase accumulation (red) and phase de-accumulation (blue) regions of the beam path at four different $B_T$ strengths. The bold arrows represent the handedness reversals.

It is interesting to observe that in the range of $0.9 \ T < B_T < 1.4 \ T$, where the CM effect is moderate yet non-negligible ($30^\circ \lesssim \Delta_{CM}\delta < 90^\circ$), the sensitivity also drops
even without the handedness reversal, which requires $\Delta_{\text{CM}} \delta > 90^\circ$. This is because as the CM effect becomes significant, it can compete with the FR effect. As noted in Section 5.1.2.1, the delay between the horizontal (i.e., toroidal direction) launch and the detection of the maximum signal can be used to assess the polarization changes due to the magnetized plasma. The phase shift between the signal and a reference sinusoidal waveform, which is synchronized with the launched polarization rotation, is measured to determine the delay. The measured phase shift equals twice the launch angle that gives the maximal final horizontal E-field at $z = 2L$. In the cases being discussed, a horizontal linear polarization launch does not experience much rotation from the FR effect ($|\Delta_{\text{FR}} \psi| \ll 45^\circ$). It also remains near parallel with $B_T$ during propagation, so the elliptization is weak. Figure 5.10(a) illustrates that in the simulated $B_T = 1.2$ $T$ case, the final polarization ellipses are very thin, for such a horizontal launch along chords 5 cm above (black ellipse in solid line) and 5 cm below (black ellipse in dashed line) the plasma midplane. The horizontal launch experiences approximately the minimal elliptization compared to other launch angles, giving a final horizontal E-field close to maximal. Therefore a linear polarization launch angle of $-\psi(z = 2L)|_{\psi_0=0^\circ}$ would approximately result in the maximal final horizontal E-field. So the phase shift measured by the horizontal detector approximately equals $-2\psi(z = 2L)|_{\psi_0=0^\circ}$. In fact, the code shows that the launch angle that gives the maximal detector signal is approximate $-\psi(z = 2L)|_{\psi_0=0^\circ}$. The FR-only calculations are also plotted in red for comparison, which show larger final angles thereby larger phase shifts than the full calculation.

An alternative approach to understanding the competition between the FR and the CM effects is provided by Eqn. 2.41b, which represents the polarization ellipse rotation rate inside the magnetized plasma. $\gamma$ is the transverse magnetic field pitch.
angle in the wave frame, which is very small in the plasmas being discussed. In the limit of $\gamma \to 0$, (Eqn. 2.35 substituted into Eqn. 2.41b):

$$\frac{d\psi}{dz} \to -\frac{d\psi_{\text{FR}}}{dz} - \frac{1}{4} \frac{d\psi_{\text{CM}}}{dz} \sin 4\psi \tan \delta$$

(5.1)

The first term on the RHS is the FR-only term, and the second term represents the influence of the CM effect. For example, the horizontal launch along chord 5 cm below plasma midplane (dashed ellipses in Fig. 5.10a) maintains $0^\circ \leq \psi(z)\rvert_{\psi_0=0^\circ} \ll 45^\circ$ and $0^\circ \leq \delta(z)\rvert_{\psi_0=0^\circ} \ll 90^\circ$ throughout the propagation. Therefore the second term on the RHS always competes with the FR-only term in rotating the polarization ellipse, and as a result:

$$\left| \frac{d\psi}{dz} \right| < \left| \frac{d\psi_{\text{FR}}}{dz} \right|$$

(5.2)

It is worth noting that in the cases where $\delta$ approaches $90^\circ$, e.g., Fig. 5.6(a) and 5.6(b), Eqn. 5.1 breaks down with the second term on the RHS going to infinity.

In Fig. 5.10(a) it is also clear to see that the black ellipses are asymmetric with respect to the horizontal line, although the chord locations are symmetric with respect to the plasma midplane. This asymmetry is caused by the presence of the magnetic field shear. In the absence of magnetic shear, i.e., the vertical magnetic field $B_Z = 0$, the emerging ellipses are mirror images (see Fig. 5.10b), with anti-symmetric rotation. On the plasma midplane, where there is no FR effect, the horizontal launch would result in the maximum of the horizontal detector signal and thereby zero phase shift. Therefore nonzero phase shift measured on the plasma midplane (e.g., Fig. 5.3b) is directly due to the existence of magnetic shear. This suggests a potential for exploiting the CM effect on the midplane to diagnose magnetic shear [Cano et al., 1971].
Figure 5.10: Emerging polarization ellipses of horizontal launch along chord 5 cm above (solid lines) and 5 cm below (dashed lines) plasma midplane in the case of $B_T = 1.2$ T. A comparison of the full calculation (black), FR-only calculation (red) is plotted in (a) and the $B_Z = 0$ calculation (blue) is in (b). A cutout is shown on the right to assist visualizing the difference.
The synthetic diagnostic code can also be used to guide future polarimetry design. For example, a simulation of a combined plasma density and $B_T$ scan was performed and the results are presented in Fig. 5.11. As can be seen in this contour plot, at a certain density, the sensitivity goes through peaks and valleys as $B_T$ increases, as illustrated in Fig. 5.8. Similar oscillations also occur for a density scan at fixed $B_T$, except in the very low $B_T$ region, where both the FR and CM effects linearly increase with density (see Eqn. 2.38) but with the FR effect always dominant. The zeros of the sensitivity in the figure suggest that certain combinations of $B_T$ and $n_e$, (e.g., $B_T \sim 1.9 \ T$, $n_e \sim 1 \times 10^{19} \ m^{-3}$) should be avoided if a high sensitivity to $B_R$ is desired.

**Figure 5.11:** Contour plot of phase sensitivity ($\Delta \phi$ in degrees, the difference in polarimetry phase between chords 5 cm above and 5 cm below plasma midplane) with $n_e$ and $B_T$ scan.
5.1.5 Conclusions

Mueller-Stokes theory, which has been widely used to interpret polarimetry measurements in magnetized plasmas, has been systematically validated under a wide range of plasma conditions where the relative contributions from the FR and CM effects were varied significantly. Across this entire range of conditions, a synthetic diagnostic code based on Mueller-Stokes theory was found to always accurately predict the measured polarimeter phase. The high level of agreement provides strong validation of Mueller-Stokes theory. The influence of the CM effect on polarimetry measurements is investigated in detail with the aid of the synthetic diagnostic code. As expected, the measurements are well approximated by the FR effect when the CM effect is predicted to be weak. However, as the CM effect increases to a significant level, it can compete with the FR effect in rotating the polarization ellipse of the EM-wave, resulting in a reduced polarimeter response to the FR effect. The code also shows that sufficiently large CM effect can even reverse the handedness of the waves launched with circular polarizations. The results also suggest that the CM effect on the plasma midplane can be potentially exploited to measure magnetic shear. These results establish increased confidence in the use of such a synthetic diagnostic code to guide future polarimetry design and interpret the resultant experimental data.

5.2 Polarimetry can provide constraints to EFIT

EFIT is a computer code developed to translate measurements from plasma diagnostics into useful information like plasma geometry, stored energy, and current profiles. The measurements are obtained from diagnostics such as external magnetic
probes, external poloidal flux loops, and the MSE. The Grad-Shafranov equilibrium equation [Wesson, 2011], which describes the force balance in a plasma, is solved using the available measurements as constraints on the toroidal current density $J_T$. Since the current also depends on the solution of the equation, the poloidal flux function $\Psi$, this is a nonlinear optimization problem. The equilibrium constraint allows the 2-D current density to be represented by two 1-D stream functions (i.e., the pressure function $P(\Psi)$ and current flux function $F(\Psi)$, which are functions only of flux $\Psi$) [Wesson, 2011]:

$$J_T = RP' + \frac{\mu_0}{R} FF'$$

(5.3)

This significantly reduces the complexity of the problem.

In the theory-experiment comparison discussed above, it was found that the comparison was sensitive to the input magnetic profiles generated by EFIT. Using improper assumptions in the EFIT calculations (“snap” files) can result in dramatic discrepancy in the comparison. As can be seen from Fig. 5.12(a), in the analysis of DIII-D shot #150161 (one of the “bouncing ball” L-mode shots presented in Section 5.1), the code calculations using EFIT01 (‘JT’ snap file: reasonable description of H-mode plasmas; edge current density is assumed to be finite yet remain small by constraining it to vanish only weakly; 3 parameters in $FF'$ and 2 in $P'$; less robust) show a large discrepancy with the measurements. While using EFIT03 (‘DEF’ snap file: good description for Ohmic and L-mode plasmas; no edge current density is allowed; highly robust) reaches a high level of agreement. The improved agreement is a direct result of the differences between the two EFITs. The toroidal current density profiles generated by the two EFITs are illustrated in Fig. 5.12(b), presenting dramatically different features. The improper assumption used for EFIT01 results in negative current at the edge, which is unphysical.
Figure 5.12: (a) Comparison amongst the measurements (green curve), code calculations using EFIT01 (‘JT’ snap file; red curve) and EFIT03 (‘DEF’ snap file; black curve). (b) Toroidal density profiles ($J_T$) generated from EFIT01 (red curve) and EFIT03 (black curve).

This result suggests that the polarimeter measurements can be potentially implemented and provide constraints to EFIT calculations. For example, the discrepancy in the theory-experiment comparison can be used as an indicator of whether the proper assumptions are used in the automated between-shots EFIT01 runs on DIII-D. Future work can potentially provide stronger constraints to EFIT. A possible algorithm is as follows: the polarimetry module takes the magnetic profile generated by the preliminary EFIT run and outputs the predicted polarimeter response. The response is then compared with the measurement, which feeds back to tune the parameters in the current density profile, and initiate another EFIT run. Such iteration continues until the predicted polarimeter response agrees with the measurement. This iteration loop can also enclose the fitting of electron density profile, if solely adjusting the magnetic profile fails to reach agreement.
CHAPTER 6

Study of magnetic fluctuations in tokamaks via polarimetry

The direct measurement of internal magnetic fluctuations in tokamaks via polarimetry opens a new path to study plasma modes that feature magnetic fluctuations. For example, the NTM [La Haye, 2006] is large scale MHD instability driven by current or pressure gradients. It can degrade the plasma confinement and often leads to disruption, particularly in high-$\beta$ plasmas such as NSTX. Another example is the Alfvén Eigenmodes (AEs, including compressional AE—CAE, reversed shear AE—RSAE, toroidicity-induced AE—TAE) [Heidbrink, 2008; Wong, 1999], a kind of global modes induced by energetic particles. They cause fast-ion transport or loss, and therefore control the distribution of fusion $\alpha$-particles and NBI heating. A third example is the microtearing modes [Drake and Lee, 1977], which are suspected as a source for anomalous electron heat transport. This chapter first presents a sensitivity assessment of mm-wave polarimetry for measurement of microtearing modes in NSTX-U. Then the methodology of extracting the magnetic fluctuation information from the polarimeter measurements is discussed. Specifically, the possibility of measuring (Neoclassical) Tearing Modes via polarimetry is explored.
6.1 A sensitivity assessment of mm-wave polarimetry for measurement of magnetic fluctuations associated with microtearing modes in NSTX-U

Recent nonlinear gyrokinetic calculations have indicated that microtearing modes are driven unstable in NSTX and may account for the observed anomalous electron thermal transport. In order to study magnetic fluctuations of both coherent and incoherent modes, a 288 GHz ($\lambda \approx 1 \text{mm}$) polarimeter is under development for NSTX-Upgrade. In order to assess whether the system will have sufficient sensitivity to observe microtearing modes in NSTX-U, a synthetic diagnostic code has been utilized to determine the expected phase fluctuation level. The fluctuating profiles for density and magnetic field generated by the non-linear gyrokinetic simulation are used as input to the code. Results indicate that the polarimeter phase fluctuation level due to the modeled microtearing modes is $\gtrsim 2^\circ$. Utilizing the same model, it was also established that the calculated phase fluctuations are dominated by magnetic, not density fluctuations. This was especially true when the horizontal viewing chord was close (within $\pm 5 \text{cm}$) to the plasma midplane. These results indicate that the polarimeter planned for NSTX-U should have sufficient sensitivity to observe magnetic fluctuations associated with microtearing modes [Zhang et al., 2013a].

6.1.1 Magnetic and density fluctuations of Microtearing modes

Microtearing modes are small scale tearing modes with large toroidal ($n$) and poloidal ($m$) mode numbers that have been predicted to be unstable in STs [Applegate et al.,...
They are also predicted to be a significant contributor to anomalous electron thermal transport in some neutral beam heated ST plasmas. Theoretically they are driven unstable by having an electron-temperature gradient $\nabla T_e$ projected onto helically resonant radial perturbations of magnetic field lines, $\tilde{B}_{mn}$, with a rational value of the safety factor, $q = m/n$. The parallel component of $\nabla T_e$ can drive a resonant parallel current, which reinforces $\tilde{B}_{mn}$ via Ampère’s law [Guttenfelder et al., 2011]. The induced magnetic islands overlap adjacent rational surfaces, leading to stochasticity. Electrons can then free-stream along the perturbed field line trajectories, which occurs more easily in the presence of many high-n toroidal modes, thereby enhancing transport. The first successful non-linear gyrokinetic simulations have recently been reported for parameters based on an NSTX discharge (shot #120968, time = 0.560 s, $B_T = 0.35$ T, $I_p = 0.7$ MA, $R/a = 0.82 m/0.62 m$, $P_{NBI} = 4$ MW, line-averaged electron density $n_e = 5.4 \times 10^{19} m^{-3}$) that is unstable to only microtearing modes [Guttenfelder et al., 2011, 2012]. Figure 6.1 shows a snapshot of the radial magnetic fluctuations ($\tilde{B}_r$, normal to flux surfaces), and normalized electron density fluctuations ($\tilde{n}_e/n_{e0}$) associated with the microtearing modes in an $(R,Z)$ toroidal plane on NSTX. Figure 6.2 shows the radial profiles of $\tilde{B}_r$ standard deviation, equilibrium density and toroidal field along the chords across $(-0.05 m)$ and above $(+0.2 m)$ magnetic axis. As can be seen from Fig. 6.1, in the outboard region, the magnetic fluctuations are spatially broad and strong (amplitude $\sim 30$ Gauss, $\sim 1\%$ of local equilibrium field), while in the inboard region, they are finer in structure and relatively weaker. In contrast, the density fluctuations in the outboard region are poloidally elongated ($k_\theta \rho_s \approx 0.2$, $\rho_s = c_s/\Omega_i$, $c_s = \sqrt{T_e/m_i}$, $\Omega_i = Z_i eB/m_i$) but radially narrow ($k_r \rho_s \gg 0$) with the fluctuation strength being roughly uniform (amplitude $\sim 2\%$ of
local equilibrium density). The proposed 288 GHz polarimeter complements other diagnostics planned for NSTX-U that might also be applied to the investigation of microtearing modes. The Beam Emission Spectroscopy (BES) diagnostic planned for NSTX-U will probe density fluctuations, but the small radial scales that characterize microtearing mode density fluctuations pose a challenge for BES. The upgraded high-$k$ scattering diagnostic planned for NSTX-U potentially has the required sensitivity to probe microtearing mode density fluctuations [Guttenfelder et al., 2012]. In contrast, the polarimeter can potentially be employed to directly probe microtearing mode magnetic fluctuations without being adversely affected by the small scale density fluctuations. In Fig. 6.1 the solid horizontal lines indicate the retro-reflecting diagnostic viewing chord of the polarimeter, which lies along a major radius near the plasma midplane. The sensitivity of the polarimeter to microtearing modes is investigated in detail using a recently developed synthetic diagnostic code [Zhang et al., 2010], which calculates the polarimeter response to given input density and magnetic profiles from the previously mentioned nonlinear gyrokinetic simulation [Guttenfelder et al., 2012].

6.1.2 Polarimetry code used in microtearing mode calculations

As previously described in Chapter 4, the synthetic diagnostic code is a forward calculation code, using Mueller-Stokes calculus to track the polarization evolution as the beam propagates. It calculates the Mueller matrices along the propagation and evaluates the resultant polarimetry phase shift at the detector. It takes electron density and magnetic field along the diagnostic chord as inputs, and calculates the polarimetry phase as the primary output. Using the time-varying density
Figure 6.1: A snapshot of radial magnetic fluctuations ($\tilde{B}_r$) and normalized density fluctuations ($\tilde{n}_e/n_{e0}$) associated with microtearing modes in an $(R, Z)$ toroidal plane on NSTX generated by nonlinear gyrokinetic simulations. These islands rotate poloidally as time evolves. The horizontal lines indicate the horizontal beam path of the planned 288 GHz polarimeter.
Figure 6.2: Radial profiles of standard deviation of $\tilde{B}_r$ ($\sigma(\tilde{B}_r)$), equilibrium electron density ($\bar{n}_e$) and toroidal field ($\bar{B}_T$) along the chords $0.05$ m below (solid line) and $0.2$ m above (dashed line) machine midplane, respectively. Note that the two curves almost overlie in the third panel.
and magnetic profiles generated by the previously mentioned nonlinear gyrokinetic simulations, the code can calculate polarimetry phase at each instant of time, yielding a time-varying phase. It also provides an option to artificially suppress the FR and CM effects by suppressing individual components of the magnetic field, or density and magnetic fluctuations, to facilitate interpretation of calculated polarimetry phase. The code assumes beam propagation without refraction, which is a good assumption under most NSTX discharge conditions, where $\omega_{pe}, \omega_{ce} \ll 288 \text{ GHz}$. For the plasma equilibrium being discussed, beam refraction is estimated using a ray tracing code GENRAY [Smirnov and Harvey, 1995], which calculates the beam trajectory inside the plasma. The returning beam at the plasma outboard edge is predicted to vertically shift by only 2 cm, for a beam launched 0.2 m above the plasma midplane. (A few example beam trajectories are presented in Fig. 6.3.) This is the furthest away from the midplane that the polarimeter diagnostic can operate, by vertically jogging the plasma across the fixed viewing chord. This prediction validates the ray tracing assumption since the estimated beam deflection is $< 0.4^\circ$. The propagating beam has an approximately constant beam diameter of 5 cm, implying that the system is capable of detecting magnetic structures with $k_\theta < 0.5 \text{ cm}^{-1}$ along the midplane [Jiang et al., 1999], which is satisfactory for the study of microtearing modes.

### 6.1.3 Results and discussion

The polarimetry phase response to microtearing modes calculated by the synthetic diagnostic code is shown for several cases in Fig. 6.4. Figure 6.4(a) shows the case when a beam horizontally propagates through the plasma magnetic axis, which is 5 cm below NSTX machine midplane for this plasma equilibrium; Fig. 6.4(b) shows
Figure 6.3: The refraction of the 288 GHz polarimeter diagnosing beam in NSTX shot #120968. The solid lines are the inbound beam, and the dashed lines are the outbound beam after being reflected on the flat tile on the center stack. The green lines show that the launch on plasma midplane ($Z_0 = -5$ cm) does not experience much refraction. As the beam moves away from the midplane, the refraction becomes more significant. $-8.5$ cm launch beam (blue) has $\Delta Z = -7$ mm when it emerges; $+15$ cm launch beam (red) has $\Delta Z = +1.5$ cm.
the case when the diagnostic chord is 0.2 m above the machine midplane (i.e., 0.25 m above the plasma midplane). The different curves in each panel correspond to cases where the radial magnetic and/or density fluctuations are artificially suppressed in the calculation. When all fluctuations are suppressed, only the plasma equilibrium information is utilized in the calculation. The black horizontal line (almost overlaid by the red in Fig. 6.4a) shows this situation in each panel, providing a reference phase with no fluctuations. The red curve, which shows only weak phase variation, corresponds to the case where the calculations include only the density fluctuations ($\tilde{n}_e$). The blue curve includes both density and radial magnetic fluctuations ($\tilde{n}_e + \tilde{B}_r$). The green curve, which is almost overlaid by the blue, includes only the radial magnetic fluctuations.

As can be seen when both magnetic and density fluctuations are included, the code predicts $\gtrsim 2^\circ$ peak-to-peak semi-coherent phase variation ($f \sim 10 \text{ kHz}$). It is obvious from the similarity of the green and blue curves that the contribution to the blue curve is primarily from the magnetic fluctuations. The phase variations due to density fluctuations are negligible, when the beam propagates through the plasma magnetic axis, as illustrated in Fig. 6.4(a). This contribution becomes slightly more pronounced when the beam is farther away from the magnetic axis, as shown in Fig. 6.4(b), but is still relatively weak when compared to the phase variations induced by radial magnetic fluctuations alone. Other calculations for intermediate chord heights (not shown) are consistent with these conclusions. This is especially true for chord heights within $\pm 5 \text{ cm}$ of the magnetic axis. The contribution of perpendicular in-flux-surface, or binormal, magnetic fluctuations ($\tilde{B}_\theta$) is neglected. The maximum possible contribution from this component is assessed by a worst case calculation, which assumes a perturbation with a uniform profile and a magnitude
equal to the maximum of the radial component, i.e., 30 Gauss. This is an upper-limit for the neglected component since $\tilde{B}_\theta \sim k_r \tilde{A}$, while $\tilde{B}_r \sim k_\theta \tilde{A}$, and it can be seen, by inspection of Fig. 2(b) in [Guttenfelder et al., 2011], that $|k_r \tilde{A}| < |k_\theta \tilde{A}|$, for the gyrokinetic simulation results considered. This calculation suggests the contribution is $< 10\%$ of the total phase fluctuations, so the following discussion of magnetic fluctuations refer only to the radial component. A more comprehensive consideration will be the subject of future work.

**Figure 6.4:** Polarimetry phase calculated by the synthetic diagnostic code using fluctuation profiles generated by nonlinear gyrokinetic simulations for a beam horizontally propagating across the plasma magnetic axis (a), and 0.2 m above the machine midplane (b). Black horizontal line shows the equilibrium phase; red curve shows the fluctuating phase with only density fluctuations ($\tilde{n}_e$) included; green curve includes only radial magnetic fluctuations ($\tilde{B}_r$); blue curve includes both density and magnetic fluctuations ($\tilde{n}_e + \tilde{B}_r$). Also note the blue curve almost overlies the green curve and the red curve only shows very weak variations around the black horizontal line.
The approximately 10 kHz phase fluctuations visible in the calculations shown in Fig. 6.4 are predicted to be detectable since their level is above the measured phase resolution of the polarimeter, which is $\sim 0.3^\circ$ in a frequency range $1 \text{ kHz} < f < 100 \text{ kHz}$ (see Section 3.6). Note that the gyrokinetic simulation results considered here do not include plasma rotation ($\sim 10 \text{ kHz}$ typical). Considering that the microtearing modes have large $n$ numbers ($n = 5$ is shown in Fig. 6.1), the fluctuation frequency observed in an experiment will be substantially Doppler shifted but still in the range of sensitivity. The sensitivity of the polarimetry phase primarily to the FR effect caused by magnetic fluctuations results from two facts. First, of the various magnetic field effects that can contribute to the polarimeter phase fluctuation ($\tilde{\phi}$), the dominant contribution is from the FR effect ($\tilde{\psi}$). Figure 6.5 illustrates that including the CM effect from the equilibrium magnetic field makes little difference to the calculated phase fluctuations for the same chord heights shown in Fig. 6.5. Also, as noted above, the CM effect from $\tilde{B}_\theta$ is expected to be small. Second, the geometry of the diagnostic minimizes the contribution of density fluctuations to the FR effect. Due to the relatively minor contribution from the CM effect, the resultant fluctuating phase can then be represented to first order by:

$$\tilde{\phi} \approx 2\tilde{\psi} \quad \text{to 1st order} \quad C \int \bar{n}_e \tilde{B}_\parallel dl + C \int \bar{n}_e \tilde{B}_\parallel dl$$

(6.1)

where $C$ is a constant factor for a fixed wavelength, $B_\parallel$ is the magnetic field component parallel to the beam propagation, which is along the major radius in this case, and ‘$\sim$’ and ‘$\sim$’ represent equilibrium and fluctuation quantities, respectively [Ding et al., 2003]. Since propagation close to the plasma midplane means that the equilibrium $B_\parallel$ is always close to zero, the density fluctuation contribution to Eqn. 6.1 is much smaller than that due to magnetic fluctuations. However, as the chord moves
away from the midplane, density fluctuations start to contribute (see Fig. 6.4) due to the increasing equilibrium $B_\parallel$. This trend is illustrated in Fig. 6.6.

Figure 6.5: Polarimetry phase fluctuations calculated by the synthetic diagnostic code for the chord across the plasma magnetic axis (a) and 0.2 m above the machine midplane (b). The solid curve shows the phase fluctuations with both FR and CM effects included. The dashed curve shows the results including only the FR effect.

6.2 Methodology to extract magnetic fluctuations from polarimetry measurements

6.2.1 $\vec{B}_R$ measurements in FR-dominant regime

Coherent modes in fusion plasmas usually feature both density fluctuations ($\vec{n}$) and magnetic fluctuations ($\vec{B}$). Also, as discussed in Chapter 2, polarimetry is a line integrated diagnostic involving both $n$ and $\vec{B}$. In general, it is challenging to extract the $\vec{B}$ information from polarimetry measurements. However, in special cases where
Figure 6.6: Standard deviations (STD) of polarimetry phase fluctuations and line-integrated fluctuating quantities versus chord height. The solid red, green and blue curves correspond to the STD of the polarimetry phase fluctuations including only density fluctuations ($\tilde{n}_e$), only magnetic fluctuations ($\tilde{B}_r$), and both fluctuation quantities ($\tilde{n}_e + \tilde{B}_r$), respectively. The dashed red curve is the STD of estimated phase fluctuations from the line-integral of density fluctuations and equilibrium parallel magnetic field along the beam path. The dashed green curve is the STD of line-integral of equilibrium density and parallel magnetic field fluctuations.
the argument made in Eqn. 6.1 is applicable, i.e., the FR effect is dominant and the probe chord is close to the plasma midplane, it is straightforward to estimate the $\tilde{B}_R$ directly from the measured polarimeter phase fluctuations $\tilde{\phi}$. It is worth noting here that the much finer radial structure of the $\tilde{n}$ than $\tilde{B}_r$ helps to suppress the $\tilde{n}$ contribution (the second term on the RHS of Eqn. 6.1) to the $\tilde{\phi}$ in the microtearing mode modeling, which might be different for other large-scale MHD modes. Also the phase relationship between the $\tilde{n}$ and $\tilde{B}$ can introduce further complications. It is still expected that a reasonably accurate estimation of density-weight $\tilde{B}_R$ can be obtained on DIII-D using the 288 GHz polarimeter when the FR effect is dominant, as described above. Two examples of such $\tilde{B}_R$ measurements are provided below.

Figure 6.7 presents the spectrum of low-$B_T$ shot #150161 ($B_T = 0.75$ T), which is in FR-dominant regime (Fig. 5.3a). The $\sim 65$ kHz TAEs at time 800–1100 ms correspond to $\sim 0.2^\circ$ phase variation. With knowledge of the line-integrated equilibrium density $\int \tilde{n} dl$, the density-weighted $\tilde{B}_R$ (line-averaged and weighted by equilibrium density) is estimated to be $\sim 2$ Gauss. If the $\tilde{B}_R$ structure is also known, for example, from the NOVA-K modeling [Zeeland et al., 2006b], the local magnetic fluctuation level can be determined.

Extremely low density ($n_e \sim 10^{18}$ m$^{-3}$) discharges on DIII-D have been used in experiments to study the growth and decay of runaway electrons. Since runaway electrons are largely collisionless, their orbit deviations (and thus eventual loss) must be dominantly induced by fluctuations of the magnetic field (as opposed to temperature or density). Although $B_T$ is moderately high ($\sim 1.4$ T), the low density helps to categorize the plasma condition to be in FR-dominant regime (see Fig. 5.11). The measured and calculated (four time slices) polarimeter phase are presented in Fig. 6.8. There is $\sim 5^\circ$ discrepancy between the measurements (green) and the
Figure 6.7: Polarimeter phase spectrum of DIII-D shot #150161 ($B_T = 0.75$ T). 
$\sim 65$ kHz TAEs are at time 800–1100 ms.
full calculation (black), which is possibly because of the inaccuracy in the input density profile or polarimeter system alignment issue. Even with this discrepancy, the FR-only calculation (red) accounts for the majority of the full calculation value. Therefore the measured polarimeter phase fluctuation ($\tilde{\phi}$) can be used to estimate the broad-band (turbulent) magnetic fluctuations $\tilde{B}_R$. Polarimetry $\tilde{B}_R$ measurements are presented in Fig. 6.9 for four time slices. (Polarimeter fluctuation signal after 5500 ms is severely contaminated by runaway electron emission, due to the development of a lock mode.) Fluctuation strength is normalized to the toroidal field at the magnetic axis ($B_0 = 1.4 \, T$), and the fluctuation level prior to discharge initiation is included as a noise floor. Integrated over the frequency range 1–95 kHz the total fluctuation strength is measured to be $\tilde{B}_R/B_0 \approx 1 \times 10^{-4}$, which for this plasma $\sim 1 \text{ Gauss}$. This magnetic fluctuations can potentially result in the runaway electron loss. Future work will focus on to reconcile these measurements with computational modeling varying the spatial structure of the measured $\tilde{B}_R$. It is also worth noting here that the power spectra exhibit an exponential frequency dependence over a broad range, e.g., the magenta line matches the red spectrum curve (2005 ms) pretty well in frequency range of 10–65 kHz. Further analysis can determine whether this phenomenon belongs to deterministic chaos [Maggs and Morales, 2011].

6.2.2 $\tilde{B}$ estimation in the presence of large CM effect

It is more difficult to interpret the measurements in the presence of large CM effect, which is often the case for mm-wave polarimetry on DIII-D. The influence of the CM effect on polarimetry measuring the plasma equilibrium is discussed in detail in Section 5.1. The contour plot in Fig. 5.11 also offers guidelines for plasma
Figure 6.8: Theory-experiment comparison for a DIII-D shot (#152894) in quiescent runaway electron experiment. The measured polarimeter phase is plotted in green, and the synthetic diagnostic calculation including both the FR and CM effects is in black, and the FR-only calculation is in red.
**Figure 6.9:** Density-weighted magnetic fluctuation data measured by 288 GHz polarimeter for a DIII-D shot (#152894) in quiescent runaway electron experiment. The fluctuation measurement (−100 ms) prior to plasma breakdown is included as an instrumental noise floor. The magenta line is a linear fitting to the frequency spectrum of 2005 ms in frequency range of 10–65 kHz.
design to achieve a sensitive $\vec{B}_R$ (not only $\vec{B}_R$) measurement. It is worth noting that the contour plot varies with specific plasma parameters, e.g., plasma shape, current, detailed profile structure, etc. However, as long as the polarimeter phase measurements are acquired at plasma conditions well away from the zeros in the contour plot, where the sensitivity to the FR effect is inherently diminished, it is still possible to estimate the magnitude of $\vec{B}$. This requires the knowledge of $\tilde{n}$ profile from other diagnostics, and $\vec{B}$ structure and its phase relationship with $\tilde{n}$ derived from theories. The forward polarimetry code can then be used to predict the polarimeter response with the inputs of $\bar{n} + \tilde{n}$ and $\bar{B} + \vec{B}$ profiles. The predicted polarimeter phase can be compared with the measurement and the difference can feed back to adjust the $\vec{B}$ magnitude until prediction agrees with measurement.

For example, tearing modes and *AEs have been observed via the 288 GHz polarimeter on DIII-D. The spectra of polarimeter phase are shown in Fig. 6.10 and Fig. 6.11, for two typical neutral-beam-heated DIII-D shots (#148997 and #149467), where tearing modes and AEs were present. Both shots have strong CM effect ($B_T = 2.0$ T) and $\tilde{n}$ is expected to significantly contribute to the measured phase fluctuations. In principle, the BES system can provide the $\tilde{n}$ profile measurement. The NTMs can be modeled using the NIMROD [Gianakon et al., 2002] and PEST [Zeeland et al., 2008b] codes; the AEs can be modeled using the NOVA-K [Zeeland et al., 2006b] and M3D-K [Lang et al., 2010] codes. The procedures described above can then be performed to estimate the $\vec{B}$ level with incorporation of these information. This will be part of future work.
Figure 6.10: Polarimeter phase spectrum with tearing modes and AEs. The \( \sim 100 \) kHz modes at time 1220–1300 ms are RSAEs; \( \sim 30 \) kHz mode at time 1330–1500 ms is tearing mode.
**Figure 6.11:** Polarimeter phase spectrum shows tearing modes at $\sim 20$ kHz ($\sim 2^\circ$ phase fluctuation). NBI power is plotted in the lower panel.
6.2.3 Modeling of NTMs on NSTX-U

Tearing modes are magnetic islands that break or tear the magnetic flux surfaces. A classical tearing mode is linearly unstable when the nonaxisymmetric state of the current density profile with the tearing mode island has lower magnetic energy than the original plasma. The NTM is a high-$\beta$ phenomenon, which can occur even when the plasma current profile is classically stable. The NTMs are resistive tearing mode islands that are sustained by a helically perturbed bootstrap current. They can degrade both plasma energy and angular momentum and even lead to disruption in high-$\beta$ plasma [La Haye, 2006]. NSTX is a high-$\beta$ ($\beta_T \sim 18\%$) device and fully equipped with diagnostics, and therefore is an ideal platform to study the seeding, structure of NTMs [Breslau et al., 2011; Gerhardt et al., 2009, 2011; Menard et al., 2005, 2006]. Figure 6.12 shows a $m=2/n=1$ NTM in the frequency spectrum measured by B-dot probes.

![Figure 6.12: 2/1 NTM presents in the spectrum of magnetic probes in NSTX (#138940).](image)

Figure 6.12: 2/1 NTM presents in the spectrum of magnetic probes in NSTX (#138940).
The capability of the mm-wave polarimeter to measure the NTMs in fusion plasmas was preliminarily investigated via modeling. As can be seen in the diagnostic schematic (see Fig. 6.13), the magnetic islands associated with the NTMs (3/2 mode illustrated here) result in perturbations of B-field and density that are probed by the polarimeter retro-reflection beam. Therefore the polarimeter phase is expected to fluctuate in response to the rotating NTMs.

\[ \tilde{B}_\Psi = \tilde{B}_{\Psi 0} e^{\left( \frac{(\tilde{\Psi} - \tilde{\Psi}_{m,n})^2}{(w/a)^2} \cos(m\theta - n\phi) \right)} \]  

**Figure 6.13:** The magnetic islands associate with the NTMs (3/2 mode illustrated here) result in perturbations of B-field and density that are probed by the polarimeter retro-reflection beam.

The sensitivity of the polarimeter to magnetic fluctuations was first assessed by calculations based on a phenomenological model of NTMs. This model assumes a helically perturbed B-field around \( q = m/n \) rational surface:
where $\hat{\Psi}$ is the normalized poloidal flux, $w$ is the island width, $a$ is the minor radius, $	heta$ is the poloidal angle, $\phi$ is the toroidal angle. Although this model does not include $\tilde{n}_e$ associated with the NTMs, it still provides a useful assessment.

The typical 2/1 NTM on NSTX was modeled with realistic magnetic island structure determined using $T_e$ profile and ultra-soft X-ray (USXR): island width $w \sim 0.1 \text{ m}$ at radial location $\hat{\Psi}_{2,1} \sim 0.15$ (see Fig. 6.14). Figure 6.15 presents the results of the polarimetry calculations, showing that $\sim 0.4^\circ$ phase response is caused by $0.1\%$ magnetic fluctuation ($\tilde{B}_{\Psi 0}/B_0$). This phase variation is dominated by the FR effect and its variation amplitude is approximately proportional to the fluctuation amplitude.

### 6.2.3.1 Reflectometer on NSTX-U can provide unique mode structure and density fluctuation measurements

Reflectometer measures plasma local density and has been routinely employed to provide $\tilde{n}$ measurements, which can be utilized in the methodology discussed in Section 6.2.2. O-mode has the dispersion relation: $\omega^2 = \omega_p^2 + c^2 k^2$. The microwaves launched from the outboard side reflect at “cutoff” layer, where density is high enough ($\omega_p = \omega, k = 0$) (see Fig. 6.16a). The wave path length can be determined from the phase ($\phi$) between reflected and launched waves. Based on the WKB approximations, this phase can be expressed as:

$$\phi(f) = 2k_0(f) \int_{R_{\text{co}(f)}}^{R_{\text{edge}}} \sqrt{1 - \frac{n(R)}{n_{\text{co}}(f)}} dR - \frac{\pi}{2} \quad (6.3)$$

where the subscripts “edge” and “co” correspond to the outboard edge and cutoff location, respectively.
Figure 6.14: Typical 2/1 NTM was modeled with the magnetic island structure determined using $T_e$ profile and USXR: island width $w \sim 0.1$ m at radial location $\hat{\Psi}_{2,1} \sim 0.15$ (courtesy to S. P. Gerhardt).
**Figure 6.15:** Calculated polarimeter phase response to 2/1 NTM on NSTX. Two calculations with different fluctuation amplitude are shown ($\tilde{B}_\Psi/B_0 = 0.1\%, 0.2\%$). The equilibrium is based on shot #133959, $t = 0.882$ s, and the probe chord is 0.1 m below plasma midplane.
A 16-channel fixed frequency reflectometer on NSTX (range $f = 30$–$75$ GHz, corresponding to $n_{co} = 1$–$7 \times 10^{19} \ m^{-3}$ for O-mode) (see Fig. 6.16b) was used to specifically estimate the displacement of the flux surfaces caused by the magnetic islands associated with the NTMs.

**Figure 6.16:** (a) Principle of reflectometry diagnostic. (b) 16-channel fixed-frequency reflectometer array on NSTX. The density profile of a typical H-mode is presented here to illustrate the launched frequencies.

NTM perturbs the density profile by flattening the density inside the magnetic islands. Figure 6.17(a) shows that the flattening causes displacement of the magnetic flux surfaces. (Density is equal on the same flux surface.) The displacement normally inverts around the island, but sometimes the NTM is coupled to a 1/1 kink, which only has positive displacement. If the kink is large compared to the NTM, the total displacement may not invert (see Fig. 6.17b).

The reflectometer response was modeled using a “mirror model”, which assumes the reflectometer phase fluctuation is entirely due to the displacement of the cutoff

138
Kink model (S.P. Gerhardt):

\[
\tilde{\xi}_{1,1} = \begin{cases} 
\tilde{\xi}_0 & r < r_c \\
\tilde{\xi}_0 e^{-\left(\frac{r-r_c}{r_f}\right)^2} & r > r_c 
\end{cases}
\]

Figure 6.17: (a) Displacement of magnetic flux surfaces inverts around the islands of NTM. (b) When coupled to a large 1/1 kink (based on the model of S. P. Gerhardt), the total displacement may not invert.
layer, i.e., \( \xi_{\Psi,\text{mirror}} = \delta \phi / (2k_0) \). Figure 6.18(a) presents the perturbed density profiles due to NTM used in the calculations. In a plasma with a NTM, the reflectometer phase would be modulated as the island rotates by. The estimated displacement by the mirror model \( \xi_{\Psi,\text{mirror}} \) (black curve in Fig. 6.18b) roughly approximates the actual displacement \( \xi_{\Psi} \) (green curve in Fig. 6.18b).

**Figure 6.18:** (a) Perturbed density profile used in the reflectometer response calculations. (b) The displacement estimated using the “mirror model” (black curve) roughly approximates the actual displacement (green curve).

A similar modeling is performed on the scenario when the NTM is coupled to a 1/1 kink. As discussed above, the displacement becomes asymmetric in this case. The perturbed density profile and estimated reflectometer phase is presented in Fig. 6.19. The estimated reflectometer phase using the mirror model (blue curve in Fig. 6.19b) may not invert in the presence of asymmetric island.
Figure 6.19: (a) Displacement of the perturbed density profile is asymmetric when the NTM is coupled to an external kink. (b) The estimated reflectometer phase using the mirror model (blue curve) may not invert in the presence of asymmetric island.

6.2.3.2 Kink-tearing modes observed by reflectometer on NSTX

Figure 6.20 shows the first measurements of tearing modes coupled with an external kink on NSTX [Crocker et al., 2011]. Figure 6.20(a) shows the fluctuation spectrum (shot #138940) from an edge reflectometer (30 GHz) in which a coherent mode and its 2nd and 3rd harmonics appear at \( \sim 9, 18 \) and \( 27 \) kHz. Measurements from a toroidally distributed array of edge magnetic coils indicate that the 9 kHz mode has a toroidal mode number of \( n = 1 \) (propagating in the direction of the plasma toroidal rotation). Figure 6.20(b) shows the displacement amplitude of the mode at the four different times marked on the spectrum in Fig. 6.20(a), using the bandwidths and record lengths indicated in the figure for the analysis. The ranges of the cutoff densities and locations of the reflectometer array are indicated in Fig. 6.20(c), which shows density profiles from times early and late in the mode lifetime (see Fig. 6.20a). The \( f = 9 \) kHz mode is identified as a tearing mode.
using observations of the density and temperature profile evolution from multi-point Thomson scattering (MPTS). The density profiles shown in Fig. 6.20(c), as well as the electron temperature profiles from MPTS (not shown) exhibit a significant flat region near $R \sim 1.21 \text{ m}$ during the lifetime of the mode, indicating the presence of a magnetic island at that location. The flat region in both profiles is observed to develop during the onset of the mode between $t \sim 865 \text{ ms}$ and $t \sim 900 \text{ ms}$, suggesting that the coherent mode is responsible for the flattening. The identification is further supported by the observation that charge exchange recombination spectroscopy (CHERS) measurements show a toroidal rotation of $f_{\text{ROT}} \sim 9 \text{ kHz}$ in the flat region during the lifetime of the mode. The frequency of the coherent mode is consistent with the expectation for a magnetic island at rest in the plasma frame in the flat region.

An interesting feature of the mode structure measurement in Fig. 6.20(b) is that, in the region accessible to the reflectometer array, it differs significantly from the expectation for a tearing mode, resembling, instead, an external kink. The effective displacement gradually approaches zero from $R \sim 1.35 \text{ m}$ to $R \sim 1.25 \text{ m}$, which is near the edge of the flat region in the density profile. However, the flat region caused by an island results from spreading of the density contours of the plasma away from the rational surface at the poloidal location of the island. This would cause the amplitude of the displacement oscillation observed by a reflectometer to peak at the edge of the island and fall off with distance [Menard et al., 2005]. Away from the flat region in the density profile, from $R \sim 1.35 \text{ m}$ to the outermost measurement close to the plasma edge, effective displacement is nearly constant with radius, giving little indication of vanishing at the plasma edge. This structure indicates that the $f = 9 \text{ kHz}$ tearing mode is coupled to an external kink. While coupling of tearing
modes to kinks has been extensively investigated in NSTX [Breslau et al., 2011; Gerhardt et al., 2009, 2011; Menard et al., 2005] and other tokamaks [Brennan et al., 2007; Fredrickson, 2002; Gude et al., 1999; Nave et al., 2003], little attention has been given to the edge structure of the coupled kink-tearing modes. Notably, the peak-peak effective displacement from $R \sim 1.35 \text{ m}$ to the plasma edge ranges from $\sim 5 \text{ mm}$ to $\sim 7 \text{ mm}$ over time as the mode evolves. This is $\gtrsim 5\%$ of the $\sim 8 \text{ cm}$ width of the flat region in Fig. 6.20(c), which is not insignificant. These results indicate that fixed-boundary calculations, which force the edge displacement to be zero, are insufficient for understanding the evolution of coupled kink-tearing modes.

From the discussion above, it can be concluded that an experiment on NSTX-U jointly using the 16-channel reflectometer and 288 GHz polarimeter would be fruitful. It can promisingly contribute to the exploration of the kink-tearing mode coupling.
Figure 6.20: (a) Edge reflectometer (30 GHz at \(R \sim 1.42 \text{ m}\)) spectrum showing coherent mode and its harmonics (\(f \sim 9, 18, 27 \text{ kHz}\)); (b) radial structure of effective displacement amplitude of coherent mode (analysis times and bandwidths indicated by rectangles in times in (a)); (c) MPTS measurement of density profiles with radial range and density range indicated for reflectometer array cutoffs.
CHAPTER 7

Conclusions and future work

This chapter summarizes the major conclusions of the dissertation and discusses future directions motivated by the results.

7.1 Conclusions

The internal equilibrium magnetic field and magnetic fluctuations in tokamaks are studied via polarimetry. This study is performed mainly using a recently developed mm-wave polarimeter system. This 288 GHz polarimeter was designed to probe the plasma along a major radial chord using a retro-reflection geometry on NSTX. It was put in plasma tests on the DIII-D tokamak. The system launches a rotating linearly polarized beam and detects a phase shift directly related to the polarization change caused by the plasma. The magnetic field component along major radius ($B_R$) can be estimated from the measured phase shift. The source employs a Single-Side-Band modulation technique to generate a pair of orthogonally linearly polarized beams with a stable difference frequency. This pair of beams are converted to counter-rotating circular polarizations, and combined to form a rotating linear polarization launch. An essential quasi-optical isolation technique was developed to improve phase resolution by suppressing multiple reflections, which were identified to be the major source of
phase noise. Preliminary tests in the laboratory and later on DIII-D indicated an achievable phase resolution of $< 2^\circ$ in the frequency range of $f < 500 \text{ Hz}$, and $0.3^\circ$ ($\tilde{B}_R \sim 2 \text{ Gauss}$) in $500 \text{ Hz} < f < 500 \text{ kHz}$.

A systematic theory-experiment comparison was performed on DIII-D. In the experiment, the polarimeter measurements were compared with the predictions of Mueller-Stokes theory where plasma conditions transition smoothly from a FR-dominant (i.e., weak CM effect) plasma to one where the CM effect plays a significant role. A synthetic diagnostic code based on Mueller-Stokes theory accurately reproduced the trends evident in the experimentally measured polarimeter phase over this entire operating range, thereby validating Mueller-Stokes theory. The synthetic diagnostic code was then used to investigate the interaction between the FR and CM effects, which was identified in an earlier polarimetry modeling for NSTX. As a primary element of the interaction identified in the modeling, the FR effect affects elliptization. This is because the elliptization is sensitive to the relative angle between the polarization direction and transverse magnetic field, while the FR effect modifies the polarization direction thereby changing this angle. In the experiment on DIII-D, the investigation focuses on the influence of the CM effect on polarimetry measurements. As expected, the measurements are well approximated by the FR effect when the CM effect is predicted to be weak. However, the code shows that as the CM effect increases, it can compete with the FR effect in rotating the polarization of the EM-wave. This results in an apparent reduced polarimeter response to the FR effect, just as observed in the experiment. The code also shows, if sufficiently large, the CM effect can even reverse the handedness of a wave launched with circular polarization. This helps to understand the surprising experimental observations that the sensitivity to the FR effect can apparently be nearly eliminated at high enough
$B_T$ (2.0 $T$). The results also suggest that the CM effect on the plasma midplane can be exploited to potentially measure magnetic shear in tokamaks. These results establish increased confidence in the use of such a synthetic diagnostic code to guide future polarimetry design and interpret the resultant experimental data. Moreover, the code can be integrated into EFIT in order to utilize the polarimeter measurements as constraints.

The potential of mm-wave polarimetry to measure magnetic fluctuations is explored via both modeling and experiment. Simulations suggest that microtearing modes in NSTX-U, which are a candidate for significant anomalous electron thermal transport, will induce $\gtrsim 2^\circ$ ($f \sim 10$ kHz) variations in polarimeter phase. It was also established that this phase variation is primarily due to the magnetic fluctuations associated with the microtearing modes. These results predict that the polarimeter planned for NSTX-U should have sufficient sensitivity to observe magnetic fluctuations associated with microtearing modes. In similar situations where the FR effect is dominant, it is relatively straightforward to estimate the magnitude of the density-weighted magnetic fluctuations from polarimeter phase measurements. For example, $\sim 2$ Gauss $\tilde{B}_R$ ($\tilde{B}_R/B_0 \approx 2 \times 10^{-4}$) is estimated for a $\sim 65$ kHz TAE in a low $B_T$ (0.75 $T$) discharge. Another measurement in a low density discharge in a runaway electron experiment suggests $\tilde{B}_R/B_0 \approx 1 \times 10^{-4}$ broad-band (integrated over 1 kHz–95 kHz) magnetic fluctuations. However, in the situation where the interaction between the FR and CM effects plays an important role, support from other diagnostics (especially density fluctuation measurements, e.g., reflectometry) and theoretical modeling is critical in extracting the magnetic fluctuation information.


7.2 Future work

As presented in Section 6.1, simulations predict that the polarimeter has sufficient sensitivity to observe the magnetic fluctuations associated with microtearing mode on NSTX-U. After the 288 GHz polarimeter being implemented on NSTX-U, an experiment focusing on the development and identification of microtearing modes is a natural extension of these simulations.

The synthetic diagnostic code can be applied to model polarimetry in any magnetized plasmas, including the proposed polarimeter systems for ITER [Donné et al., 2004; Kondoh et al., 2004]. In particular, the impact of the interaction on measurements can be assessed. Also, as described in Section 5.2, the polarimeter diagnostic can provide significant constraints to EFIT, especially on the current profile. This application, if successful, can also be implemented to the plasma control system, and will be especially useful in the NSTX-U solenoid-free current start-up and ramp-up experiments [Raman et al., 2013].

The capability of studying magnetic fluctuations via polarimetry can be further explored in experiment. As discussed in Section 6.2, the proposed joint experiment on NSTX-U using both the 16-channel reflectometer and 288 GHz polarimeter is expected to be fruitful, especially in exploring the coupling between the NTMs and kinks [Crocker et al., 2011]. A similar experimental approach can also be applied to study the relatively high frequency AEs, which exploits the advantage of high temporal resolution that both microwave diagnostics feature.

The synthetic diagnostic code can be refined. The code described in Chapter 4 assumes that an infinitesimal thin beam propagates along a straight line. The actual situation is that the mm-wave beam follows Gaussian propagation, i.e., the intensity
distribution in transverse cross section is approximately a Gaussian function and the beam width is a function of the axial distance [Martin and Lesurf, 1978]. Therefore different parts of the mm-wave beam probe different portions of plasma, and they experience different polarimetry effects. For example, in plasma center, the lower part of the \( \sim 7 \text{ cm} \) diameter beam would result in a sinusoidal signal with a different phase than that of the central part of the beam. Weighted by their relative intensities, both of them contribute to the final measured phase. The beam diameter also gradually reduces to \( \sim 5 \text{ cm} \) when it reaches the retro-reflector. Moreover, from the GENRAY calculations, the beam is expected to experience refraction due to density gradient in the transverse direction, which changes the beam path as well as the probed magnetic components. Future development of the synthetic diagnostic code can incorporate these considerations to improve the precision of calculated polarimeter phase response.
APPENDIX A

Characterization of polarimeter components

A.1 Retro-reflection mirror

On the interface between the mirror surface and vacuum, the tangential components of E-field on either side of the boundary are related by [Jackson, 1998]:

\[ \hat{n} \times (\vec{E}_2 - \vec{E}_1) = 0 \]  \hspace{1cm} (A.1)

where \( \hat{n} \) is the normal of the surface. Therefore an incoming transverse E-field induces an outgoing E-field with equal magnitude in the opposite direction, as shown in Fig. A.1.

\[ \vec{E}_{\text{out}} = -\vec{E}_{\text{in}} \]  \hspace{1cm} (A.2)

In the laboratory frame, the polarization of the wave does not change though. As inferred from the expression of the E-field in Jones calculus (see Eqn. 2.15), this sign reversal corresponds to a change of \( \pi \) in the common phase \( \delta_x \), but the polarization characterizing parameters \( \{\alpha, \delta\} \) are unchanged and continue to evolve during the outbound propagation. Therefore the mirror does not cause any cancellation in the polarimetry effects.
Figure A.1: Retro-reflection mirror effect. The mirror flips the direction of incoming transverse E-field: $\vec{E}_{\text{out}} = -\vec{E}_{\text{in}}$. The definition of the Cartesian coordinate system in the wave frame is also changed.
A.1.1 Mirror effect in synthetic diagnostic code

The synthetic diagnostic code tracks the wave polarization in the wave frame (i.e., \( \hat{z} \parallel \vec{k} \), Fig. 2.4). And the Cartesian coordinate system experiences a transformation at the retro-reflection mirror, as shown in Fig. A.1:

\[
\begin{align*}
\hat{x}' &= -\hat{x} \\
\hat{y}' &= \hat{y} \\
\hat{z}' &= -\hat{z}
\end{align*}
\] (A.3)

where the \( xyz \) is for the incoming wave, while the \( x'y'z' \) is for the outgoing wave.

Combine Eqn. A.2 and Eqn. A.3. The wave E-field satisfies:

\[
\begin{align*}
E'_x &= -E_x = E_{x'} \\
E'_y &= -E_y = -E_{y'} \\
E'_x &= -E_x \\
E'_y &= E_y
\end{align*}
\] (A.4)

And the magnetic field components are related by:

\[
\begin{align*}
B_{x'} &= -B_x \\
B_{y'} &= B_y \\
B_{z'} &= -B_z
\end{align*}
\] (A.5)

A.2 Use of BNC cable as delay line

The RG58 C/U BNC cable is used as delay line to create the 90° phase shifted I & Q input required by the SSB modulator. Impedance of the cable is 50 Ω and capacity is 105 pF/m; the dielectric material is polyethylene; designed for \( f_{RF} \leq 1 \text{ GHz} \).
The 3.5 MHz sinusoidal wave propagates through the BNC cable as an EM-wave, with its phase velocity:

\[ v_p = \frac{c}{n} = \frac{c}{\sqrt{\varepsilon_r}} = \frac{c}{\sqrt{2.25}} = \frac{2}{3}c \]  

(A.6)

And the phase delay caused by a BNC cable of length \( \Delta L \) is:

\[ \Delta \phi = 2\pi f \Delta t = 2\pi f \frac{\Delta L}{v_p} \]  

(A.7)

Therefore to achieve 90° phase shift for the 3.5 MHz sinusoidal wave, the required length is:

\[ \Delta L = \frac{1}{4} \frac{v_p}{f} = 14.276 \text{ m} \]  

(A.8)

### A.3 Dual-mode horn

The dual-mode conical horn has nearly equal beam shape in the E-/H-plane far-field patterns with a 3-dB half angle of 6°, as shown in Fig. A.2 [Pickett et al., 1984].

### A.4 Unbalanced power launch

The combination of equal power LCP + RCP launch is a rotating linear polarization, which is proved in Eqn. 3.1. If the power of these two beams is unbalanced, the result is a rotating ellipse with fixed elliptization. This corresponds to a constant \( s_3 = I_{RCP} - I_{LCP} \) component in Stokes vector (see Eqn. 2.28). The launched polarization on Poincaré sphere is shown as the blue circle of latitude in Fig. A.3(a).

The power imbalance in LCP + RCP launch does not effect the phase detection of the mixer though. For a mixer oriented at angle of \( \theta \) with respect to \( \hat{x} \), the measured
Figure A.2: Far-field pattern of Pickett Potter dual-mode horn at 288 GHz (figure from manufacture).
Figure A.3: (a) The polarization $\vec{s}(0)$ for LCP + RCP launch maps to a dot progressing along a circle of latitude on Poincaré sphere. Equal power launch corresponds to the dashed red equator; unbalanced launch corresponds to the dashed blue circle. (b) Equal power $O + X$ launch maps to a dot progressing along the dashed red circle. Unbalanced launch maps to the dashed blue circle, whose axis is $\hat{s}_1$. 
power is:

\[
P_\theta = \frac{1}{4} \{ 1 + \sin 2\chi (M_{13} + M_{23}) + \cos 2\chi [(M_{11} \cos 2\theta + M_{21} \sin 2\theta) \cos 2\psi + (M_{12} \cos 2\theta + M_{22} \sin 2\theta) \sin 2\psi] \}
\]

(A.9)

Therefore with an evolving \( \psi \) but constant \( \chi \) at launch, the signal has a different amplitude but the same phase as equal power launch. This can be also be understood as that the excessive portion of either LCP or RCP only generates a DC offset and signal amplification at the mixer.

### A.5 Polarimeter launch and detection

There are various combinations of launch and detection setups. For example, the polarimeter can launch:

1. **LCP + RCP**, i.e., rotating linear polarization (red circle in Fig. A.3a, \( s_0 \equiv 1, \psi(0) = \omega dt/2, \chi(0) = 0 \))

\[
\vec{s}_{3×1}(0) = \begin{pmatrix} \cos(\omega dt) \\ \sin(\omega dt) \\ 0 \end{pmatrix} \rightarrow \vec{s}_{3×1}(z) = \begin{pmatrix} M_{11} \cos(\omega dt) + M_{12} \sin(\omega dt) \\ M_{21} \cos(\omega dt) + M_{22} \sin(\omega dt) \\ M_{31} \cos(\omega dt) + M_{32} \sin(\omega dt) \end{pmatrix}
\]

(A.10)

2. **O + X**, i.e., horizontal and vertical polarization (red circle in Fig. A.3b, \( s_0 \equiv 1, \alpha(0) = \pi/4, \delta(0) = \omega dt \))

\[
\vec{s}_{3×1}(0) = \begin{pmatrix} 0 \\ \cos(\omega dt) \\ \sin(\omega dt) \end{pmatrix} \rightarrow \vec{s}_{3×1}(z) = \begin{pmatrix} M_{12} \cos(\omega dt) + M_{13} \sin(\omega dt) \\ M_{22} \cos(\omega dt) + M_{23} \sin(\omega dt) \\ M_{32} \cos(\omega dt) + M_{33} \sin(\omega dt) \end{pmatrix}
\]

(A.11)
With the detection setup as shown in Fig. A.4, the power measured by the detector $I_D$ is shown in Eqn. A.12.

$$I_D(\gamma, \theta) = \frac{1}{2} \left[ 1 + A(\gamma, \theta)s_1 + B(\gamma, \theta)s_2 + C(\gamma, \theta)s_3 \right].$$  

\begin{align*}
A(\gamma, \theta) &= \cos 2\gamma \cos(2\theta - 2\gamma) \\
B(\gamma, \theta) &= \sin 2\gamma \cos(2\theta - 2\gamma) \\
C(\gamma, \theta) &= \sin(2\theta - 2\gamma)
\end{align*}

Equation A.13 demonstrates that with specific configurations, all three Stokes
vector components can be directly measured.

\[ I_D(\gamma, \theta) = \begin{cases} 
\frac{1 + s_1}{2}, & \gamma = \theta = 0, \text{ i.e., } 0^\circ \text{ polarization power} \\
\frac{1 + s_2}{2}, & \gamma = \theta = \pi/4, \text{ i.e., } 45^\circ \text{ polarization power} \\
\frac{1 + s_3}{2}, & \theta - \gamma = \pi/4 
\end{cases} \quad (A.13) \]

The full $3 \times 3$ Mueller matrix can be determined with rotating linear polarization launch and simultaneous measurements (by beam splitting) from two detectors oriented at $0^\circ$ and $45^\circ$ respectively.

\begin{align*}
I_D(0, 0) &= \frac{1}{2}[1 + A_1 \sin(\omega_{\text{diff}}t + \phi_1)], \\
I_D(\pi/4, \pi/4) &= \frac{1}{2}[1 + A_2 \sin(\omega_{\text{diff}}t + \phi_2)] 
\end{align*} \quad (A.14)

\[
\begin{align*}
A_1 &= C \sqrt{M_{11}^2 + M_{12}^2} \\
\phi_1 &= \tan^{-1} \left( \frac{M_{11}}{M_{12}} \right) \\
A_2 &= C \sqrt{M_{21}^2 + M_{22}^2} \\
\phi_2 &= \tan^{-1} \left( \frac{M_{21}}{M_{22}} \right) 
\end{align*} \quad (A.15)

where $C$ is a factor that accounts for the beam power loss due to refraction, dissipation during propagation, etc.

From the three equations: $\phi_1$, $\phi_2$ and $A_1/A_2$, the 3 independent elements of the orthogonal $3 \times 3$ Mueller matrix (see Section 2.4) can be determined.

### A.6 Tests of polarimeter quasi-optical components

The polarimeter quasi-optical components were systematically characterized with the layout shown in Fig. A.5. The Gunn output is amplitude modulated by a PIN diode switch, which operates at 200 kHz square waveform. This chopped output is then
tripled in frequency and coupled to free space by a dual-mode horn, and converted to a parallel propagating beam by an $f = 6$ inch lens. The beam is horizontally polarized, transmitting through the component being tested and eventually detected by another dual-mode horn attached to a single-ended mixer. The horn at the mixer is surrounded by absorber to prevent reflections. Three kinds of mounts are placed between the lens and mixer to enable the separate insertion of Faraday rotator, polarizers in the beam path.

**Figure A.5:** Layout for testing polarimeter quasi-optical components. The Gunn output is amplitude modulated with a PIN diode switch, which operates at 200 kHz square waveform.

### A.6.1 Faraday rotator

The black curve in Fig. A.6 is the Gunn output power versus mixer orientation. The minimum at $90^\circ$ demonstrates that the output is horizontally polarized. The difference in the peak values at $0^\circ$ and $180^\circ$ probably results from the slight wobble during the mixer rotation. The other three curves show the power of this horizontal polarization propagates through Faraday rotator #1 in different configurations. The red curve is with the Faraday rotator mounted in a way so that its mark is facing
the source, whereas the blue one is the Faraday rotator in the opposite direction. The green curve is a repeat of the red curve, with a different Gunn frequency. It can be concluded that the Faraday rotator can rotate the linearly polarized wave of 96.0 ± 0.1 GHz by 45° ± 1°, with an attenuation of \( \sim 3 \) dB. Figure A.7 demonstrates that two Faraday rotators are very close in performance.

![Graph showing power signal versus mixer orientation](image)

**Figure A.6:** The mixer signal after a horizontal polarization propagating through the 45° Faraday rotator is plotted versus mixer orientation.

### A.6.2 Polarizer

There are two kinds of polarizers used in the polarimeter system, one kind uses free standing wire grid, and the other kind is copper clad PET substrate (a cross section schematic is shown in Fig. A.8). The leakage of these two kinds of polarizers is compared in Fig. A.9. It can be seen that the PET polarizer is \( \sim 3\% \) versus the
Figure A.7: Comparison of Faraday rotator #1 and #2.

free-standing wire grid polarizer $\sim 1.5\%$ in leakage.

Figure A.8: Schematic of the PET substrate polarizer cross section (200 LPI).

Also worth noting here is the ‘$45^\circ$’ polarizer, which combines the pair of mm-wave beams polarized at $\pm 45^\circ$ (see Fig. 3.11). This polarizer is oriented at $45^\circ$ in the beam path, and its $35.3^\circ$ wire angle appears to be $45^\circ$ when projected to the beam transverse plane.

The beam polarization after it propagates through the ‘$45^\circ$’ polarizer was
Figure A.9: Transmitted horizontal polarization (leakage) when the polarizer is oriented at 5° in beam path. The leakage of the PET polarizer (200 LPI, copper strips facing source; red curve) and the free-standing wire grid polarizer (200 LPI, blue curve) is plotted.
Figure A.10: The polarizer is oriented at $45^\circ$ in the beam path, and its $35.3^\circ$ wire angle (blue line in the yellow plane) appears to be $45^\circ$ when projected to the beam transverse plane (red line in the gray plane).
measured with the mixer (see Fig. A.11). It can be seen that better angle accuracy is achieved when the PET side is facing the source (blue curve). In the final design, two such ‘45°’ polarizers were clipped together to increase the Lines Per Inch (LPI).

![Figure A.11: Beam polarization after it propagates through the ‘45°’ PET substrate polarizer.](image)

**Figure A.11:** Beam polarization after it propagates through the ‘45°’ PET substrate polarizer.

### A.6.3 Beam splitting mesh

It is critical that the mesh has equal transmission and reflection coefficients to all polarizations so that it is capable to maintain the circular polarization during beam splitting. This mesh has a rectangular pattern, which is 80(H) × 125(V) LPI (i.e., \( \sim 1 : \sqrt{2} \)), so it appears to be square when inserted at 45° in the beam path (same argument as in Section A.6.2).

The mesh was characterized with the layout as shown in Fig. A.12. The mesh
was verified to be able to maintain the linearity of launched linear polarization oriented at horizontal, vertical, ±45° or ±35°. The transmission coefficient was $T_{\parallel} = [12.8\%, 14.6\%]$ for horizontal launch and $T_{\perp} = [13.5\%, 15.3\%]$ for vertical launch.

**Figure A.12:** Layout for characterizing beam splitting mesh. The mesh is mounted at location #1 for transmission coefficient measurement, with a mirror mounted at location #2. The reflection coefficient is measured with the mesh mounted at location #1. The Gunn output is amplitude modulated. Linear polarization oriented at horizontal, vertical, ±45° or ±35° can be launched. Faraday rotators, polarizers are inserted as necessary to launch these polarizations.

A roof-top reflector, which is composed of two mirrors (aluminum plates for
mm-wave) attached perpendicular to each other, was used to characterize different meshes. The reflector is equivalent to a reflective $\lambda/2$ wave plate with its axis along the joint edge. Figure A.13 presents a top view of the roof-top reflector, showing that after two reflections (see Fig. A.1), the E-field perpendicular to the joint edge is flipped while the E-field parallel to the joint edge is unchanged.

**Figure A.13:** The roof-top reflector is equivalent to a reflective $\lambda/2$ wave plate with its axis along the joint edge. This is a top view of the roof-top reflector, showing that after two reflections, the E-field perpendicular to the joint edge (red) is flipped while the E-field parallel to the joint edge (blue) is unchanged.

This roof-top reflector was inserted before the lens pair in the DIII-D polarimeter system (see Fig. 3.11) and aligned to retro-reflect the probe beam. The launched linear polarization flips around the reflector joint edge, and therefore a phase shift is resulted in the measured sinusoidal waveform. This phase shift varies as the joint edge is rotated. The beam splitting mesh has slightly different transmission coefficients (also reflection coefficients) to horizontal and vertical polarizations, and therefore can distort the linear dependence between the measured phase shift and
reflector angle. As can be seen in Fig. A.14, the rectangular mesh \((125 \times 88 \text{ LPI})\) introduces less distortion than the square mesh \((100 \text{ LPI})\).

![Graph showing phase shift vs. reflector angle for different meshes](image)

**Figure A.14:** Different meshes are characterized by roof-top reflector. The mesh distorts the linear dependence between the measured phase shift and reflector angle. The red line shows the ideal linear dependence.

This characterization curve can be potentially used to calibrate the phase measured in the plasma experiments where the FR effect is dominant, i.e., the elliptization is not significant.

### A.6.4 Crystal quartz \(\lambda/4\) wave plate

The crystal quartz \(\lambda/4\) wave plates were tested for the phase shift and transmission coefficient with the layout in Fig. A.15. The system is setup as an interferometer
and the amplitude and phase of the 10.5 MHz sinusoidal waveform are measured when varying the tilt angle of the wave plate. Two wave plates have slightly different thicknesses ($d_1 = 0.2134''$, $d_2 = 0.2146''$), to bracket the uncertainties of the differential refraction indices ($|n_X - n_O| \in [0.0474, 0.0480]$). The measured phase shift is shown in Fig. A.16.

![Diagram of setup](image)

**Figure A.15:** Layout for characterizing crystal quartz λ/4 wave plate. The wave plate orientation is defined as shown on the upper-left corner if viewed as the bold arrow indicates.
A.6.4.1 Etalon effect

The two parallel surfaces of the $\lambda/4$ wave plate compose an etalon. Therefore the transmission coefficient $T$ depends on the tile angle $\theta$ [Hecht, 2002].

$$T = \frac{1}{1 + F \sin^2(\delta/2)},$$

$$F = \frac{4R}{(1 - R)^2}, \quad \delta = \left(\frac{2\pi}{\lambda_0}\right) 2nd \cos \theta$$

$$R = \left|\frac{n - 1}{n + 1}\right|^2, \text{ for normal incidence}$$

where $d$ is the thickness of the wave plate, $n$ is the refractive index of quartz, $\lambda_0$ is the wavelength in vacuum.

Figure A.17 compares the theory predictions (solid and dashed curves) and measurements (scattered points) of the etalon effect. The theory predictions are
based on Eqn. A.16 with the refractive indices as $n_O = 2.1059$ for horizontally oriented wave plate and $n_X = 2.1533$ for vertically oriented wave plate. The measurements qualitatively follow the trend of the curves.

**Figure A.17:** Transmission coefficient measurement and theory prediction of the $\lambda/4$ wave plate. The solid and dashed curves are the transmission coefficients predicted by the theory of etalon effect (see Eqn. A.16). The refractive indices are assumed as $n_O = 2.1059$ for horizontally oriented wave plate and $n_X = 2.1533$ for vertically oriented wave plate. The measured transmission coefficients are scattered points.

The system was setup as a polarimeter and the quartz wave plate #2 was inserted at $\sim 8^\circ$ in the beam path, as shown in Fig. A.18. The measured power signal versus mixer orientation is presented in a compass plot (see Fig. A.19).
Figure A.18: The system was setup as a polarimeter and the second $\lambda/4$ wave plate was inserted at $\sim 8^\circ$ in the beam path.
Figure A.19: Polarization circularity is checked with the power signal measured by a rotating mixer. The voltage versus mixer angle is presented in a compass plot.
A.7 Bandpass filtering

The bandpass filtering is essential to achieve high phase resolution. The phase noise primarily originates from the incomplete suppression of the carrier and other sidebands in the SSB modulator (96 GHz and 96 GHz – 3.5 MHz are > 30 dB lower in power than 96 GHz + 3.5 MHz), and these frequencies are not only tripled but also nonlinearly mixed in the tripler, generating an array of frequencies with the separation of 3.5 MHz: 288 GHz + m · 3.5 MHz, m ∈ Z. At the receiver these SSB branch frequencies mix with the Gunn branch frequency 288 GHz, and mix among generates harmonics of 3.5 MHz, whereas the desired mixing is: 288 GHz ⊗ 288 GHz + 10.5 MHz → 10.5 MHz. Figure A.20 presents that the undesired frequencies are suppressed by ~ 55 dB down in comparison to the 10.5 MHz with two bandpass filters.

A.8 Initial polarimeter design

The initial polarimeter concept is presented in Fig. A.21. Initially, the heterodyne source design utilized the frequency-sweeping technique, which creates a difference frequency by delaying a linearly scanned Gunn frequency, as shown in Fig. A.22. This technique suffers from two major problems. One problem is the difference frequency instability caused by the nonlinear Gunn frequency-bias response (see Fig. A.23) and the delay-line (W-band waveguide) length variation due to either thermal effect or mechanical vibrations. The other problem is the challenge in digitization and the associated data analysis. The abrupt change of difference frequency in the retracing region causes spikes in the signal, as illustrated in Fig. A.22, which distorts the
Figure A.20: The polarimeter signal is heavily bandpass filtered to suppress undesired frequencies. (a) Raw signal frequency spectrum without any filtering; (b) with 1 SBP-10.7+ filter; (c) with 2 SBP-10.7+ filters. From the 10.5 MHz peak, the Gunn frequency noise is estimated about 100 kHz wide at 3-dB point.
sinusoidal wave even after filtering. This also causes difficulties in developing the algorithm to extract phase.

**Figure A.21:** Initial design of 288 GHz polarimeter. Frequency-sweeping technique is used to create a heterodyne microwave source, and PTR (Polarization Transforming Reflector) is used to convert the wave polarization from linear to circular.

Moreover, a so-called “PTR” (Polarization Transforming Reflector), as indicated in Fig. A.21, was used to convert the wave polarization from linear to circular. Figure A.24 shows that an incoming +45° linear polarization can be decomposed into equal vertical and horizontal components, which reflect from the vertical polarizer and the mirror behind it, respectively. The $\lambda/4$ difference in their path length due to the polarizer-mirror separation can transform the combined polarization to be LCP. Similarly, an incoming −45° linear polarization is converted to RCP. This PTR design is an innovative concept, and was proven to be functional in laboratory tests.
Figure A.22: (a) Initial heterodyne source design utilized the frequency-sweeping technique, which creates a difference frequency by delaying a linearly scanned Gunn frequency. (b) Abrupt change in the difference frequency in retracing region causes spikes in the signal.
Figure A.23: The varactor tuned Gunn used in the initial polarimeter design has a nonlinear frequency-bias response.
It is not adopted in the final design mainly due to its vulnerability to mechanical vibrations, which is a big concern for the systems operating near tokamaks.

**Figure A.24:** Schematic of “PTR” (Polarization Transforming Reflector). A $+45^\circ$ linear polarization can be decomposed into equal vertical and horizontal components, which reflect from the vertical polarizer and the mirror behind it, respectively. The $\lambda/4$ difference in their path length due to the polarizer-mirror separation can transform the combined polarization to be LCP. The bold arrow indicates the view direction in which the polarization is depicted.
A.9 Derivation of multi-reflection feedback effect

As shown in Fig. 3.5, the cavity can be simplified as a following model: the graphite tile is a 100% reflective mirror for microwave; the mixer and other quasi-optical components in between together form a lossy mirror with a reflection coefficient in E-field:

\[ r = 0.9^2 \text{ (mesh, round trip)} \]
\[ \times (\sqrt{2}/2)^2 \text{ (linear polarizer, round trip)} \]
\[ \times 1/3 \text{ (mixer, VSWR } \approx 2:1) \]
\[ \approx 0.15 \]

\[ (A.17) \]

Note that each beam composes of two frequencies: 288 GHz \( \sim \) \'lo\', 288 GHz + 10.5 MHz \( \sim \) \'lo+df\'.

\[ E = E_1 + E_2 + \cdots \]
\[ = [A_{lo}e^{-i(\omega_{lo} t - k_{lo} L)} + A_{lo+df}e^{-i(\omega_{lo+df} t - k_{lo+df} L - \delta)}]_1 \]
\[ + \{ r e^{i\theta} [A_{lo}e^{-i(\omega_{lo} t - 2k_{lo} L)} + A_{lo+df}e^{-i(\omega_{lo+df} t - 2k_{lo+df} L - 2\delta)}] \}_2 \]
\[ + O(r^2) \]

\[ (A.18) \]

where the subscripts \('1'\) and \('2'\) indicate the E-field corresponding to the numbered beam; \( A \) is the E-field amplitude; \( L \) is the path length; \( \delta \) is the phase difference due to plasma polarimetry effects; \( r e^{i\theta} \) represents the reflection coefficient and phase shift introduced at the lossy mirror; \( O(r^2) \) includes the E-field of higher order feedback beams (beam \#3, etc.). With the assumption \( A_{lo} = A_{lo+df} = A, \ k_{lo+df} = k_{lo} + k_{df} \),
\( \omega_{\text{lo} + \text{df}} = \omega_{\text{lo}} + \omega_{\text{df}} \), the signal at the mixer can be expressed as:

\[
P = \frac{1}{2} E \cdot E^* \\
= \frac{1}{2} [(E_1 \cdot E_1^*)_1,1 + (E_1 \cdot E_2^* + E_2 \cdot E_1^*)_1,2 + (E_2 \cdot E_2^*)_2,2 + \cdots] \\
= A^2 [1 + \cos(\omega_{\text{df}} t - k_{\text{df}} L - \delta)]_{1,1} \\
+ r A^2 \{ \cos(k_{\text{lo}} L + \theta) + \cos[(k_{\text{lo}} + k_{\text{df}}) L + \delta + \theta] \\
+ 2 \cos[(k_{\text{lo}} + 1/2 k_{\text{df}}) L + 1/2 \delta - \theta] \cos(\omega_{\text{df}} t - 3/2 k_{\text{df}} L - 3/2 \delta) \}_{1,2} \\
+ O(r^2)
\]

where subscript ‘\( \Sigma \)’ indicates the measured amplitude or phase at the mixer; \( P_{\text{DC}} \) means the time-independent part of the signal. It is obvious that both the measured amplitude and phase are functions of the beam path length \( (L) \) and polarimetry phase \( (\delta) \).
APPENDIX B

List of polarimeter components
<table>
<thead>
<tr>
<th>Component</th>
<th>Manufacturer</th>
<th>M/N</th>
<th>Specification</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Solid-state components</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bias tuned Gunn oscillator</td>
<td>WiseWave</td>
<td>GBT-10962520-0M</td>
<td>Bias +10.0 V, 0.35 A, 20 dBm output</td>
<td>1</td>
</tr>
<tr>
<td>E-H tuner</td>
<td>Dorado</td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Directional Coupler</td>
<td>Hughes</td>
<td>45326H-1210</td>
<td>10-dB directional coupler</td>
<td>1</td>
</tr>
<tr>
<td>96 GHz Isolator</td>
<td>WiseWave</td>
<td></td>
<td>96 GHz isolator</td>
<td>1</td>
</tr>
<tr>
<td>288 GHz Frequency Tripler</td>
<td>RPG</td>
<td></td>
<td>passive, input frequency 80-106.6 GHz, conversion efficiency 2-3%</td>
<td>2</td>
</tr>
<tr>
<td>96 GHz Power Amplifier</td>
<td>Ducommun</td>
<td>SBP-9639633018-1010-S1</td>
<td>Bias +8.0 V, 0.65 A, 30 dB gain, 20 dBm output</td>
<td>1</td>
</tr>
<tr>
<td>Attenuator</td>
<td>Ducommun</td>
<td>CAL-10-02</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>96 GHz SSB Modulator</td>
<td>WiseWave</td>
<td>FSS-961012-W1</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>288 GHz Mixer</td>
<td>RPG</td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>PIN Diode Switch</td>
<td>Hughes</td>
<td>47976H-1800</td>
<td>Bias +2.0 V (block)—15.0 V (transmit), 200 kHz square wave operation for AMing</td>
<td>1</td>
</tr>
<tr>
<td><strong>Electronics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Component</td>
<td>Manufacturer</td>
<td>M/N</td>
<td>Specification</td>
<td>Quantity</td>
</tr>
<tr>
<td>----------------------------</td>
<td>--------------</td>
<td>----------------</td>
<td>---------------------------------------------------</td>
<td>----------</td>
</tr>
<tr>
<td>1st mixer Amplifier chain</td>
<td>Amplica</td>
<td>AVD706301</td>
<td>Bias +15.0 V, G ~ 54 dB, 10–150 MHz</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(3-dB), 1.4 dB NF, Saturate @ 8.2 Vpp</td>
<td></td>
</tr>
<tr>
<td>2nd mixer Amplifier chain</td>
<td>Mini-Circuits</td>
<td>ZFL-1000VH</td>
<td>Bias +15.0 V, G ~ 54 dB, Saturate @ 11 Vpp</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4.5 dB NF</td>
<td></td>
</tr>
<tr>
<td>2nd mixer Amplifier chain</td>
<td>Amplica</td>
<td>AVD706301</td>
<td>Bias +15.0 V, G ~ 54 dB, Saturate @ 8.2 Vpp</td>
<td>1</td>
</tr>
<tr>
<td>2nd mixer Amplifier chain</td>
<td>Mini-Circuits</td>
<td>ZFL-500HLN</td>
<td>Bias +15.0 V, G ~ 11.5 dB, 10–500 MHz</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.8 dB NF</td>
<td></td>
</tr>
<tr>
<td>E-Reference Signal Amplifier</td>
<td>Mini-Circuits</td>
<td>ZFL-1000VH-8</td>
<td>Bias +24.0 V, 0.05–130 MHz</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4.5 dB NF</td>
<td></td>
</tr>
<tr>
<td>IQ Power Amplifier</td>
<td>Mini-Circuits</td>
<td>ZHL-32A BNC</td>
<td>Bias +15.0 V, 0.1–500 MHz, amplify IQ</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Bias ±15.0 V, G ~ 40/60 dB.</td>
<td>1</td>
</tr>
<tr>
<td>Bias tee</td>
<td>FEMTO</td>
<td>HVA-10M-60-B</td>
<td>DC–10 MHz</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Component</th>
<th>Manufacturer</th>
<th>M/N</th>
<th>Specification</th>
<th>Quantity</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st mixer</td>
<td>Picosecond</td>
<td>5575A</td>
<td>10 kHz-12 GHz, 0.1-4200 MHz</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2nd mixer</td>
<td>Mini-Circuits</td>
<td>ZFBR-42GW+</td>
<td>-12 GHz</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Crystal Oscillator &amp; its circuit</td>
<td>Mini-Circuits</td>
<td>ZFBR-42GW+</td>
<td>-12 GHz</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Filter</td>
<td>ECS-P85-A-ND</td>
<td></td>
<td>Bias +5.0 V, 3.5 MHz, ±100 ppm</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>50 Ω Terminator/SMA</td>
<td>UCLA-PDG</td>
<td></td>
<td>negative bias current by voltage over 100 Ω</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Voltage Regulator Array</td>
<td>UCLA-PDG</td>
<td></td>
<td>4 positive channels (LM350, +1.2-33.0 V, 3.0 A), 4 negative channels (LM337, −1.2-37.0 V, 1.5 A)</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Component</th>
<th>Manufacturer</th>
<th>M/N</th>
<th>Specification</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>BNC cable</td>
<td></td>
<td>RG58 C/U</td>
<td>$R = 50 , \Omega$, $C = 105 , pF/m$, PE insulation, $\varepsilon = 2.25$</td>
<td></td>
</tr>
<tr>
<td>Optical table</td>
<td>ThorLabs</td>
<td>PBG11107</td>
<td>UltraLight Series I Breadboard–$4' \times 2' \times 0.98''$, trimmed to $48'' \times 20.5'' \times 0.98''$, honeycomb layer structure</td>
<td>1</td>
</tr>
<tr>
<td>Quasi-optical components</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Lens</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f = 8''$ lens</td>
<td>UCLA-PDG</td>
<td></td>
<td>High density polyethylene, $n = 1.53$ for $\lambda_0 = 1.04 , mm$</td>
<td>2</td>
</tr>
<tr>
<td>$f = 15 , cm$ lens</td>
<td>UCLA-PDG</td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>$f = 5''$ lens</td>
<td>UCLA-PDG</td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>$f = 100 , cm, 84'', 94'', 104''$</td>
<td>UCLA-PDG</td>
<td></td>
<td></td>
<td>4</td>
</tr>
<tr>
<td><strong>Rectangular Mesh</strong></td>
<td>UCLA-PDG</td>
<td></td>
<td>$80 \times 125 , LPI$</td>
<td>2</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Component</th>
<th>Manufacturer</th>
<th>M/N</th>
<th>Specification</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Free Standing Wire Grid Polarizer</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3” diameter rotatable</td>
<td>UCLA-PDG</td>
<td></td>
<td>400 LPI</td>
<td>2</td>
</tr>
<tr>
<td>Vertical polarizer</td>
<td>UCLA-PDG</td>
<td></td>
<td>200 LPI</td>
<td>1</td>
</tr>
<tr>
<td>PET Substrate, Copper Clad Polarizer</td>
<td>UCLA-PDG</td>
<td></td>
<td>200 LPI (Copper 0.0013” wide), Substrate 0.0025” thick, Copper 0.0007” thick, mounted on a 7” × 5” frame, 6.5” × 4” aperture</td>
<td></td>
</tr>
<tr>
<td>Vertical Polarizer</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Horizontal Polarizer</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>45° Polarizer</td>
<td></td>
<td></td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>Small Vertical Polarizer &amp; mount</td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Mount for polarizer/mesh</td>
<td>UCLA-PDG</td>
<td></td>
<td></td>
<td>10</td>
</tr>
<tr>
<td>Crystal Quartz Wave Plate</td>
<td>Boston Piezo-Optics</td>
<td></td>
<td>for $\lambda_0 = 1.04 \text{ mm}$, $n_O \approx 2.1059$, $n_X \approx 2.1533$</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Component</th>
<th>Manufacturer</th>
<th>M/N</th>
<th>Specification</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>λ/4 Wave Plate #1</td>
<td></td>
<td></td>
<td>X-cut quatz wave plates, Chemically polished both sides, 3.937'' ± 0.008'' square, Z axis marked by (2) corner notches at 45°, 0.2146'' ± 0.0001'' thick</td>
<td>1</td>
</tr>
<tr>
<td>λ/4 Wave Plate #2</td>
<td></td>
<td></td>
<td>X-cut quatz wave plates, Chemically polished both sides, 3.937'' ± 0.008'' square, Z axis marked by (2) corner notches at 45°, 0.2134'' ± 0.0001'' thick</td>
<td>1</td>
</tr>
<tr>
<td>&amp; mount</td>
<td>UCLA-PDG</td>
<td></td>
<td>2 orientations (45° &amp; H/V) for square wave plate</td>
<td>1</td>
</tr>
<tr>
<td>Faraday Rotator</td>
<td>Thomas Keating Ltd</td>
<td></td>
<td>45° for ( f = 287.75 ) GHz</td>
<td>3</td>
</tr>
<tr>
<td>&amp; mount</td>
<td>UCLA-PDG</td>
<td></td>
<td>9 cm square clear aperture</td>
<td>3</td>
</tr>
<tr>
<td>Mirror with tilt capability &amp; 1D translational mount</td>
<td>UCLA-PDG</td>
<td>Newport</td>
<td>421, 423 series</td>
<td>4</td>
</tr>
<tr>
<td>Rotational Stage</td>
<td>Daedal</td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>xyz-3D translational stage</td>
<td>OptoSigma</td>
<td></td>
<td></td>
<td>4</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Component</th>
<th>Manufacturer</th>
<th>M/N</th>
<th>Specification</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power Supply</td>
<td>Instek</td>
<td>GPS-4303</td>
<td>4 channels</td>
<td>2</td>
</tr>
<tr>
<td>Absorber</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
APPENDIX C

Synthetic diagnostic code in MATLAB

The flow chart of the synthetic diagnostic code is presented in Fig. C.1.

Core MATLAB code for polarimetry calculations:

```matlab
% read EFIT tree or load GEQDSK file
% calculate B-field components B_T, B_Z, B_R
% read Thomson scattering data

% probe beam frequency
omega = 2.*pi.*f; % f = 288e9 Hz

% define calculation grid
z0 = (Rcoord(1)+Rcoord(end))./2;
zspan_in = [Rcoord(1):5e-3:Rcoord(end)]'-z0;
zspan_out = zspan_in;
dz = diff(zspan_in(1:2));

% map B-field & n_e to grid

%%% prepare for inbound calculations
Bx_in = -B_T;
By_in = B_Z;
Bz_in = -B_R;
```
Figure C.1: Flow chart of the synthetic diagnostic code.
% cyclotron & plasma frequencies
omega_c_in = @(z) q_e.*B_0_in(z)./m_e;
omega_p_in = @(z) sqrt((n_e_in(z).*q_e.^2)/(epsilon_0.*m_e));

% refractive indices of fast & slow wave
% NOTE: special treatment needed for case theta_n_in = 0.
theta_n_in = @(z) acos(B_z_in(z)./B_0_in(z));
beta_n_in = @(z) atan2(B_y_in(z),B_x_in(z));
P_n_in = @(z) (omega_p_in(z)./omega).^2;
C_n_in = @(z) (omega_c_in(z)./omega).^2;
P_n_in = @(z) 2.*omega./omega_c_in(z).*(1-P_n_in(z)).*cos(theta_n_in(z))./(sin(theta_n_in(z))).^2;

n_slow_in = @(z) sqrt((1-P_n_in(z))/(1-C_n_in(z).*(sin(theta_n_in(z)).^2)./2./(1-P_n_in(z)) + sqrt((C_n_in(z).^2).*(sin(theta_n_in(z)).^4)/4./((1-P_n_in(z)).^2))));
n_fast_in = @(z) sqrt((1-P_n_in(z))/(1-C_n_in(z).*(sin(theta_n_in(z)).^2)./2./(1-P_n_in(z)) - sqrt((C_n_in(z).^2).*(sin(theta_n_in(z)).^4)/4./((1-P_n_in(z)).^2))));

% capital Omega
Omega_1_in = omega./c.*(n_slow_in(z)-n_fast_in(z)).*cos(2.*beta_n_in(z))./sqrt(1+(F_n_in(z).^2));
Omega_2_in = omega./c.*(n_slow_in(z)-n_fast_in(z)).*sin(2.*beta_n_in(z))./sqrt(1+(F_n_in(z).^2));
Omega_3_in = omega./c.*(n_slow_in(z)-n_fast_in(z)).*F_n_in(z)/sqrt(1+(F_n_in(z).^2));

%% similar preparation for outbound
Bx_out = B_T;
By_out = B_Z;
Bz_out = B_R;

omega_c_out = @(z) q_e.*B_0_out(z)./m_e;
omega_p_out = @(z) sqrt((n_e_out(z).*q_e.^2)./(epsilon_0.*m_e));

theta_n_out = @(z) acos(B_z_out(z)./B_0_out(z));
beta_n_out = @(z) atan2(B_y_out(z),B_x_out(z));
P_n_out = @(z) (omega_p_out(z)./omega).^2;
C_n_out = @(z) (omega_c_out(z)./omega).^2;
F_n_out = @(z) 2.*omega./omega_c_out(z).*(1-P_n_out(z)).*cos(theta_n_out(z))./(sin(theta_n_out(z))).^2;

n_slow_out = @(z) sqrt((1-P_n_out(z)).*(sin(theta_n_out(z))).^2)./2./(1-P_n_out(z))+sqrt((C_n_out(z).^2).*sin(theta_n_out(z))).^2.+4./.(1-P_n_out(z)).^2+C_n_out(z).*cos(theta_n_out(z))).^2));
n_fast_out = @(z) sqrt((1-P_n_out(z)).*(1-C_n_out(z)).*(sin(theta_n_out(z))).^2)./2./(1-P_n_out(z))-sqrt((C_n_out(z).^2).*sin(theta_n_out(z))).^2.+4./.(1-P_n_out(z)).^2+C_n_out(z).*cos(theta_n_out(z))).^2));

Omega_1_out = omega./c.*(n_slow_out(z)-n_fast_out(z)).*cos(2.*beta_n_out(z))./sqrt(1+(F_n_out(z).^2));
Omega_2_out = omega./c.*(n_slow_out(z)-n_fast_out(z)).*sin(2.*beta_n_out(z))./sqrt(1+(F_n_out(z).^2));
Omega_3_out = omega./c.*(n_slow_out(z)-n_fast_out(z)).*F_n_out(z)./sqrt(1+(F_n_out(z).^2));

%% calculate Jones matrices
_f ~ 'fast'; _s ~ 'slow'; _c ~ 'common'; _d ~ 'difference';
% inbound
J_in = zeros(2,2,length(zspan_in));
J_dz = zeros(2,2);
J_in(:,:,1) = eye(2);
for k = 2:length(zspan_in)
    z = zspan_in(k);
    delta_s_in = -n_slow_in(z).*omega./c.*dz;
    delta_f_in = -n_fast_in(z).*omega./c.*dz;

    % fast characteristic wave Stokes vector
    s_fast_in(1) = -1./sqrt(1+(F_n_in(z).^2)).*cos(2.*beta_n_in(z));
    s_fast_in(2) = -1./sqrt(1+(F_n_in(z).^2)).*sin(2.*beta_n_in(z));
    s_fast_in(3) = -F_n_in(z)./sqrt(1+(F_n_in(z).^2));
    [alpha_fast_in,delta_fast_in] = stokes2alphadelta_z(s_fast_in);
    sin_af = sin(alpha_fast_in);
    cos_af = cos(alpha_fast_in);
    exp_ds = exp(-1i*delta_s_in);
    exp_df = exp(-1i*delta_f_in);

    J_dz = [sin_af.^2.*exp_ds+cos_af.^2.*exp_df, ...
            sin_af.*cos_af.*exp(1i*(delta_fast_in)).*(exp_df-exp_ds);
            sin_af.*cos_af.*exp(-1i*(delta_fast_in)).*(exp_df-exp_ds), ...
            sin_af.^2.*exp_df+cos_af.^2.*exp_ds];
    J_in(:,:,k) = J_dz*J_in(:,:,k-1);
end

% outbound
% mirror reflection
J_out = zeros(2,2,length(zspan_out));
J_out(:,:,1) = [1,0;0,-1]*J_in(:,:,end);
for k = 2:length(zspan_out)
    z = zspan_out(k);
    delta_s_out = -n_slow_out(z).*omega./c.*dz;
    delta_f_out = -n_fast_out(z).*omega./c.*dz;
    s_fast_out(1) = -1./sqrt(1+(F_n_out(z).^2)).*cos(2.*beta_n_out(z));
    s_fast_out(2) = -1./sqrt(1+(F_n_out(z).^2)).*sin(2.*beta_n_out(z));
    s_fast_out(3) = -F_n_out(z)./sqrt(1+(F_n_out(z).^2));
    [alpha_fast_out,delta_fast_out] = stokes2alphadelta_z(s_fast_out);
    sin_af = sin(alpha_fast_out);
    cos_af = cos(alpha_fast_out);
    exp_ds = exp(-1i*delta_s_out);
    exp_df = exp(-1i*delta_f_out);
    J_dz = [sin_af.^2.*exp_ds+cos_af.^2.*exp_df,...
            sin_af.*cos_af.*exp(1i*(delta_fast_out)).*(exp_df-exp_ds);
            sin_af.*cos_af.*exp(-1i*(delta_fast_out)).*(exp_df-exp_ds),...
            sin_af.^2.*exp_df+cos_af.^2.*exp_ds];
    J_out(:,:,k) = J_dz*J_out(:,:,k-1);
end

%% calculate the three basis polarization stokes vector evolution
%% inbound
s_in_0 = zeros(length(zspan_in),3); % horizontal linear
s_in_45 = zeros(length(zspan_in),3); % 45 linear
s_in_RC = zeros(length(zspan_in),3); % right circular

options = odeset('RelTol',1e-5);
sol_in_0 = ode45(@odes_in_z_A,zspan_in,[1;0;0],options);
sol_in_45 = ode45(@odes_in_z_A,zspan_in,[0;1;0],options);
sol_in_RC = ode45(@odes_in_z_A,zspan_in,[0;0;1],options);

s_in_0(:,1:3) = deval(sol_in_0,zspan_in)’;
s_in_45(:,1:3) = deval(sol_in_45,zspan_in)’;
s_in_RC(:,1:3) = deval(sol_in_RC,zspan_in)’;

% outbound
s_out_0 = zeros(length(zspan_out),3); % horizontal linear
s_out_45 = zeros(length(zspan_out),3); % 45 linear
s_out_RC = zeros(length(zspan_out),3); % right circular

% calculate Muller matrices
M_in = zeros(3,3,length(zspan_in));
for k = 1:length(zspan_in)
    M_in(1:3,1,k) = s_in_0(k,1:3)’;
    M_in(1:3,2,k) = s_in_45(k,1:3)’;
    M_in(1:3,3,k) = s_in_RC(k,1:3)’;
end

% mirror reflection
s_out_0(1,1:3) = [s_in_0(end,1);-s_in_0(end,2);-s_in_0(end,3)];

sol_out_0 = ode45(@odes_out_z_A,zspan_out,s_out_0(1,:),options);
sol_out_45 = ode45(@odes_out_z_A,zspan_out,s_out_45(:,1,:),options);
sol_out_RC = ode45(@odes_out_z_A,zspan_out,s_out_RC(:,1,:),options);

s_out_0(:,1:3) = deval(sol_out_0,zspan_out);
s_out_45(:,1:3) = deval(sol_out_45,zspan_out);
s_out_RC(:,1:3) = deval(sol_out_RC,zspan_out);

M_out = zeros(3,3,length(zspan_out));
for k = 1:length(zspan_out)
    M_out(1:3,1,k) = s_out_0(k,1:3);
    M_out(1:3,2,k) = s_out_45(k,1:3);
    M_out(1:3,3,k) = s_out_RC(k,1:3);
end

%% save calculation results
save(results_file,'shot','time','h','f','Rcoord','Zcoord','R_mesh','Z_mesh','B_R','B_Z','B_T','psi_RZ','rho_RZ','n_e','z0','zspan_in','J_in','M_in','ne_in','Bx_in','By_in','Bz_in','zspan_out','J_out','M_out','ne_out','Bx_out','By_out','Bz_out');

%% function odes_in_z_A
function s_in_prime=odes_in_z_A(z,s_in)
global Omega_1_in Omega_2_in Omega_3_in;
s_in_prime = [(Omega_2_in(z)).*s_in(3)-(Omega_3_in(z)).*s_in(2);...
    (Omega_3_in(z)).*s_in(1)-(Omega_1_in(z)).*s_in(3);...
    (Omega_1_in(z)).*s_in(2)-(Omega_2_in(z)).*s_in(1)];
end

%% function odes_out_z_A
function s_out_prime=odes_out_z_A(z,s_out)
global Omega_1_out Omega_2_out Omega_3_out;

s_out_prime = [(Omega_2_out(z)).*s_out(3)-(Omega_3_out(z)).*s_out(2)
    ;...
    (Omega_3_out(z)).*s_out(1)-(Omega_1_out(z)).*s_out(3);...
    (Omega_1_out(z)).*s_out(2)-(Omega_2_out(z)).*s_out(1)];
end

Input/code.m
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