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Air quality transcends all scales with in the atmosphere from the local to the global with handovers and feedbacks at each scale interaction. Air quality has manifold effects on health, ecosystems, heritage and climate. In this review the state of scientific understanding in relation to global and regional air quality is outlined. The review discusses air quality, in terms of emissions, processing and transport of trace gases and aerosols. New insights into the characterization of both natural and anthropogenic emissions are reviewed looking at both natural (e.g. dust and lightning) as well as plant emissions. Trends in anthropogenic emissions both by region and globally are discussed as well as biomass burning emissions. In terms of chemical processing the major air quality elements of ozone, non-methane hydrocarbons, nitrogen oxides and aerosols are covered. A number of topics are presented as a way of integrating the process view into the atmospheric context; these include the atmospheric oxidation efficiency, halogen and HOx chemistry, nighttime chemistry, tropical chemistry, heat waves, megacities, biomass burning and the regional hot spot of the Mediterranean. New findings with respect to the transport of pollutants across the scales are discussed, in particular the move to quantify the impact of long-range transport on regional air quality. Gaps and research questions that remain intractable are identified. The review concludes with a focus of research and policy questions for the coming decade. In particular, the policy challenges for concerted air quality and climate change policy (co-benefit) are discussed.
1. Introduction

"Clean air is considered to be a basic requirement of human health and well-being. However, air pollution continues to pose a significant threat to health worldwide" (WHO, 2005b).

Air pollution can be defined as "when gases or aerosol particles emitted anthropogenically, build up in concentrations sufficiently high to cause direct or indirect damage to plants, animals, other life forms, ecosystems, structures, or works of art" (Jacobson, 2002). The state of air pollution is often expressed as Air Quality (AQ). Air quality is a measure of the concentrations of gaseous pollutants and size or number of particulate matter. As previously stated air pollution has implications for a number of contemporary issues including:

- Human health, (e.g. respiratory, cancer, allergies...),
- Ecosystems (e.g. crop yields, loss of biodiversity),
- National heritage (e.g. buildings),
- Regional climate (aerosol and ozone exhibit a strong regionality in climate forcing).

Though air quality is a measure of the anthropogenic perturbation of the "natural" atmospheric state it has to be considered in the wider context of the interactions with biogenic and other natural emissions that may have feedbacks with atmospheric composition and climate.

The World Health Organization estimates that 2.4 million people die each year from causes directly attributable to air pollution, with 1.5 million of these deaths attributable to indoor air pollution (WHO, 2002). For example in the European Union, 21,400 premature deaths each year are associated with O₃ while for particulate matter (PM) the average loss of life expectancy owing to exposure is estimated to be nine months (EEA, 2007) (see Fig. 1). Exposure to air pollutants is largely beyond the control of individuals and requires action by public authorities at the national, regional and even international levels.

Air pollution is not a modern issue and examples are available from antiquity and the middle ages (Jacobson, 2002; Stern, 1968). In modern times, interest in air quality issues rekindled when cities like Los Angeles began to experience noxious haze-like conditions (Haggen-Smit, 1952). The LA smog is often termed photochemical smog and is quite different in origin to the London smogs of the 19th and 20th centuries, which have their origins in abnormally high concentrations of smoke particles and sulphur dioxide. Though at the time photochemical smog was thought to be a relatively local phenomenon, with the understanding of its chemistry came the development of a photochemical oxidant theory for the whole of the troposphere (Chameides and Walker, 1973; Crutzen, 1973). The fundamentally shared chemical origin of air pollution across various spatio-temporal scales makes air quality both a local and global problem.

Over the last decade there has been a great deal of research on Air Quality and the control of atmospheric composition. The aim
of this review is to summarize, overview and integrate the main research findings over the last five years in the area of air quality and health with an emphasis on the European context. This review builds on the extensive work covered in the International Global Atmospheric Chemistry Project (IGAC) synthesis (Brasseur et al., 2003). The review does not set out to provide comprehensive coverage to the topic area, which in itself is too large, but aims to summarize what in the authors’ opinions are the key research findings and their implications. The authors have been drawn from the EU ACCENT network of excellence (http://www.accent-network.org). The review deals with the science that both contributes to our understanding and quantification at a processes level as well as integrating that understanding together in a model framework.

Tropospheric chemistry has the key steps of emission, chemical transformation, transport and deposition. This is shown, as an example, for VOCs in Fig. 2. Deposition at a process level is dealt with in the sister review (Fowler et al., 2009), measurement techniques in Laj et al. (Laj et al., 2009) and chemistry–climate in Isaksen et al. (2009). The review first examines emissions of trace gases and particles into the atmosphere before moving on to gas phase and aerosol processing. There is a section on cross-cutting integrative themes that places the process view in the atmospheric context. An overview of major findings in the role of atmospheric transport on atmospheric composition is also given. The review concludes with a view of the policy and science implications of the last decade’s work and a consideration of future perspectives.

2. Trace gases and aerosol emissions

Trace gases are produced by physical, biological and chemical processes on land and in the oceans. The natural cycles include emissions of a large variety of chemical species, which have been perturbed over the past decades by human activities, such as agriculture and deforestation. Fossil fuel extraction and burning, energy production and consumption, industrial activities, transportation and landfills have also led to the emissions of large quantities of pollutants into the atmosphere. This section summarizes recent advances and highlights the main uncertainties remaining in the characterization of surface emissions.

2.1. Natural emissions

This section considers the major advances in biogenic emissions of non-methane volatile organic compounds (BVOCs) as well as the emission of dust and the formation of nitrogen oxides by lightning. A detailed review of the surface-atmosphere exchanges of nitrogen compounds is given in the companion paper “Ecosystems and Atmosphere Exchange” (Fowler et al., 2009).

2.1.1. Biogenic volatile organic compounds (BVOCs)

Organic molecules are signature compounds of the biosphere and include a wide range of volatile organic compounds (VOC) that are emitted into the atmosphere. There has been considerable interest in the past decades focused on quantifying the impact of these compounds on atmospheric chemistry. One major tool has been three-dimensional chemistry and transport models that require time dependent gridded emission estimates as an input.

The importance of biogenic VOC in the atmosphere was first suggested about 50 years ago (Went, 1960) but remained controversial throughout the 1970s and 80s. The evidence for the importance of biogenic VOC in the atmosphere was strengthened in the late 1980s (e.g. Chameides et al., 1988; Trainer et al., 1987) and with it the demand for time and space resolved biogenic VOC emission estimates increased dramatically. In response to the need for global emission inventories that reflected the state of the art, the International Global Atmospheric Chemistry (IGAC) Global Emissions Inventory Activity (GEIA) initiated working groups in the early 1990s to develop, review and distribute emission inventories.
on a 1° × 1° grid for use in global chemistry and transport models (Graedel et al., 1993). The IGAC-GEIA natural VOC working group developed an emission inventory for isoprene, total monoterpenes, other reactive VOC and other less reactive VOC (Guenther et al., 1995). The process basis for these inventories is dealt with in Fowler et al. (2009).

The inclusion of biogenic VOC emission estimates in regional air quality models began in 1986 when the US Environmental Protection Agency introduced the Biogenic Emissions Software System (BESS) followed by the Biogenic Emissions Inventory System (BEIS, (Pierce and Waldruff, 1991)) with the Regional Oxidant Model (ROM). BESS and BEIS were based on the biogenic emission modelling procedures and driving variables described by Zimmerman (1979) and Lamb et al. (1987). BVOC emissions were introduced into European regional air quality research models in the late 1980s (e.g. MacKenzie et al., 1991) and later into regulatory simulations (Simpson, 1995).

The biogenic emission estimation approaches used in past decades relied on considerably different climate and land cover databases for regional and global modeling. The result is that global and regional estimates were considerably different, even when the models were developed by the same group. The MEGAN modelling effort (Guenther et al., 2006) has combined a global scale model with high spatial resolution (1 km) suitable for regional modelling. The intent of the MEGAN effort is to incorporate all available regional information into a global model that is widely available. MEGAN currently includes the most recent information from North America and the tropics. Fig. 3 shows examples of isoprene surface emissions for different months in 2003. The total isoprene emission is estimated to be 500 Tg C yr⁻¹, with a range of 440–600 Tg C yr⁻¹.

Recent advances in emission modelling and land cover distributions in Europe has resulted in a new chemical compound specific BVOC emission inventory (NatAir-BVOC: (Steinbrecher et al., 2009)) which has been used to assess the impact of natural VOCs on air quality in Europe (Curci et al., 2009). Developments in the modelling of biogenic emissions have led to the integration of biogenic emission modules into chemistry and transport models, examples of which are the MCCM (Grell et al., 2000) or CHIMERE (Derognat et al., 2003) models. Such direct coupling is required to investigate interactions and feedbacks between the different components of the Earth system. Coupled models can also be used to evaluate the consistency in land cover and meteorological variables used to simulate the behaviour of biogenic emissions and other model components including biomass burning emissions and latent and sensible heat fluxes. Considerable effort has gone into the development of emission estimation routines that provide a more detailed representation of the processes controlling biogenic VOC emissions (Arneth et al., 2008; Zimmer et al., 2003). The ability to represent the underlying controlling processes is especially useful for predicting future responses to climate change. For example, a study by Müller et al. (2008) using a detailed multi-layer canopy environment model showed the importance of taking into account the soil moisture stress factor. However, process-based models generally require parameterizations that are largely not yet suitable for application on regional and global scales.

Isoprene and monoterpenes have always been associated with a major fraction of total biogenic VOC emissions. It has long been recognized that compounds other than isoprene are emitted by vegetation. Other terpenoid compounds, such as sesquiterpenes and homoterpenes have been proven to be important owing to their strong Secondary Organic Aerosol (SOA) forming potential. Steinbrecher et al. (2009) have reported the strength of the sources for these species over Europe. Other BVOCs are mostly comprised of non-terpenoid compounds. Recent measurements suggest that alkenes make a substantial contribution to the total biogenic VOC flux, while emissions of alkanes and aromatics (e.g. ethane and toluene) make only a very small contribution. Oxygenated VOCs (alcohols, ketones, aldehydes, esters) are by far the most dominant non-terpenoid compounds emitted into the atmosphere (Seco et al., 2007) (see also Section 3.1.1.2).

The uncertainties associated with natural emissions are substantial and are highly dependent on the compound and the spatial and temporal scales used. For example, the annual global...
isoprene emission is believed to be known to within about a factor of 2 but the uncertainty associated with the isoprene emissions at a particular hour and location can exceed a factor of five (Guenther et al., 2006). In addition, uncertainties vary greatly for the various biogenic compounds. For example, the uncertainties associated with the emissions of monoterpenes, sesquiterpenes and oxygenated VOCs are much higher than those associated with isoprene. Uncertainty assessments of natural emission sources have been based on comparisons of available input databases. For example, among the driving variables required for estimating foliar VOC emissions include temperature, solar radiation, leaf area index, and vegetation type. Uncertainties in these inputs result in isoprene emission uncertainties of ~25% and 50% in global annual monoterpenic emissions and in more than a factor of three for specific locations and seasons. The uncertainties associated with emission factors and emission algorithms are more difficult to quantify. Comparisons of different emission estimates for any of these species tend to agree within about a factor of two on annual global scales. However, the models are generally based on at least some of the same emissions data and so are not independent estimates. Global satellite observations are beginning to provide a valuable tool for assessing natural emissions of isoprene (Palmer et al., 2003; Shim et al., 2005).

As estimates of present day BVOC emissions have improved, research efforts have focused more on how these emissions will respond to climate and land cover change. Natural emissions of VOC are very sensitive to changes in land cover (e.g. vegetation type and density), soil moisture, temperature and solar radiation. Emission could vary by a factor of two or more on time scales of years to decades. An improved understanding of the processes controlling these variations is required for accurate prediction of future emissions.

2.1.2. Dust emissions

Mineral dust interacts with climate and ecosystems in several important ways. First, dust particles affect the radiative balance of the atmosphere by both absorbing and scattering incoming solar radiation and outgoing planetary radiation e.g. (Miller and Tegen, 1998; Penner et al., 2001; Tegen, 2003). Second, mineral aerosols may also influence cloud properties, since they may act as cloud condensation nuclei or ice nuclei e.g. (DeMott et al., 2003; Mahowald and Kiehl, 2003; Rosenfeld et al., 2001). Third, dust particles can decrease the photolysis rates of trace gases, which will modify the oxidizing power of the atmosphere and therefore the lifetime of some greenhouse gases (Dentener et al., 1996; Martin et al., 2003). Finally, dust provides essential nutrients for ocean ecosystems therefore contributing to biological element of the ocean uptake of carbon dioxide e.g. (Martin, 1990).

Almost $2 \times 10^9$ tons of dust are emitted every year from arid or semi-arid areas. As the lifetime of dust particles is only a few days and dust outbreaks are stochastic, their spatial distribution is highly variable. Therefore, the source locations determine the transport patterns and distribution. A large effort has been undertaken to establish inventories of dust sources since the advent of satellite aerosol products in the late 90s.

Satellite data have been used to evaluate global distributions and optical properties of aerosols. Retrieving aerosol properties from satellite remote sensing over bright surfaces, like deserts, is a challenging problem. Herman et al. (1997) defined an Aerosol
Index (AI) based on the strong signature of dust in backscattered radiiances measured by the Total Ozone Mapping Spectrometer (TOMS). This index is the difference of the observed and measured ratio of radiiances in the near-ultraviolet. Looking at the frequency of occurrence of elevated TOMS AI, Prospero et al., (2002) showed that their maxima are located preferentially in topographic depressions where deep layers of alluvium have been formed during the wet period of the Pleistocene. This innovative work was used by modellers to generate global dust source inventories based on topography (Ginoux et al., 2001), ephemeral lakes (Tegen et al., 2002) and geomorphology (Zender et al., 2002). However, the validity of using TOMS AI, which is biased towards elevated absorbing aerosols (owing to interactions between molecular scattering and aerosol absorption of photons) has been questioned (Mahowald and Kiehl, 2003).

The launch in 2006 of the Ozone Monitoring Instrument (OMI) which followed the first TOMS instrument launched in 1978, allowed the identification of major changes in the characteristics of dust source over the past 30 years. Fig. 4a shows a comparison of the occurrence frequency of AI values greater than 0.5 from TOMS and OMI data. Over desert areas, the isocontours relative to both instruments overlap everywhere except in East Asia, indicating that dust sources have not changed in three decades, except in East China (perhaps because of land use changes).

The method originally developed by Prospero et al. (2002) uses the absorbing property of mineral dust in the near UV, but carbonaceous aerosols also absorb in this spectral region. To avoid the identification of biomass burning as dust sources, the sub-tropical regions have been excluded from dust inventories. Since there is a significant change of land use in the subtropics, and potentially disturbed soils that are easily eroded, the importance of the anthropogenic contribution to global dust emission is an open question. Some values have been indirectly inferred from model studies: from less than 10% by Tegen (2003) up to 60% by Mahowald and Luo (2003). The uncertainties of these methods are so large that there is not a definitive value.

Aerosol products from the MODerate resolution Imaging Spectroradiometer (MODIS), Ozone Monitoring Instrument (OMI) and Multiangle Imaging Spectroradiometer (MISR) include spectral properties over land. As dust has some unique spectral signatures (Dubovik et al., 2002), it is possible to separate pixels with freshly absorbing aerosols (owing to interactions between molecular scattering and aerosol absorption of photons) has been questioned (Mahowald and Kiehl, 2003).

Lightning emissions depend on the strength of convective systems. Current climate-chemistry models (CCM) have parameterizations of lightning frequencies that are coupled to the convection scheme. As a consequence of this larger scale models do not resolve the driving parameters as the relevant processes are occurring on the sub-grid scale. All parameterizations of lightning NOx production consist of (1) an estimate of total lightning frequency, (2) a separation between intra-cloud and cloud-to-ground lightning and (3) a vertical effective emission profile. The main difference among the various approaches occurs in the estimate of the lightning frequency. Most models apply a correlation between convective cloud top heights and lightning frequencies (Price and Rind, 1992). Other approaches include latent heat release (Platow and Hov, 1997), convective precipitation rate (Allen and Platow, 2002; Meijer et al., 2001), convective available potential energy (Choi et al., 2005) or convective vertical mass fluxes as an indicator for updraft velocities (Allen et al., 2000; Grewe et al., 2001). None of those approaches has proven to be superior (Choi et al., 2005).

Fig. 5 shows an example of simulated production of LNOx (Grewe, 2008). Maximum lightning emissions occur in the upper troposphere, approximately 3–4 km below the tropopause, reflecting the main convective outflow. In the Northern Hemisphere summer a clear maximum is simulated in mid-latitudes, which is not apparent in the Southern Hemisphere in DJF. It is worth noting that the only other non surface source of NOx is aircraft emissions, which is clearly separated from the lightning source.

Currently, no trends in global lightning have been detected based on observational data. However, (Price and Asfur, 2006) detected a decrease in inferred African lightning from 1960 to 2000, based on 300 hPa water vapour re-analysis data, which they showed to be correlated to lightning activity at least for a shorter time period in which water vapour and lightning data were both available. In a transient ensemble climate-chemistry simulation from 1960 to 2020, Grewe (2008) found a decrease in lightning activity on the order of ~0.3% per decade, which results from a decrease in the number of convective events, though the individual events became stronger. Although results on the trends in convective parameters generally agree with earlier climate studies (Brinkop, 2002; Del Genio et al., 2007) their implication for trends in flash frequencies largely depend on the way the lightning process is parameterised. The trend can be reversed if lightning frequencies are not coupled to convective mass fluxes, but instead to convective cloud top heights. For an overview see Schumann and Huntrieser (2007).

2.2. Anthropogenic emissions and trends

2.2.1. Inventories of global anthropogenic emissions

Currently a variety of emission inventories exist that cover past, present and future anthropogenic emissions of greenhouse gases and air pollutants (see Table 1). Anthropogenic emissions include emissions related to fuel production, industrial and domestic combustion (fossil fuel and biofuel), transportation (road, rail, air and ships), waste disposal, industrial processes, solvent production
Fig. 4. a: Frequency of occurrence of having an aerosol index higher than 0.5, as calculated by TOMS (red lines) and OMI (blue lines). Lines show occurrence of 50, 75 and 95% of days per year. The maxima indicate regions with continuous atmospheric dust, which are associated with permanent sources. b: Distribution of occurrence of AOD from MODIS greater than 0.5: isocolor lines represent occurrences of 10, 25, 50 and 75% per year.
and use, and agriculture. Some inventories provide global coverage, while others deal with particular regions, specific compounds, or represent an official governmental submission under international agreements. At the present time, no emission inventory covers all species, sectors and years of interest for environmental impact studies. Therefore, a collection of inventories of different origins and quality are used in atmospheric models. Most inventory activities have been established in developed countries, while reliable information is still lacking for the developing world, particularly for very fast changing economies, e.g. China and India. The list of species considered in many emission inventories includes ozone and aerosol precursors: nitrogen oxides (NOₓ), carbon monoxide (CO), methane (CH₄), non-methane volatile organic compounds (NMVOCs), sulphur dioxide (SO₂), ammonia (NH₃) and particulate matter (PM). More recently, a number of inventories have estimated the emissions of particulate black and

![Fig. 5. Example of simulated production of nitrogen oxides by lightning (Grewe, 2008).](image)

Table 1
Characteristics of some global and regional emission inventories.

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Period covered</th>
<th>Spatial resolution</th>
<th>Temporal resolution</th>
<th>Chemical species</th>
<th>Emissions categories and reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global inventories</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EDGAR</td>
<td>2000</td>
<td>1° x 1°</td>
<td>Annual</td>
<td>Greenhouse gases, Ozone precursors, SO₂, NH₃</td>
<td><a href="http://www.mnp.nl/edgar">www.mnp.nl/edgar</a></td>
</tr>
<tr>
<td>HYDE</td>
<td>1890–2000</td>
<td>1° x 1°</td>
<td>Annual</td>
<td>Greenhouse gases, Ozone precursors, SO₂, NH₃</td>
<td><a href="http://www.mnp.nl/edgar/model/100_year_emissions">www.mnp.nl/edgar/model/100_year_emissions</a></td>
</tr>
<tr>
<td>RETRO</td>
<td>1960–2000</td>
<td>0.5° x 0.5°</td>
<td>Monthly</td>
<td>Ozone precursors, SO₂, NH₃, BC, OC</td>
<td>retro.enes.org</td>
</tr>
<tr>
<td>POET</td>
<td>1990–2000</td>
<td>1° x 1°</td>
<td>Annual</td>
<td>Ozone precursors, SO₂, NH₃</td>
<td>geiacenter.org</td>
</tr>
<tr>
<td>GAINS</td>
<td>1990–2030</td>
<td>1° x 1°</td>
<td>Annual</td>
<td>Greenhouse gases, Ozone precursors, SO₂, NH₃, BC, OC</td>
<td>gains.iiasa.ac.at</td>
</tr>
<tr>
<td>J&amp;L</td>
<td>1860–2000</td>
<td>1° x 1°</td>
<td>Annual</td>
<td>BC and OC</td>
<td>(Junker and Lioussé, 2008)</td>
</tr>
<tr>
<td>Bond</td>
<td>1850–2000</td>
<td>1° x 1°</td>
<td>Annual</td>
<td>BC and OC</td>
<td>(Bond et al., 2004)</td>
</tr>
<tr>
<td>Regional inventories</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EMEP</td>
<td>1980–2020</td>
<td>50 × 50 km</td>
<td>Annual</td>
<td>NOₓ, CO, NMVOCs, SO₂, NH₃, PM</td>
<td><a href="http://www.emepemissions.at/emission-data-webdab">http://www.emepemissions.at/emission-data-webdab</a></td>
</tr>
</tbody>
</table>
organic carbon (BC and OC) at the regional and global scales (see Table 1).

Most inventories have been developed using a formula similar to equation (1):

\[
\text{Emission} = A \times EF \times P_{i,j-1,...}
\]

where \(A\) is the activity rate of a source (for example kg of coal burned in a power plant), \(EF\) is the uncontrolled emission factor (amount of emission per unit activity) by fuel, sector, technology and compound, and the \(P_i\) factors represent parameters that apply to specific abatement options, source types and species. Inventories have been developed for different purposes; they cover different areas, have different spatial resolution and consider different species over different time periods. The main characteristics of a few global and regional inventories widely used in scientific work are summarized in Table 1. Other emissions inventories are available at higher horizontal resolution (typically 1–10 km) for different parts of the world. For the European area, several of these inventories are discussed in (Cuvelier et al., 2007) as part of the City Delta project.

2.2.2. Primary emissions of anthropogenic particulate matter

While total particulate matter (PM) emissions have been reported for years, speciated PM emissions estimates have only been published recently, for some regions and/or sectors. These inventories have either considered particulate matter of different size, \(\text{PM}_{10}\) or \(\text{PM}_{2.5}\) (particles with a diameter smaller than 10 \(\mu\)m and 2.5 \(\mu\)m, respectively), or black (BC) and organic (OC) carbon. Policies aiming at the reduction of health impacts target fine PM; new policies now consider the climatic impact of carbonaceous aerosols (BC and OC). Natural emissions of particulate matter, for example, sea-spray are dealt with in Fowler et al. (2009). A number of inventories now include these species, as indicated in Table 1.

Size speciated PM inventories have been compiled in the US (\(\text{PM}_{2.5}\)) and more recently a requirement of reporting \(\text{PM}_{10}\) and \(\text{PM}_{2.5}\) emissions in Europe has been introduced following policies targeting a reduction of health impacts owing to PM. Beyond that, a number of regional inventories are available and were tested against measurements and modelling efforts, e.g. (Cuvelier et al., 2007). However, the issue of verification of speciated inventories remains open as only a limited number of ambient measurements are available, most non-OECD regions suffer from lack of, or poor quality emission factors, especially for off-road transport, industrial processes and small-scale combustion. Only limited data exist on the technologies used and the penetration of abatement measures and availability of data on technological sectors. For small-scale stationary combustion, the largest uncertainties include biofuel emission factors (high variability in the emission characteristics of combustion devices, e.g. regional differences in stoves) and accounting for non-commercial biofuel use and non-registered fossil fuel use. For land transport, some countries require special attention, i.e. India and Brazil and Africa, where special vehicle types and fuel mixing lead to large uncertainties. In many developing countries, an assessment of the fraction of ‘super-emitters’ and their emission factors might prove critical. Furthermore, data on the numbers of unregistered vehicles (missing fuel statistics/mileage data) as well as the mixture of vehicle types and car maintenance levels are not readily available. Specific attention should be given to countries with fast-growing economies, where emissions are changing very rapidly.

The gridding of the emissions is still a challenge. Anthropogenic emissions are generally estimated at the country level, and are allocated to the grid cells within each country based on spatial surrogates, i.e. population, economic activity, location of power plants, road network and maritime traffic.

A survey of available data in most areas of the world concluded that, while for most sectors and regions fairly robust activity data are available, most non-OECD regions suffer from lack of, or poor local emission factors, especially for off-road transport, industrial processes and small-scale combustion. Only limited data exist on the technologies used and the penetration of abatement measures, with the exception of large combustion installations and road transport. The latter is also true for the OECD world, while in some regions (e.g., Latin America, Africa and India) even data for road transport are problematic.

In recent years, some new tools have become available to address the uncertainties in emission inventories, including direct (forward) and inverse modelling of air quality observations (from ground-based monitors, aircraft or satellites) and laboratory tests of combustion and similar processes. These new techniques may not only improve the accuracy of emission inventories; they also offer the possibility of providing the basis for more rapid updates of emissions than can presently be obtained using statistics-based methods. Examples of the quantification of global and regional budgets of chemical species are given in the companion paper (Isaksen et al., 2009) and for example, in Müller and Stavtrakou (2005) and Konovalov et al. (2006).

Fig. 6. Evolution of the global emission of black carbon from three different inventories.
2.2.4. Trends in European emissions

Large reductions have been observed in European emissions of air pollutants over the past 25 years (Kononov et al., 2008; van Aardenne et al., 2001; Vestreng et al., 2007). Owing to early awareness of the effects of acidification and eutrophication, sulphur and nitrogen oxides were the first pollutants to be subject to European wide regulations by UN Protocols around 1990 (UNECE, 2004). These first two Protocols were later succeeded by other Protocols and several EU directives e.g. (Grennfelt and Hov, et al., 2007). The 1999 Gothenburg Protocol set fixed emission ceilings for other Protocols and several EU directives e.g. (Jonson et al., 2006; Konovalov et al., 2008; Vestreng et al., 2007). The uncertainty in the EMEP inventory has been dated e.g. (Jonson et al., 2006; Konovalov et al., 2008; Vestreng et al., 2007). For other pollutants like particulate matter, the uncertainty in individual national inventories has been estimated to be several hundred percent (Nielsen et al., 2008). Substantial differences in data quality exist between different regions and sectors.

Fig. 7 shows changes in the emissions over the EMEP area (continental Europe and neighbouring countries) during the 1990–2005 period based on the EMEP data. The largest relative reductions have been reported for SO2 (66%), followed by CO (39%), NMVOC (38%), NOx (32%) and NH3 (23%).

Annual emissions of all pollutants have decreased continuously between 1990 and 2005, with some interannual variations. The 1990s were characterized by decreases on the order of 4–5% per year, and in the case of sulphur, 9–10%. After the year 2000, the trends have stabilized, with annual decreases of the order of 1–2%. The economic decline after the break-up of the Soviet Union is responsible for the reductions in the first half of the 1990s in Eastern Europe. The stabilization of the sulphur trends after the year 2000 is the result of abatement policies in many Western European countries, which reduced their emissions by more than 60–80% by 2005, through efficient measures like flue gas desulphurization and switching to different fuels. There is also a tendency for an increasing number of countries to report higher emissions of sulphur. Reductions owing to economic recession in Eastern Europe are a factor 1.5 higher than those in Western Europe because of the implementation of abatement measures (Vestreng et al., 2007). The European NOx emission trend is also stabilising. Western European emissions continue to decrease, mainly owing to requirements for catalytic converters which were introduced in the 1990s by the European Commission Directive 70/220/EC. At the same time, NOx emissions are increasing in the recovering Eastern European economies after the year 2000 owing to increased emissions from road transportation.

Reductions in emissions between 1990 and 2005 have been identified for all regions and emission sectors, with a few exceptions. The highest overall 1990 emissions and absolute reductions towards 2005 are obtained in the EU-18 (EU-15 plus Iceland, Norway and Switzerland), followed by RU-NIS (Russia and Newly Independent States) and the SEE (South-Eastern Europe), for all pollutants but ammonia, for which reductions have been largest in the RU-NIS region. There are large sectoral and some important regional differences in emission reduction patterns. Reductions are lowest in the SEE for all pollutants: for example, emissions of sulphur from power plants have been reduced in the SEE region by only 25% from 1990 to 2005, compared with 65–75% in other areas. It is interesting to note that NOx emissions have been reduced substantially less than sulphur emissions in all regions. This change can be attributed to the source distribution of emissions, to the measures available for abatement in the largest sectors and to the actual reduction efficiency.

EMEP emissions of particulate matter (PM2.5 and PM10) are only available from the year 2000 onwards, and show a reduction of only 3% between 2000 and 2005 (Tarrasón, 2007). However, European emissions of PM declined sharply in the early 1990s, according to the GAINS model calculations (http://gains.iiasa.ac.at). PM2.5 emissions declined by 52% between 1990 and 2005. This reduction is mainly due to a drop in Eastern German, Russian Federation and NIS emissions between 1990 and 1995. During the same period, European emissions of black and organic carbon increased owing to a fast-growing diesel car and truck population (Kupiainen and Klimont, 2007).

2.2.5. Trends in US emissions

This section describes temporal trends in emissions from U.S. electrical power-plant point sources and on-road vehicles as estimated in the U.S. Environmental Protection Agency (EPA) National Emission Inventories (NEIs). It also provides some evaluations of those trends through consideration of direct emission measurements or top-down tests based upon ambient concentration measurements. According to the U.S. EPA, on-road vehicles and

![Fig. 7. Air pollutants emissions trends in the EMEP area for the 1990–2005 period, excluding international shipping (Units are Tg species year−1).](image-url)
Power plants together were responsible for the majority of anthropogenic CO, NOx, and SO2 emitted in the U.S. over the past 25 years.

Power-plant emission inventories for the U.S. are believed to be accurate, and many detailed hourly emission data are available, because generally these emissions are measured by Continuous Emission Monitoring Systems (CEMS), which are required by the U.S. EPA Acid Rain Program. The U.S. EPA regularly reports estimated emissions and their trends over the previous decades, generally in annual National Air Quality and Emissions Trends Reports (http://www.epa.gov/ttn/chief/trends/index.html). Comparisons of a recent historical sample of these Trends Reports (EPA, 1995, 2000, 2003) with an earlier inventory developed for the National Acid Precipitation Assessment Program (Saeger et al., 1989) and the most recent emission Trends Tables ("1970–2006 Average Annual Emissions, All Criteria Pollutants", posted July 2007) are shown in Fig. 8a, for NOx and SO2 from fuel combustion in electrical utilities. It is clear here that there has been little variation in the emission estimates for any given year, with only the NOx emissions in the 1995 Trends Report significantly different (as much as 19 percent higher) than the other estimates.

According to the inventories in Fig. 8a, over the last 26 years U.S. NOx and SO2 emissions from electrical power plants have decreased by factors of 2.0 and 1.8, respectively. The substantial reductions of power-plant SO2 emissions during the 1990's and of power-plant NOx emissions in the past decade are a direct result of pollutant-specific cap-and-trade control strategies mandated by the EPA's Acid Rain Program and NOx Budget Trading Program. The power-plant emissions measured by CEMS have been checked against aircraft flux determinations based on ambient measurements in the downwind emission plumes, and the two sets of observations generally agree with one another to within the combined measurement uncertainties (Parrish, 2006a; Frost et al., 2006).

A larger scale confirmation of the recent power-plant NOx emission reductions is demonstrated by satellite observations over the Ohio River Valley, a region in the central U.S. with a high density of coal-fired power plants that dominate the NOx emissions (Kim et al., 2006). Satellite NO2 vertical columns over the Ohio River Valley declined by 40% between 1999 and 2005, a trend consistent with CEMS-reported declines in power plant NOx emissions. The consistency of the CEMS-based inventory over the years and the correspondence of the CEMS data with aircraft flux and satellite determinations indicate that these inventories of U.S. power-plant emissions are accurate.

Making accurate estimates of on-road vehicle emissions is much more difficult than the analogous task for power plants. Bottom-up on-road emission models integrate the product of distance-based emission factors (e.g. grams of pollutant per km driven) for a diverse, constantly evolving vehicle fleet and highly variable activity factors. The different emission models that have been used over the years have yielded results that differ widely in some important respects.

Fig. 8b shows estimated on-road emissions of NOx and CO from the five references discussed in the previous section plus one additional Trends Report (EPA, 1990) and compares those estimates to emissions inferred from ambient measurements (Parrish, 2006a,b).

For NOx the inventories differ significantly in the temporal trends of the emissions. The most recent evaluation suggests decreasing NOx emissions throughout the 26 year period, while the earlier calculations suggest increasing NOx emissions through the decade of the 1990's. The emissions inferred from ambient data support the earlier trend estimates. All the emission models and the inferred emissions agree that the CO emissions have decreased continually by 3–5% yr\(^{-1}\). However, there is significant disagreement regarding the magnitude of the CO emissions. The most
Recent inventory is approximately a factor of two larger than emissions inferred from ambient measurements.

Other investigators have inferred fuel-based emission factors (grams of pollutant per kg of gasoline or diesel burned) from roadside observations, which can be compared to the emission factors used in emission models. For example, multi-year monitoring programs in several U.S. cities suggest that the average CO and NOx fuel-based emission factors for gasoline vehicles declined by an average of 7–9% yr\(^{-1}\) since the mid-1990’s (Bishop and Stedman, 2008). These declines are thought to be the result of continual improvements to the emission control systems on U.S. gasoline-powered vehicles. In contrast, NOx emission factors inferred from roadside observations of diesel-powered vehicles, which produce relatively little CO, appear to have decreased only slightly over the past decade (Bishop and Stedman, 2008).

Kim et al (2006) also examined the northeastern U.S. urban corridor stretching from Washington, DC, in the south to Boston in the north. This region, dominated by mobile source NOx emissions, saw only a slight decrease in satellite-retrieved NO\(_2\) vertical columns between 1997 and 2005. This finding suggests that overall mobile source NOx emissions have not changed much over this time period. In addition to year-to-year variability of on-road emissions, clear differences between weekday and weekend U.S. urban NO\(_x\) emissions resulting primarily from motor vehicle use patterns have been documented by in-situ (Harley et al., 2005) and satellite methods (Beirle et al., 2003).

The emerging lesson from these evaluations is that without the support of direct measurements (as CEMS provides for the power plant sources), it is not possible to develop bottom-up inventories that are “accurate” enough for some of the scientific uses to which they are applied. However, bottom-up inventories are indispensable components of photochemical models, and the foundation upon which our knowledge of pollutants in the atmosphere is based. A continuing process of inventory development is clearly required: testing of emission inventories through top-down evaluations; inventory improvement; evaluation of the top-down tests; and then repeating this process until the top-down tests of the inventories indicate sufficient accuracy for the intended use of the inventory.

2.2.6. Trends in Asian emissions

Anthropogenic emissions in Asia are larger than those in Europe and North America today, and they will continue to increase (Akimoto, 2003). As shown by the analysis of satellite observations, NO\(_2\) concentrations in China have dramatically increased over the past few years (Richter et al., 2005). A few emission inventories providing anthropogenic emissions for Asia have been developed in the previous years, by (Streets et al., 2003, 2006) for the year 2000, (Cofala et al., 2007; Ohara et al., 2007) (REAS inventory).

When constructing the REAS inventory, Akimoto et al. (Akimoto et al., 2006) used data reflecting coal consumption in China during the 1996–2000 period. A detailed study of these data showed a systematic underestimation of the coal consumption during these specific years; it should be noted that these statistics were recently updated (China Energy Statistical Yearbook, 2006). The emissions provided by the REAS inventory use the updated statistics. Emissions for Asia are provided by this inventory since 1980 and future emissions until year 2020 have been evaluated.

Fig. 9 shows the evolution of CO, NO\(_x\), and SO\(_2\) from 1980 to 2003. The total emissions in Asia were 306 Tg CO, 27.3 Tg NO\(_x\) and 42.8 Tg SO\(_2\) in 2000. An update of the emissions of CO for China has been proposed by Streets et al. (Streets et al., 2006): a total of 141.3 Tg CO yr\(^{-1}\) was estimated for the anthropogenic emissions, which is comparable to the value of 137 Tg CO yr\(^{-1}\) in the REAS inventory. In the REAS inventory, the main contributor to the emissions of NO\(_x\) is transportation (34%), followed by power plants (22%) and industrial activities (14%). For CO, the main contributions are domestic fuel use (48%), followed by industrial activities and transportation. Most SO\(_2\) emissions are due to coal combustion (70%); in China only, 84% of the SO\(_2\) emissions are due to coal combustion.

Between 1990 and 2003, Asian emissions of BC and OC increased by a factor of 1.3, CO by a factor 1.6, NMVOCs by a factor 2.1, SO\(_2\) by a factor 2.2, and NO\(_x\) by a factor 2.8. The larger values for SO\(_2\) and NO\(_x\) result from the fact that the major sources of these species are the combustion of fossil fuel. For carbonaceous particles (BC and OC), the major sources are biofuel combustion, which showed smaller increases. As indicated in Fig 9, the increase in NO\(_x\) emissions has been large since 1980, while total Asian emissions increased by a factor 2.8, NO\(_x\) emissions in Asia increased by a factor 3.8, with the highest growth after 2000. Such large increases are compatible with the satellite observations reported in (Richter et al., 2005).

2.2.7. Comparison of European, North American and global emission trends

The European emissions of sulphur and NO\(_x\) have considerably reduced between 1980 to 1990 by 73% and 32%. These reductions are because of a decline in the energy use related to the socio-economic situation in different parts of Europe owing to fuel switches and to the implementation of technological measures (Richter et al., 2005; Vestreng et al., 2007, 2009). North American emissions also declined from 1980 (sulphur) and 1990 (NO\(_x\) ), but the reductions obtained are smaller (46% and 26% for sulphur and NO\(_x\) respectively). In other regions of the world, control measures and environmental policies are not state of the art, and the global emission trends were only reduced by about 20% and 1% for sulphur and NO\(_x\) by year 2000 (Cofala et al., 2007; Stern, 2005). Global emissions as given by (Cofala et al., 2007) for the 1990–2000 decade are either slightly increasing, as for CO (from 523 to 542 Tg CO yr\(^{-1}\) ), or declining as for NO\(_2\) (from 84 to 83 Tg NO\(_2\) yr\(^{-1}\) ) and SO\(_2\) (from 120 to 96 Tg SO\(_2\) yr\(^{-1}\) ).

Fig. 10 shows the changes in the emissions of CO, NO\(_x\), and SO\(_2\) for the 1990–2000 period for Europe (EU-27), the USA and East Asia (including China, Japan, Korea, Mongolia and Taiwan). For all species, emissions are decreasing in Europe and in the USA, but the rate of change is smaller in the USA, particularly for nitrogen oxides emissions. The European and North American reductions are compensated at the global scale by increased emissions in Asia, particularly over East Asia (Cofala et al., 2007; Ohara et al., 2007). The changes in the emissions are consistent with the observations of NO\(_2\) reported in Richter et al., (2005). Fig. 11 shows large increases in the observed tropospheric column of NO\(_2\) over China, while decreases or constant values are observed in Europe and in the USA.

2.2.8. VOC speciation

Numerous organic carbon compounds are volatile enough to be present in the atmosphere. Each has its own intrinsic chemical behaviour and exhibits a different atmospheric reactivity (Carter and Atkinson, 1989). Add to this the myriad of individual sources emitting their own particular range of VOCs and you have a potentially complex and variable atmospheric cocktail that requires sophisticated sampling and analytical techniques for speciation and quantification of each component. All this must be taken into account to understand the relation of the emissions to the oxidative capacity of the atmosphere and air quality.

Speciated measurements of ambient anthropogenic VOCs, typically employing gas chromatography, were initiated several decades ago (Laj et al., 2009). These have successfully been employed to inform public policy initiatives resulting in VOC emission control strategies, such as the addition of catalytic converters to vehicle exhaust systems and the replacement of...
organic solvents in industrial and household applications, which have caused major reductions in these large emissions. However, such reductions in turn mean that accurate speciated inventories of previously relatively minor sources assume much more important roles in the understanding and incremental improvement of local air quality. In addition, changes in manufacturing processes, newly evolving industries, vehicle technologies, and metropolitan infrastructure are occurring at an increasingly rapid pace, emphasizing the importance of inventories that reflect current conditions (Derwent et al., 2007; Miller et al., 2006).

Correct attribution of VOCs between the various emission types is crucial in terms of making regulation. However, emissions inventories for anthropogenic VOCs are associated with major uncertainties. Such inventories are time-consuming to prepare, and emissions speciation is constantly changing. Sector distributions also vary greatly, for example industrial versus mobile sources, as well as the seasonal variations of emissions.

Urban measurements of an ever-wider range of speciated VOCs are being published, for example (Baker et al., 2008) (28 US cities) and (Hoshi et al., 2008) (Tokyo) (Fig. 12). However, cities in poorly-studied regions such as Africa, are likely to have very different emission "ecotypes", based on typical fuel use and type will produce very different emission signatures compared to the highly developed US and Japanese cities of these recent studies.

Ambient VOC measurements are crucial for the assessment of VOC speciation. For example, Parrish (2006b) found that
a comparison between US national emission inventory and measured ambient ratios of benzene to acetylene gave quite poor results, with inventory ratios for total emissions a factor of 3–4 higher than the ambient values.

Source apportionment techniques are also being applied to better understand the contribution of the principal VOC emission sources to ambient concentrations. Chemical mass balance receptor models e.g. (Schauer et al., 2002; Watson et al., 2001), fit ambient data to specific source profiles. However, this type of model requires that up-to-date speciated profiles of all potentially contributing sources be assumed before the model can be applied to the measurement database. To address this draw-back, tools such as positive matrix factorization (PMF) have been developed that require only speciated ambient data for source identification and apportioning e.g. (Brown et al., 2007a; Xie and Berkowitz, 2006). Notwithstanding these developments, there remains a substantial gap in global and regional observed VOC speciation and emission inventories for air quality applications.

2.3. Biomass burning

2.3.1. Fire products: active fires, burned areas, fire radiative energy

Open burning of anthropogenic and biogenic organic material is a source of reactive and toxic compounds (VOCs, PAHs, soot).
In particular biomass burning is a significant contributor to the emission load of the atmosphere, resulting from both natural and anthropogenic fires. Calculating emissions from savannah, forest and agricultural fires requires knowledge of the appropriate emission factors as well as the spatial and temporal distribution of burnt biomass.

The first attempts to quantify burnt biomass on a regional or global scale were based on land use statistics of the FAO and general assumptions about the percentage of the surface burnt per year (Hao and Liu, 1994; Liousse et al., 1996). The European Joint Research Center (JRC) in Ispra, Italy, published the first results with higher spatial and temporal resolution using satellite observations (Cooke and Wilson, 1996). In this work information about active fires was derived from thermal infrared data from the Advanced Very High Resolution Radiometers (AVHRR) instrument onboard the US National Oceanic and Atmospheric Administration (NOAA) satellites. The International Geosphere-Biosphere Programme’s Data and Information System (IGBP-DIS) and later the Global Observation of Forest and Land Cover Dynamics (GOFC-GOLD) project took part in the coordination of efforts for better quantification of biomass burning emissions. This led to a second publication making use of AVHRR data by Stroppiana et al., (2000).

Quantitative information on the magnitude and distribution of global biomass burning can be derived from Earth-orbiting satellites. The primary sources of global data derived from satellite imagery are the active fire distributions and the detection of burnt areas. Active fire detection enables documentation of global fire events with their location, extent and seasonality. These data form the basis of many studies aiming to understand the impact of biomass burning on the atmosphere.

![Fig. 11. The temporal evolution of tropospheric NO₂ columns from GOME for selected areas. The mean annual NO₂ column amount normalized to that in 1996 for the geographical regions USA, Central East Coast USA, Western Europe, Poland, Japan, East Central China, and Hong Kong (see (Richter et al., 2005) for details). The error bars represent the estimated uncertainty (s.d.) for an individual year, the values over China being larger as a result of the poorer knowledge and therefore larger uncertainty of the aerosol loading and its change (Richter et al., 2005).](image1)

![Fig. 12. Ratio of VOCs vs CO in 28 US Cities Relationships where R² > 0.30 (most have R² > 0.60). Modified from (Baker et al., 2008).](image2)
a crucial input to identify fire regimes and to develop techniques to support fire management programmes. Technically, there are currently dozens of algorithms (Giglio et al., 2003) that use different satellite sensors to detect and monitor fire activity around the world. Fire detection may be performed using single-channel threshold or multichannel threshold algorithms and spatial contextual algorithms. The basis of these approaches is the strong emission of mid-infrared and thermal radiation from fires (Dozier, 1981; Matson and Dozier, 1981). The algorithms examine each pixel of the satellite swath, and ultimately assign the pixel to each one of the following classes: missing data, cloud, water, non-fire, fire, or unknown. Fig. 13a shows an example of the nighttime spatial distribution of active fires given by the European Space Agency’s (ESA) Along-Track Scanning Radiometer (ATSR) satellite sensor.

The area and type of vegetation burned on a monthly or annual basis is one of the parameters needed in the calculation of burned biomass, gas and aerosol emissions. A series of inventories of burned area have been produced using satellite data such as AVHRR, SPOT-VGT and MODIS. The algorithms are typically composed of a set of thresholds applied to each pixel value of the satellite spectral
channels, two spectral indices and their temporal difference. The threshold values are derived using a supervised classification methodology. For example, burned area can be assessed from reflectance differences between the visible and the near-infrared channels (Fraser et al., 2000) or from indices derived from the near-infrared and mid-infrared spectral domain (Barbosa et al., 1999). The SWIR band, centred on 1.65 μm, has also been proven to be useful for mapping burnt areas. Finally, different algorithms are used depending on whether the land cover is forested or not. Fig. 13b shows an example of burnt area distribution from the GBA2000 product (Global Burned Area 2000, Tansey et al., 2008).

Liouss et al. (2004) and Michel et al. (2005) have suggested that a combination of both burnt area and active fire information derived from satellites would improve the determination of biomass burning emissions. This approach has been adopted by Hoelzemann et al. (Hoelzemann et al., 2004), who used ATSR nighttime fire counts to complement data in areas where burnt area information was lacking. van der Werf et al. (2006) have combined MODIS and ATSR products and Mieville et al. (submitted for publication) have combined burned areas from the GBA product with ATSR active fires. While progress has been achieved by individual groups in using the new satellite-based techniques for estimating biomass burning emissions, there are substantial differences in the results obtained and the methods used to derive burnt biomass maps.

Determination of the emitted radiant energy released during biomass combustion episodes (the so-called fire radiative energy, FRE) has been suggested as a new tool for determining variations in biomass combustion rates and the rate of production of atmospheric pollutants. An example is given in Ichoku and Kaufman (2005) using the MODIS sensor.

2.3.2. Use of fire products to calculate biomass burning emissions

Over the last three decades, fire emissions estimates have developed from early inventories based on average fire return times and biomass estimates to detailed studies based on satellite data and sophisticated modelling predicting emissions with high spatial and temporal resolution. The increased complexity has been fostered by the availability of new satellite data, as noted above, as well as by the demand from the atmospheric community to get a better handle on fire emissions, which are a major source of atmospheric trace gases and aerosols. Fire emissions, however, are still a highly uncertain component of the global carbon cycle, and estimates for the globe vary by over a factor of 2. The main reason behind this is that all of the parameters necessary for estimating fire emissions show large variability in time and space including burned area, fuel load, the fraction of fuel that is actually combusted, and the partitioning of combusted fuel into different trace gases and aerosols based on emission factors.

The first attempts to estimate how much biomass is combusted neglected the spatial and temporal variability and constructed distributions of biomes that were thought to have a similar fire regime. For each of these biomes, average fire return times, fuel loads and emission factors were estimated to calculate emissions (e.g., Seiler and Crutzen, 1980). Hao and Liu (1994) added seasonality to mean annual estimates based on climate data.

Nowadays, virtually all biomass burning estimates are based on satellite data, which are used to retrieve burned area as well as biomass loads (Hoelzemann et al., 2004; Ito and Penner, 2004; Schultz et al., 2008; van der Werf et al., 2003; van der Werf et al., 2006). Multi-year burned area products, however, have only recently emerged, so emissions estimates were either based on the year 2000 or used fire hot spots. These fire hot spots are available for multiple years but do not provide direct information on the fraction of the grid cell burned. New studies are emerging based on new multi-year burned area assessments (Roy et al., 2008; Tansey et al., 2008). Large differences in the global emissions of chemical compounds exist when using different satellite products. An example is shown in Fig. 14, built using the first results of the ongoing ACCENT BBSO intercomparison exercise (Liouss et al., 2008) demonstrating the monthly average emissions of CO for 2003 using a burned area product (MODIS), an active fire product (MOIDS), and a mixed active fire (ATSR) burned area product (GBA2000: Grégoire et al., 2003).

Conversion of burned area to emissions nowadays mostly relies on biogeochemical models to estimate fuel loads and the fraction combusted (combustion completeness). van der Werf et al. (2003) implemented a fire module in the CASA model, Hoelzemann et al. (2004) based their biomass loads on the LPJ model, while Ito and Penner (2004) developed a new fuel load model based on satellite data. The latter method was also used in a number of regional assessments based on much higher spatial resolution than the typical 1° global approach (e.g. Hély et al., 2003; Michel et al., 2005). Regional assessments have the obvious advantage of higher spatial resolution, which may be especially important especially in the savannah-forest interface, where fuel loads vary by over 2 orders of magnitude.

Initial global estimates of biomass carbon combusted from the above studies were 2–4 Pg C year⁻¹, mostly as CO₂ but also as CO, CH₄, numerous other trace gases, and aerosols. To put this number in perspective, global fossil fuel emissions in 2006 were about 8 Pg C year⁻¹. The comparison of CO₂ emissions from fires and from fossil fuels is not that meaningful, however, since a large fraction of the CO₂ emitted by fires will be taken up when the vegetation regrows. Only deforestation fires add to the build-up of CO₂ in the atmosphere. All fires, however, are a net source of CH₄, although the contribution of fires to the total burden is relatively minor. The most recent biomass burning total carbon emissions estimates are near the lower end of the initial estimate. Hoelzemann et al. (2004) estimated 1.7 Pg C year⁻¹ for the year 2000 while Ito and Penner (2004) estimated 1.4 Pg C year⁻¹ for the same year. Using over a decade worth of data van der Werf et al., (2006) estimates emissions ranging from 3.2 Pg C year⁻¹ for 1998 to 2.0 Pg C year⁻¹ for 2000, highlighting the strong interannual variability in fire emissions, mostly in tropical forest areas and the boreal region. The variability in carbon emission estimates between different studies is also reflected in trace gas and aerosol emissions, because most studies have used average emission factors based on the literature review by Andreae and Merlet (2001).

In the future, there may be a trade-off between increasing the spatial resolution and the level of complexity in the modelling of fuel loads and other parameters. New burned area datasets estimate burned area at the global scale at a 500 m resolution, while global biogeochemical models typically run at a much coarser...
resolution. In regions with high spatial variability in fuel loads, such as deforested regions, relatively simple approaches to estimating fuel loads in combination with high-resolution burned area data may give more realistic emissions estimates than sophisticated modelling at coarser resolution that make use of aggregated burned area. On the other hand, the inclusion of fire modules in existing or newly developed models allows for a more realistic representation of the moisture conditions of fuels, which may add seasonality to combustion completeness and emission factors. The inclusion of age classes or various vegetation types within the coarse model grid cells in combination with parameterizations based on higher resolution burned area and land cover information may be the most feasible way to move forward.

Fire emissions estimates will remain uncertain during the next few years owing to uncertainties in input parameters, even though burned area assessments are improving. One approach that estimates emissions directly from satellite data based on the fire radiative power measured by sensors which have been shown to be directly related to biomass burned (Wooster, 2002). This has a major advantage over the previous method using burned area and fuel load approach, as only one parameter is necessary to estimate emissions. Another emerging approach to lowering uncertainties is to compare emissions estimates with atmospheric measurements of, for example, aerosols or carbon monoxide (CO), using inverse modelling techniques (e.g. Arellano et al., 2004).

2.4. Vertical profiles of emissions

Determining the correct distribution of vertical profiles of emissions is important as the transport, chemical reactions and deposition (and thus the lifetime) of trace gases and aerosols are altitude dependent. Radiative impacts are also very sensitive to the vertical distribution of atmospheric species. Modelling regional and hemispheric air quality requires emission data sets with high spatial and temporal resolution. Uncertainties in emissions related to horizontal gridding have been briefly discussed in Section 2.2.3.

For anthropogenic emissions, the effective height levels of emissions from larger point sources depend on the stack heights, the type of fuel burned, the emitted heat flux, the wind speed at the top of the stack, and atmospheric stability. The emissions for other types of sources are generally assumed to be at ground level, including those from mobile sources, small point sources (small production plants, gasoline stations, and waste treatment sites), and area sources, like solvent use and agricultural activities. Large power plants are considered to have an effective emission height level generally higher than 250 m, and non-industrial combustion plants and combustion plants in the manufacturing industry have an effective height level between the ground level and 150 m. For example, the emission heights used in the EMEP model are given in Table 2.

In biomass burning, the heating of the surface and the initial buoyancy of the resulting plume generate strong updrafts above the fires e.g. (Freitas et al., 2006; Trentmann et al., 2006). Because of turbulence and mixing, the fire products are not entirely injected at this maximum height, but rather are distributed unevenly between the surface and the top height. The updraft induced by a fire can potentially lead to a rapid transport of tracers in the free troposphere and can have significant implications for the long-range transport of trace gases and aerosols (see also Section 3.3.9).

Recent spaceborne monitoring of aerosol vertical profiles from the Cloud Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO) mission tends to show that the fire products remain within the planetary boundary layer (PBL) above some of the main tropical fire regions (Labonne et al., 2007). In the case of boreal forest fires, several studies suggest that fire products can be injected at high altitudes above the PBL. Lavoué et al. (2000) suggested injection heights of 2300 m for Russian fires and up to 7600 m for Canadian fires. Kahn et al. (2008) estimates the occurrence of plumes reaching the free troposphere in the range 5–18% during the 2004 fire season in the Alaska-Yukon region. In addition, recent observations of intense Canadian forest fires indicated that smoke can penetrate the stratosphere when ambient meteorological conditions are favourable (Damoah et al., 2006; Fromm et al., 2005). However, there are currently few observations of the frequency of such extreme events.

In most chemistry-transport models (CTMs), the fire emissions are distributed homogeneously within the PBL. In the case of boreal vegetation fires, restricting the emissions to within the PBL can lead the CTMs to significantly underestimate the top height reached by the fire products and therefore the resulting long-range transport of smoke plumes. Modelling studies have investigated this issue (Generoso et al., 2007; Leung et al., 2007; Turquety et al., 2007) and agree that fire products should be injected above the PBL in the case of boreal vegetation fires. In an analysis of the 2004 North American fires, Turquety et al., (2007) distributed part of the emissions in the upper troposphere (30% between 400 and 200 hPa), and for the 2003 Russian fires, Generoso et al., (2007) showed a good agreement between simulations and satellite observations when fire products were injected between the surface and about 4.5 km. In the case of the 1998 forest fires in Russia and North America, Leung et al., (2007) concluded that the model best matches both surface and elevated observations when at least 50% of the emissions were injected above the PBL. Kasischke et al., (2005) demonstrated that there is a larger occurrence of crown fires in the late fire season owing to differences in temperature, relative humidity, precipitation and fuel moisture content conditions relative to earlier in the season.

<table>
<thead>
<tr>
<th>Source sector</th>
<th>Height of emission layer (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Combustion in energy and transformation industries</td>
<td>0</td>
</tr>
<tr>
<td>2. Non-industrial combustion plants</td>
<td>50</td>
</tr>
<tr>
<td>3. Combustion in manufacturing industry</td>
<td>0</td>
</tr>
<tr>
<td>4. Production processes</td>
<td>90</td>
</tr>
<tr>
<td>5. Extraction of fossil fuel</td>
<td>90</td>
</tr>
<tr>
<td>6. Solvents</td>
<td>100</td>
</tr>
<tr>
<td>7. Road transport</td>
<td>100</td>
</tr>
<tr>
<td>8. Other mobile sources and machinery</td>
<td>100</td>
</tr>
<tr>
<td>9. Waste treatment and disposal</td>
<td>10</td>
</tr>
<tr>
<td>10. Agriculture</td>
<td>100</td>
</tr>
</tbody>
</table>
The distribution of the injection altitudes is still not well known for biomass fires. One of the main difficulties lies in the representation of the sporadic character of the vertical distribution of plumes induced by fires. A new challenge is therefore to account for this extremely high variability in models. Recently Freitas et al., (2006) and Hodzic et al., (2007) provided new parameterizations to account for a plume rise depending on the plume buoyancy and the thermodynamics of the surrounding environment. Trentmann et al. (2006) described the smoke plume from a large boreal forest fire rising to the stratosphere using a model that was initially designed for the study of explosive volcanic plumes. Improvements in terms of modelling are expected from new satellite-derived products such as fire radiative energy e.g. (Ichoku and Kaufman, 2005), fire measurements (Mazzoni et al., 2007), the continuous monitoring of aerosol vertical profiles by the CALIPSO mission (Labonne et al., 2007), or a combination of several of these products e.g. (Kahn et al., 2008).

2.5. Availability of emission datasets

An emission data portal has been developed within the ACCENT European project and the GEIA (Global Emissions Inventory Activity) project. The goal of the GEIA/ACCENT emissions data portal is to facilitate the access, use and comparison of emission data. It provides surface emissions data (total and gridded data) for anthropogenic, biomass burning, biogenic, and oceanic emissions. The compounds considered in the data portal are ozone precursors, greenhouse gases, organo-halogens, aerosols and their precursors, several heavy metals and Persistent Organic Pollutants (POPs). The GEIA/ACCENT emission data portal is accessible through http://www.aero.jussieu.fr/projet/ACCENT/Database.html.

The data portal provides emission data from several of the emission inventories mentioned in this section. For each inventory, the data portal provides: (1) gridded emission files which can be downloaded in a common Ascii or NetCDF format, (2) total annual emission data, (3) emission maps for all the species, and all the years/months considered, (4) metadata and documentation on the inventory, and (5) a visualisation tool for comparison of data sets.

3. Atmospheric processing

3.1. Ozone and its precursors

The following section reviews new discoveries in the area of gas phase atmospheric processing in the context of air quality. It deals with key oxidant precursors in terms of hydrocarbons and NOx as well as ozone itself. A further section looks at new discoveries in radical chemistry, key intermediates in atmospheric photochemistry.

3.1.1. Hydrocarbons

3.1.1.1. Chemical mechanisms for VOC degradation. In the following sections, an overview of the current understanding of VOC chemistry in the troposphere is provided. Initially, a general description of VOC oxidation chemistry is given, followed by a summary of some recent advances during the timescale of the ACCENT project. In practice, only a very small fraction of the reactions occurring in the atmospheric degradation of VOCs have been studied experimentally. Only for the simplest hydrocarbons and oxygenates (e.g. methane, ethane, ethene, methanol, acetaldehyde, acetone and dimethyl ether) have the kinetics and products of the majority of the elementary reactions involved in their degradation to CO2 and H2O been investigated (Atkinson et al., 2006). Even for these compounds, there have been recent unexpected advances in understanding, and some uncertainties still remain (see below). For a number of larger and more complex VOCs (including isoprene and selected terpenes and aromatic hydrocarbons), some important aspects of their degradation chemistry have been studied experimentally. This information provides a partial basis for defining their degradation chemistry, which can be supplemented by the inclusion of reactions and associated parameters which are inferred from the more detailed understanding of the chemistry of the smaller compounds. For many other VOCs, little or no experimental information exists, and their degradation chemistry needs to be defined almost exclusively by inference. As a result, chemical mechanisms which treat the atmospheric degradation of a large number of significant emitted VOCs (e.g. Aumont et al., 2005; Carter, 2000; Jenkin et al., 2003) necessarily need to make the fundamental assumption that the kinetics and products of a large number of unstudied chemical reactions can be defined on the basis of the known reactions of a comparatively small number of similar chemical species. This is usually done by analogy and with the use of structure-reactivity relationships to provide relatively simple rules to guide mechanism construction e.g. Aumont et al., 2005; Jenkin et al., 2003; Saunders et al., 2003). To varying extents, such mechanisms also incorporate strategic simplifications to limit their overall size, which would otherwise include \(10^5\)–\(10^6\) reactions. The performance of these gas phase mechanisms can then be tested (and, if necessary, refined) using chamber data e.g. (Carter, 2000; Pinho et al., 2006, 2005, 2007). Such procedures have traditionally been focused on providing validated descriptions of ozone formation from the photooxidation of VOC/NOx mixtures, although the development of highly-instrumented chambers has provided data to allow other aspects of the degradation mechanisms to be examined and improved e.g. (Bloss et al., 2005a,b; Wyche et al., 2008). Mechanisms constructed in this way therefore reflect a number of generic features, which are reasonably well-established for smaller VOC, and used to infer the chemistry for larger VOC and for their sequential degradation products. The most studied aspect of VOC degradation is the OH-initiated chemistry, for which a simplified schematic is shown in Fig. 15. The chemistry initiated by reaction with ozone (Johnson and Marston, 2008) and NOx radicals...
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$$\text{RO}_2 + \text{HO}_2 \rightarrow \text{RO} + \text{OH} + \text{O}_2 \quad (2)$$

Furthermore, highly efficient regeneration of HO$_x$ by unimolecular reactions in the atmospheric oxidation of isoprene has been predicted by theoretical chemistry (Peeters et al., 2009). This may alter our assessment of processes controlling ambient radical concentrations under NO$_x$-limited conditions, and may be a contributory factor in the observation of unexpectedly high radical concentrations (and therefore oxidizing capacity) in campaigns at remote locations (Lelieveld et al., 2008). It is, however, important to establish whether the reactions of HO$_2$ with oxygenated peroxy radicals in general are significantly propagating, and to investigate other RO$_2$ radical classes, in particular the β- and δ-hydroxyperoxy radicals generated from reactions of OH with alkenes and dienes, most notably isoprene and monoterpenes. In this respect, however, Dillon and Crowley (2008) found no evidence for a significant radical product channel for the reactions of HO$_2$ with simple β-hydroxyperoxy radicals, suggesting that additional mechanistic features may contribute to the level of radical recycling inferred from field observations in VOC rich environments (Butler et al., 2008; Hofzumahaus et al., 2009; Lelieveld et al., 2008) (see also Section 3.1.3). The reactions of RO$_2$ radicals with NO$_2$ have long been recognised as termination reactions generating peroxy-nitrates, which are comparatively thermally stable in the specific case of PANs. The results of recent studies have demonstrated that selected RO$_2$ radicals (HC(O)(C(O))O$_2$, CH$_3$C(O)(C(O))O$_2$ and C$_6$H$_5$O$_2$) possess significant propagating channels (Jagiella and Zabel, 2007; Orlando and Tyndall, 2001)

$$\text{RO}_2 + \text{NO}_2 \rightarrow \text{RO} + \text{NO}_3 \quad (3)$$

It is important, therefore, to establish whether this applies significantly to other RO$_2$ radical classes, as this would be a potentially important suite of oxidant-forming propagating reactions which are currently not represented in atmospheric mechanisms. In general terms, the most studied aspect of VOC degradation is the OH-initiated, NO-catalyzed chemistry, which forms the essential “backbone” of the degradation mechanisms. This generally forms carbonyl products, which are themselves one of the better studied classes of oxygenate. The further degradation of “side-products” formed from radical termination processes, specifically organic nitrates and hydroperoxides, is particularly poorly characterized, even though these are comparatively significant product classes which potentially play a role in SOA formation. Various aspects of the atmospheric chemistry of organic nitrates are incompletely understood. For example, there are no reported product studies of the OH-initiated degradation of any organic nitrate, even though this is likely to be the major removal reaction in many cases. It is of particular importance to establish whether reaction with OH leads to release of NO$_x$, formation of more oxidized products which retain the nitrate group, or additional NO$_x$ sequestration through formation of dinitrate products. In the latter two cases, it is possible that the sequential substitution of polar substituent groups can generate multifunctional products which more readily partition into the condensed phase, and therefore contribute to SOA and the nitrogen content of aerosols.

The formation of hydroperoxides from the global oxidation of biogenic hydrocarbons is likely to be considerable, and several recent appraisals of SOA formation mechanisms have proposed that they may play an important role by virtue of their propensity to undergo condensed phase association reactions with carbonyls to form involatile peroxyhemiacetals (Bonn et al., 2004; Jenkin, 2004; Johnson et al., 2005; Tobias and Ziemann, 2000). Despite this potential importance, hydroperoxides have not been well-studied in the laboratory (partially owing to their explosive character, no doubt). There is only limited information on their photolysis and the kinetics of the OH reaction have only been studied for CH$_3$OOH. Clearly, additional data for other hydroperoxides is required to allow structure-reactivity relationships to be developed, and products studies are needed to identify the extent to which the hydroperoxide group is retained in degradation products. In addition to the specific cases highlighted above, more information is generally required on the degradation reactions of multifunctional oxygenates containing combinations of the key functional groups (i.e., –C(=O)OH, –C(=O)–, –OH, –ONO$_2$, –C(=O)ONO$_2$, –C(=O)(OH), –OOH, –C(=O)OOH and –(C(=O)=O(=C(=O))=O)) to assist the validation and refinement of existing structure-reactivity relationships.

The degradation chemistry of selected aromatic hydrocarbons and terpenes has received considerable attention e.g. (Atkinson and Arey, 2003; Calvert et al., 2002), owing in part to their established importance as precursors to SOA formation. This attention has continued in recent years e.g. (Alvarez et al., 2007; Bejan et al., 2007; Ma et al., 2007a,b; Olariu et al., 2002; Volkamer et al., 2002, 2001; Wyche et al., 2009), leading to a progressive improvement in the understanding of some aspects of their degradation. Owing to their considerable complexity, however, substantial gaps and uncertainties remain in the detailed understanding of their gas phase degradation mechanisms.

The degradation of aromatic hydrocarbons, although usually only initiated significantly by reaction with OH, can proceed via a number of different routes to generate a large variety of structurally complex ring-retained and ring-opened products e.g. (Calvert et al., 2002; Wyche et al., 2009). Even for well-established products (e.g. α-dicarbonyls such as glyoxal and methylglyoxal, and their co-products, formed from the major ring-opening channels) there is considerable variation in the reported yields, and for many of the studied systems, only ca. 50% or less of the aromatic loss has been accounted for by observed first generation products. Particular areas where understanding is lacking include uncertainties in the mechanisms of the initial oxidation sequences to first generation products, and limitations in the available information on the subsequent chemistry of many of the classes of product known to
be generated. The further degradation chemistry of first and subsequent generation products is believed to be particularly important in accounting for secondary radical generation and removal of NO\(_x\) in chamber photooxidation experiments of aromatic/NO\(_x\) systems (Wagner et al., 2003). In this respect, mechanisms constructed for aromatic hydrocarbons on the basis of established understanding tend to display evidence for a missing radical source in the system, but a simultaneous tendency towards over-production of ozone (Bloss et al., 2005a,b; Wyche et al., 2009).

This feature points to a clear gap in understanding, since these features cannot be readily reconciled within traditional understanding of VOC oxidation chemistry. Bloss et al. (2005a,b) outlined a number of speculative solutions, including the existence of novel isomerisation reactions of complex RO radical intermediates to regenerate OH directly, and the possibility that NO\(_x\) might react with the SOA formed in the system to generate HONO. Although there was insufficient evidence to support either suggestion, the latter has subsequently received some indirect support from the recognition that photosensitized NO\(_x\)-to-HONO conversion can occur on organic surfaces e.g. (George et al., 2005; Metzger et al., 2008; Steimler et al., 2006). They have shown that this process occurs on organic deposits on chamber walls during 1,3,5-trimethybenzene photooxidation.

Whereas the uncertainties in aromatic degradation are, to some extent, generic (i.e., an advance in mechanistic understanding is likely to be applicable to aromatics in general), understanding of the degradation of terpenes (and related biogenics) is further hampered by the enormous variety in their structure and reactivity (atmospheric lifetimes range from minutes to days). In addition to this, their degradation in each case is likely to be initiated by reaction with OH, \(O_3\) and NO\(_x\), and it is often also necessary to consider reaction with \(O(1D)\) atoms in chamber hydrocarbon/NO\(_x\) photooxidation experiments. Although kinetic data are available for a wide variety of terpenes (Atkinson and Arey, 2003), experimental information on their degradation pathways is much more limited. Selected product yields (usually for first generation carboxyls) are available for a number of species, but the most detailed information has been reported for the monoterpenes \(\alpha-\) and \(\beta-\) pinene. Even for these species, however, it is clear that the distribution of first generation products, and the elementary processes leading to their formation, remain far from fully characterized, and that experimental information on the further degradation of first generation products is very sparse indeed e.g. (Pinho et al., 2007). Detailed chemical mechanisms developed for such species therefore necessarily contain a substantial proportion of inferred reactions and estimated parameters. In recent years, theoretical methods have been applied with some success to elucidate aspects of the degradation of some complex VOC, in particular \(\alpha-\) pinene e.g. (Fantechi et al., 2002; Peeters et al., 2001; Vereecken et al., 2007; Vereecken and Peeters, 2004). Such methods invariably identify exotic reactions pathways which are not predicted by the extrapolation methods, based on relatively simple structure–reactivity relationships as outlined above. Although such alternative pathways have been shown to have a reasonably subtle influence on simulations of oxidant formation (Pinho et al., 2007), they have a notable influence on the precise structures of the products formed, and therefore potentially have a much greater effect on the perceived propensity of product distribution to contribute to SOA formation (Vereecken et al., 2007).

From the above discussion, it is clear that, despite considerable investigation, the elementary processes involved in the degradation of complex VOC such as aromatic hydrocarbons and terpenes, remain very sparsely characterized. The majority of information relates to the initial oxidation sequences to form first generation products, with the further degradation of established first generation products often not characterized at all. It is also becoming clear that chamber datasets for the oxidation of the product compounds (and possibly their degradation products) would be valuable in assessing the performance of detailed degradation mechanisms, and for gaining insights into chemical processes occurring on timescales longer than those addressed by conventional chamber experiments. This is particularly important for large complex emitted VOC, which are typically degraded via a large number of sequential (and parallel) steps.

### 3.1.1.2. Oxygenated volatile organic compounds (OVOCs)

The denomination oxygenated organic compounds includes a wide range of organic molecules such as alcohols (R–OH), ketones (R\(_1–\)CO–R\(_2\)), aldehydes (R–CHO), ethers (R\(_1–O–R_2\)), esters (R\(_1–COO–R_2\)) and acids (R–COOH). These compounds are either emitted directly by anthropogenic and biogenic sources or are produced in the atmosphere in the course of the oxidation of hydrocarbons. Until relatively recently, atmospheric OVOCs received little attention (Singh et al., 1995), as analytical methods were far from straightforward and their secondary formation was difficult to represent in models. Although it was well known that OVOCs are normally more abundant than hydrocarbons in rural and background air masses (Solberg et al., 1996) knowledge of sources and sinks, which has been assessed by campaign studies (e.g. Jacob et al., 2005a; Singh et al., 2004), has remained rather patchy. This has changed in the last years with the development of new analytical technologies (see (Laj et al., 2009)).

Early European OVOC data is available from Southern Germany (Schaunisland) from the 1990s, where during the European TORG project a short-term campaign showed average concentrations of 1.0, 0.7 and 2.5 ppbV for formaldehyde, acetaldehyde and acetone, respectively (Slemr et al., 1996). Furthermore, long-term measurements of aldehydes and ketones have been performed within the framework of the EMEP (Solberg, 2006). Concentrations measured from the Arctic to the Mediterranean were 0.2–2.5 ppbV for formaldehyde, 0.2–1.2 ppbV for acetaldehyde and 0.4–1.3 ppbV for acetone, with lowest values in the Arctic and highest concentrations in Southern Europe. In summer, these compounds are the dominant organic species in the European rural atmosphere (Solberg et al., 1996).

The most abundant OVOCs in the atmosphere are formaldehyde, acetaldehyde, acetone and methanol. Formaldehyde (HCHO) plays a key role in atmospheric chemistry as it readily photoyzles, being a source of the hydroperoxy radical (HO\(_2\)) and of ozone (in the presence of NO\(_x\)). It is formed either as an intermediate during the oxidation of many VOC or is emitted directly by fossil fuel combustion or biomass burning. The European background level of less than 1 ppbV (Fig. 16) increases slightly in rural regions and over the Mediterranean. Higher values are measured in urban environments, as the primary emissions get more important. In Europe, highest values are measured at urban agglomerations in Southern Europe (e.g. 30 ppbV in Athens (Bakeas et al., 2003)), which are comparable to mixing ratios in developing countries (e.g. Mexico city (Grutter et al., 2005)). HCHO has also been the focus of a dedicated study in Northern Italy (FORMAT), where concentrations of more than 10 ppbV during pollution events (Hak et al., 2005) have been assigned to secondary photochemical production (Liu et al., 2007).

Acetaldehyde (CH\(_3CHO\), as the next higher aldehyde homologue, has primary sources from vegetation, fossil fuel combustion and biomass burning and secondary sources from the oxidation of \(\geq C_2\) VOCs. European acetaldehyde concentrations range from 0.3 ppbV at a high-Alpine site (Legreid et al., 2008) to 27 ppbV in Athens (Bakeas et al., 2003). Background values have been questioned because reported concentrations are too high to be easily reproduced by...
Acetone (CH$_3$COCH$_3$) as the smallest ketone is primarily emitted by fossil fuel combustion, biomass burning and industrial processes and is a secondary product in the atmosphere from the oxidation of anthropogenic isoketones (Jacob et al., 2002). An oceanic source has been proposed (Jacob et al., 2002), but within a recent re-analysis of existing data no indications for such emissions could be found (Shim et al., 2007). European concentrations of acetone range from 0.7 ppbV at a high-Alpine site to several ppbV in the Mediterranean (Blitz et al., 2004).

Methanol (CH$_3$OH) is the most abundant non-methane VOC in the atmosphere, with concentrations in the European background ranging from 0.6 ppbV at a high-Alpine site to nearly 4 ppbV in the Mediterranean (Fig. 16). In general, concentrations are more equally distributed than those of other abundant OVOCs. This is caused by a fairly long lifetime and relatively dispersed emissions from plant growth/decay and from the self-reaction of methylperoxy (CH$_3$OO) radicals owing to the oxidation of CH$_4$ and VOCs (Jacob et al., 2005a; Schade and Goldstein, 2006; Shim et al., 2007). Destruction is dominated by gas phase oxidation by OH, with smaller contributions from dry deposition. The influence of oceanic fluxes is still unclear, as Heikes et al. (2002) argued for an oceanic source of methanol, whereas Jacob et al. (2005b) found the ocean to be a net sink (see also Fowler et al., 2009)).

Within alcohol OVOCs ethanol has a certain importance, especially in regions with anthropogenic influence. It is emitted by abiotic degradation, industry and motor vehicles. Interestingly, very high concentrations in a highway tunnel could be related to the use of window-wiper fluids (Legreid et al., 2007). The atmospheric importance of alcohols will increase in the future as there is a rise in biofuel usage.

Fig. 16. Concentrations of the most abundant OVOCs within typical European environments. Medit: Mediterranean average concentrations during background conditions (MINOS campaign) (Kormann et al., 2003; Salisbury et al., 2003); urban: Zurich (Switzerland) (Legreid et al., 2007); rural: Waldhof (Germany), average 1995–2004 (Solberg, 2006); N-Atlantic: Mace Head (Ireland) (Lewis et al., 2005); high-alpine: Jungfraujoch (Switzerland) (Legreid et al., 2008).

Atmospheric OVOCs have gained increasing attention over the last few years owing to a considerable progress in analytical methods and the realisation of their extensive involvement in atmospheric processes (Laj et al., 2009). There are still considerable gaps of knowledge, especially in the field of fitting global budgets of OVOCs (sources and sinks) and their influence on secondary organic aerosols (SOA) (see Section 3.2). The importance of OVOCs in SOA has been underlined by the detection of a multitude of oxygenated organic groups within SOAs (Hamilton et al., 2004).

A future scientific challenge will be the assessment of the impact of biofuels on air pollution under European conditions. First experiments at tail-pipe show that when using biofuels, emissions for primary pollutants while dependent on driving conditions are mostly enhanced (Durbin et al., 2007). In a recent review, Niven (2005) came to the conclusion that for the reduction of air pollution a fuel containing 85% ethanol is more favourable than one with only 10%. Studies in Brazil show higher aldehyde concentrations (Correa et al., 2003; Martins and Arbilla, 2003) in biofuels which could have a potential impact on secondary organic aerosol.

A new view of OVOC distributions is becoming available from satellites which open a number of opportunities for source and sink assessment (Wittrock et al., 2006). In summary, oxygenates are ubiquitous throughout the atmosphere, their sources are becoming better understood but their chemistry and sinks are poorly represented.

3.1.1.3. Biogenic VOC oxidation. Biogenic volatile organic compounds (BVOCs) are emitted into the atmosphere in copious quantities, are in general extremely reactive, and hence can exert a controlling influence over the oxidative chemistry near their emission source. For example, as the major reaction partner for OH, these species can control OH levels, [OH]/[HO$_2$] ratios, and ozone production rates. Furthermore, their oxidative by-products (e.g. CO) can be longer-lived than are the parent species and thus their influence can extend to the regional and even global scale. Lastly, as discussed in more detail later in this review, biogenics (isoprene, terpenes and sesquiterpenes) represent an important source of secondary organic aerosol (SOA), thus providing an additional major impact of these species on both climate-related and air quality issues.

Assessing the impact of a particular BVOC on the atmospheric chemistry requires a knowledge of 1) its atmospheric lifetime, which is controlled by its rate of reaction with the common atmospheric oxidants, O$_3$, OH and NO$_3$; and 2) the mechanism of its oxidation (i.e. the radical chemistry that occurs following initial attack by the oxidant, and the nature and fate of the stable products formed). Rate coefficients for reaction of OH, NO$_3$ and O$_3$ are well-established for most BVOC, including isoprene, all major monoterpenes, and a number of sesquiterpenes (see, for example, the comprehensive review of Atkinson and Arey, 2003)). The mechanisms involved in the oxidation of these BVOCs and the nature of the products formed, however, are not nearly so well-established (Atkinson and Arey, 2003).

The atmospheric oxidation of isoprene is dominated by its reaction with OH during the day and its reaction with NO$_3$ during the night, while ozone plays a minor role day and night. The OH-initiated oxidation in the presence of NO$_3$ is quite well understood. Methyl vinyl ketone (MVK) and methacrolein (MACR) have long been known to account for about 60% of the isoprene reacted e.g. (Tuzson and Atkinson, 1990), with formaldehyde as a co-product in each case. More recently, two isomeric hydroxy-carbonyl compounds [HOCH$_2$(CH$_3$)CHO and HOCH$_2$CH=CH(OH)CH$_3$] have been detected and quantified and appear to make up much of the remainder of the mass balance (Kwok et al., 1995; Yu et al., 1995; Zhao et al., 2004). An important, but highly uncertain, aspect of the
evidence now exists for the formation of small, but non-negligible amounts of SOA has been a major research thrust. Clear laboratory evidence for the formation of hydroxynitrate species from reactions of the various hydroxperoxy radicals with NO, e.g.

\[
\begin{align*}
\text{CH}_2\text{==CH--C(CH_3)(OO)--CH}_2\text{OH} + \text{NO} & \rightarrow \text{CH}_2\text{==CH--C(CH_3)
}\times (\text{O})\text{--CH}_2\text{OH} + \text{NO}_2 \\
& \rightarrow \text{CH}_2\text{==CH--C(CH_3)(ONO_2)--CH}_2\text{OH}
\end{align*}
\]

Laboratory-determined yields for these hydroxynitrates span a rather large range from 4 to 15% (Chen et al., 1998; Chiu and Stevens, 2002; Patchen et al., 2007; Sprengnether et al., 2002; Tuazon and Atkinson, 1990) and essentially nothing is known about their subsequent chemistry. The key point is whether these compounds react further to regenerate NOx, or whether instead they act as NOx sinks; this represents a major uncertainty in determining the overall impact of isoprene on ozone production, particularly in the eastern USA e.g. (Fiore et al., 2005; Horowitz et al., 2007, 1998; Ito et al., 2007; Liang et al., 1998; von Kuhlmann et al., 2004; Wu et al., 2007). Some comparisons of field measurements of the isoprene-derived nitrates with models are now available (Giacopelli et al., 2005; Horowitz et al., 2007). The study of Horowitz et al. (2007), for example, tends to support hydroxynitrates yields in the lower end of the range, with partial regeneration of NOx and a rapid rate of their dry deposition. Note that hydroxynitrates species are likely also the dominant products of the reaction of NOx with isoprene, thus increasing their potential impact.

There are relatively few studies of the OH-initiated oxidation of isoprene in absence of NOx, but reduced yields of the products noted above are evident (Miyoshi et al., 1994), balanced by increases in the yield of unsaturated hydroperoxide species, e.g. \(\text{CH}_2\text{==CH--C(CH_3)(OOH)--CH}_2\text{OH}\). The fate of these species is not known, but likely involves competition between further gas phase oxidation and depositional processes, with potential for impact on, for example, the overall CO production per isoprene oxidized e.g. (Miyoshi et al., 1994; Pfister et al., 2008).

Quantification of the contribution of isoprene oxidation to the formation of SOA has been a major research thrust. Clear laboratory evidence now exists for the formation of small, but non-negligible yields of SOA from the OH- and NOx-initiated oxidation of isoprene (e.g. Claeyts et al., 2004; Dommen et al., 2006; Edney et al., 2005; Healy et al., 2008; Kroll et al., 2005; Ng et al., 2008; Surrett et al., 2006) SOA yields of about 3% (on a mass basis) appear to be appropriate for typical atmospheric conditions (Henze and Seinfeld, 2006).

It has long been established that the atmospheric oxidation of the monoterpene and sesquiterpene isoprenes leads to the formation of substantial yields of SOA, and remarkable progress has been made in recent years in quantifying these yields and in elucidating the mechanisms involved (for a few recent examples, see Lee et al., 2006a,b; Ma et al., 2008; Pathak et al., 2008, 2007). However, our knowledge of even the initial processes involved in the gas phase oxidation of these species remains incomplete. For example, the major product of the OH-initiated oxidation of \(\alpha\)-pinene is thought to be pinonaldehyde, but measured yields of this species range from ~20 to 80% (Atkinson and Arey, 2003; Lee et al., 2006a,b). Given that the lower yields were determined using the more species-specific analytical tools, it appears that a major gap exists in our ability to quantify the first-generation products from the OH-initiated oxidation of even this most common terpene. Lastly, given the complexity of the chemistry involved, it is not at all surprising that studies of the gas phase sesquiterpene chemistry are limited in number (e.g. the reviews of Atkinson and Arey, 2003; Jaoui and Kamens, 2003; Jaoui et al., 2003, 2004) and that mechanistic information for these species remains incomplete. Progress towards quantifying these mechanistic details will require continued input from theoretical and analytical chemists, as well as from organic synthetic chemists who can provide authentic standards of reaction products for identification and quantification.

As noted above, BVOCs (particularly isoprene) exert a controlling influence over oxidant levels in regions of high emissions; however, there are numerous indications from field studies that these impacts are not quantitatively understood. First, there is evidence to suggest that additional, reactive BVOCs are present in various forested regions that are not currently accounted for. For example, Di Carlo et al. (2004), in a study in a deciduous forest in Michigan, showed that measurements of total OH reactivity exceeded that calculated from measurements of individual [VOC] and knowledge of their OH rate coefficients (see Fig. 17). The positive correlation of this "missing reactivity" with temperature provided strong evidence for the presence of unaccounted-for biogenic emissions. From similar measurements of OH reactivity in Tokyo, (Yoshino et al., 2006) noted missing reactivity in the summer months, possibly due to a contribution from BVOCs. In a similar vein, studies at a California forested site (Goldstein et al., 2004; Holzinger et al., 2005a; Kurpis and Goldstein, 2003) show larger downward ozone deposition velocities than can be accounted for, likely the result of reaction of \(O_3\) with very reactive, but unmeasured, BVOCs. Sesquiterpenes are certainly candidates to make up some of these imbalances e.g. (Holzinger et al., 2005a) and the ability to quantify these species is improving e.g. (Ortega and Helmig, 2008; Ortega et al., 2008, 2007), but full accounting for any missing reactivity has yet to be achieved.

Finally, there are numerous indications that levels of OH in and near forested areas are much higher than those expected from known chemistry. For example, Tan et al. (2001) noted [OH] model/measurement disagreements of about a factor of 2–3 in a deciduous forest in Michigan. At the same site, Faloona et al. (2001) measured significant levels of nighttime [OH] whose source is unknown. Thornton et al. (2002) noted in a study conducted in isoprene-impacted, suburban Nashville, USA, discrepancies in modelled versus measured ozone production rates as a function of NOx and postulated an overestimate of HOx sinks in current models. In studies at the same California forested site referred to above,
Farmer and Cohen (2008) noted significant upward fluxes for nitric acid and PANs during summertime, implying very high [OH] in the forest canopy. In heavily isoprene-impacted but low NOx environments in South America, discrepancies between modelled and either observed or inferred levels of [OH] have been demonstrated (Karl et al., 2007; Leelveld et al., 2008). Unexplained high OH concentrations were observed in the presence of isoprene and anthropogenic VOCs in a rural environment in Southern China, when NOx was below 1 ppbV (Hofzumahaus et al., 2009). These imbalances in measured/modelled OH distributions can obviously result from either an underestimate of sources or an overestimate of sink terms. In case of the Southern China study, measured and modelled OH reactivities were in agreement, demonstrating that an unknown OH source was responsible for the unexplained high OH concentrations (Hofzumahaus et al., 2009). Reactions of terpenes and sesquiterpenes are known sources of OH (Atkinson and Arey, 2003) and these reactions may contribute, particularly given that not all of these species are being accounted for, as noted above e.g. (Kurpius and Goldstein, 2003). On the sink side, common to many of these studies are suppositions, first put forward by Thornton et al. (2002), that reactions of HO2 with peroxy radicals (particularly those derived from isoprene) may not be as efficient HOx sinks as previously believed, and may instead act to ‘recycle’ OH. Laboratory studies showed that at least in some specific cases, for example in the reaction of peroxyacetyl radicals with HO2 (Dillon and Crowley, 2008; Hasson et al., 2004; Jenkin et al., 2007) regeneration of OH does indeed occur:

\[
\begin{align*}
CH_3C(O)O_2 + HO_2 & \rightarrow CH_3C(O)OOH + O_2 \\
CH_3C(O)O_2 + HO_2 & \rightarrow CH_3C(O)OH + O_3 \\
CH_3C(O)O_2 + HO_2 & \rightarrow CH_3 + CO_2 + OH + O_2
\end{align*}
\]

However, as discussed in Section 3.1.1.1, Dillon and Crowley (2008) have demonstrated that very little recycling occurs for reactions of HO2 with hydroperoxy radicals, similar to those generated by OH reaction with isoprene. As an alternative mechanism, Peeters et al. (2009) have predicted in a theoretical study the highly efficient recycling of HO2 by unimolecular reactions of OH-peroxy-isoprene radicals and additional OH formation by photolysis of the hydroperoxy-aldehyde co-products. Final conclusions on this issue await experiments involving the isoprene-derived peroxy radicals themselves or those derived from major isoprene oxidation products (e.g. MVK and MACR).

3.1.2. New insights into nitrogen chemistry

Nitrogen oxides have a key role in the atmospheric radical chemistry that leads to the oxidation of reactive trace gases and to the (photochemical) formation of ozone. Deposition of gas phase nitrogen compounds is of importance as an input of nutrients to vegetation (Fowler et al., 2009). Different species of nitrogen compounds have widely varying chemical and physical properties, thus the processes that chemically convert species of oxidized as well as reduced nitrogen compounds, are important for their transport, their influence on atmospheric chemistry and their deposition to the surface (see Fig. 18). Some important progress has been made recently in the understanding of these processes caused by field observations with new, highly sensitive measurement techniques (e.g. for measurement of HONO, HNO3 and NO3 radicals see Laj et al. (2009)) and from new information about chemical reactivity obtained by laboratory studies.

3.1.2.1. Chemical sinks for oxidized nitrogen

Uptake of N2O5 on aerosol surfaces.

Production of HNO3 and for removal of nitrogen oxides from the atmosphere (see also Section 3.3.2). A modelling study by Liao and Seinfeld (2005) suggests that it accounts for approximately 30% of all HNO3 formation in the atmosphere. The development of measurements of N2O5 (see also (Laj et al., 2009)) has allowed more direct evidence of the importance of these reactions to be obtained, as illustrated by recent field studies (Brown et al., 2006b; Wood et al., 2005). However, model simulations require detailed knowledge of the kinetics of the uptake of N2O5 on a variety of surfaces. Recent laboratory studies have addressed the uptake of N2O5 at different surfaces: dust, sea salt (which can cause Cl-activation by release of CINO3) and sulphate, thus providing an improved basis for model simulations of this chemistry. Of particular interest is the finding by Antilla et al. (2006) that organic coatings may significantly slow down the uptake of N2O5 on wet aerosols.

The reaction

\[
\text{HO}_2 + \text{NO} \rightarrow \text{OH} + \text{NO}_2
\]

is a step in the atmospheric chain reactions that lead to generation of ozone. However, a laboratory study (Butkovskaya et al., 2007) has shown that a minor channel (approximately 0.5% near the Earth’s surface and 0.8% in the tropopause region) forms HNO3. This latter channel thus terminates the chain reaction and favours removal of oxidized nitrogen from the atmosphere because HNO3 is much faster removed by deposition than NO and NO2. A recent modelling study by Carillo et al. (2008) estimates that tropospheric ozone concentrations decrease by 5–12% when the aforementioned reaction channel is accounted for.

3.1.2.2. HONO formation. The UV photolysis of nitrous acid, HONO (in the wavelength range from 300 to 405 nm), is an important source for OH radicals in the polluted urban atmosphere e.g. (Alicke et al., 2003, 2002; Kleffmann, 2007; Kleffmann et al., 2005; Lamml and Cape, 1996; Stutz et al., 2002; Zhou et al., 2002) and the polar boundary layer (Zhou et al., 2001). HONO is toxic and its chemistry leads to the formation of carcinogenic nitrosamines. In addition, HONO formation at chamber walls is a candidate for intrinsic ‘chamber dependent’ radical formation, which is observed in most smog chamber experiments e.g. (Rohrer et al., 2005).

\[
\text{HONO} + h\nu \rightarrow \text{OH} + \text{NO} / (300 \text{ nm} < \lambda < 405 \text{ nm})
\]

Recent developments of more sensitive measurement techniques for HONO, e.g. the Long Path Absorption Photometer
(LOPAP) and CRDS, (see also Laj et al. (2009)) have led to an improved knowledge of the diurnal variations of ambient concentration levels, and it has been found that daytime sources are stronger than previously believed, at urban as well as rural sites (Kleffmann, 2007; Kleffmann et al., 2005; Zhou et al., 2002). An example of the latter is the study carried out at the rural mountain site of Hohenpeissenberg (980 m a.s.l.) where HONO photolysis during a summer campaign was found to account for 42% of the integrated photolytic HOx formation (Acker et al., 2006). Up to 1% of the emitted NOx was found as nitric acid in heavily polluted areas with high amounts of traffic. Kirchstetter et al. (1996) reported a HONO/NOx emission ratio of 0.35% for a North American car fleet, while Kurtenbach et al. (2001) found 0.65% of NOx emitted as HONO in a traffic tunnel in Germany. Overall, the contribution of HONO to the oxidizing capacity of the lower atmosphere now seems to be 2–3 times higher than previously believed (Kleffmann, 2007).

It is generally accepted that reactions of NOx on humid surfaces can cause the observed build-up of HONO during the night, but the recent observations have encouraged laboratory studies of potential photochemically enhanced formation mechanisms. Photochemically induced HONO formation has been observed from surfaces treated with nitric acid, most likely not due to direct photolysis of HNO3 but rather due to the formation of photolabile substances such as organic nitrates or reduction of HNO3 by photosensitized organic substances. Other studies have shown that sun-irradiation of some organic substances, particularly humic acids (George et al., 2005; Stemmler et al., 2006) can strongly enhance HONO formation by reaction with NOx.

Titanium dioxide, which is a common component of atmospheric mineral aerosol, has also been found in laboratory experiments to act as an efficient catalyst for the reduction of NOx to HONO, when activated by illumination with near UV light (Gustafsson et al., 2006). Subsequently, in a laboratory study carried out by Ndour et al. (2008), it was shown that real mineral dust samples, as well as mixtures that mimic these, caused photoenhanced uptake of NO2 and formation of HONO. A reaction mechanism involving H2O and NO2 was proposed. Three-dimensional modelling showed that during a dust event a strong reduction of NO2 (37%) in the free troposphere could be expected owing to photoenhanced uptake on dust. The average global reduction of NO2 would be 3%.

A recent laboratory study by Li et al. (2008) suggests that the reaction of electronically excited NO2 with water vapour may be a significant source of OH and HONO in the lower troposphere, where NO2 and H2O are abundant gases.

\[ \text{NO}_2 + \text{hv}(\lambda > 420 \text{ nm}) \rightarrow \text{NO}_2^* \]  \hspace{1cm} (11)

\[ \text{NO}_2^* + \text{H}_2\text{O} \rightarrow \text{HONO} + \text{OH} \]  \hspace{1cm} (12)

Li et al. have estimated that excited NO2 may contribute in the order of 10–50% of the OH production from ozone photolysis at solar zenith angles of 70°–85° in the lowest 2 km. Their results differ largely from a previous study by Crowley and Carl (1997), who measured an order of magnitude smaller rate constant. Model calculations by Wenneberg and Dabdub (2008) demonstrate that the new OH source could be relevant for the photochemical formation of ozone and fine particles in urban environments and recommend further investigations of the kinetics of the NO2^+ + H2O reaction. Recently, however, the results by Li et al. (2008, 2009) have been questioned by Carr et al. (2009) who failed to observe OH formation in the reaction of NO2^+ + H2O and suggest that the reaction has little impact on atmospheric chemistry.

Laboratory studies have shown that photolysis of ortho-nitrophenols leads to formation of HONO (Bejan et al., 2007) and another study suggests that photolysis is the main gas phase atmospheric loss process for methyl-ortho-nitrophenols. It seems that these reactions provide a non-negligible source of HONO at daytime that may help to explain the observed concentrations. Nitrophenols are emitted directly to the atmosphere and also formed by photooxidation and (at nighttime) by reactions initiated by the NO3 radical.

### 3.1.3. Radical chemistry

Free radicals (OH, HO2, RO2 with R = organic group, NO3) play a central role in the chemical processes that transform trace gases and pollutants in the atmosphere (Monks, 2005). OH and HO2, collectively referred to as H2Ox and RO2 are of major importance at daytime when they are efficiently photochemically formed. In contrast NO3 is important at night, but has a negligible role at daytime owing to its fast photolysis. In the following, recent results related to the chemistry of H2Ox (= OH + HO2) in the atmospheric boundary layer will be summarized. Nighttime chemistry is discussed in Section 3.3.2.

It is generally accepted that OH represents the major atmospheric oxidant, which is responsible for self-cleaning of the atmosphere (see overview by Ehhalt (1999)). The current knowledge of atmospheric gas phase chemistry is represented by chemical mechanisms of large complexity (Jenkin et al., 2003; Saunders et al., 2003) (see also Section 3.1.1). Following the successful development of instruments for measurement of OH and other radicals in the 1990’s, an increasing number of field studies have tested the validity of chemical mechanisms for different environments (Heard and Pilling, 2003). Over the last five years, comprehensive field campaigns of increasing complexity and instrumentation, as well as new laboratory and simulation chamber studies, and novel measurement techniques have yielded exciting new research findings. The results demonstrate significant progress in the understanding of the major production and loss processes of radicals and of atmospheric chemical mechanisms, but also reveal major uncertainties that still have to be solved in the future.

The principal source of atmospheric OH radicals through photolysis of ozone has been known for a long time, but only recently a major revision of the wavelength dependence of the O(1D) quantum yield data has been concluded (Matsumi et al., 2002) and confirmed by field measurements of ozone photolysis frequencies (Hofzumahaus et al., 2004). The revision states that the energetic threshold for O(1D) formation occurs at a longer wavelength (~ 340 nm) than originally thought (310 nm) and results in significantly higher OH production rates to be calculated in models. The temperature dependent effect accounts for 25–40% of the OH production from O(1D) at solar zenith angles from 40° to 80° at 298 K (Matsumi et al., 2002).

Progress in the quantification of the total amount of reactive pollutants has been achieved by the development of instruments that measure the total atmospheric OH loss rate (Lou et al., 2009; Kovacs and Brune, 2001; Sadanaga et al., 2004; Sinha et al., 2008). These techniques have been used successfully to assess the budget of measured OH in field campaigns and to quantify missing OH reactivities in forested and urban regions (e.g. Di Carlo et al., 2004) (see Fig. 17); (Lou et al., 2009; Yoshino et al., 2006) as well as in the free troposphere (Mao et al., 2008). In most cases, the measured total OH reactivity was found to be larger than the reactivity, calculated from individually measured trace components, by as much as a factor 2, suggesting that a substantial amount of atmospheric VOCs are insufficiently captured by available measurement techniques.

Major loss reactions of tropospheric HO2 have been investigated in view of their potential to influence the OH concentration in the atmosphere. It is generally assumed that the loss of
H2O in very clean air occurs predominantly through self reactions of H2O and RO2, yielding H2O2 and ROOH as products. Recently it was discovered in laboratory studies that the reaction of specific RO2 radicals with H2O can produce OH at significant yields (Dillon and Crowley, 2008, and references therein) (see also Section 3.1.1.1).

Recent field studies e.g. (Sommariva et al., 2004) have indicated that HO2 can be lost heterogeneously on aerosols. Although this possibility had been pointed out long ago e.g. (Mozurkewich et al., 1987; Saylor, 1997), surprisingly few data exist for the uptake coefficient of HO2 on atmospheric aerosols. In a recent laboratory study, Taketani et al. (2008) have measured the uptake of HO2 at ambient concentration levels on ammonium sulphate and sodium chloride aerosols.

Polar photochemistry has received increasing attention over the last few years. In general, different radical concentration levels have been observed at different places in the polar boundary layer. OH was measured at different marine sites in Antarctica and showed small concentrations (<10^6 cm^-3) in January/February as is expected for conditions of low insolation at polar latitudes (Bloss et al., 2007; Jefferson et al., 1998). However, surprisingly high concentrations were observed in the 10^6–10^7 cm^-3 range at South Pole (Giuladini et al., 2004) and Summit, Greenland (Sjostedt et al., 2007) at hemispheric summer. Corresponding HO2 – RO2 concentrations reached peak values of several 10^6 cm-3. The unexpected high radical concentrations could be explained by the photolysis of snow-eroded HO2 precursors (HCHO, H2O2) plus efficient radical recycling by NO from snow (Chen and Penner, 2005; Chen et al., 2007). In contrast, radical recycling at the marine site Halley, Antarctica was dominated by small amounts of halogen oxides (<5 pptV of IO and BrO, each), which were identified by absorption spectroscopy (Saiz-Lopez et al., 2007) and contribute to ozone destruction. HONO was observed to be emitted from snow packs e.g. (Zhou et al., 2001) but its relevance as an OH source in polar boundary layer air remains uncertain (Bloss et al., 2007; Chen et al., 2007).

The chemistry of HOx in the marine boundary layer in clean oceanic air was investigated on a ship cruise in the Atlantic Ocean along 30°W (Brauers et al., 2001) and at baseline observatories in the Pacific Ocean at Mauna Loa, Hawaii (Hauglustaine et al., 1999) and Cape Grim, Tasmania (Monks et al., 1998; Creasey et al., 2003; Sommariva et al., 2004). Reported OH values had noontime maxima in the range of (2–10) × 10^6 cm^-3 and were in general good agreement with model predictions for clean baseline conditions. At Mauna Loa during summer, however, OH observations were significantly overestimated by models by a factor 1.5–2, possibly the result of unnoticed local emissions of biogenic VOCs which were not included in the model (Hauglustaine et al., 1999). Recent field studies were performed at coastal stations, where the HOx chemistry is influenced by emissions from the land and the shore line e.g. (Berresheim et al., 2002; Fleming et al., 2006b; Kanaya et al., 2007a,b; Sommariva et al., 2006). Observed HO2 concentrations were found to be generally much lower, by as much as a factor of 3.6, than predicted by atmospheric models (Carslaw et al., 2002; Kanaya et al., 2007a,b; Sommariva et al., 2006). Heterogeneous loss reactions of HO2 at aerosols and reactions of HO2 with halogen oxides (XO, X = Br, I) were identified as possible processes, which might explain the low levels of measured HO2 (Bloss et al., 2005a,b; Kanaya et al., 2007a,b; Sommariva et al., 2006). Read et al. (2008) have demonstrated by long-term measurement ubiquitous presence of daytime IO and BrO at Cape Verde in the Atlantic Ocean. They show that the coupling of halogen and HOx chemistry contributes about 50% to the observed ozone loss in the marine boundary layer and estimate a 5–12% enhancement of OH by halogen reactions in that region (see also Section 3.3.1). Further, interesting results on radical activity in winter (Fleming et al., 2006a) in the coastal marine environment have been observed.

Recent studies of atmospheric HOx in rural and forested areas have revealed surprising results. A long-term record of OH was measured from 1999 to 2003 at Hohenpeissenberg Observatory in Southern Germany, which is influenced by anthropogenic and biogenic emissions (Rohrer and Berresheim, 2006). Data analysis has shown that the variability of the five-year record can be statistically explained mostly by one parameter, the photolysis frequency of the ozone (O1D) formation. A similar high correlation between OH and (O1D) had been observed before at different field sites on shorter time scales (days and weeks), with different slopes in different environments e.g. (Ehnhalt and Rohrer, 2000; Eisele et al., 1997; Holland et al., 2003; Poppe et al., 1994; Rohrer and Berresheim, 2006). The analysis at Hohenpeissenberg demonstrates that the controlling factors of OH abundance may exhibit correlations, which can compensate substantially their influences on OH. Thus, neither a pronounced seasonal variation, nor a long-term trend in OH was observed at Hohenpeissenberg, besides the influence of solar UV (Rohrer and Berresheim, 2006). Surprisingly, the observed correlation of OH with (O1D) was significantly better than with OH calculated by a full chemical model, pointing to an insufficiently self-stabilising behaviour of the atmospheric oxidation efficiency.

An unknown stabilising effect on atmospheric OH has been proposed for unpolluted air above the Amazonian rain forest in Surinam, where measured OH (up to 10 × 10^6 cm^-3) in the lower troposphere decreased much less than expected in the presence of high isoprene concentrations (Jelisveld et al., 2008) (Fig. 19). Measured-to-modelled OH ratios were found to increase from about unity at low isoprene (<200 pptV) to values greater than 10 at high isoprene mixing ratios of several ppbv (Kubistin et al., 2008). A similar trend of similar magnitude was reported by Ren et al. (2008), who measured much higher than predicted OH concentrations in the lower troposphere over forested regions in the US, consistent with previous tower-based field observations in a deciduous forest in northern Michigan (Tan et al., 2001). High OH concentrations were also measured in the Pearl-River Delta in Southern China, with average noontime values of 15 × 10^6 cm^-3 in the presence of high VOC loads with significant isoprene contributions and low NO (Hofzumahaus et al., 2009). These OH observations are a factor 3–5 higher than expected from atmospheric box models. Reasonably good agreement was observed for measured and modelled OH at a forested site in Whiteface Mountain N.Y., USA, where isoprene made up a small fraction of the OH reactivity (Ren et al., 2006a). Overall, major uncertainties remain in the current understanding of OH and its dependence on VOCs in low NOx environments.

Urban air pollution impacts human health, and plumes of large (mega)cities may influence air quality and climate on regional to global scales (e.g. Molina et al., 2007, and references therein). For these reasons radical chemistry in urban environments has received growing attention in the last years (Elshorbany et al., 2008; Emmerson et al., 2007, 2005; George et al., 2005; Holland et al., 2003; Kanaya et al., 2007a,b; Martinez et al., 2003; Ren et al., 2006a,b; 2003; Shirley et al., 2006; Volz-Thomas et al., 2003). The atmospheric chemistry in large cities is significantly different from rural and remote environments due to large emissions of NOx, CO, VOCs and oxygenated VOCs. As a result high levels of precursors and reactants of radicals are present with correspondingly large chemical turnover rates. For example, total OH reactivities were observed to reach values of 100 s^-1 in Mexico City (Shirley et al., 2006) and Tokyo (Yoshino et al., 2006), which is two orders of magnitude larger than the reactivity in the remote atmosphere. Despite the large complexity of trace gas composition and the large
variability of trace gas loads, summertime urban OH concentrations of \((3–10) \times 10^6 \text{ molecules}^{-3}\) were observed to be quite similar to values measured in the remote atmosphere (see Kanaya et al., 2007a,b) and references therein. OH values were generally smaller in winter, but not as much as would be expected from the reduction of \(j(O_1D)\) (Heard et al., 2004; Kanaya et al., 2007a; Ren et al., 2006b).

The major primary sources of HO\(_2\) were identified to be the photolysis of HONO and aldehydes, ozonolysis of alkenes, and to less than 50% by photolysis of ozone e.g. (Alicke et al., 2003; Emmerson et al., 2005; Kanaya et al., 2007a,b; Ren et al., 2006a,b; Volkamer et al., 2007a,b). In general, the urban concentrations of OH and HO\(_2\) are reasonably reproduced within a factor 2 by current atmospheric chemistry models. In some field studies, however, modelled HO\(_2\) was significantly smaller than measured, in particular at high levels of NO, leaving uncertainty in the predictability of photochemical ozone production in city plumes (Martinez et al., 2003; Ren et al., 2006b).

3.1.4. Tropospheric ozone

Tropospheric ozone has a threefold importance. Ozone is a powerful greenhouse gas, producing an extra radiative forcing of \(0.35 \text{ Wm}^{-2}\), about 20–25% of the human activity induced radiative forcing due to greenhouse gas changes. Ozone is also at the centre of atmospheric tropospheric gas phase photochemistry. It is the main source of hydroxyl radical, which drives the oxidizing capacity of the atmosphere, a key factor controlling, among other species, methane concentration. Finally, surface ozone is an oxidant capacity of the atmosphere, a key factor controlling, among other things, tree damage (Krupa and Manning, 1988), reduces photosynthesis and growth (Reich and Amundson, 1985) and therefore crop yields (Fiscus et al., 2005) (see also Ashmore, 2005; Felzer et al., 2007) for recent reviews.

In remote regions, the overall tropospheric ozone concentrations result from a balance between chemistry and transport of precursors from polluted regions and from natural sources (biogenic VOC emissions, biomass burning, lightning) and deposition. In recent years, there has been significant evidence of large-scale, interhemispheric transport of ozone and precursors, over the Pacific ocean (Jacob et al., 1999; Jaffe et al., 1999), the Atlantic ocean (Lewis et al., 2007) and over the Eurasian continent (Wild et al., 2004) (see also Section 4.5). However, the largest ozone concentrations are found over continental (polluted) regions: eastern U.S., Europe and China.

The changing balance between ozone production and loss has changed during the 20th century, owing in the main to human activity resulting in a dramatic increase in background ozone concentrations (Volz and Kley, 1988). Ozone trends during the last 15–20 years appear less pronounced (Oltmans et al., 2006). In Northern mid-latitudes, a number of recent observational studies indicate slightly positive trends of background ozone from surface observations (Carslaw, 2005; Jaffe et al., 2003; Jenkin, 2008), ozonesonde (Naja et al., 2003) and airborne measurements from the MOZAIC (Measurement of ozone and water vapour by Airbus in service aircraft programme) (Marenco et al., 1998). However, a recent study of marine boundary layer concentrations in upwind European and American air found significant trends of about 0.5 ppbv year\(^{-1}\) (see Fig. 20), a rate comparable to the average rate over the 20th Century (Parrish et al., 2009). In the tropics, measurements have also showed significant recent positive trends (Bortz and Prather, 2006).

At a regional scale contrasting trends have been reported from observations. In general, weak positive background ozone trends (Carslaw, 2005) compete with the effects of decreasing precursor emissions over continental areas (Jenkin, 2008; Jonson et al., 2006). High distribution percentiles decrease while low percentiles increase, as shown in Fig. 21 for the rural site of Lullington Heath in England (Jenkin, 2008). The decreasing trend of highest percentiles is compatible with the known emissions reductions since 1990 (Vautard et al., 2006a). In large cities the ozone trends can have a different behaviour, as ozone concentrations are largely limited by the presence of abundant NO. Mean ozone concentrations often have a positive trend in city centres owing to NO\(_x\) emission reductions (see Fig. 21). However, the decadal ozone trends in and around large cities have not yet seen much published work.

The regional structure of future ozone changes has been predicted in several modelling studies. Taking into account only emission control policies for the near future (2010 or 2020), several multi-model exercises have been conducted in support to the Clean Air For Europe programme (CAFE). The City Delta project (Cuvier et al., 2007) aimed to predict the impact of emission reductions of several emission scenarios for 2010 and its uncertainty in several European cities. The same exercise was carried out at the larger scale of the European continent (EuroDelta: (van Loon et al., 2007)). At continental scale the efficiency of emission reductions was demonstrated but models provided a large spread of responses in city centres.

The impacts of two other major factors that influence future European ozone changes have also been investigated that is background ozone owing to global precursor emission increases and climate change. Background ozone increase leads to a rather
uniform regional surface ozone increase (see Fig. 35). The combination of this trend with the effect of European emission reductions leads to a divergent picture (Szopa et al., 2006). Several other studies focused on the regional impact of climate change only, and found a general increase of ozone concentrations owing to increasing biogenic emissions and shortwave radiation (Forkel and Knoche, 2005; Meleux et al., 2007; Mickley et al., 2004).

During the last ten years, the development of regional air quality models reached an operational or quasi-operational stage for ozone forecasting. After the pioneering experimental forecasts carried out by Tilmes et al. (2002) fully operational systems have been designed and evaluated over several years (Honore et al., 2007). The GEMS European project also offered a framework to coordinate several European forecasting efforts and modelling groups. The simultaneous use of an ensemble of several regional air quality models for forecasting ozone concentrations has been evaluated (Delle Monache and Stull, 2003). For ozone simulation the use of ensembles seem to provide a fair representation of uncertainty, either using one model with perturbed parameters (Mallet and Sportisse, 2006) or using several different models developed independently (Vautard et al., 2006b). Uncertainty in emission scenario analysis at urban scale has also been tackled using Bayesian Monte-Carlo techniques (Deguillaume et al., 2008).

Effort has also been put on analysing the sensitivity of ozone production to factors like biogenic emissions using state of the art inventories and methodologies (Curci et al., 2009) or to the speciation of NOx emissions and in particular the fraction of nitrogen dioxide and HONO (Jenkin et al., 2008).

Future global ozone changes will be driven by changes in precursor global emissions and by changes in climate (e.g. temperature, humidity, general circulation and mixing, clouds). Despite the fact there is now a significant body of literature on this subject, the future prediction of these drivers and their relative contributions to changes in atmospheric composition still have significant uncertainties (IPCC, 2007). A global increase of all primary emissions is predicted for the next decades, especially owing to the massive economic development and population increase in several developing countries (see Section 3.3.6). Without considering climate impacts, global air quality is predicted to worsen with the pollutant background concentrations increasing, in particular ozone.

The increase in temperature and water vapour tends to reduce the ozone burden, especially in tropical and equatorial areas. However, drought increase in sub-tropical and southern/central mid-latitudes should increase photochemistry and therefore ozone concentrations. Direct dynamical and chemical effects of climate change impact the concentration of ozone and primary pollutants

---

Fig. 20. (a) Comparison of the 12-month running mean O3 concentrations from the Pacific MBL sites and Mace Head, Ireland. (b) Comparison of the running annual mean O3 concentrations from this work with the annual averages of earlier measurements reported from two European sites by Volz and Kley (1988) (Parrish et al., 2009).

Fig. 21. Trend in hourly mean ozone distribution centiles at Lullington Heath (left) and Leeds Centre (right), based on data over the respective periods 1990–2006 and 1993–2006. Solid lines are linear regressions of data indicating the average trend over the period. After Jenkin (2008).
through changes in various other processes like atmospheric stability and stratospheric ozone intrusion (Hauglustaine et al., 2005; Rind et al., 2001; Zeng and Pyle, 2003). In addition to these processes involving changes and dynamics and atmospheric temperature, climate change can also affect atmospheric composition through perturbations of natural emissions of precursors. This is particularly the case for lightning NOx (Brasseur et al., 2006) biogenic emissions of volatile organic compounds (Lathiere et al., 2005; Sanderson et al., 2003) and emissions of nitrogen oxides by microbiological activity in soils. Even more indirect effects of climate change can influence future ozone concentrations like changes in methane emissions from flooded areas, changes in dry deposition owing to turbulence or vegetation evolution, changes in fire frequency. The proxy for climate change afforded by the recent studies of heat waves is discussed in Section 3.3.5.

3.1.5. Isotope chemistry

Measurement and modelling of isotopically-substituted molecules has become a major research area in atmospheric chemistry. The isotopic composition of trace gases and aerosols provides unique information on their origin, chemistry and transport, complementary to mere concentrations. Different isotopologues (molecules that differ only in their isotopic composition (Coplen, submitted for publication)) behave chemically in the same way, but their production and loss timescales vary by a few percent or less. This leads to small, but measurable changes in their characteristic isotopic composition (also known as “isotopic fingerprint” thanks to forensic applications including food authentication). Clearly, atmospheric isotope measurements are not restricted to the gas phase, but are increasingly used for particulates notably nitrate, sulphate and carbonaceous aerosols. Isotope measurements are not restricted to modern samples; rocks and other geological deposits as well as air and particles extracted from ice-core and firm samples offer a unique window into the climate and atmospheric chemistry of the past.

As noted by Brenninkmeijer et al. (2003), three main thrusts govern research in atmospheric isotope chemistry. Foremost, is the desire to obtain additional constraints on problems related to atmospheric chemistry itself. Secondly, atmospheric isotope measurements cross-fertilise discoveries in related fields, notably the strong anomalous isotope effect in ozone formation. Finally, methodological advances in measurement techniques often open up new scientific questions, for example the coupling of gas chromatography and isotope ratio mass spectrometry (Matthews and Hayes, 1978) or the development of position-dependent 15N/14N isotope ratio analysis in N2O (Rockmann et al., 2000; Toyoda and Yoshida, 1999).

General reviews of the topic are available (Johnson et al., 2002; Brenninkmeijer et al., 2003; Gros et al., 2004) as well as reviews on volatile organic compounds (Goldstein and Shaw, 2003; Rudolph, 2007) and on non-mass dependent isotope effects (Mauersberger et al., 2003; Thiemens, 2006). Schinke et al. (2006) has reviewed progress in understanding the isotope effect in ozone formation. Atmospheric isotope measurement techniques are discussed in Laj et al. (2009). IUPAC has adopted a recommendation on isotope-related terms (Coplen, in press).

Atmospheric O3 has large relative 17O/16O and 18O/16O enrichments (−60‰) compared to the source gas O2, which is created by O3 formation via O + O2 + M and O3 photolysis. Since many atmospheric species (e.g., NOx, NO3−, SO42−, ClOx, BrOx, stratospheric CO2, even O2 itself) are formed or affected by reactions involving O3, they inherit part of the “isotopic fingerprint” from O3, which allows the tracing of these species through the atmosphere to study their reactions and transport. An important aspect of O3 isotope chemistry is the non-mass dependent fractionation during its formation. Based on the mass differences between 17O and 16O and between 18O and 16O, one would expect to find approximately half the relative isotope ratio difference for 17O/16O (17δ) than for 18O/16O (18δ), using atmospheric O3 as a reference. However, in O3 and many other species, deviations from such a mass-dependent relationship occur. These deviations can be expressed as (Kaiser, 2008), but other definitions are also in use (Angert et al., 2003; Farquhar et al., 1998; Thiemens et al., 1995). The value of f = 0.528 is based on the meteoric water relationship between 17δ and 18δ (Barkan and Luz, 2005; Meijer and Li, 1998).

Fig. 22 shows measurements of the isotopic composition of many atmospheric species, most of which have non-zero 17δ values.
due to interaction with O$_3$. The only exceptions are water ($^{17}$D = 0) and CO ($^{13}$C = 0 due to reaction of CO + OH).

Stable sulphur isotopes $^{32}$S, $^{33}$S, $^{34}$S and $^{36}$S (Farquhar et al., 2000; Ono et al., 2006) can be used, as before the establishment of the stratospheric O$_3$ layer, shortwave UV radiation was responsible for non-mass dependent sulphur fractionation during SO$_2$ photolysis. The products of this reaction were partitioned into different sulphur species of sufficient lifetime that prevented immediate recycling to SO$_2$ and allowed incorporation into rocks. Sulphur isotope anomalies found in rocks therefore provide unique insights into O$_2$ and O$_3$ concentrations of the distant geological past (>2 Ga ago). The same partitioning can still occur even in the modern atmosphere during stratospheric volcanic eruptions (Baroni et al., 2007).

Many applications of isotope measurements involve using isotopic fingerprints of individual sources to improve budget estimates. For example, $^{14}$C (“radiocarbon”) is useful to distinguish fossil fuel emissions (“dead carbon” with no $^{14}$C) from biomass burning or biogenic emissions (with “modern” $^{14}$C abundance). Isotopic fingerprints of different sources often overlap, so that additional constraints are used or different isotopes are combined (e.g. in case of CO, $^{13}$C, $^{14}$C, $^{17}$O and $^{18}$O provide four independent constraints in addition to concentrations). However, it is important to realise that isotopes can tell us not only about sources and sinks, but also about atmospheric lifetimes, partitioning between atmospheric reactions, gas-to-aerosol conversion and the atmosphere in the recent and distant geological past, reaction kinetics, deficiencies of kinetic theories, etc. They are also useful to infer rates of atmospheric transport and mixing, e.g. stratosphere-troposphere exchange using $^{17}$D(CO$_2$) or water isotopes.

Several directions are evolving as foci of future isotope research in atmospheric chemistry. CO$_2$ isotope measurements can be expected to continue to grow as the number of monitoring stations around the globe operated by networks such as CARBO-EUROPE or the US NOAA laboratories is expanding. Only few groups currently analyse isotopes in VOCs, including formaldehyde, but this is likely to change and, arguably, may include more “exotic” isotope ratios such as $^2$H/$^1$H and $^{35}$Cl/$^{37}$Cl. Work will increase on aerosols, especially nitrate, sulphate and carbonaceous aerosols, with the latter probably seeing more chemistry-related applications instead of just conventional aerosol properties and meteorological conditions. Depending on aerosol properties and meteorological conditions, the characteristic residence times (lifetimes) of aerosol particles in the atmosphere range from hours to weeks (Pöschl, 2005).

An overview of major types, sources, emission rates and mass burdens of atmospheric aerosols is given in Tables 3 (adapted from Andreae and Rosenfeld, 2008)). For all types of aerosols, except sea salt and mineral dust (desert/soil), the sources are mostly anthropogenic (i.e. directly related to human activities) or biogenic (i.e. related to the biosphere), although these categories are not mutually exclusive (e.g. biogenic SOA has an anthropogenic component (Kanakidou et al., 2000)). With respect to both sources and atmospheric burden, the best estimate values given in Table 3 are clearly higher for anthropogenic aerosols than for biogenic aerosols (ratios of 3:1 and 3:2, respectively) (See Section 3.2.3.2 for a discussion of recent, and much higher estimates of the BSOA contribution).

The concentration, composition, and size distribution of atmospheric aerosol particles are temporally and spatially highly variable. In the lower atmosphere (troposphere) the total particle number and mass concentrations typically vary in the range of about 10$^2$–10$^5$ cm$^{-3}$ and 1–100 µg m$^{-3}$, respectively. In general, the predominant chemical components of air particulate matter (PM) are sulphate, nitrate, ammonium, sea salt, mineral dust, organic compounds, and black or elemental carbon, each of which typically contribute about 10–30% of the overall mass load. At different locations, times, meteorological conditions, and particle size fractions, however, the relative abundance of different chemical components can vary by an order of magnitude or more (Fuzzi et al., 2006; Pöschl, 2005).
et al., 2006; Pöschl, 2005) In recent years, the widespread deployment of on-line instrumentation for aerosol composition measurement (see (Laj et al., 2009)) has led to the discovery that inorganic components (mostly sulphate, nitrate and ammonium) and a large variety of organic species dominate the mass of fine (sub-μm) particulate material. Assembling aerosol mass spectrometer (AMS) fine particulate mass data from 37 field campaigns in different parts of the world, Zhang et al. (2007) demonstrated that organic components always provided a significant fraction of the non-refractory aerosol mass at all locations that have been sampled (see Fig. 24).

3.2.2. Inorganic aerosol

Sulphate and nitrate are major constituents of the atmospheric aerosol. As an example, Fig. 25 shows the average chemical composition of PM10 in Zurich, Switzerland. Both components are formed i.e. not emitted in the atmosphere by oxidation of the gaseous precursors SO2 and NOx, respectively (exceptions are the emission of sea salt containing sulphate or of gypsum during construction activities).

For both nitrate and sulphate, there is a gas phase and multiphase route in the formation of sulphuric and nitric acid. As an example, gas phase sulphate formation contributes an average of 27% to the total sulphate production according to the AEROCOM comparison (Textor et al., 2007). While the gas phase reaction involves OH radicals, the multiphase reaction proceeds with various oxidation agents, most importantly H2O2 and O3, after the uptake of SO2 into cloud droplets, or the uptake and subsequent hydrolysis of N2O5 in the liquid phase. Sulphuric acid has a very low saturation vapour pressure and is therefore preferably found in the particulate phase. Depending on the availability of ammonia, sulphuric acid is neutralized to a variable extent (i.e. H2SO4, NH4HSO4, (NH4)2SO4). The saturation vapour pressure of nitric acid is much higher, therefore the partitioning of nitric acid depends very much on the availability of NH3 (formation of NH4NO3), the relative humidity, and temperature. For this reason, ammonium nitrate concentrations are typically substantially higher in winter, when

<table>
<thead>
<tr>
<th></th>
<th>Mass emission</th>
<th>Mass emission</th>
<th>Mass emission</th>
<th>Mass Burden</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>“Best” Tg a⁻¹</td>
<td>Min Tg a⁻¹</td>
<td>Max Tg a⁻¹</td>
<td>Tg</td>
</tr>
<tr>
<td>Primary organic aerosols (0–2 μm)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Biomass burning</td>
<td>54</td>
<td>26</td>
<td>70</td>
<td>–</td>
</tr>
<tr>
<td>Fossil fuel</td>
<td>4</td>
<td>3</td>
<td>9</td>
<td>–</td>
</tr>
<tr>
<td>Biogenic</td>
<td>35</td>
<td>15</td>
<td>70</td>
<td>0.2</td>
</tr>
<tr>
<td>Black carbon (0–2 μm)</td>
<td>10</td>
<td>8</td>
<td>14</td>
<td>0.1</td>
</tr>
<tr>
<td>Open burning &amp; biofuel</td>
<td>6</td>
<td>5</td>
<td>7</td>
<td>–</td>
</tr>
<tr>
<td>Fossil fuel</td>
<td>4.5</td>
<td>3</td>
<td>6</td>
<td>–</td>
</tr>
<tr>
<td>Secondary organic</td>
<td>28</td>
<td>2.5</td>
<td>83</td>
<td>0.8</td>
</tr>
<tr>
<td>Biogenic</td>
<td>25</td>
<td>2.5</td>
<td>79</td>
<td>0.7</td>
</tr>
<tr>
<td>Anthropogenic</td>
<td>3.5</td>
<td>0.05</td>
<td>4.0</td>
<td>0.08</td>
</tr>
<tr>
<td>Sulphates</td>
<td>200</td>
<td>107</td>
<td>374</td>
<td>2.8</td>
</tr>
<tr>
<td>Biogenic</td>
<td>57</td>
<td>28</td>
<td>118</td>
<td>1.2</td>
</tr>
<tr>
<td>Volcanic</td>
<td>21</td>
<td>9</td>
<td>48</td>
<td>0.2</td>
</tr>
<tr>
<td>Anthropogenic</td>
<td>122</td>
<td>69</td>
<td>214</td>
<td>1.4</td>
</tr>
<tr>
<td>Nitrates</td>
<td>18</td>
<td>12</td>
<td>27</td>
<td>0.49</td>
</tr>
<tr>
<td>Industrial/Road Dust</td>
<td>100</td>
<td>40</td>
<td>130</td>
<td>1.1</td>
</tr>
<tr>
<td>Sea salt d &lt; 1 μm</td>
<td>180</td>
<td>60</td>
<td>500</td>
<td>3.5</td>
</tr>
<tr>
<td>d =1–16 μm</td>
<td>9940</td>
<td>3000</td>
<td>20,000</td>
<td>12</td>
</tr>
<tr>
<td>Total</td>
<td>10,130</td>
<td>3000</td>
<td>20,000</td>
<td>15</td>
</tr>
<tr>
<td>Desert/Soil dust d &lt;1 μm</td>
<td>165</td>
<td>–</td>
<td>–</td>
<td>4.7</td>
</tr>
<tr>
<td>d =1–2.5 μm</td>
<td>496</td>
<td>–</td>
<td>–</td>
<td>12.5</td>
</tr>
<tr>
<td>d =2.5–10 μm</td>
<td>992</td>
<td>–</td>
<td>–</td>
<td>6</td>
</tr>
<tr>
<td>Total</td>
<td>1600</td>
<td>1000</td>
<td>2150</td>
<td>18 ± 5</td>
</tr>
<tr>
<td>Anthropogenic total</td>
<td>312</td>
<td>158.1</td>
<td>467</td>
<td>3.1</td>
</tr>
<tr>
<td>Biogenic total</td>
<td>117</td>
<td>45.5</td>
<td>267</td>
<td>2.1</td>
</tr>
</tbody>
</table>

Fig. 24. Global map of aerosol mass spectrometer datasets of aerosol PM1 composition. Colours for the study labels indicate the type of sampling location: urban areas (blue), <100 miles downwind of major cites (black), and rural/remote areas >100 miles downwind (pink). Pie charts show the average mass concentration and chemical composition: organics (green), sulphate (red), nitrate (blue), ammonium (orange), and chloride (purple). From (Zhang et al., 2007).
temperatures are lower, than in summer (Hueglin et al., 2005). Sulphuric acid is neutralized by ammonia always before nitric acid, therefore, nitric acid tends to remain in the gas phase at sites with limiting ammonia concentrations. On the other hand, nitric acid can also be neutralized by basic components in mineral dust, which is mainly found in the coarse mode. This nitrate is, unlike ammonium nitrate, non-volatile and therefore coarse mode nitrate is often found at dry places with considerable anthropogenic pollution. As an example, Perez et al. (2008) reported relatively high levels of mineral dust and a high proportion of coarse nitrate as PM patterns peculiar to Barcelona when compared with central and western European urban sites.

Putaud et al. (2004) reported a general decrease for sulphate at several European stations over the time periods from 1991 to 2001, with a considerable year-to-year variability (up to >30%). In contrast, there was no clear long-term trend in the concentrations of the sum of nitric acid and nitrate. In southern England the ratio of nitrate to sulphate increased over the years by a factor of 2.5 (Lee et al., 1999). In the Netherlands the change in the ratio, since 1980, is similar. The absolute change in sulphate levels since measurements started in the 1970’s is close to a factor of four (Janssen et al., 1998).

The decreasing sulphate trends are a direct result of the decrease in the precursor gas (SO₂) over the past few decades. This implies, however, that more ammonia ought to be available for the neutralization of nitric acid. This may result in increased ammonium nitrate concentrations as a result of decreased SO₂ emissions, even at constant NOₓ emissions (Bauer et al., 2007). Ammonia concentrations can therefore be an important factor in determining the particulate nitrate concentrations. Deutsch et al. (2008) also stressed the importance of ammonia emissions in the formation of secondary particulate matter, and suggested that future emission abatement policy should consider more the role of ammonia in the formation of secondary particles. A decrease in the ammonia emissions, would not only result in a decrease of the particulate nitrate concentration, but also in a decrease of the total nitrate concentration: nitric acid has a higher dry deposition velocity, resulting in a shorter residence time in the atmosphere compared to particulate nitrate.

The same effects are seen in the vertical profiles of nitrate and sulphate: while the two components are available in similar concentrations at low altitude sites (Hueglin et al., 2005; Zhang et al., 2007), sulphate is by far more abundant than nitrate at higher elevation, owing to the strong decrease of the ammonia concentration with increasing altitude (Cozic et al., 2008 and references therein).

3.2.3. Organic aerosol

Organic aerosol (OA) mass can contribute 30–70% to the total aerosol mass (Zhang et al., 2007), yet the exact sources, formation processes and composition are poorly understood. The organic component of aerosols can be emitted into the atmosphere directly as primary aerosol (POA) or formed by in-situ chemical reactions (secondary aerosol – SOA) of their precursor volatile organic compounds (VOC). SOA is an important fraction of organic aerosol that has recently been incorporated into global models and is relevant at both local and global scales.

Distinguishing between the POA and SOA is critical for the protection of the environment since primary emissions can be controlled, in contrast to the secondary sources that are influenced by biogenic emission and photochemistry and therefore are difficult to regulate. In addition, it is now recognized that a significant part of POA evaporates and reacts chemically in the gas phase leading to additional aerosol mass (Donahue et al., 2006; Robinson et al., 2007). This aged primary aerosol has secondary aerosol chemical characteristics since it contains oxygenated molecules although it is not part of what has been ‘traditionally’ referred to as SOA. This will be further referred to as aged POA.

3.2.3.1. Primary biogenic aerosols (PBA). One of the most uncertain aspects in current aerosol research is the abundance and effects of primary biogenic aerosols (PBA), which are emitted directly from the biosphere to the atmosphere. Examples of PBA particles are pollen, bacteria, fungal and fern spores, viruses, and fragments of animals and plants. PBA components comprise the non- or semi-volatile chemical substances contained in PBA particles as well as the biogenic substances contained in other types of aerosol particles such as soil dust, sea-spray, etc. Pollen grains, fern spores, large fungal spores, and other large PBA particles such as pollen typically belong to the coarse fraction of air particulate matter, with aerodynamic diameters up to one hundred micrometers. Such large particles can be particularly important as giant CCN and IN. PBA particles and components are, however, also found in intermediate and fine fractions of air particulate matter, with aerodynamic diameters less than 10 μm (PM10), 2.5 μm (PM2.5), and 1 μm (PM1). Fungal spores, bacteria, viruses, carbohydrates, proteins, etc. are frequently detected in the micron and sub-micron size range, i.e. in the respirable fraction of air particulate matter which is most relevant for health effects and interactions with gaseous pollutants (Després et al., 2007; Franze et al., 2003; Pöschl, 2005; Pöschl et al., 2007). Marine primary biogenic particles are discussed in the companion paper by Fowler et al. (2009). In summary, marine primary biogenic particles result from the enrichment of the sea surface layer and resulting spray droplets in organic matter (O'Dowd et al., 2004). The enrichment is dominant in sub-micron sizes, increasing to greater than 80% for the smallest sizes of the order of 80–100 nm. Supermicron aerosol enrichment amounts to 3–4% of the sub-micron mass but account for approximately 50% of the total primary organic aerosol mass. Submicron organic matter was almost entirely water-insoluble and consisted of colloids and aggregates exuded by phytoplankton (Facchini et al., 2008).

The occurrence and dispersion of viable PBA particles like bacteria and spores in the air has been discussed and investigated very early in the history of aerosol science. Since then, aircraft, balloon, and rocket measurements have shown that PBA are not only ubiquitous over land and oceans but also transported to high altitudes (up to 80 km) and over long distances (Elbert et al., 2007). PBA were found to account for ~30% and more of fine and coarse
particulate matter in rural continental air (PM$_{2.5}$; (Hock et al., 2008)) and in tropical rain forest air (PM$_{10}$, (Elbert et al., 2007)), where they dominate not only the organic fraction but also the abundance of certain inorganic species like potassium. Penner (1995) has estimated that plant fragments and micro-organisms contribute 56 Tg yr$^{-1}$ to the global emission rate of fine particulate matter ($\sim$2.5 $\mu$g m$^{-3}$) and recently Janenicek (Janenicek, 2005) has estimated that PBA emissions from the biosphere may amount to $\sim$1000 Tg yr$^{-1}$, which would be of the same order of magnitude as the emission estimates for mineral dust ($\sim$2000 Tg yr$^{-1}$).

Several studies have shown that fungal spores account for a major fraction of PBA particles. They occur typically with number and mass concentrations on the order of $10^4$ m$^{-3}$ and 1 $\mu$g m$^{-3}$ in continental boundary layer air (Elbert et al., 2007; Fröhlich-Nowoisky et al., 2009) and account for up to $\sim$10% of OC and $\sim$5% of PM$_{10}$ at urban and sub-urban locations (Bauer et al., 2008). From spore counts and molecular tracers, Elbert et al. (2007) have derived a global emission rate of $\sim$50 Tg yr$^{-1}$ for fungal spores, corresponding to an average emission flux of 200 m$^2$ s$^{-1}$ over land surfaces. Comparison with estimated rates of emission and formation of other major types of organic aerosol (47 Tg yr$^{-1}$ of anthropogenic primary organic aerosol; 12–70 Tg yr$^{-1}$ of secondary organic aerosol; 3–25 Tg yr$^{-1}$ for anthropogenic secondary organic aerosol; (Kanakidou et al., 2005; Volkamer et al., 2006)) shows that emissions from fungi should be taken into account as a significant global source of organic aerosol.

The atmospheric abundance and environmental effects of PBA particles are particularly pronounced in tropical regions, where both the biological activity at the Earth’s surface and the physicochemical processes in the atmosphere are particularly intense and important for the Earth system and global climate (absorption and scattering of radiation, chemical reactions and oxidative self-cleaning of the atmosphere, formation of clouds and precipitation, etc.). The use of micro-organisms as biocontrol agents might lead to a man-made increase of PBA. Moreover, global warming and increasing CO$_2$ concentrations might enhance the emissions and abundance of PBA, influence cloud condensation, ice nucleation and the hydrological cycle, and provide a feedback to climate change (Deguillaume et al., 2008; Elbert et al., 2007; Fröhlich-Nowoisky et al., 2009; Junge and Swanson, 2008; Möhler et al., 2007; Morris et al., 2008).

### 3.2.3.2. Secondary organic aerosols.

The emissions of VOC, mainly from terrestrial vegetation (biogenic VOC; BVOC), are 10 times larger than those of anthropogenic VOC (AVOC) (Heald et al., 2008a; Tsigris and Kanakidou, 2007). The gas phase emissions of reactive VOC exceed by more than a factor of 20 the amount of carbon that is directly emitted into the atmosphere in the form of particles. An unspecified part of the VOC emissions into the atmosphere is converted to semi-volatile organics that form secondary organic aerosol. Several studies pointed out the large number of detected organics in the troposphere and the potentially existing but still unknown compounds that could form significant amounts of SOA.

Goldstein and Gallowly (2007) estimated a global SOA production of between 140 and 910 Tg C yr$^{-1}$, the wide range partly reflecting different methodologies. This estimate has recently been revised by Hallquist et al. (2009), with a new best estimate for SOA of 88 Tg C yr$^{-1}$ (range 0–180). This is higher than the estimates presented previously for BSOA (Table 3), and higher than the 3–25 Tg C yr$^{-1}$ Volkamer et al. (2006) estimated from anthropogenic VOC. A number of model simulations have reinforced this view of a dominant BSOA contribution (Gaydos et al., 2007; Kleeman et al., 2007). Although some studies, typically focused on densely populated areas, suggest that primary anthropogenic sources and ASOA may contribute substantially to summertime OC levels (Henze and Seinfeld, 2006), many other studies suggest that BSOA dominates strongly on the regional scale (at least in summertime) ((Kanakidou et al., 2005; Simpson et al., 2007a) and references therein), and many global model studies simply assume that all SOA is biogenic e.g. (Henze and Seinfeld, 2006). Recently, Goldstein et al. (2009) has revisited the distinction between biogenic and anthropogenic emissions proposing a link between them for the formation of SOA.

Probably the most reliable estimates of the biogenic contribution to OC comes from measurements of $^{14}$C, in combination with other chemical markers. $^{14}$C measurements, indicated by the ‘fraction of modern carbon’ (FM) ((Szidat et al., 2006) and references within), give an indication of the amount of ‘modern’ carbon in a sample, as opposed to the carbon associated with fossil fuels. The main complications in interpreting FM values are (a) to know whether the modern carbon is from primary (e.g. cooking, semi-volatile VOC from wood-burning, or BPAP discussed above), or from secondary sources (BSOA), (b) to account for the complications induced by the atomic bomb tests (which give a varying FM value for different ages of wood). Usage of chemical markers such as levoglucosan, cellulose, sugars, or GC/MS analysed VOC profiles are required to help resolve these issues.

Szidat et al. (2006) found that fossil fuel combustion accounts for ca.30% of OC in Zurich, Switzerland, throughout the year, even in the summer. Biomass burning in wintertime and SOA in summertime seem to account for the majority of the remaining OC. At two Alpine valleys, the wintertime contribution of non-fossil sources to OC was 88% and 65% inside and outside of the villages, respectively, much of this attributed to wood-burning (Szidat et al., 2007). The EU CARBOSOL Project (Legrand and Puxbaum, 2007) combined weekly measurements of EC, OC, inorganic ions, elemental composition, levoglucosan, cellulose and radioactive tracers across a network of six sites in southern-central Europe. It was found that wintertime residential wood burning is a significant contributor to measured PEM levels at all CARBOSOL sites, whereas in summertime another modern-C source, likely biogenic SOA, is the dominant contributor (Gelencser et al., 2007; Simpson et al., 2007a).

In the United States, a recent study found that modern carbon accounted for about 50% of carbon at 2 urban sites, 70–97% of carbon at 4 near-urban sites, and 80–100% of carbon and six remote sites, as annual averages (Schichtel et al., 2008). Finally, some recent studies have suggested that BSOA may be linked to anthropogenic emissions. Both de Gouw et al. (2005) and Weber et al. (2007) found that signals of SOA formation correlated very well with anthropogenic markers, but that this finding conflicts with $^{14}$C evidence that suggest a mainly biogenic origin for carbon at the study-locations. The authors suggested that the findings could be reconciled if SOA formation from biogenic VOC was enhanced by anthropogenic emissions.

The above studies highlight gaps in knowledge of chemical degradation pathways that is reflected in absence of mass closure and chemical characterization of all the products in chamber experiments. The state of the art of our understanding of secondary organic aerosol formation in the atmosphere has been recently reviewed (Fuzzi et al., 2006; Hallquist et al., 2009; Heald et al., 2008a,b; Kanakidou et al., 2005). However, fast progress has been made in the past few years particularly with regard to the unidentified SOA precursors, to the NO$_x$ dependence of aerosol yields from VOC oxidation, to oligomer formation (Jang et al., 2002; Kalberer et al., 2004) and to multiphase chemistry involvement in SOA build-up in the atmosphere.

Although isoprene and benzene are thought to be key to the SOA formation in the troposphere (Henze and Seinfeld, 2006; Henze et al., 2007; Jang et al., 2002), consideration of other precursor molecules such as semi-volatile compounds is needed to reconcile model results with observations. The non linearity in VOC oxidation and SOA formation promoted kinetic studies on the NO$_x$ dependence of
The formation of SOA increases the ambient concentration of OC and the ambient OC/EC ratio. OC/EC ratios exceeding the expected primary emission ratio are an indication of SOA formation as well as of aged POA occurrence. Increases in the OC/EC ratio correlated to ozone episodes are indicative of chemical processing of organics.

The new observational data from AMS (Aerosol Mass Spectrometer) measurements (Jimenez et al., 2003) provide valuable information on the oxidation state of the organic particulate matter and allows simultaneous measurements of the other major aerosol components (Zhang et al., 2007) and references therein. In particular for organics, AMS measurements differentiate between the oxygenated part of the organic fraction of the aerosols (the so-called ‘OOA’) and the hydrocarbon-like part of it (termed ‘HOA’). There is increasing evidence that HOA is associated with the primary emitted organic aerosols whereas OOA results from chemical processing in the troposphere. Lanz et al. (2007) applied positive matrix factorization to the full organic mass spectrum to determine different sources of the organic aerosol in Zurich. This technique has proven to be successful in a number of follow-up studies.

SOA and aged POA are also linked to the water soluble organic carbon content of the aerosols (WSOC) since this part of the aerosol is chemically processed in the atmosphere. On the basis of the comparison of the WSOC concentrations with those of oxygenated organic carbon (OOC) derived from the AMS data. Kondo et al. (2007) conjectured that oxygenated organic aerosol (OOA) and WSOC were very similar in their chemical characteristics and approximately 88 ± 28% of OOA was water soluble. OOA is ubiquitous in various atmospheric environments. Zhang et al. (2007) analysing AMS observations from 37 field campaigns providing significant global coverage (Fig. 26), found that OOA accounts for 64%, 83% and 95% of the total OA in urban, urban downwind and rural/remote sites, respectively and that OOA increases are mainly due to chemically formed organic aerosol. OOA is larger in summer, consistent with larger SOA precursor emission and enhanced photochemistry in summer. On the other hand, HOA is larger in winter, consistent with increased emissions from heating, reduced evaporation and reduced dilution.

Whilst developments of the broad chemical characterization from aerosol mass spectrometry have proven invaluable in teasing apart the broad nature and source of organic aerosol components, offline analyses based on proton nuclear magnetic resonance ($^1$H NMR)
spectroscopy have been developed by Decesari et al. (2000) for functional group analysis (Fuzzi et al., 2001) and source attribution of classes of organic components (Decesari et al., 2007). These authors presented characteristic $^1$H NMR fingerprints derived for three major aerosol sources: biomass burning, secondary formation from anthropogenic and biogenic VOCs, and emission from the ocean. Their analysis demonstrated the suitability of $^1$H NMR spectroscopy for source identification. $^1$H NMR is additionally able to relate the source fingerprints to the integral chemical functionality of the organic mixtures, which determine their reactivity, physicochemical properties, atmospheric impacts and ultimately their fate.

3.2.3.4. Aerosol ageing and organic aerosol mass changes. Aerosols are subject to ageing by chemical processes such as oxidation at the surface and bulk e.g. (Kanakidou et al., 2005; Rudich, 2003, 2007). It remains an open question how this mechanism proceeds and whether these reactions are increasing or reducing the organic aerosol mass. On the basis of observational growth rates of atmospheric particles, Maria et al. (2004) concluded that consideration of surface- and volume-limited chemical reactions should increase the computed carbonate particle burdens by 70%.

Chemical ageing of aerosols has been observed in the laboratory (Rudich, 2003; Zahardis and Petrucci, 2007) and in the field e.g. (de Gouw et al., 2005; Maria et al., 2004; Rinaldi et al., 2008; Takegawa et al., 2006) and can be followed by the change in the organic mass (OM) to organic carbon (OC) ratio of the aerosol. Observed OM to OC ratios vary between 1.4 ± 0.2 (samples collected in Asia and the Caribbean (Russell, 2003)), 1.6 ± 0.2 for urban aerosol (Turpin and Lim, 2001), 1.78 ± 0.13 for polluted marine NE US coast (de Gouw et al., 2005) and 2.1 ± 0.2 for non-urban aerosol (Turpin and Lim, 2001).

Chemical ageing of primary OA has been simulated by a global 3-dimensional model (Tsirigidis and Kanakidou, 2003), by assuming that O$_3$ reacts on OA surfaces, thereby resulting in an increase in the oxygenated content of the OA. The growth is parameterised in the model by a corresponding 26% increase in the OA molecular weight. According to TM4 model calculations by Myriokefalitakis et al. (2008), this chemical mechanism adds about 4 Tg year$^{-1}$ of OA to the primarily emitted OA mass which corresponds to about 12% higher effective emissions. Kanakidou et al. (2008) and Robinson et al. (2007) suggest that the importance of chemical ageing of POA might be higher than the above estimate and that together with SOA formation from intermediate volatility organics it can counterbalance the modelled underestimation of observed OA. They estimate that these processes decrease predicted OA in urban areas by as much as 50% and increase it in many rural locations by 15–30% resulting in considerably better agreement with measured urban-to-regional OA. Zhang et al. (2007) pointed out that oxidation of the measured HOA cannot explain the observed increase in OOA with the photochemical age of the air masses. The oxidation of semi- or intermediate-volatility VOCs has been proposed to be at the origin of the observed OA increase during ageing. These suggestions require future model investigations.

3.2.3.5. Global modelling of organic aerosol. Owing to the above reported gaps in knowledge, large uncertainties are associated with tropospheric OA modelling. However, information on the secondary to the primary OA ratio can be derived from chemistry-transport models (CTMs). During the recent international global aerosol modelling exercise (AEROCOM: http://nansen.ipl.jussieu.fr/AEROCOM (Textor et al., 2007)) the SOA source was simulated as a primary surface source equal to 15% of the monoterpenes emissions (Dentener et al., 2006), yielding 19 Tg year$^{-1}$ which is in the range of actual global SOA chemistry-transport model estimates (Henze et al., 2007; Kanakidou et al., 2005; Tsigaridis et al., 2006). CTMs are the only modelling tools that have the ability to distinguish between fresh POA, aged POA and SOA. Note that these results depend strongly on the assumed aging turnover time of POA from insoluble to soluble (about 0.8 days) whereas the mean lifetime of the soluble POA is 5.9 days, well within the range of the AEROCOM results (Textor et al., 2007).

According to TM4 model calculations (Kanakidou et al., 2008), the global secondary source of OA is as important as its primary source (Fig. 27). Recent experimental data by O’Dowd et al. (2008) indicate the existence of an oceanic source of POA stronger than earlier reported by Dupe et al. (1983). In addition, Spracklen et al. (2008) have evaluated the marine source of OA, both primary and secondary, at 8 Tg C yr$^{-1}$ whereas Roelofs (2008) calculated a much larger source of OA up to 75 Tg C yr$^{-1}$. Following an updated version of the approach used by O’Dowd et al. (2008) to account for organic enrichment in sea-spray aerosol, the results of Vignati et al. (submitted for publication) and Myriokefalitakis et al. (2008) estimate an oceanic source of POA amounting to the order of 6–8 Tg yr$^{-1}$ in sub-micron compared to the order of 24 Tg yr$^{-1}$ sea-salt emissions. Myriokefalitakis et al. (2008) evaluated the SOA marine component production to be about 5 Tg yr$^{-1}$ on a global scale.

3.2.4. New particle formation. An important phenomenon associated with the atmospheric aerosol system is the formation of new atmospheric aerosol particles. Atmospheric aerosol formation consists of a complicated set of processes that include the production of nanometre-size clusters from gaseous vapours, the growth of these clusters to detectable sizes, and their simultaneous removal by coagulation with the pre-existing aerosol particle population (e.g. Kerminen et al., 2001; Kulmala, 2003)). Once formed, aerosol particles need to grow further to sizes >50–100 nm in diameter until they are able to influence climate, even though smaller particles may have influences on human health and atmospheric chemistry. While aerosol formation has been observed to take place almost everywhere in the atmosphere (Kulmala et al., 2004), several gaps in our knowledge regarding this phenomenon still exist. These gaps range from the basic process-level understanding of atmospheric aerosol formation to its various impacts on atmospheric chemistry, climate, human health and the environment. However, significant progress has occurred to explain atmospheric nucleation and initial steps of the growth e.g. (Kulmala and Kerminen, 2008; Kulmala and Tammet, 2007). Regional and global models have been used to estimate the importance for climate-relevant particles e.g. (Spracklen et al., 2008).

3.2.4.1. Atmospheric observations of nucleation. Over the past decade or so, aerosol formation has been observed at a large number of sites around the world (Kulmala et al., 2004). Such observations have been performed on different platforms (ground, ships, and aircraft) and over different time periods (campaign or continuous-type measurements).

It appears that several types of atmospheric processes lead to aerosol formation. In the continental boundary layer so-called "regional nucleation events" are common (See Fig. 28). In such events the growth of nucleated particles continues throughout the day, increasing the particle number concentrations over distances of hundreds of kilometres.

In the marine boundary layer, intense yet highly-localized aerosol formation bursts have been reported over coastal environments around Europe and the United States e.g. (O’Dowd et al., 1989). In addition to coastal zones, localized aerosol formation has been observed in different kinds of plumes. Plumes capable of producing new aerosol particles range from large urban and industrial plumes containing SO$_2$ (Weber et al., 2003; Woo et al.,
2001) to small exhaust plumes associated with vehicles (Kittelson et al., 2004). Aerosol particles produced by plumes may be important locally or on regional scales. Aerosol formation has also been observed in the free troposphere, being a frequent phenomenon in the upper troposphere and in cloud-outflow regions (Singh et al., 2002; Twohy et al., 2002; Venzac et al., 2008).

With very few exceptions observed aerosol formation events occur during daytime, suggesting that photochemistry plays a central role in this process. Other factors that favour atmospheric aerosol formation include a sufficiently low pre-existing aerosol concentration, low relative humidity, high vapour source rate e.g. via biogenic emissions, and sometimes also a low temperature and weak mixing of air. The most important of these factors seem to be the high vapour source rate, typically via active photochemistry and biogenic source, and the low sink due to pre-existing particles.

Atmospheric nucleation is probably connected with ion and neutral clusters (Kulmala et al., 2004). The existence of ion clusters has been known for decades and recent observations support the idea that they are present always and everywhere (Kulmala and Tammet, 2007).

Typical observed formation rates of 3 nm particles associated with regional nucleation events are in the range 0.01–10 cm$^{-3}$ s$^{-1}$, even though rates up to 100 cm$^{-3}$ s$^{-1}$ have been often been observed in urban areas. Locally, aerosol formation rates may be even higher, and rates as high as $10^4$–$10^5$ cm$^{-3}$ s$^{-1}$ have been observed in coastal areas and industrial plumes.

The vast majority of reported particle growth rates lie in the range 1–10 nm hour$^{-1}$ (Kulmala et al., 2004), implying that it usually takes 0.5–3 days before the nucleated particles reach sizes at which they may act as cloud condensation nuclei. Growth rates in the range 0.1–1 nm hour$^{-1}$ have occasionally been observed in remote locations, whereas growth rates larger than 10 nm hour$^{-1}$ can be seen in polluted environments. Intermittently, very high growth rates may occur as indicated by the continuous growth of newly formed particles with a growth rate of ca 3 nm h$^{-1}$.
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**Fig. 27.** Annual mean mass ratios of the SOA (top left), soluble POA including aged (top right) and fresh insoluble POA (bottom) to total OA for surface calculated by the TM4-ECPL model (Myriokefalitakis et al., 2008) for 2006 taking into account an oceanic source of organic aerosol.
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**Fig. 28.** A typical regional aerosol formation event observed at Hyytiälä, Finland. The continuous growth of newly formed particles is seen with a growth rate of ca 3 nm h$^{-1}$.
growth rates in excess of 100 nm hour\(^{-1}\) can be reached in plumes and in coastal zones.

Recent observations have also shown the importance of sulphuric acid in atmospheric particle formation e.g. (Ripinen et al., 2007). However, sulphuric acid itself cannot explain the observed growth rate and a significant fraction of organic compounds in the particles is observed (Allan et al., 2006; O’Dowd et al., 2002; Tunved et al., 2006) during particle growth. Biogenic organic compounds may also influence the nucleation rate itself (Bonn et al., 2008). Airborne studies over forested regions confirm that the particle formation region is within the boundary layer and not in the free troposphere, at least for boreal forest nucleation events (O’Dowd et al., 2009).

Although atmospheric new particle formation has been observed to take place practically all over the world, our understanding of this phenomenon is still not complete. By summarising the major finding made during the recent years, it may be surmised that most field measurements support the idea that nucleation and subsequent particle growth are uncoupled under atmospheric conditions (Kulmala et al., 2000). The associations between the formation rate of 3 nm particles and \(H_2SO_4\) vapour concentration are suggestive of the involvement of \(H_2SO_4\) in atmospheric nucleation, yet the actual nucleation mechanism remains to be definitively identified. The few observations made in the free troposphere are consistent with binary homogeneous water-sulphuric acid nucleation (BHN), whereas in the boundary layer a third nucleating component (such as ammonia or some low volatility organics), or a totally different nucleation mechanism, is clearly needed (see e.g. (Kulmala et al., 2006a, 2007; Kulmala and Tammet, 2007)). It has been seen that ion-induced nucleation is taking place all the time but its contribution is usually limited (Kulmala et al., 2007; Kulmala and Tammet, 2007; Laakso et al., 2007), at least in the continental boundary layer. Observed growth rates of nucleated particles cannot usually be explained by the condensation of sulphuric and associated inorganic compounds (water and ammonia) alone. Organic compounds having a very low saturation vapour pressure would appear to be the most likely candidates for assisting the growth of nucleated particles, yet the identity of these compounds remains to be revealed (Laaksonen et al., 2008; O’Dowd et al., 2002).

3.2.4.2. Model studies of nucleation. Depending on the location, atmospheric aerosol formation is capable of increasing the concentrations of cloud condensation nuclei (CCN) by a factor more than two over the course of one day (e.g. Lihavainen et al., 2003) and ultimately lead to significant enhancements in cloud droplet concentrations (Kerminen et al., 2005). The production of new atmospheric aerosol particles is therefore an important process that must be understood and included in large-scale atmospheric models. The recent development of size-resolving microphysics models of regional and global aerosol has led to several attempts to include nucleation and to quantify its impact on observed aerosol properties. The wide range of mechanisms used in these modelling studies highlights the lack of consensus on which mechanisms are operating in various parts of the atmosphere.

The free troposphere (FT) and upper troposphere (UT) are recognized to be regions of significant new particle formation of importance to the global atmosphere (Raes et al., 2000), although the formation mechanism has not been confirmed. Binary water-sulphuric acid nucleation is predicted to be fast in the FT and UT and can explain high particle concentrations there, but global models suggest that the mean aerosol vertical profile is not very sensitive to the actual rate except in the UT (Liu et al., 2001; Spracklen et al., 2006) used the MM5 model to show that BHN is likely to occur under preferential conditions such as above boundary layer clouds and in cloud outflow. Despite the apparent success of BHN in explaining FT aerosol, some UT observations have been interpreted in terms of ion-induced nucleation and models have been able to capture the observed number and size of particles using such a mechanism (Lee et al., 2003; Lovejoy et al., 2004). However, confirmation of the mechanism is difficult because of large uncertainties in nucleation rates and the difficulty in constraining important model quantities like humidity and sulphuric acid concentrations at appropriate time and space scales.

Mechanisms other than BHN are required to explain regional nucleation events in the continental boundary layer. Such events have been studied using box, column, regional and global models, and with a variety of mechanisms. Fan et al. (2006) used the EPA’s Models-3 Community Multiscale Air Quality model (CMAQ) applying an organic-\(H_2SO_4\) mechanism and were able to capture the diurnal variation and vertical profile of ultrafine aerosol. Sotiropoulou et al. (2006) used ternary nucleation of sulphuric acid, ammonia and water in the UAM-Aero regional model, as did Gaydos et al. (2005) and Jung et al. (2006) in box model studies of observed nucleation in the Eastern United States. Gaydos et al. (2005) and Jung et al. (2006) obtained very good agreement with observations and demonstrated the importance of ammonia and \(SO_2\) in controlling the nucleation rate.

The first global study of nucleation in the continental boundary layer (Spracklen et al., 2006) used an empirical nucleation rate dependent on sulphuric acid concentrations. The model showed good agreement with observations at the Hyytiälä boreal forest site and predicted a global distribution of particle formation events broadly in agreement with what is expected from available observations. Monthly mean enhancements to boundary layer total particle concentrations of up to a factor of 8 over remote regions and a factor 2 over polluted regions are predicted by the model (Fig. 29).

With our present knowledge it is clear that nucleation can contribute to the atmospheric abundance of climate-relevant particles such as CCN and is therefore an important process to be included in large-scale models. A major challenge for the future is to understand how nucleation affects the response of global and regional aerosol to anthropogenic and biogenic changes.

3.2.5. Aerosol–water uptake

The gas/liquid/solid partitioning of atmospheric particles and precursor gases largely determine the composition and hygroscopicity of atmospheric aerosol particles, which affect human and ecosystem health, clouds and climate e.g. (IPCC, 2007). Overall, the most abundant aerosol species is water. Aerosol water governs the size distribution, the atmospheric lifetime of both the particles and the interacting gases, and the particle optical properties. For instance, sea salt particles can deliquesce at a very low relative humidity (RH) of \(\sim\)32\% since they contain a small amount of the very hygroscopic salt magnesium chloride (\(MgCl_2\)). Therefore, marine air is often much hazier than continental air at the same ambient temperature and relative humidity. The hygroscopic growth of the aerosol particles influences heterogeneous reactions, light extinction and visibility, whereby aerosol water is most relevant for the direct radiative forcing of Earth’s climate (Pilinis et al., 1995). However, aerosol water depends, besides the meteorological conditions, on the ionic composition of the particles, which in turn depends on the aerosol water mass. Consequently, gas-aerosol partitioning and aerosol water mass are difficult to measure or predict numerically (by established methods), even if the complex gas-aerosol system is simplified by assuming thermodynamic gas/liquid/solid aerosol equilibrium.

3.2.5.1. Water uptake calculation and parameterization. The water associated with a certain amount and type of solute can be obtained
from water activity measurements in the laboratory e.g. (Tang and Munkelwitz, 1994), or directly calculated from the vapour pressure reduction that occurs after dissolving a salt solute in water, known as Raoult’s law, if solution non-idealities are taken into account. The so-called Raoult term considers the lowering of the equilibrium vapour pressure with increasing solute concentration at a given relative humidity. Complemented by the Kelvin term, which accounts for the increase in the water vapour pressure due to the curvature of the particle surface, one yields the Köhler theory. The Köhler theory determines the equilibrium size of an aerosol particle of given size and chemical composition at a given relative humidity.

An alternative approach recently introduced by Metzger and Lelieveld (2007), describes the water uptake of inorganic and organic salt compounds found in natural or man-made pollution aerosols more explicitly as a function of relative humidity, since the water mass consumed by solute hydration is explicitly taken into account dependent on the atmospheric conditions. Recently, Petters and Kreidenweis (2007) proposed a method to directly describe the relationship between the particle dry diameter and CCN activity using a single hygroscopicity parameter $k$. Relatively low values of $k$ indicate less hygroscopic and less CCN active behaviour.

An advantage of this single parameter method obviously is its simplicity, though it must assume a constant value of $k$ throughout sub- and supersaturation conditions, which limits its use in interactive computations of atmospheric chemistry and particle composition and of the use of constant hygroscopic growth factors in the calculation of CCN properties (McFiggans et al., 2006). Water uptake measurements have also been used in the literature to infer the aerosol soluble fraction in various environments, which once parameterised, can be used in model calculations (Kandler and Schutz, 2007).

### Table 4

<table>
<thead>
<tr>
<th>Environment</th>
<th>Lower accumulation mode size range (≈100–150 nm)</th>
<th>Second mode</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GF$_4$(90%)</td>
<td>Dominant mode</td>
</tr>
<tr>
<td>Urban</td>
<td>1.23–1.50</td>
<td>100%</td>
</tr>
<tr>
<td>Continental polluted</td>
<td>1.41–1.64</td>
<td>100%</td>
</tr>
<tr>
<td>Free troposphere</td>
<td>1.62</td>
<td>100%</td>
</tr>
<tr>
<td>Biogenically dominated</td>
<td>1.20–1.25</td>
<td>&gt;93%</td>
</tr>
<tr>
<td>Remote marine</td>
<td>1.47–1.78</td>
<td>100%</td>
</tr>
</tbody>
</table>

3.2.5.2. Hygroscopic growth factors (HGF) in natural environments. The hygroscopic growth of aerosol particles has been in the past classically studied using the tandem differential mobility analyzer (T-DMA) technique (see also (Laj et al., 2009)). Hygroscopic measurements reported in the literature have been performed during intensive campaigns over short periods (see Table 4). Because hygroscopicity is key information needed for a given air mass type at a given location with a seasonal and diurnal variability, a lot of efforts are being made for providing HGF on a continuous basis. Hygroscopicity Tandem Differential Mobility Analyzers (HTDMAs) of the new generation are meant to be autonomously run as monitoring instruments (http://www.eusaar.net). Technical challenges are also linked to fast hygroscopicity measurements for airborne applications in order to document high altitude hygroscopicity.

In marine environment, sub-micron aerosols show high hygroscopic growth factors that can witness the presence of partially neutralized sulphate aerosols (Massling et al., 2007), which can coexist with primary or aged sea salt in the accumulation mode (Sellegri et al., 2008). Typical sea salt HGF have been found down to the Aitken mode for diameters as low as 20 nm (Sellegri et al., 2008). In the micro-meter range, Massling et al. (2007) show that, aerosols sampled on board of a research vessels, have HGF of hydrophobic mineral dust for half of the population and HGF of sea salt particles for the rest of the population.

Urban aerosols usually show the contribution of two hygroscopic modes, one with a hydrophobic behaviour which is assumed to represent combustion sources from traffic and is enhanced during rush-hour periods and another one with a higher HGF, attributed to regional background aerosols (Baltensperger et al., 2002; Massling et al., 2005).

![Fig. 29. Enhancement in surface level total particle number concentration (CN > 3 nm diameter) due to boundary layer nucleation.](image)
New particle formation events have been usually found to produce either hygroscopic or non-hygroscopic particles. While in the coastal environment the non-hygroscopic property of freshly formed particles (the order of an hour) is clear (Väkevä et al., 2002), in the urban environment opposite hygroscopic behaviours can be found as well as in the boreal forest (Ehn et al., 2007). These findings imply that the species involved in the formation process of newly formed particles are variable and need to be further investigated using HTDMA studies. A review on HTDMA measurements has been recently published by Swietlicki et al. (2008).

Non-hygroscopic particles have been observed to gain hygroscopicity when aging while sea salt was observed to lose hygroscopicity when aging. As a result, HGF are frequently in the range 1.5–1.8 at RH=90%, when sampled away from fresh aerosol sources. The Volatility Hygroscopicity Tandem Differential Mobility Analyzer (VHTDMA) technique technique has shown that the 90 °C volatile fraction of the marine aerosol present in the accumulation mode slightly decreases its hygroscopicity compared to pure sea salt, indicating that a chemical ageing take place on marine aerosols over the ocean (Sellegri et al., 2008). In the natural free troposphere, sub-micron aerosols have been found with a rather constant moderately hygroscopic mode and a smaller fraction in the less hygroscopic mode (Sjögren et al., 2008). These results pose the question of the time scale needed for an aerosol sampled in the vicinity of its source to experience a significant change in hygroscopicity.

3.3. Specific issues

In a review of this scope it is impossible to deal with all the advances of the last decade. The following sub-sections deal with individual topics where significant progress or insight has been apparent in recent years.

3.3.1. Halogen chemistry

The relevance of halogen chemistry to the stratosphere, especially ozone destruction, is well known. However, reactive halogens play a role in tropospheric chemistry. The sources of reactive halogens in the troposphere are largely natural and to a large extent connected to the presence of halogens in ocean water (see Fig. 30). In this section recent research highlights, especially those affecting the global oxidizing capacity and hence the impacts of air pollution are focused on. In general, halogen compounds play a role in the destruction of ozone, changes in the OH/NO₂ and NO/NO₂ ratios, in the oxidation of DMS as well as that of elemental mercury. Under very specific conditions (high VOC and NOₓ), chlorine chemistry can lead to ozone production. Details on the chemistry can be found, for example, in Platt and Hönniger (2003) and von Glasow and Crutzen (2007).

Halogen chemistry was first identified to be of importance for tropospheric chemistry in the polar boundary layer. Bromine is primarily responsible for the dramatic boundary layer ozone depletion events that are observed in both the Arctic and Antarctic (Barrie et al., 1988). The current state of knowledge of this field has been summarized by Simpson et al. (2007b). Elevated concentrations of reactive bromine compounds (BrO, Br₂, BrCl) have been observed on the ground and from satellite in many studies (e.g. Foster et al., 2001; Saiz-Lopez et al., 2007b; Wagner and Platt, 1998 to name but a few) (see Fig. 31). There are strong indications that the source of bromine is closely linked to the presence of first-year sea ice and snow pack (e.g. Kaleschke et al., 2004) but the exact details remain uncertain (see discussion in Simpson et al. (2007b)). Recent measurements have shown significant concentrations of iodine monoxide in the Antarctic boundary layer both from ground-based and satellite-based observations. (Saiz-Lopez et al., 2007a,b; Schönhardt et al., 2008). These observations have revealed a seasonal maximum in spring, but with higher than expected concentrations sustained into the summer months. Although the source of iodine is not confirmed, it is postulated to originate from algae that colonise the underside of sea ice. Of major potential importance for polar ecosystems is the rapid oxidation of gaseous elemental mercury (Hg⁰) by bromine to reactive gaseous mercury (Schroeder et al., 1998) which is readily deposited and transformed into toxic forms in a very sensitive ecosystem (see Steffen et al., 2007 for a recent review).

The extent of sea ice in summer in the Arctic has been dramatically decreasing in the last decades and it might be lost completely by the middle of this century (Simpson et al., 2007a). As the bromine release seems to be closely related to first-year sea ice, the extent and intensity of the area affected by bromine chemistry can be expected to increase in the future as the Arctic ocean will keep freezing over in winter, thereby producing an increasingly

Fig. 30. Schematic depiction of the main release mechanisms for reactive halogens in the troposphere (including some not mentioned in the text).
large area of first-year sea ice. Therefore, the consequences for the ozone budget and mercury input into the Arctic ecosystem will likely be more important in the future.

The marine boundary layer (MBL) is in direct contact with the ocean, which is the largest reservoir for halogens. In general, the strongest source of bromine and chlorine in the MBL is through the production of sea salt aerosol upon bubble bursting, a smaller fraction is released from biogenic organic halogens. Iodine compounds on the other hand are largely released as organic compounds and molecular iodine from micro and macro algae that accumulate iodine from the ocean water. Measurements of halogen oxides in the open ocean MBL are very difficult and very few have been published so far. IO was measured on Tenerife and at Cape Grim by Allan et al. (2000) and it is likely that this is an open ocean signal but coastal effects cannot be excluded. Recently measurements at the UK-SOLAS observatory on the Cape Verde islands have shown very high levels of both BrO and IO of typical daytime maxima of 2.5 and 1.4 pptV which would indicate that ozone photochemistry in this area is dominated by halogen chemistry (Read et al., 2008) (see Fig. 32) and that DMS oxidation would be strongly affected by the presence of BrO. These BrO mixing ratios are consistent with the autocatalytic release from sea salt aerosol e.g. (Vogt et al., 1996; von Glasow et al., 2002). If the levels of reactive halogens as measured at Cape Verde were indeed a widespread phenomenon, our understanding of photochemical processes in the clean MBL needs to be completely re-assessed. Indirect evidence indeed suggests a widespread role of halogen chemistry in the clean MBL as so-called sunrise ozone destruction that have been observed in the West and North Pacific (Galbally et al., 2000; Nagao et al., 1999; Watanabe et al., 2005) could be due to bromine chemistry (von Glasow et al., 2002). Osthoff et al. (2008) detected for the first time nitryl chloride in the MBL under conditions with very high NOx concentrations (continental outflow and ship plumes). At sunrise CINO2 photolyses rapidly releasing chlorine radicals which, in the presence of NOx and VOC, could lead to enhanced ozone formation. As the global importance of outflow from coastal Megacities, as well as from ship plumes is projected to increase in the future, this chemistry could transform large ocean regions from a net ozone sink to a net ozone source. Furthermore, chlorine radical concentrations in the remote MBL have been estimated to be in the range of $10^3$–$10^5$ in the MBL e.g. (Lowe et al., 1999; Wingenter et al., 1999, 1996) with relevance mainly for the methane budget. In the southern hemisphere Cl could account for about 3.3% of CH4 destruction (Platt et al., 2004).

Bursts of new particles that were observed at Mace Head on the west coast of Ireland (O'Dowd et al., 1998, see also Section 3.2.4) were quickly associated with iodine chemistry owing to the detection of IO (Alicke et al., 1999). At Mace Head and other coastal sites where seaweeds are exposed at low tide, molecular iodine has been identified as the main precursor for iodine with nighttime mixing ratios of $>10$ pptV e.g. (Saiz-Lopez and Plane, 2004). Indeed, chamber studies using seaweeds at Mace Head illustrate a linear relationship between I$_2$ concentration and nanoparticle concentrations at sizes of 3–5 nm (Sellegri et al., 2005). The details of new particle formation

![Fig. 31. BrO measured from space from GOME and SCIAMACHY (top panel Northern Hemisphere; bottom panel Southern Hemisphere) (Courtesy of A. Richter, M. Begoin, J.P. Burrows, U. Bremen).](image-url)
from iodine oxides are, however, not completely resolved yet. In terms of ozone destruction the relevance of these fairly local events of very high iodine loadings might be limited and although there are indications that the fine particles produced in these bursts can grow to CCN sizes (O’Dowd, 2001; O’Dowd et al., 2007), more studies are needed to test on what spatial scale this might be of relevance, especially in competition with other particle sources.

The presence of reactive halogen compounds in the plumes of passively degassing volcanoes was discovered a few years ago (Bobrowski et al., 2003). Bobrowski et al. (2003) measured the highest BrO mixing ratios detected so far in the atmosphere with inferred values exceeding 1 ppbV. BrO has been identified at a number of other volcanoes e.g. (Bobrowski and Platt, 2007; Oppenheimer et al., 2006), as has OClO and ClO (Bobrowski et al., 2007; Lee et al., 2005). It has been known for a long time that very large amounts of halides are emitted from volcanoes but thermodynamic modelling suggests that other inorganic halogen compounds can be emitted from volcanoes (Gerlach, 2004). Measurements of the BrO:SO2 ratio downwind of Mt Etna showed an increase with time of BrO concentrations and a comparison of these data with model calculations showed that the bromine explosion mechanism is sufficient to explain both the absolute amount of bromine as well as the rate of its formation (Bobrowski et al., 2007). As discussed previously, multiphase chemistry is the key to these reaction cycles. As most volcanoes emit directly into the free troposphere the potential for large-scale effects through long-range transport and extended lifetime of halogens through multiphase cycling is large. The expected effects include O3 depletion and more rapid oxidation of S(IV) and, if Cl radical levels are sustained high enough, CH4 oxidation.

From the comparison of ground-based, balloon and space-based measurements, the presence of 0.5–2 pptV BrO in the free
troposphere has been suggested e.g. (van Roozendael et al., 2002). Recent long-term ground-based measurements are improving the fidelity of these numbers and suggest tropospheric columns of BrO of around \(10^{13}\) molecule cm\(^{-2}\) with somewhat smaller values near the equator (Fiektau et al., 2007; Hendrick et al., 2007; Theys et al., 2007). Global model studies of tropospheric bromine chemistry indicate that these levels are enough to perturb the \(O_3\) concentrations by 5–20% (Yang et al., 2005). The sources for bromine in the free troposphere are likely to be dominated by the breakdown of natural organic bromine gases and bromine released from sea salt (Yang et al., 2005) but bromine from volcanoes should also be considered.

Our knowledge about the relevance of halogen chemistry in the troposphere has increased dramatically in the last decade. The main implications of reactive halogens are a decrease of ozone in most regions but an increase in \(O_3\) smog in densely populated coastal regions. Furthermore, the activation of elemental mercury and links with the sulphur cycle are of importance. It is interesting to note that the large majority of reactive halogen compounds in the troposphere are of natural origin and that basically all of them are related to the presence of halides in ocean water. This is true even for halogens in volcanic plumes as most of them originate from sea water that was, for example, included in subducted sediments.

### 3.3.2. Night-time chemistry

The nitrate radical, \(NO_3\), is rapidly destroyed by daytime photochemistry (Wayne et al., 1991). It is mainly of importance in the nocturnal atmosphere. The nitrate radical is formed by the reaction of \(O_3\) with \(NO_2\). Through further reaction with \(NO_2\), \(NO_3\) subsequently can form \(N_2O_5\), which can thermally degrade to \(NO_2\) and \(NO_3\), coupling \(NO_2\) and \(N_2O_5\). At colder temperatures degrada-
tion of \(N_2O_5\) is very slow leading to an effective permanent sink for \(NO_3\). \(NO_3\) is lost from the gas phase both by gas phase reactions with \textit{inter alia} \(NO\), alkenes, organic nitrates, alkenes and di-methyl-sulphide (DMS) (Wayne et al., 1991). Both \(NO_3\) and \(N_2O_5\) can undergo heterogeneous uptake, a process which is known to be dependent on aerosol composition. \(NO_3\) can then be lost from the atmosphere system through wet/dry deposition of both gas phase and aerosol particles.

Ambient concentration levels of \(NO_3\) are more uncertain than those of \([OH]\). New measurements (Allan et al., 2002; Brown et al., 2007b, 2006b) have shown that the concentrations measured at surface level tend to be significantly lower than concentrations higher up in the continental boundary layer, where sinks of \(NO_3\) are less efficient (Geyer and Stutz, 2004a; Penkett et al., 2007).

\(NO_3\) reacts with a variety of organic compounds in the atmos-
phere (Wayne et al., 1991). In particular, reactions with biogenic VOC, such as isoprene and terpenes, as well as the reactions with DMS, are of significance. \(NO_3\) reactions with alkanes and aldehydes proceeds via \(H\)-abstraction

\[
NO_3 + RH \rightarrow R + HNO_3
\]  

(13)

The alkyl radicals produced in reaction (13) are transformed to peroxy radicals (\(RO_2\)) by reaction with \(O_2\). Reactions with alkenes (including isoprene and terpenes) proceed via \(NO_3\) addition to a \(C\equiv C\) double bond. Further reaction steps are \(O_2\) addition, followed by either reaction with other peroxy radicals or \(NO_2\). Reasonably stable end products are organic nitrates and peroxy radicals (Monks, 2005; Wayne et al., 1991). A chamber investigation of the reaction of the \(NO_3\) radical with isoprene showed a significant yield of aerosol. A “back–of–the-envelope” estimate of the global SOA formation from this reaction suggested an amount of \(2–3\) \(Tg\) yr\(^{-1}\) which is about 25% of the amount of SOA that is estimated to be formed from the reaction of isoprene with the OH radical (Ng et al., 2008). However, the actual SOA formation under ambient conditions from this as well as other \(NO_3\) reactions with unsaturated organics is still uncertain.

Since most of the reactions of \(NO_3\) with organic species appear to lead to the formation of peroxy radicals, an interesting conse-
quence of the nighttime reaction of \(NO_3\) with organic species is a considerable contribution to the \(NO_3\) budget (Carslaw et al., 1997; Geyer et al., 2003; Platt et al., 1990; Salisbury et al., 2001). When \(NO_3\) levels are very low, peroxy radicals can be converted to \(RO\) by reaction with other \(RO_2\) radicals (in particular \(HO_2\)), \(NO_2\) (see Section 3.1.1.3) \(O_3\), or \(NO_3\):

\[
RO_2 + NO_3 \rightarrow RO + NO_2 + O_2
\]  

(14)

In urban areas, where ubiquitous \(NO\) emissions and vertical transport can lead to an active mixing of \(NO_3\), \(N_2O_5\) and \(NO\), the likely fate of \(RO_2\) radicals, even at night, is reaction with \(NO\) (Geyer and Stutz, 2004a,b)

\[
RO_2 + NO \rightarrow RO + NO_2
\]  

(15)

This gives rise to a radical chemistry which is similar to that during the day and can include significant nighttime \(OH\) formation via:

\[
HO_2 + NO \rightarrow OH + NO_2
\]  

(16)

However, at night \(NO\) is irreversibly oxidized to \(NO_2\) by \(O_3\), therefore the region in which \(NO_3\) and \(NO\) can coexist is often shallow and it moves vertically throughout depending on the \(NO\) emission strength and vertical stability (Geyer and Stutz, 2004b).

Homogeneous reactions of \(N_2O_5\) with water vapour and other atmospheric trace gases are believed to be extremely slow (Mentel et al., 1996). However, heterogeneous reaction with water contained in aerosol or cloud particles will convert \(N_2O_5\) to nitric acid:

\[
N_2O_5 + H_2O (het) \rightarrow HNO_3
\]  

(17)

Uptake coefficients (\(\gamma\)) for \(N_2O_5\) and \(NO_3\) on water (droplet) surfaces are in the range of 0.04–0.1 (the higher values applying to water containing \(H_2SO_4\)) (Hallquist et al., 2003; Wahner et al., 1998a,b). If reaction (17) leads to accumulation of nitrate in the liquid phase, the accommodation coefficients can be considerably (by about one order of magnitude) reduced. For instance, Wahner et al. (1998b) find \(\gamma\) in the range of 0.002–0.023 at relative humidities of 48–88% for the accommodation of \(N_2O_5\) on sodium nitrate aerosol. Recent studies (Brown et al., 2006a,b) find uptake coefficients of 0.017 and \(-0.0016\), for situations with high (around 20 \(\mu g\) m\(^{-3}\)) and low aerosol sulphate contents, respectively. These reactions lead to non-photochemical \(NO_3\) to nitrate conversion and thus can strongly affect the daytime ozone formation (Brown et al., 2006a,b). Overall, a key question is the relative importance of the non-photochemical \(NO_3\) to \(N_2O_5\) versus the photochemical \(NO_3\) + \(OH\) pathways in the conversion of \(NO_2\)-to-HNO_3 or nitrate (see also Section 3.1.2).

Further consequences of nighttime \(NO_3\) are the oxidation of iodine species by \(NO_3\), which can lead to nighttime formation of \(I_2\) and \(IO\) (Dillon et al., 2008), which was observed in various studies (Alicke et al., 1999; Allan et al., 2000; Peters et al., 2005; Saiz-Lopez and Plane, 2004; Saiz-Lopez et al., 2006a,b). The proposed reaction scheme includes:

\[
NO_3 + I_2 \rightarrow IONO_2 + I
\]  

(18)

followed by \(I + O_3 \rightarrow IO + O_2\) and:

\[
IO + NO_3 \rightarrow OIO + NO_2
\]  

(19)
Recently, the oxidation of particulate chloride by \( \text{N}_2\text{O}_5 \) to form \( \text{ClNO}_2 \) (and in a further step \( \text{Cl}_2 \)) was reported by (Roberts et al., 2008) and (Osthoff et al., 2008). These reactions could be an important source of Cl atoms in the lower atmosphere e.g. in polluted coastal areas (see also 3.3.1).

3.3.3. Tropical chemistry – A driver for global oxidation

The tropics are critical for climate because the high solar irradiance and humidity make this region important for determining the global oxidative capacity and hence the lifetime of greenhouse gases (see Fig. 33). Although the important processes controlling tropical chemistry have been known for some time, the major advancements in understanding in the last 5 or so years have come about through improved observations of the spatial and temporal distribution of trace gases and better model parameterizations. This has been enabled by data from a number of intensive measurement campaigns targeted at the tropics and improved instrumentation allowing the measurement of compounds previously not measured or at such high frequency and satellite observations. These data have allowed improvements in top-down emissions inventories, including better parameterizations of the lightning \( \text{NO}_x \) source (Schumann and Huntrieser, 2007). Better representations of convection in models have been vital for simulating tropical chemical composition. Comparing the new observations with improved model simulations has allowed the quantification of individual processes to be better constrained, their impact on tropical chemistry to be more accurately assessed e.g. (Sauvage et al., 2007b) and discrepancies to be identified for further study.

Tropical tropospheric ozone exhibits a number of features that are attributed to a combination of dynamics and chemistry. The climatological ozone profile is “S” shaped with a minimum at the surface, maximum around 6.5 km, another minimum at around 11 km and a subsequent increase towards the tropopause. The upper tropospheric minimum has largely been explained by outflow from deep convection lifting of ozone-poor air from near the surface (Folkins et al., 2002) and has also been shown to migrate meridionally over Africa with the passage of the ITCZ (Sauvage et al., 2007d). Away from this minimum, ozone increases in the poleward branches of the Hadley cell and this can largely be explained by ozone production promoted by \( \text{NO}_x \) from lightning aloft, which have been transported from Indonesia (Kondo et al., 2002) with the ozone having been produced enroute (Kita et al., 2002). During the wet season lightning was found to be a major source of \( \text{NO}_2 \) over the tropical south Pacific (Wang et al., 2001) along with long-range transport of PAN (Staudt et al., 2001).

Measured latitude-altitude distributions of \( \text{OH} \) concentration have been compared to model estimates across the tropical Pacific and suggest that current model mechanisms provide a reasonably good representation of \( \text{OH} \) levels for tropical marine environments (Davis et al., 2001). Studies have shown convective uplift of \( \text{CH}_3\text{OOH} \) to be an important source of \( \text{HO}_x \) in the upper troposphere (Mari et al., 2003). In general, net loss of ozone was found across the tropical Pacific, (Olson et al., 2001) although pollution events were observed, including a river of low-altitude pollution from both Eurasia and America flowing south-westwards in the north-eastery trade winds (Raper et al., 2001). The composition of pollution from Asia flowing out into the Pacific has been extensively studied (Russo et al., 2003).

Near the surface biogenic emissions become relatively more important for the ozone budget e.g. (Aghedo et al., 2007). However, uncertainties as to their effect on the chemistry have been identified. Typically chemical models have calculated that VOCs, in particular isoprene and terpenes, that have been observed at high concentrations above tropical rain forests, (Warneke et al., 2001) lead to depleted boundary layer \( \text{OH} \) in low \( \text{NO}_x \) environments. However measurements have found \( \text{OH} \) concentrations to be higher than expected (Karl et al., 2007; Kuhn et al., 2007) and this is believed to be due to recycling of \( \text{OH} \). Via the reaction of \( \text{HO}_2 \) with organic peroxy radicals derived from isoprene (Lelieveld et al., 2008).

Terpenes react with ozone leading to \( \text{OH} \), but their impact on the \( \text{OH} \) concentrations is highly uncertainty, largely owing to poorly quantified emission fluxes and ambient concentrations of these compounds. Observations also suggest large emissions of acetone, or its precursors, from South American rain forests, (Pöschl et al., 2001) whilst acetone and other oxygenated organics were found to be important for the \( \text{HO}_x \) and \( \text{NO}_x \) budgets over the tropical Pacific.

Two other features are a “zonal wave-one” pattern in the middle upper troposphere with a maximum over the Atlantic and Africa and the “Atlantic ozone paradox” with greater tropospheric ozone over the Southern rather than Northern tropical Atlantic during the boreal winter when biomass burning activity is greater in the northern hemisphere over Africa. These have been explained by combinations of dynamics, transported ozone from biomass burning, and ozone produced from lightning \( \text{NO}_x \) (Jenkins and Ryu, 2004a,b; Martin et al., 2002; Sauvage et al., 2006; Thompson et al., 2003) Not only has the transport of air impacted by biomass burning in northern Africa been linked to enhanced ozone in the southern hemisphere in boreal winter, but also air impacted by biomass burning in southern Africa has been linked to enhanced ozone in the southern hemisphere over West Africa in austral winter (Mari et al., 2007; Sauvage et al., 2007a, 2005).

A minimum in tropospheric ozone exists over the Pacific between the ITCZ and SPCZ as a result of this air having had a long residence time over the Pacific (Browell et al., 2001). Further, ozone and its precursors have been found in significantly higher concentrations in the southern Pacific during the dry season (as compared to the wet season) when biomass burning was more prevalent and when water vapour and hence ozone loss rates were greater (Browell et al., 2001).

The ENSO affects the intensity of biomass burning, lightning and the transport pathways that redistribute the pollutants over the Pacific and maritime continent. This can lead to, for example, local biomass burning pollution being confined to the boundary layer over northern Australia with elevated concentrations of \( \text{NO}_x \) and ozone aloft, which have been transported from Indonesia (Kondo et al., 2002) with the ozone having been produced enroute (Kita et al., 2002). During the wet season lightning was found to be a major source of \( \text{NO}_2 \) over the tropical south Pacific (Wang et al., 2001) along with long-range transport of PAN (Staudt et al., 2001).

Fig. 33. Contribution of the different regions of the troposphere to the total removal of methane throughout the year calculated from a global CTM (Bloss et al., 2005c).
There is also considerable uncertainty over the yield of isoprene nitrates from the reaction of the isoprene peroxy radicals with nitrogen oxide (Chen et al., 1998; Sprengnether et al., 2002) as well as their fate, in particular whether NOx is lost from the atmosphere (Chen et al., 1998). Global model studies show the impact of isoprene on ozone and PAN in tropical regions is dependent on this chemistry (von Kuhlmann et al., 2004) (see also Section 3.1.1.1).

Away from cities and active biomass burning, NOx concentrations are low in many parts of the tropics, so natural sources, such as soils, are relatively important. The African Sahel has been identified as a particularly important region, with emissions triggered by rain on dry soils. This source has been quantified by satellite observations of column NO2 (Jaegle et al., 2004) and boundary layer aircraft observations where its impact on ozone has also been observed (Delon et al., 2008; Stewart et al., 2008). Studies in Amazonia have shown that NOx emitted from forest soils is subject to chemical cycling within the canopy and subsequently re-uptake by the vegetation (Andreae et al., 2002). Tropical oceans have been shown to be a source of low molecular weight alkyl nitrates (Chuck et al., 2002; Dahl et al., 2005) leading to significant concentrations of reactive nitrogen (Blake et al., 2003) which can subsequently impact ozone both near the surface and in the upper troposphere following convective uplift (Neu et al., 2008).

3.3.4. Heat waves

Beyond the impact of emission and climate changes on mean ozone concentration, the recent occurrence of the deadly heat wave that struck Western Europe during the summer of 2003 raised several questions about photochemical oxidation processes in extreme weather. Several authors suggested that the 2003 summer is a premonitory picture of mean future European climate (Beniston, 2004; Schär et al., 2004). Deducing ozone concentrations in a warmer climate is however not a straightforward exercise as the effects of emissions and other factors (biogenic emissions and land use) most probably dominate the effect of climate (Vautard et al., 2007). This episode however taught us that the ozone “cloud” can have a large spatial extent over Europe owing to large-scale stagnation and recirculation (Vautard et al., 2005) (see Fig. 35). Large concentrations of many photochemical compounds were observed in different countries (Lee et al., 2006b; Ordonez et al., 2005). The large-scale nature of the episode was also confirmed by airborne MOZAC measurements (Tressol et al., 2008). The 2003 heat wave was actually followed by other less extreme episodes, such as in 2006 over Central Europe (Struzewska and Kaminski, 2007).

The summer of 2003 also offered an excellent, albeit unfortunate, framework for the study of the combined impact of climate change and air quality on health. The heat wave period claimed about 35,000 extra deaths across Europe (WHO, 2005a). The largest death toll was in France with about 15000 excess deaths, an excess of 54% relative to normal. Although the dominant factor for extra mortality was undoubtedly temperature exposure to photooxidants such as ozone and related pollutants probably played a role.

The 2003 event was associated with a very robust and persistent high pressure system over Europe that blocked the flow of a rain-bearing low-pressure system at 700 mb and 500 mb (Lyamani et al., 2006). Some weather services suggested that this phenomenon might be a manifestation of an exceptional northward extension of the Hadley cell. Such synoptic conditions remained almost unchanged for the whole first half of August. Exceptionally high temperatures (often near 40 °C) and the stagnation of air masses over areas of high emissions caused a long-lasting, severe photochemical episode (Vautard et al., 2005). Very high ozone concentrations occurred mainly in the first half of August (see Fig. 35).

The spatial distribution of exceedances of the information threshold, a threshold that requires public information (180 μg m⁻³ (EU Directive, 2002/3/EC, 2002) observed in summer 2003 was much more extensive than in previous periods. The averaged European daily 8 h ozone concentration for the period June–August 2003 was 87 μg m⁻³, as compared to 71 μg m⁻³ in 2002 and 61 μg m⁻³ in 2000. In addition to enhanced photochemical pollution, Southern Europe also suffered from high concentrations of carbon monoxide and biomass burning particle aerosols emitted from wild fires in the Iberian Peninsula and mineral dust transported from the Sahara (Vautard et al., 2005). High temperatures and poor air quality resulted in increased mortality in many European countries.

In the Netherlands, 1000–1400 premature deaths were recorded in the 2003 summer period (Fischer et al., 2004). In the UK, an increase of about 2000 deaths during the same period was reported (Stedman, 2004). Mortality of an additional 28000 people was estimated for the southern part of Europe (Portugal, Balkans, Italy) and in France about 15000 excess deaths were recorded. It has been estimated that in the UK, between 423 and 769 of the excess deaths during the first 2 weeks of August 2003 were associated with the elevated ambient ozone and PM10 concentrations (Stedman, 2004). This represents 21–38% of the total excess deaths. In the Netherlands, air pollution is believed to have been responsible for 400–600 of the excess summer deaths (Fischer et al., 2004). Both the UK and Netherlands study demonstrate that many of the deaths that were being attributed to the abnormally high temperatures alone, may have been exacerbated by the concomitantly worsened air quality.

During the heatwave episode of 2003, a large atmospheric field measurement study was taking place at a sub-urban site in Writtle, approximately 25 miles North East of London. The observations made encompassed a wide range of gas phase species including O3, NO, NO2, CO, C2–C10 non-methane hydrocarbons (NMHCs), C2–C7 carbonyl compounds, PAN, and peroxy radicals. Measurements were also made of a range of photolysis rates including \(j(\text{O}_1\text{D})\), \(j(\text{NO}_2)\) and \(j(\text{HCHO})\) along with a large suite of aerosol number and composition measurements. All of these measurements allowed a unique study of the atmospheric chemistry of a European heatwave to be carried out (Lee et al., 2006b). Fig. 34 shows ozone and temperature data taken at the Writtle site in the southern UK during August 2003. It clearly shows the elevated levels of ozone during the high temperature period, particularly from 5th–11th August. A key part of understanding the 2003 highs is to determine the relative sources of ozone observed at the Writtle site and any potential non-linearities in this generation process.

For the longer-lived secondary products such as ozone (and also species such as acetone etc.), what is observed at this location during a heatwave is a combination of the general Northern
Hemisphere background and regionally produced products. During the heatwave of 2003, ozone data from other air quality monitoring sites in SE England (Harwell, Oxon; Wicken Fen, Cambs; Rochester, Kent and Lullington Heath, E Sussex) exhibited the same characteristics as the Writtle site, indicative of a regional scale phenomenon. Model studies such as that by Jenkin et al. (2002) point to characteristics as the Writtle site, indicative of a regional scale phenomenon. Model studies such as that by Jenkin et al. (2002) point to Europe as a major source of ozone during such anticyclones and that will also hold true for this case. Measurements of the surface emissions tracers ethane, acetylene and isoprene also show significant enhancements during the heatwave period. Biogenic emissions of isoprene are dependent upon both light and temperature (Guenther et al., 2003) and consequently, atmospheric concentrations of isoprene exhibited a strong diurnal cycle with a maximum in the daytime falling to zero at night. Over the heatwave period in 2003 isoprene concentrations were seen to increase dramatically with a non-linear relationship to temperature, with a peak concentration of 1200 pptV observed on the hottest days. There is also evidence that the emission of additional isoprene during the heatwave was not limited solely to rural locations such as Writtle. Measurements taken at Marylebone Road in central London showed concentrations as high as 1600 pptV in August 2003. Photochemical products such as PAN, acetone and HCHO showed significant enhancement during the heatwave period, much greater than was seen in many of the precursor NMHCs, with peak daytime concentrations more than doubled. This behaviour was also seen in other secondary products such as the higher aldehydes and ketones. These species clearly show significant enhancement during the heatwave period, much greater than was seen in many of the precursor NMHCs, with peak daytime concentrations more than doubled. This behaviour was also seen in other secondary products such as the higher aldehydes and ketones.

An analysis of the OH reactivity of the measured species showed that in non-heatwave periods the largest contribution to VOC reactivity was from acetaldehyde, contributing 25% of the total reactivity, with the total contribution from all oxygenated secondary species being 36%. Formaldehyde and isoprene were also significant, contributing 16% and 14% of the total reactivity, respectively. During the heatwave period, acetaldehyde contributed the most to total reactivity (25%). The total from oxygenated species and formaldehyde was very similar at 35% and 16%, respectively. However, the contribution from isoprene to the total reactivity during the heatwave period increases to 20%. The balance of reactivity between functional group types is broadly similar in the two periods, but absolute concentrations of organic compounds are generally higher. This data shows the extremely active local chemistry occurring during the 2003 heatwave period in the UK (through non-linear emissions of isoprene, elevated peroxy radical intermediates and labile products such as PAN) and therefore suggests a case for significant additional local (that is, within the boundary layer of the UK and on the day of observation) generation of ozone, to be added to an already enhanced regional background. A trajectory model run during the 2003 heatwave period showed that in general, tracers such as NMHCs could be well simulated for the 2003 heatwave, however the simulation of ozone was less successful (Utembe et al., 2005). It would appear from these results that the emissions inventory for anthropogenic VOCs and their chemistry within the trajectory model is well represented, but that estimation of ozone during the heatwave is not straightforward. The ability to correctly simulate ozone over this heatwave period using a trajectory model was closely tied to the biogenic emissions that were introduced by that model from the surface. Whilst biogenic emissions inventories exist for the UK, (Stewart et al., 2003), in general, it is not considered a geographic region which is strongly influenced by biogenic VOCs. There is also the possibility that other biogenic compounds such as monoterpenes have an important role in local ozone formation but are not well represented in emissions inventories.

It is clear that heatwave periods are accompanied by greatly increased levels of photochemical pollution. This, in turn, can cause severe public health effects, in addition to those caused directly by the high temperatures. Recent studies of the 2003 heatwave in the UK have shown the possibility that the abundance of ozone on the final day of an air mass trajectory arriving in the UK during an anticyclone may be influenced not only by longer range transport, but also by UK emissions including important biogenic species which have non-linear emissions and temperature-dependant chemistry. This has clear sensitivity to future changes in meteorology and climate. It is important to understand the chemical and physical processes occurring under such conditions, as climate models suggest that the occurrence of extreme high temperature periods are likely to significantly increase over the period to 2080 (Stott et al., 2004). The current probability in the UK of exceeding 35 °C is 0.6%, however by 2080 it is estimated to become 6%, (e.g. temperatures in excess of 35 °C currently occur roughly 1 day every two years whereas in 2080 we may expect 5 day yr⁻¹, or once every 2.5 weeks during summer).

### 3.3.5. Megacities

For the past few hundred years, human populations have been clustering in increasingly large settlements. It is estimated that in 2007, for the first time in history, the world’s urban population exceeded the rural population (UN-HABITAT, 2006). At present, there are about 20 cities worldwide with a population of 10 million or greater and about 30 with a population of about 7 million or greater (see Fig. 36). Such coherent urban areas with more than about 5 or 10 million people are called megacities (there is no clear threshold or formal definition of the term megacity at present). The rate of growth of megacities with populations exceeding 10 million has been tremendous, going from only 3 in 1975 to an anticipated 22 in 2015. These numbers are expected to continue to grow in the future.
future. In Europe, there are several major population centres that qualify as megacities, depending on the definition used, the source of data and the method of classifying urban and sub-urban populations.

Megacities and heavily urbanized regions produce large fractions of the national gross domestic product (GDP) (e.g. London, Paris and Mexico City account respectively of 19.9, 27.9 and 26.7% of national GDP (OECD, 2006)). The influence of human activity in megacities leads to serious issues in municipal management, such as housing, employment, provision of social and health services, the coordination of public and private transport, fluid and solid waste disposal, and local and regional air pollution (see Fig. 36.).

Research on the latter, the focus of this section, has spanned the range from emissions to air quality and effects on weather and climate, from urban to global scales. The general topic underlying this, namely the effects of emissions from large urban areas on remote environments have long been the subject of observational and modelling studies e.g. (Hov et al., 1978; White et al., 1976). Interest in this research has increased over the years owing to the recognition of the significant local and regional consequences which can be expected for human health and crop production e.g. (Chameides et al., 1994). A few representative examples of recent research focused on megacities and their air pollution effects are discussed below. A comprehensive review would be beyond the scope of this section and is not intended. Several good introductions and overviews of various aspects of this topic are available in the literature, for instance in, (Molina and Molina, 2004; Akimoto, 2003; Crutzen, 2004; Gurjar and Lelieveld, 2005), as well as the World Atlas of Atmospheric Pollution (Sokhi, 2008).

Fig. 36. (a) Population, (b) MODIS annual mean aerosol optical depths and (c) the annual mean aerosol forcing in the atmosphere and at the surface for the top 26 megacities (http://en.wikipedia.org/wiki/Megacity) in the world. The aerosol forcing is estimated by multiplying MODIS AOD with the MACR-modelled forcing efficiency. The AOD and forcing values are for 2001–2003 (Ramanathan et al., 2007).

Research on emissions from megacities has included several studies of city-specific emissions, such as the collection of inventories for European cities created for use in the City Delta project, (Cuvelier et al., 2007) or various case studies on emissions from individual cities, for example Delhi (Gurjar et al., 2004). These have shown that the use of city-specific data can lead to differences in calculated emission trends compared with trends calculated by application of national policy data using a country-based method. A listing of emissions from a number of cities based on various studies is provided by Gurjar et al. (2008). Regional inventories can also provide significant insights into megacity emission, such as the regional emission inventory for Asia developed by (Streets et al., 2003) which was used for instance by( Guttiikunda et al., 2005) to study the effects of Asian megacity emissions on regional air quality and by Streets et al. (2007) to examine the anticipated effectiveness of pollution control measures for the 2008 Summer Olympics in Beijing. In general, city-specific and specialized regional inventories can probably be considered more accurate than the global inventories; however, global inventories are the only ones that allow a cross-comparison of cities using the same underlying assumptions for each, and are the only emissions available for use in global chemistry-transport models. Butler et al. (2007) examine the megacity emissions in three widely-used global emissions datasets and find large differences (often a factor of two) between the emissions for individual cities, even when the total global emissions of gases like NOx and CO are very similar.

In the global inventories, emissions from megacities in OECD countries are generally dominated by road transport, while in non-OECD countries, notably in Asia, megacity CO emissions are
dominated by residential biofuel use, and industrial emissions predominate for NOx. Non-methane hydrocarbon emissions in OECD megacities are found to be caused by industry and traffic, whereas in non-OECD countries residential biofuel use makes significant contributions. Future work on megacity emissions will include both greater refinements of the existing inventories, as well as scenario work on determining expected future impacts and the most effective mitigation measures.

The air pollution in megacities has long been of interest to researchers (Jacobson, 2002). Smog events in London date back at least to the 17th century, culminating in the week-long event in December, 1952, which caused about 12,000 deaths. Many other large cities, such as Los Angeles, have been renowned for their poor air, as well as for the substantial clean-ups over more recent years. Scientific research on the air quality (Haagen-Smit, 1952) in these cities has resulted in an increasing understanding of the complex interplay between emissions, gas and aerosol phase processes, urban-scale meteorology, regional meteorology and pollutant import.

For the specific sub-topic of megacities there have been far fewer publications, with the main overviews of the issue being those previously indicated. There are also many national and international research programs focusing in general on urban pollution. Amongst these, two which stand out as being sponsored by global organizations are the WMO GURME (GAW Urban Research Meteorology and Environment) program, and the UNEP Atmospheric Brown Clouds (ABC) program. From the European perspective, it is worth noting the City Delta project, (Cuvelier et al., 2007) mentioned above, along with others, e.g. the EU FP5 FUMAPEX (Forecasting Urban Meteorology, Air Pollution and Population Exposure) project (Baklanov et al., 2005). Again, there are far fewer international projects specific to the topic of megacities, though two European projects worth noting here are the new EU FP7 projects CityZen (megaCITY - Zoom for the ENVironment) and MEGAPOLI (Megacities: Emissions, urban, regional and Global Atmospheric POLlution and climate effects, and Integrated tools for assessment and mitigation), which will be delving deeper into these issues over the period 2008–2011.

Beyond urban pollution in the megacities themselves, the emissions from megacities can have significant effects on the atmospheric chemistry of downwind regions. The outflow, distribution and influence of pollutants on regional, continental and global scales have been examined in several previous studies using global models (e.g. Wild and Akimoto, 2001; Stohl et al., 2002; Lawrence et al., 2007, 2003). More detailed examinations of specific regions or individual megacities have been conducted using regional models e.g. (de Foy et al., 2006; Guttikunda et al., 2005). A good overview of this kind of research is provided by Akimoto (2003). On the whole, these studies have shown the substantial potential of the pollution from megacities to affect surrounding and downwind regions, including the upper troposphere, and that the effects depend strongly on the regional meteorological characteristics around the individual cities. Since most megacities are at or close to the coasts, much of this outflow (approximately half, according to Lawrence et al. (2007)) occurs over the oceans, with potential effects on elemental cycles (e.g. fixed nitrogen) in maritime surface waters. The outflow to surrounding continental regions can result in substantial impacts on health and agriculture, though this has yet to be characterized for megacities. It is also unclear whether the overall pollution levels and impacts would be greater or less if the total population were to be kept the same, but the population density were to be shifted from urban to surrounding regions. Other questions also remain open, such as whether the concentrated emissions of gases, aerosols and aerosol precursors in the megacities have a substantial impact on regional and global climate.

3.3.6. A regional hot spot – Mediterranean

The Mediterranean region consists of landmass surrounding a body of saline water (Mediterranean sea) that does not exchange very rapidly with the rest of the oceans. The Mediterranean climate is characterized by hot, dry summers and mild, rainy winters. Evaporation greatly exceeds precipitation and river runoff in this region, a fact that is central to water circulation within the basin.

The Mediterranean is a crossroad of air masses coming from Europe, Asia and Africa (see Fig. 37) (Leiieveld et al., 2002). At this crossroad, anthropogenic emissions, mainly from Europe, Balkans and the Black Sea, meet with natural emissions from Saharan dust,
vegetation and the sea, as well as from biomass burning, which presents a strong seasonal pattern (Reneau et al., 2007). The transport of anthropogenic pollutants from America also exerts a significant influence in the free troposphere. As a consequence of its unique location and emissions, the Mediterranean region is often exposed to multiple stresses, such as a simultaneous water shortage and air pollution exposure. Pollution in this region has been high in the last couple of years, exacerbated by the Mediterranean climate and is likely to grow in the future owing to the rapid urbanization of the region. The meteorology and chemistry of the Mediterranean lead to two “distinct” but interlinked regions, the western and the eastern basins.

Ozone and aerosol air quality limits are often exceeded over the entire Mediterranean particular during the summer. The contribution of natural emissions to these exceedances seems significant but remains to be quantified. The Mediterranean, located at the boundary between the tropical and mid-latitudes, is subject to large (about 50%) changes in the total O$_3$ column (Ladstatter-Weissenmayer et al., 2007) which have been attributed to changes in the location of the sub-tropical front (Hudson et al., 2003). In summer, the total observed variability in tropospheric O$_3$ is about 5–10% of the total O$_3$ column, that is 25DU (Ladstatter-Weissenmayer et al., 2007). As contribution (background) levels of O$_3$ are high, particularly in spring or summer and depending on the meteorological conditions they are controlled by a combination of large-scale processes, long-range transport and photochemical formation, it makes it difficult to control ozone in urban and industrial areas.

In the eastern Mediterranean, experimental studies (Kourtidis et al., 2002; Kouvarakis et al., 2000) have demonstrated that transport from the European continent is the main mechanism controlling ozone levels in the eastern Mediterranean, especially in summer (or spring depending on the prevailing air transport patterns) when ozone presents a maximum of about 60 ± 10 ppbV (Gerasopoulos et al., 2005). However, both model results and observations have revealed a net photochemical ozone depletion over the eastern Mediterranean sea in summer. Gerasopoulos et al. (2006b) and Kalabokas et al. (2007) found that during the summer high tropospheric ozone values in the eastern basin were confined in the low troposphere whereas in the middle troposphere O$_3$ was only 5–10% higher than over Central Europe.

In the western Mediterranean, the highest ozone levels in the western basin are recorded in mid-spring and early fall, i.e. when the breezes oscillate the surface air mass between the sea and the mountain slopes, while still remaining mostly confined below approximately 300–700 m, or less. In summer, the O$_3$ production is higher but the vertical recirculations, described above, increase the overall mixing volume, so that average O$_3$ concentrations may actually be equal to or lower than in spring and early autumn (Millán, 2002).

Observations over the Mediterranean also show high concentrations of aerosols, both PM$_{10}$ and PM$_{2.5}$. Chemistry-transport models successfully simulate the occurrence of high loadings of aerosols over the Mediterranean (Gangoiti et al., 2006; Kallos et al., 2007; Kanakidou et al., 2007; Nickovic et al., 2001). In the Mediterranean, PM$_{10}$ has a similar seasonal behaviour to PM$_{2.5}$, which is marked by dust emission and transport, particularly in spring and fall in the eastern basin and in February–March and late spring-summer in the western basin (especially on regional background sites), whereas PM$_1$ behaves differently (Gerasopoulos et al., 2007; Koçak et al., 2008; Querol et al., 2008; Saliba et al., 2007). Mineral dust transport events that occur episodically over the area make a major contribution (more than 40%) to the PM$_{10}$ exceedances of the EU limit of 50 mg m$^{-3}$ (Escudero et al., 2007; Gerasopoulos et al., 2006a; Koçak et al., 2008; Mitsakou et al., 2008). This is also evidenced by observations from lidar (Papayannis et al., 2008) and sun photometer (Fotiadi et al., 2006) networks and satellite observations (Kalivitis et al., 2007; Papayannis et al., 2005). Re-suspension of dust is likewise a significant component of aerosols in the cities (Rodriguez et al., 2004). In industrial and urban areas, most exceedances (around 70–80%) are due almost exclusively to local anthropogenic source (Querol et al., 2008). During summer the persistent northerly winds carry large pollution loads from Europe that can deposit onto the Mediterranean sea, for instance, nitrate and phosphorus containing aerosols, which affect the water quality and could contribute to eutrophication (Kouvarakis et al., 2001).

The fine aerosol fraction (<1 μm) is mainly dominated by pollution components. In the eastern basin 60% of the total mass is due to ionic mass and about 30% to organics (Leung et al., 2007) (Bardouki et al., 2003; Koulouri et al., 2008). In the western basin the contribution of carbonaceous components increases (from about 10 to 40%) from the rural to the traffic locations (Querol et al., 2008). In the coarse mode in the eastern basin organics account for about 10% whereas ionic components and dust contribute about 50% and 40%, respectively (Koulouri et al., 2008); in western basin rural background areas these contributions are about 15%, 55% and 20%, respectively (Querol et al., 2008). Compared to the colder Central and North Europe, the high temperatures that impose a low thermal stability of ammonium nitrate in summer favour the formation of nitric acid rather than ammonium nitrate in the area (Mihalopoulos et al., 1997; Querol et al., 2008).

The Mediterranean atmosphere is a photochemical reactor with high levels of oxidants, particularly hydroxyl radicals, which have been measured to reach mid-day maxima of approximately 2 × 10$^4$ molecules cm$^{-3}$ (Berresheim et al., 2003). These oxidants initiate reactions that form acids, including sulphuric and nitric acids, and secondary aerosols. The high sulphate loadings in the area are mostly attributed to the long-range transport of sulphur-dioxide pollution (Zerefos et al., 2000). Significant interactions exist in the Mediterranean between natural and anthropogenic components in the atmosphere both in the gas and aerosol phases. Observations and modelling have shown that marine biogenic emissions contribute up to 20% of the total oxidized sulphur production (Kouvarakis and Mihalopoulos, 2002) and about 17% of the nitric acid plus particulate nitrate formation and thus the nutrient deposition to the sea (Vrekoussis et al., 2004, 2006) on a mean yearly basis.

Of particular interest for the sulphur abatement strategy is that during summer in the eastern Mediterranean, heterogeneous sulphate production on fine particles appears to be negligible whereas only about 10% of the supermicron non sea salt sulphate can be explained by condensation of gas phase sulphuric acid; the rest must be formed via heterogeneous pathways (Mihalopoulos et al., 2007). In addition, ageing of aerosols, such as coating of dust by pollution compounds (Falkovich et al., 2004) or chemical trapping of nitrogen on pollen particles, can be harmful for human health. Franze et al. (2005) found that proteins including the birch pollen allergen Bet v1 are efficiently nitrated by polluted urban air, and he suggested that this post translational modification of proteins might promote allergies by traffic-related air pollution. The observed rates of nitration were governed by the abundance of nitrogen oxides and ozone, and concentration levels typical for summer smog conditions led to substantial nitration within a few hours to days. During spring and summer, the Mediterranean subject to intensive pollen emissions is a favourable area for such interactions.

### 3.3.7 Impacts of biomass and waste burning

Biomass burning (BB) has an ongoing role in determining the composition of the Earth’s surface and atmosphere. The representation of biomass burning emissions in models has been
distributing BB emissions will also affect, to an unknown degree, atmospheric transport and fate of BB emissions (Colarco et al., 2003, 2005). As simultaneous measurements of biomass burning trace gases and aerosol properties become more comprehensive e.g. (Hobbs et al., 2003) so does our ability to test current understanding of resulting atmospheric chemistry. Even including a small subset of oxygenated volatile organic compounds (OVOCs, e.g. formaldehyde, acetic acid, formic acid, methanol, phenol, and hydroxyacetaldehyde) significantly improves the ability of chemistry models to reproduce observed concentrations of ozone and radical species in burning plumes (Mason et al., 2001; Trentmann et al., 2003, 2005). Including these OVOCs increases the abundance of radicals via photolysis leading to a significant decrease in NOx lifetime, with the formation of HNO3 more important early on and the formation of PAN progressively more important as the plume ages, with implications for long-range transport (LRT) of pollutants (Mason et al., 2001; Trentmann et al., 2003). Photolysis of HCHO represents the largest source of radicals, with related impacts for net O3 productions, nitrogen reservoir species, and the oxidation of alkenes (Mason et al., 2001; Trentmann et al., 2003). Any processes that slow down the photochemistry of HCHO can effectively determine the speed of photochemistry within the BB plume. Young biomass plumes (less than 1 day old), very close to the point of emission, are depleted in O3 via O3 + NO reaction (negative ΔO3/ΔCO ratios) but subsequent rapid production (∼25 ppbv h⁻¹), largely via H2O + NO, increases O3 concentrations to above ambient levels (positive ΔO3/ΔCO ratios) (Trentmann et al., 2003), a similar situation is reported in field campaigns e.g. (Goode et al., 2000; Hobbs et al., 1996; Yokelson et al., 2003). Model and observed O3 concentrations within a small subset of young BB plumes, accounting for the photochemistry of OVOCs, generally show agreement within a few percent. Comparison of contemporary chemistry models (Mason et al., 2006) agreed within a few percent for contrasting boreal and savannah burning environments, much less that the errors associated with field measurements or the photochemical data used to constrain the models. Differences between the models were largest when studying the boreal fire, associated with the higher VOC loading owing to direct and variable secondary sources. For instance, large secondary production of other atmospheric trace gases, such as methanol and acetone, has been inferred from burning plumes e.g. (Holzinger et al., 2005b) but they are not consistently reproduced e.g. (de Gouw et al., 2006), reflecting the large variations in local fuel sources and photochemical environments. Given the model sensitivity to VOCs and that only 70% of VOC present within smoke plumes can be readily identified suggests that better VOC speciation be a priority for future measurement campaigns (Mason et al., 2006).

Presence of aerosols affects the oxidizing efficiency of the plumes by altering the actinic flux available for photochemistry and providing surfaces for heterogeneous reactions but the magnitude of these effects is highly variable in space and time. Calculations based on upward and downward irradiances (integrated between 350 and 450 nm), converted into actinic flux by a radiative transfer model, concluded that the actinic flux is decreased by 30% in the plume core but increased the flux by 10% in the upper part of the plume owing to scattering (Trentmann et al., 2003). The resulting model calculation underestimated observed O3 concentrations in the plume core, owing to reduced production of radical from the photolysis of OVOCs. An additional model calculation that enhanced the photolysis frequency and decreased plume dilution (core to ambient levels) did not significantly increase model O3 concentrations in the upper part of the plume and the work concluded that model error was not entirely because of the effect of smoke aerosol on actinic flux (Trentmann et al., 2005). These results are qualitatively consistent with model calculations associated with long-range transport of pollutants discussed below. The importance of smoke aerosol also lies in their role in providing surfaces for heterogeneous reactions (e.g. CH3OH + NO2, Tabazadeh et al., 2004; Trentmann et al., 2005)). The importance of indirect effects of BB aerosol on atmospheric composition via cloud processing (e.g. (Tabazadeh et al., 2004; Yokelson et al., 2003)) and eventual scavenging of soluble species has also been studied.

The advent of satellite observations first drew attention to the LRT of biomass burning pollutants (e.g. (Thompson et al., 2001)).
There are very few places on Earth that are not impacted directly by biomass burning via air pollutants (e.g., Bertschi and Jaffe, 2005; Edwards et al., 2006; Holzinger et al., 2005b; Honrath et al., 2004; Lelieveld et al., 2004; Mari et al., 2007; Morris et al., 2006; Thompson et al., 2001) or indirectly via deposition of absorbing aerosol that decrease albedo over the particularly sensitive polar regions e.g. (Park et al., 2005). The fire and atmospheric chemistry modelling communities have tended to focus mainly on using ground, aircraft and satellite observations of land-surface and atmospheric constituents over regions of burning to quantify the magnitude and spatial and temporal distribution of burning emissions (Turquety et al., 2007). Model calculations based on aircraft vertical profiles of biomass burning tracers (see above) suggest a significant fraction of emitted mass is injected directly into the free troposphere via fire-related convective processes and transported away from the emission region impact chemistry on a hemispheric-scale e.g. (Cook et al., 2007; Honrath et al., 2004; Leung et al., 2007; Pfister et al., 2006; Val Martin et al., 2006), and in some instances be responsible for a large percentage of observed year-to-year variations in observed concentrations of biomass burning tracers (Spichtinger et al., 2004; Spota et al., 2007; Honrath et al., 2004)). In some instances, the impact of biomass burning emissions of O3 precursors is enhanced by concurrent increases in anthropogenic emissions of NOx in relatively pristine regions (Lelieveld et al., 2004).

In some cases, LRT of air quality pollutants from biomass burning can rival those from local anthropogenic emissions (Morris et al., 2006; Real et al., 2007; Stohl et al., 2007a; Wotowa and Trainer, 2000). Meteorology also plays an important role: slight changes in the timing of burning when meteorological conditions are favourable for air quality exceedances can lead to unforeseen implications. For example, a shift in the burning season over Eastern Europe owing to late snowmelt led to air laden with biomass burning emissions being rapidly transported (few days) to Iceland causing the worst air quality episode in its history with surface ozone concentration exceeding 80 ppbV for a 1 h period (Stohl et al., 2007a).

4. The impact of atmospheric transport on composition

In order to establish the source–receptor relationships of air pollutants it is important to consider atmospheric transport processes and the chemical conversions and deposition processes occurring enroute across all the spatial scales. Depending on the lifetime and properties of a pollutant, it can be transported on scales ranging from the street level to the global scale. As the processes controlling the transport are scale-dependent, this chapter is structured according to the scales and relevant processes. In Section 4.1, processes in the atmospheric boundary layer (ABL) and on the urban scale are described. In Sections 4.2 and 4.3, thermally-induced circulation systems and convection are discussed which occur on the mesoscale. In Section 4.4, pollution transport on the synoptic scale, in particular as related to cyclones, are described. Finally, in Section 4.5, phenomena occurring on the hemispheric and global scale are examined. It must be noted that the different scales are not strictly separated and pollution transport occurring on one scale can influence the pollution transport on another scale. For instance, pollution lifted up from the ABL by small-scale circulation systems or deep convection can be transported by the fast winds in the free troposphere (FT) on the synoptic and hemispheric scale.

4.1. Transport in and export from the atmospheric boundary layer, including urban effects

During the last decade, mesoscale meteorological modelling for air quality purpose has been developed and applied both in research and operational practice (see e.g. an overview of European models in Baklanov et al., 2008). Advanced CTMs are nowadays coupled offline to or are integrated on-line with high-resolution meteorological or numerical weather prediction (NWP) models that contain ABL schemes which include advanced parameterization of stably-stratified ABLs, interaction of ABL with the free troposphere, and the representation of gravity waves (see an overview of recently published papers in Baklanov and Grisogono (2008).

However, the description of the atmospheric pollution transport over strongly heterogeneous terrain, like mountain areas, coastal zones, and urban areas is still problematic. The Monin–Obukhov similarity theory, a standard theory for describing turbulence near the Earth’s surface, is not applicable over complex terrain and does not realistically reproduce strongly stable or strongly unstable stratification regimes.

Air pollution episodes occurring during adverse meteorological conditions (e.g. stable ABLs under stagnant conditions) are presently one of the major concerns for the protection of human health in the urban environment as they can cause exceedances of short-term air quality standards. A reliable description and prediction of the urban–scale wind field and other meteorological parameters is also of utmost importance for urban emergency management systems for accidental (or purposeful) releases of toxic, radioactive or biological material.

The urban ABL presents a challenge to atmospheric scientists, both from the experimental and modelling point of view as typically urban areas have high roughness elements penetrating well above the surface layer and heterogeneous distribution of surface features with wide variation in surface fluxes of heat, moisture, momentum and pollutants. These urban features, some of which are summarized in Fig. 38, can influence the atmospheric flow and turbulence, the microclimate and, accordingly, modify the transport, dispersion and deposition of atmospheric pollutants within urban areas. Additionally, the structure of the conurbation may trigger local meteorological processes e.g. urban heat island owing to radiation trapping and anthropogenic heat fluxes, enhanced production of condensation nuclei and effects on clouds and precipitation owing to increased aerosol concentrations as well as enhanced vertical motions that can change the residence time of trace substances in the atmosphere (Hidalgo et al., 2008). During the last decade, several measurement campaigns have studied the urban boundary layer and air pollution processes in the urban areas of Europe and America e.g. BUBBLE (Rotach et al., 2005), ESCOMPTE (Mestayer et al., 2005), CAPITOUL (Masson et al., 2008) and MILAGRO (Molina et al., 2008).

Incorporation of the urban effects into CTMs should be accomplished first of all via improvements of the meteorological fields (wind velocity, temperature, humidity, etc.) over urban areas. Recent developments in the European project FUMAPEX on integrated systems for forecasting urban meteorology and air pollution (Baklanov et al., 2005) and by the US EPA and NCAR communities with the MM5 (Dupont et al., 2004; Taha, 2008) and WRF (Chen et al., 2006) models, as well as other relevant studies (Baklanov et al., 2009), show many opportunities for the “urbanization” of NWP and mesoscale meteorological models.

Simulating urban canopy effects in urban-scale NWP and meso-meteorological models use, in the main, three approaches:

1. Modifying existing non-urban approaches for urban areas by finding proper values for the effective roughness length, displacement height and heat fluxes (accounting for the anthropogenic heat flux, heat storage capacity and albedo change).
2. Augmenting the momentum, energy and turbulent kinetic energy equations by additional source and sink terms.
representing the effects of buildings on radiation balance, heat and turbulence (Dupont et al., 2004; Handl and Masson, 2008; Kusaka et al., 2001; Martilli et al., 2002; Masson, 2000; Masson et al., 2008).

3. Two-way coupling of mesoscale NWP models with microscale/CFD models that operate in the urban- or street-scales. Interpolation metamodels have been suggested as a computationally affordable means to implement an effective on-line coupling.

The urbanization of urban air pollution (UAP) models has specific additional requirements compared to NWP models, as the vertical structure of the urban ABL is very important. Thus, vertical profiles of the main meteorological fields and turbulence characteristics within the urban canopy are much more important than for meteorological modelling alone. Another important characteristic for turbulent mixing of pollutants is the mixing height, which is very inhomogeneous over urban areas owing to the internal boundary layers, blending heights from different urban roughness elements. Other specific urban features, which need to be incorporated in UAP models, include pollutant deposition on urban surfaces, chemical transformation specifics (e.g., different photolysis rates owing to street shadows), specific aerosol dynamics in street canyons (e.g., resuspension of aerosols) and the heterogeneous emissions of pollutants. With the ultimate aim of quantifying air pollution health effects, it is also important to integrate the UAP and population exposure modelling, using high-resolution databases of urban morphology, population distribution and activities.

While urban-scale processes determine pollution transport from the urban area to the regional scales, regional-scale processes also affect air pollution on the urban scale, for instance by determining the inflow of pollution into an urban area. Therefore, the new generation of CTMs use nesting techniques for down- and up-scaling (Fernando et al., 2001; Mousisopoulos, 1995), ideally in a two-way nesting approach allowing feedbacks in both directions.

4.2. Small-scale thermally-induced circulation systems

The influence of complex orography (mountainous and/or coastal terrain) on vertical transport and mixing within so-called thermally-induced circulation systems is discussed in this section. Although the influence of mountainous terrain on the synoptic flow by Rossby wave forcing, mountain waves, downward wind storms, foehn etc. can significantly contribute to or trigger vertical transport and mixing, it is not covered in detail here. The term “thermally-induced circulations” (TIC) here comprises flow systems that occur owing to the diurnal course of differential heating on the meso-γ- and meso-β-scale, and range from slope wind systems over valleys and land-sea breezes (including lake breezes) to plain-to-mountain flows (see Fig. 40). These flow systems arise from differential solar heating during the day (radiative cooling during night) causing horizontal temperature and pressure gradients that are counteracted by direct flow from the colder (higher pressure) to the warmer (lower pressure) region with minor influence of Coriolis forces. The pioneering work on TIC has been summarized by several authors (Barry, 1992; Sturman, 1987; Whiteman, 1990, 2000).

Thermally-induced flow systems were once thought to be closed circulations with upward motion in the low pressure region, a return flow aloft and sinking motion in the high pressure region of the system but with little net export of near surface air. However, it has since been determined that TIC can strongly contribute to net vertical transport and export of ABL air masses. Vertical mass export in TIC from the ABL to the FT was categorized into two types: “mountain venting”, describing direct export owing to thermal plumes above lines of flow convergence along slopes or over ridges that penetrate the ABL inversion and “advective venting” owing to advection of ABL air from elevated terrain or regions with increased ABL depth over the ABL top of less elevated terrain or regions with suppressed ABL (Kossmann et al., 1999). The more general term “topographic venting” was used by Henne et al. (2004) to describe all situations where TIC induces export of ABL air to the FT (also over coastal terrain) (see Fig. 39). Vertical transport in TIC often manifests itself in the formation of elevated pollution layers in the lower FT (McKendry and Lundgren, 2000). The lifetime of species that are subject to surface deposition is increased in such layers. Furthermore, owing to dilution with FT air during transport, O3 production efficiency per molecule NOx is increased (Henne et al., 2005a) because of the more efficient catalytic production at lower NOx concentrations and the longer lifetime of NOx.

Recent advances in computational capacity allow for the simulation of TIC in mesoscale models at sub-kilometre grid resolution. However, the quality of such simulations can only be validated if measurement data with high spatial resolution are available. Improved possibilities for ground-based remote sensing of the lower troposphere using various lidar, radar and acoustic techniques together with extensive surface measurement networks are able to deliver the necessary validation data sets. A number of extensive campaigns on TIC and its influence on pollutant dispersion were conducted around the world in the last decade. The Meso-scale Alpine Programme (MAP) (Bougeault et al., 2001) aimed to close the gaps in the understanding of the turbulence structure of the ABL over complex terrain. Key findings of several campaigns within the Alps are summarized by Rotach and Zardi.
(2007). The Pollution des Vallées Alpines (POVA) field studies in two Alpine valleys in the French Alps (Chamonix and Maurienne valleys) focused on the diurnal flow patterns and the evolution of air pollutants from road traffic during the morning and evening transition phases of the valley wind system (Chemel and Chollet, 2006). During October 2000 the Vertical Transport and Mixing (VTMX) campaign, taking place in the Salt Lake Valley, Utah, investigated vertical transport and mixing within nighttime stable boundary layers in an urban environment (Doran et al., 2002). An extensive field campaign yielding new insights into the meteorology, primary pollutant emissions, ambient secondary pollutant precursor concentrations, photochemical oxidant production and secondary aerosol particle formation in the Mexico City Metropolitan Area (MCMA-2003) took place in April 2003 (Molina et al., 2007). The ESCOMPTE (Expérience sur Site pour Contraindre les Modèles de Pollution atmosphérique et de Transport d’Émissions) field study (Cros et al., 2004) took place in the Marseille metropolitan area to analyse the interaction of the sea breeze with up-valley winds and also with the down-valley mistral flow. All these studies indicate that: (1) TIC has a strong influence on local pollution concentrations; (2) vertical transport occurs at convergence lines of the surface flow, and is most pronounced during daytime (up-slope convergence over ridges, sea breeze front especially when interacting with opposing synoptic flow), but can also occur within nighttime drainage flow; (3) pollutants lifted in TIC can influence regions down-stream by advection aloft and subsequent down-mixing; (4) operational NWP models and CTMs underestimate pollution transport in TIC despite improved grid resolution.

Zhong and Fast (2003) evaluated three different mesoscale models (RAMS, MM5, Meso-Eta) with sub-kilometre horizontal grid resolution for thermally- and synoptically-driven weather situations during the VTMX observation period. While all the models reproduced the general flow structure, a more in-depth analysis revealed a negative temperature bias of all models within the valley atmosphere. The models were not able to represent the shallow nighttime boundary layer and underestimated the temperature inversion in the lowest 100 m above ground even when the number of vertical model levels was doubled. The models...
overestimated the vertical eddy exchange, resulting in excessive vertical mixing compared to observations. The authors conclude that an increase in horizontal resolution will only yield improved small-scale forecasts when parameterizations of longwave radiation and turbulent mixing are improved. Rotach and Zardi (2007) conclude from their studies in the Alps that traditional ABL scaling theory, which was derived for flow over homogeneous terrain, cannot simply be applied over complex terrain owing to the large spatial variability of surface characteristics. However, they note that suitable extensions of those scaling relations might be applicable to different conditions over complex terrain. De Wekker et al. (2005) emphasize the importance of correctly simulating soil moisture and latent heat fluxes.

Only a small number of observations of TIC and the resulting pollution export on the meso-β-scale were conducted. Lugauer and Winkler (2005) analysed the plain-to-mountain flow towards the Alps in southern Bavaria as observed in surface meteorological measurements. They observed that on 42% of all days between April and August a northerly flow towards the Alps develops over Southern Bavaria extending to 100 km north of the Alpine margin. The depth of this inflow ranged from 1 km at the foot of the Alps to 2 km in the valleys in the northern Alps. A 1500 m thick inflow layer towards the Alps with wind speeds between 1 and 4 m s\(^{-1}\) and a maximal northward extent of 80 km were observed on a typical fair-weather day (Weissmann et al., 2005). Simulations with operational NWP models using grid sizes of 3 km could reproduce the larger scale advection towards the mountains.

Climatological studies of TIC are essential to understand the frequency and necessary conditions for the development of TIC. For the summer months of the period 1997 to 2000 Stewart et al. (2002) selected days with fair-weather conditions based on strong irradiation and weak synoptic flow to separate the characteristics of TIC within four regions in the North American inter-mountain west. They observed strong day-to-day similarity of TIC as indicated by high day-to-day wind consistency for nighttime flow (90%), moderate values for daytime flow (60%) and low values (20%) during the transition period. Convergence zones of TIC during both day- and night-time were observed in all four areas. The development of larger scale TIC lagged that of smaller scale TIC and often overwhelmed the latter during the course of the day. From 11 years of surface observations within Switzerland, Henne et al. (2005b) estimated that, depending on the selection criteria, on 23–39% of all surface observations within Switzerland, Henne et al. (2005b) estimated that, depending on the selection criteria, on 23–39% of all days between March and September TIC develops within the Swiss Alps. This is similar to the 42% of all days between April and August derived by Lugauer and Winkler (2005) for southern Bavaria. Kar et al. (2006) present a study of carbon monoxide (CO) over the Zagros Mountains in the Middle East as retrieved by the MOPITT (Measurements of Pollution in the Troposphere, (Deeter et al., 2003)) instrument onboard NASA satellite Terra. They observed increased daytime CO mixing ratios up to the 350 hPa level for the months of April to June and ascribe the increase to vertical transport within the mountain range followed by topographic venting.

A step forward in deriving parameterizations of topographic venting for larger scale models is the quantification of the air mass exchanged vertically on a sub-grid scale. The exchange of the ABL of the valley wind systems of two narrow valleys in southern Switzerland was estimated from airborne flow measurements on eight, typical, strong irradiation, weak synoptic forcing days. Thirty to forty percent of the ABL air mass was found to be exported to the “injection layer” per hour during up-valley flow (Henne et al., 2004). Vertical transport and mixing through TIC was identified as an important process altering small-scale air pollutant distribution but also through vertical export influencing long-range transport. In addition, TIC might trigger deep convective systems and therefore be the reason for even more rapid vertical transport to the upper troposphere (see Section 4.3). Currently, most CTMs still operate on grid scales much coarser than 1 km, which seems to be a necessary grid size to resolve small-scale TIC. While increasing resolution of operational models will sooner or later reach 1 km, sub-grid parameterizations are needed in the meantime to include the effect of TIC in global models.

### 4.3. Convective transport

In this section vertical transport in deep convection (known as thunderclouds or cumulonimbus clouds) is discussed. This transport pathway is the most rapid way that trace species from the ABL can reach the upper troposphere (UT) or even lower stratosphere (LS). Within few tens of minutes up to 1 h, trace species in the ABL may reach altitudes above 10 km and change the UT/LS composition and chemistry (e.g. Jaegle, 2007; Lelieveld and Crutzen, 1994 and references therein). In the colder and dryer environment of the UT, the lifetime of trace species increases since chemical destruction is slower. In the main updraft region, trace species may be transported upward almost undiluted and unaffected. Though, in the surrounding downdrafts soluble chemical species, such as nitric acid and hydrogen peroxides, may be scavenged by precipitation. The convective transport of radical precursors such as, e.g., hydroperoxides, may increase the photochemical activity in the UT. Besides the upward transported species, an additional UT source is the in-situ production of nitrogen oxides (NO\(_x\) = NO + NO\(_2\)) by lightning, an important ozone precursor (Schumann and Huntrieser, 2007).

Furthermore, the ozone (O\(_3\)) production efficiency per NO\(_x\) molecule typically increases with height, as already discussed in Section 4.2. The final stage in the development of a cumulonimbus cloud is the rapid spread of an anvil just below cloud top. This widespread cirrus cloud reflects solar radiation upwards. As a result chemical photolytic reaction rates increase above the anvil and at cloud top (scattering) and decrease inside. Owing to the longer lifetime and higher wind speed in the UT, trace species may be transported over long distances, affecting photochemistry and O\(_3\) concentrations far downwind (Dickerson et al., 1987).

Preferred regions for the development of thunderstorms in Europe in summer are the foothills in vicinity of mountain ranges (orographic lifting). An evaluation of synoptic reports of thunderstorms from 1996 to 1999 shows that local maxima of thunderstorm frequency can be found north and south of the Alps (van Delden, 2001). An evaluation of data from the ATD-lightning detection system furthermore indicates preferred thunderstorm regions in the vicinity of the Alps and the Pyrenees (Holt et al., 2001). The type of thunderstorms with the highest mass flux from the ABL to the UT on a global-anual basis is mesoscale convective systems (MCSs) (Cotton et al., 1995; Houze, 2004). A climatology of MCSs for Europe was published by (Morel and Senesi, 2002). Orographic lifting (Alps and Pyrenees) combined with diurnal heating is the dominant source of European MCS triggering. The majority of these MCS moves to the east-north-east and frequently occurs in the vicinity of convergence lines or frontal zones. Results from a CTM (GEOS-CHEM) by Duncan and Bey (2004) confirm that convection over Germany and the Ural Mountains in Russia is an important export pathway for European pollution to the middle and upper troposphere in summer even though the main export pathway of European pollution is at low altitudes all times of the year, e.g. (Wild and Akimoto, 2001). Model studies by Wild et al. (2004) and Wild and Akimoto (2001) show that European emissions have the smallest effects on downwind continents and their O\(_3\) mixing ratios because of less active vertical transport compared to other continents, predominantly because of less convection (see also Section 4.5).

It has been stated that large uncertainties of the emission rates from deep convective events at mid-latitudes still exist (IPCC, 1999).
The first airborne observations of pollutants (CO and NMHCs) uplifted by thunderstorms from the ABL to the anvil outflow region were reported from the U.S. by Dickerson et al. (1987). Furthermore, the enhanced NOx mixing ratios in the anvil outflow compared to the ABL suggested that NOx production by lightning was important (Hauf et al., 1995; Holler et al., 1999; Huntrieser et al., 1998). A larger field campaign was conducted in summer 1998 over southern Germany within the European Lightning Nitrogen Oxides Experiment (EULINOX) (Huntrieser et al., 2002). The polluted air masses in the UT were found to originate mainly from a height close to the top of the ABL (about 1.5 km above the ground). Cases with both high and low CO2 mixing ratios in the ABL compared to the FT were observed and these especially high or low mixing ratios were reflected in the anvil outflow, indicating almost undiluted transport. Enhanced NOx mixing ratios on the micro- to mesoscale (300 m to several 100 km) were observed, owing to both lightning and uplift from the ABL. In addition to chemical species small particles (condensation nuclei, CN, >10 nm) were observed. CN concentrations in the anvil outflow were distinctly higher than in the polluted ABL below, indicating production of new particles. Recently, Kumala et al. (2006b) suggested that convectively uplifted water-insoluble trace gases (organic vapours) can produce new particles at low temperatures near the tropopause. Fehl et al. (2004) used a three-dimensional cloud model combined with a Lagrangian particle model for the lightning-NOx emissions and found that 50–80% of total lightning NOx is transported into the anvil.

In the summer of 1999, the field experiment KONVEX probed a large number of thunderclouds with and without lightning and a mean convective mass flux of NOx into the UT was determined per cloud type (50 and 8 g (N) s^-1, respectively) (Schlager et al., 2003). In the following summer 2000, the DLR Falcon aircraft performed joint flights together with UK Hercules C-130 aircraft over Central Europe within the European Export of Particulates and Ozone by Long-Range Transport (EXPORT) project. On the 2nd August 2000 a warm conveyor belt (WCB, see Section 4.4) slanted between Geneva (3–5 km) and Hannover (6–7 km) with embedded convection was probed by both aircraft. CO mixing ratios were slightly enhanced (90–100 ppbV) in the WCB and strong pollution (CO > 130 ppbV) could be found inside a convective cell embedded within the WCB (Schlager et al., 2003). The measurements from the C-130 aircraft of reactive NMHCs with different lifetimes (1–15 h) showed which regions of the WCB system had convective transport rather than large-scale, slantwise advection along the WCB (Purvis et al., 2003). Much higher ratios of alkenes and acetylene (similar to ABL) were measured within the embedded convection.

Within the Mediterranean Oxidant Study (MINOS) field experiment in August 2001, the Falcon aircraft ascended into the LS above a cumulonimbus cloud during one flight. In this region influenced by stratospheric air masses (O3 > 200 ppbV), CO increased from 60 to 90 ppbV, acetone and methanol increased from 0.7 to 1.8 and from 0.4 to 1.4 ppbV, respectively, and benzene and acetonitrile were enhanced (Fischer et al., 2003). These observations where the first evidence that polluted ABL air could be directly mixed into the LS over Europe. It was estimated that LS air can contain up to 50% ABL air in such convective events. Within the SPURT campaign (trace gas measurements in the tropopause region) an air mass with unexpectedly high NOx and H2O mixing ratios was observed in the LS over the western Mediterranean on 10 November 2001 (Heglin et al., 2004). A combination of satellite brightness temperature and lightning structures (combining backward trajectories “convective influence”) has been used to trace air masses back to a large convective system over Spain and Algeria. Results from model studies have suggested that the breaking of gravity waves at the top of deep convective systems in mid-latitudes can inject trace species into the LS (Wang, 2003). Forward trajectories indicate that this convectively influenced air mass remains in the LS for the next 10 days, impacting chemistry and radiation over a wide region. The same convective plume was observed from space (Thomas et al., 2003).

The projects CONTRACE (Convective Transport of Trace Gases into the Middle and Upper Troposphere over Europe) and UTOPIHAN (Upper Tropospheric Ozone Processes Involving HOx and NOx) focused on the vertical transport of European pollutants by deep convection and performed joint flights with the Falcon and Learjet aircraft. A case with convectively uplifted emissions from Germany transported towards the northwest (North Sea and North Atlantic) and re-imported to Western Europe 5 days later in the UT was probed by the Falcon (Huntrieser et al., 2005). The pollution circulated around a stationary low-pressure system over the British Islands and distinctly enhanced CO and peroxide mixing ratios were still observed in the aged plume. Within UTOPIHAN, airborne measurements of formaldehyde (HCHO) combined with model simulations indicate that deep convection plays an important role in the chemistry and budget of HCHO in the UT (Stickler et al., 2006). Though, the upward transport of precursor gases of both HCHO and HOx (e.g. methanol and acetone, isoprene) seem to be more important than the direct convective transport of HCHO from the ABL. In the case of convectively uplifted air masses, HCHO was found to be the most important source for HOx production in the UT (Colomb et al., 2006).

In addition to these selective observations of convectively influenced air masses, aged plumes influenced by convection have occasionally been probed by trace gas instruments onboard commercial airliners within the framework of NOXAR (Measurements of Nitrogen Oxides and Ozone Along Air Routes), MOZAIC (Measurement of Ozone and Water Vapour by Airbus In-service Aircraft) and CARIBIC (Civil Aircraft for the Regular Investigation of the Atmosphere Based on an Instrumented Container). Within NOXAR 1995–1997, (Brunner et al., 2001) found that the UT-NOx budget in summer over Europe is dominated by large-scale NOx plumes, (Grewe et al., 2001) originating from convectively uplifted ABL air and lightning production. However, coupled chemistry–climate models have difficulties to simulate these widespread NOx plumes. Furthermore, Brunner et al. (2001) pointed out that a broad UT-NOx maximum extends from Europe to Siberia in summer. Measurements from CARIBIC also indicate that especially high particle number concentrations are observed in the UT over Europe in summer, partly due to convective uplift of polluted BL air (Hermann et al., 2003). Tulet et al. (2002) used MOZAIC measurements combined with model simulations to study the impact of deep convection upon the redistribution of O3. They concluded that deep convection might also have a significant effect at the surface due to both up- and downward fluxes (change in surface O3 mixing ratios up to ±30 ppbV). The anvil outflow from deep convection often spreads laterally in the UT over large distances (>100 km). This layered structure of TS in the FT was first observed during airborne measurements by Newell et al. (1999, 1996). They found that a large fraction of the FT is occupied by such quasi-horizontal layers (up to 20%), mainly between 5 and 7 km, and with a mean thickness of the order of 1 km. An evaluation of MOZAIC measurements over Europe indicates that these kind of layers called “pollution with a stratospheric cap” (mean thickness 600–800 m) frequently occupy the FT (6–7 km) in summer (17%) (Thouret et al., 2000). A climatological analysis of ozone sounding data from Europe over the past 30 years also confirms that 10% of the ozone-rich layers in the FT was exported recently from the BL owing to convective uplift (Colette et al., 2005). Observations of trace species transport in deep convective clouds are numerous. However, the simulation of these small-scale processes by models is still a challenge since the first attempts by e.g. Gidel, (1983). The spatial and temporal resolution in the models...
is in most cases not as high as required. Therefore these processes are parameterised and the result depends a lot on the choice of convective-transport parameterization, e.g. (Collins et al., 2002). Lawrence and Rasch (2005) pointed out that for the transport of short-lived TS (couple of days or less) the convective mass flux parameterization based on the plume ensemble formulation (PEF) instead of the bulk formulation (BF) improves the results of a three-dimensional global chemistry-transport model compared to measurements. Furthermore, such rapid transport processes as convection and turbulent mixing are not represented by the large-scale analyses used to drive Lagrangian trajectory models (Lawrence and Salzmann, 2008). During the EXPORT field experiment in summer 2000 it was found that the Lagrangian chemistry-transport model used could not reproduce the observed pollutant enhancements owing to convective ascent (Arnold et al., 2003; Purvis et al., 2003). However, in one Lagrangian particle dispersion model, a convective transport parameterization has been included (Forster et al., 2007).

Several three-dimensional global model studies have focused on the role of deep convection in the O$_3$ budget of the troposphere. Lelieveld and Crutzen (1994) found a net reduction of 20% in total tropospheric ozone burden owing to convective upward transport and compensating subsidence and a net increase in the atmospheric oxidation efficiency by 10–20%. However, Lawrence et al. (2003) also pointed out the importance of O$_3$ precursors and computed that the net effect of convectively transported O$_3$ and its precursors is a 12% increase in total tropospheric O$_3$. In contrast, results from runs with a coupled chemistry–climate model by Doherty et al. (2005) indicate that convective transport at mid-latitudes reduces UT O$_3$ resulting in a 13% decrease in the global tropospheric ozone burden, since convective overturning of O$_3$ itself dominates over changes in ozone chemistry. The net effect on O$_3$ directly in the convective outflow has been investigated with high-resolution cloud models such as the three-dimensional Goddard Cumulus Ensemble (GCE) model for the 21 July 1998 EULINOX thunderstorm (Fehr et al., 2004). The inclusion of lightning-produced NOx resulted in a small increase in the net production of ozone at most levels, max. ~ 5 ppbV per day at 5.5 km, except between 8 and 10.5 km (highest concentration of lightning-produced NOx) where the net ozone production decreased. It was concluded that the net O$_3$ production rate during the first 24 h in the outflow of storms with large flash rates over polluted regions may be less than in the outflow of storms with moderate flash rates over cleaner regions. Furthermore, a better description of the NOx and NOy chemistry, their sources and sinks is thought to be essential for future model improvements with respect to the representation of chemistry in the UT/LS region (Brunner et al., 2005).

It has been predicted that a changing climate in future will also impact the occurrence of thunderstorms. The frequency, intensity and distribution of deep convection will be affected, which in turn impact the trace gas composition in the UT/LS region (Schultz et al., 2002). Most climate models indicate that heat waves will become more frequent, intense and longer lasting during the second half of this century, especially over the Mediterranean, France, Germany, and Balkans (Mehele and Tebaldi, 2004; Schar et al., 2004). Heat waves and droughts may enhance the occurrence of extreme wildfire episodes (Hodzic et al., 2007). Dispersing smoke layers in turn may enhance the atmospheric stability and prohibit the initiation of thunderstorms. On the other hand, it was recently also found that the extreme convection directly over the fires (so-called pyroconvection) can transport pollutants directly into the lower stratosphere (Fromm and Servranckx, 2003). In one case, (Jost et al., 2004) pollution lifted in a pyro-cumulonimbus cloud was even observed in the stratospheric overworld (potential temperatures greater than ~380 K).

### 4.4. Synoptic-scale transport

The synoptic scale applies to weather systems ranging in size from several hundred kilometres to several thousand kilometres, such as migratory high and low-pressure systems (frontal cyclones) of the lower troposphere (Glickman, 2000). With respect to the import of pollution to Europe the most important synoptic scale features are the mid-latitude cyclones that form above eastern North America and follow the North Atlantic storm track to western Europe. These systems export large quantities of trace gases and particulate matter from the east coast of North America throughout the year, even in summer when these weather systems are weaker (Cooper et al., 2002b; Merrill and Moody, 1996; Stohl et al., 2002).

Each mid-latitude cyclone contains a moisture-laden airstream referred to as the warm conveyor belt (WCB), an important mechanism for rapid intercontinental pollutant transport (Bader et al., 1993; Carlson, 1998; Cooper et al., 2001; Stohl and Trickl, 1999). The WCB originates in the atmospheric boundary layer within the warm sector of the cyclone which lies between the surface cold front and warm front. The cyclonic motion forces the warm sector air to rise out of the boundary layer, as it travels poleward, ascending into the mid- and upper troposphere. The water vapour within this air mass condenses into droplets resembling in satellite imagery a broad river of cloud (or conveyor belt) flowing northward until it reaches the jet stream where it takes a turn towards the east. If boundary layer air within the warm sector contains North American emissions then these trace gases and particulate matter will also be transported with the water vapour along the pathway of the WCB, less the fraction that is water soluble and removed by precipitation. An example of a large pollution plume exported from eastern North America by a WCB is illustrated in Fig. 41.

Following the mid-latitude cyclone storm tracks, the WCB air is carried by the jet stream, rapidly transporting the pollutants downwind. Transport times from the moment North American atmospheric boundary layer air is lifted within the WCB until it reaches the European FT are typically 3–4 days (Eckhardt et al., 2004; Stohl et al., 2002) and in some cases less than 2 days (Stohl et al., 2003c). Several additional days are required for the North American emissions to reach the European surface with the greatest influence over the Mediterranean owing to trapping and anticyclonic descent of the emissions through the Azores’ high (Stohl et al., 2002).

Mid-latitude cyclones can also export pollutants from North America at low altitudes, either when the warm sector of the cyclone pushes offshore and the WCB is too weak to loft the pollutants (Owen et al., 2006), or when the cold stable air behind the cyclone’s surface cold front quickly advects fresher emissions offshore (Cooper et al., 2002a). Once the low-level export has occurred the pollutants can be transported across the Atlantic with the geostrophic wind that flows eastward between the Azores/Bermuda High to the south and the Icelandic Low to the north (Owen et al., 2006).

Over the past 10–12 years many studies have appeared in the peer-reviewed literature documenting the transport of North American emissions to Europe, originating from both anthropogenic and biomass burning sources. The transport mechanisms fall into three general categories: 1) export of anthropogenic emissions from eastern North America into a WCB followed by rapid transport to Europe in the mid- and upper troposphere, with impact limited to either the European FT or high mountain-top monitoring stations; 2) export of anthropogenic emissions from eastern North America at low altitude followed by slow low-level transport across the Atlantic with minor or imperceptible influence at low altitude monitoring stations; 3) emissions from boreal fires transported...
matter and, to a lesser extent, ammonium, nitrate, black carbon, and dust aerosols (Quinn et al., 2007). Typically, this pollution from Europe and Asia traverses the polar region of the Arctic and reaches high-latitude North America (Sharma et al., 2006).

Only a few studies have examined the transport of European pollution to Asia (Duncan and Bey, 2004; Newell and Evans, 2000; Pochanart et al., 2003; Wild et al., 2004) estimated that, on an annual basis, 24% of the air parcels arriving over Central Asia have previously crossed over Europe, and some 4% have originated in the European atmospheric boundary layer. Pochanart et al. (2003) have shown that average ozone and CO concentrations in East Siberia are enhanced in air masses transported from Europe. Over Japan, impacts of North American and European emissions are similar (Wild et al., 2004).

European pollution is also exported southwards in the lower troposphere across the Mediterranean Sea to North Africa year round although the strongest events occur during summer (Lelieveld et al., 2002; Stohl et al., 2002). The transport of many species and particulate matter from Europe to Africa during summer can be very efficient due to the diminished impact of wet removal processes (Kallos et al., 1998). A modelling study by Duncan and Bey (2004) indicates the exported European pollution is responsible for 5–40% of the lower tropospheric ozone above North Africa during summer.

Synoptic scale mid-latitude cyclones also impact the chemical composition of the European troposphere by injecting large quantities of stratospheric ozone into the mid- and upper troposphere with subsequent descent into the lower troposphere (Monks et al., 2000; Stohl et al., 2003a). The ozone descends from the stratosphere into the troposphere in what is known as a stratospheric intrusion, a component of every mid-latitude cyclone that descends isentropically and equatorward along the western edge of the cyclone’s WCB (Cooper et al., 2001; Danielsen, 1968; Johnson and Viezee, 1981). Stratospheric intrusions occur all year round, typically in mid-latitudes, and follow the seasonal cycle of the mid-latitude cyclone tracks, with a higher latitude origin in summer and a lower-latitude origin in winter. Once an intrusion has been reversibly transported into the troposphere it can be advected more or less intact for several days (Bithell et al., 2000), with some intrusions reaching the lower troposphere and even the marine boundary layer of the tropics (Cooper et al., 2005). The intrusions make their strongest impact on lower tropospheric ozone in winter.
and spring when the associated cyclones are stronger, allowing for deeper descent, and when ozone in the lowermost stratosphere is more plentiful. Focusing on the lower troposphere of the northern hemisphere during winter, the regions most heavily impacted by stratospheric intrusions are the sub-tropical regions of the North Pacific Ocean, the southeastern USA, North Africa and the Middle East. In summer the most impacted regions are mid-latitude North America, the Middle East and the Tibetan Plateau (James et al., 2003). Europe is located north of the main belt of influence of stratospheric intrusions with the Mediterranean region receiving the strongest impact.

Several studies over the past fifteen years have provided firm evidence that stratospheric intrusions impact ozone mixing ratios at mountain top sites in Europe. For example, stratospheric intrusions have contributed to ozone peaks of 92 ppbV at Jungfraujoch, Switzerland (3580 m elevation) in January (Davies and Schuepbach, 1994); ~70 ppbV at Sonnblick, Austria (3106 m), Zugspitze, Germany (2962 m), and Jungfraujoch in a single event in October (Stohl et al., 2000); 70–90 ppbV at Sonnblick, Zugspitze, Jungfraujoch and Mt. Cimone, northern Italy (2165 m) in a multi-day event in May–June (Stohl et al., 2000) and 69 ppbV at Zugspitze and 85 ppbV at Jungfraujoch in a single event in June (Zanis et al., 2003). In general, modelling studies of the frequency of stratospheric intrusions at Zugspitze, Sonnblick and Mt. Cimone indicate a summertime minimum and a wintertime maximum, whereas no clear seasonal cycle was found for the higher elevation site of Jungfraujoch (Cristofanelli et al., 2006; Stohl et al., 2000).

In conjunction with the detection of stratospheric ozone at Alpine mountaintop sites, moderate increases in ozone mixing ratios in the nearby valleys have also been detected (Stohl et al., 2000). Furthermore, aircraft measurements have been used to demonstrate mixing between stratospheric intrusions and polluted air in the mid- and lower free troposphere above the UK in winter and spring (Esler et al., 2003). However, for low elevation sites in Europe attribution of ozone fluctuation to stratospheric intrusions has proven to be more difficult because the intrusions are diluted once they enter the atmospheric boundary layer, and the stratospheric ozone can often be masked by moderate to high levels of photochemically produced ozone at the surface. For example, Davies and Schuepbach (1994) describe transport conditions in March 1988, that would have allowed stratospheric ozone to contribute to an exceptionally high ozone peak of 75 ppbV at a surface measurement site on the Dutch coast, although they could not rule out the possibility that photochemistry also contributed substantially to the event. Similarly, Kunz and Speth (1997) showed that 20–30% of the time during the year 1990, surface ozone monitoring stations in Germany showed an average ozone increase of 4–8 ppbV after the passage of a cold front with conditions favourable for the descent of stratospherically enhanced ozone. Finally, Klaic et al. (2003) show that hourly ozone mixing ratios of 70–80 ppbV in Zagreb, Croatia during February 1990, occurred in conjunction with air mass transport from the lower stratosphere. However, in none of these studies were quantitative estimates made of the contribution of stratospheric ozone to the surface ozone measurements (Monks, 2000).

4.5. Hemispheric- and global scale transport

Although local and regional emissions significantly contribute to the level and occurrence of episodes of degraded air quality there is an increasing body of evidence that shows hemispheric transport of ozone, fine particles, and their precursors contributes to the degradation of air quality and impacts climate. During the past 5–7 years, scientific investigations related to long-range pollution transport have focused on the northern hemisphere mid-latitudes because most of the anthropogenic emissions are released there, over three main source regions (i.e. Europe, Asia, and North America) (Keating and Zuber, 2007). The long-range transport of pollution may have some implications for the design and efficiency of local air pollution control policies e.g. (Jacob et al., 1999; Li et al., 2002). Currently, increasing interest is being devoted to the long-range transport of pollution towards the high latitudes, as the Arctic region experiences the fastest environmental changes. A better quantitative understanding of the hemispheric-scale transport can be achieved by combining observations from different platforms with numerical tools (including Lagrangian particle dispersion model models, photochemical box models, and global CTMs). This section presents the most recent scientific highlights related to the hemispheric-scale transport.

4.5.1. Ozone and trace gases

Owing to their relatively long lifetime (up to several weeks in the FT), ozone, its precursors and related compounds (e.g. acyl peroxy nitrates) experience long-range transport of pollution. Export of ozone-related pollution not only leads to frequent, episodic pollution export events but also contributes significantly to the overall increase of the background ozone concentrations (Derwent et al., 2004). Evidence for the frequent occurrence of pollution export events is provided by ground-based observations collected downwind of and relatively close to the source regions e.g. (Millet et al., 2006) or further away e.g. (Owen et al., 2006; Wolfe et al., 2007). Large-scale experiments using research aircraft such as the Intercontinental Transport and Chemical Transformation 2002 (ITCT 2K2) off the California coast, the Pacific Exploration of Asian Continental Emission–B (PEACE–B) over the northwest Pacific (Parrish et al., 2004) and the International Consortium for Atmospheric Research on Transport and Transformation (ICARTT) over the North Atlantic (Fehsenfeld et al., 2006) provided further proof of the mechanisms and impacts of long-range transport. In addition, satellites can now provide a global view of the atmospheric composition and are therefore becoming useful to examine long-range pollution transport e.g. (Guerova et al., 2006; Martin et al., 2006; Pfister et al., 2006).

The pathways for the pollution transport in the mid-latitudes are now relatively well documented e.g. (Cooper et al., 2004; 2002a, 2001; Li et al., 2002; Stohl and Trickl, 1999; Trickl et al., 2003). Vertical transport from the boundary layer to the FT occurs through deep convection and in mid-latitude cyclones, as described in Sections 4.3 and 4.4. It has been suggested that the East Asian region has the greatest potential to affect tropospheric ozone because the vertical transport is more efficient and stronger there (Stohl et al., 2002; Wild and Akimoto, 2001). In contrast, Europe is more likely to be affected by long-range transport of pollution because of the short-distance transport from North America (Wild and Akimoto, 2001).

In the framework of the ICARTT campaign, air masses were intercepted and sampled several times as they are travelling across the North Atlantic using aircraft based over the eastern coast of the U.S., on the Azores and on the western coast of Europe e.g. (Metivier et al., 2006), allowing for detailed process studies. Analyses of ICARTT observations in conjunction with photochemical trajectory or box models highlight the role of PAN chemistry, the influence of high aerosol loading on photolysis rates (and thus ozone production) in the plumes and characterized the O₃/CO correlations as a function of chemical processing in the plumes e.g. (Hudman et al., 2004; Real et al., 2007; Reeves et al., 2007) also suggested that PAN decomposition represents a major and possibly dominant component of the ozone enhancement in transpacific Asian pollution plumes. Significant effort was also devoted to the determination of the relative magnitude of mixing versus
chemistry in travelling plumes using for instance the relative concentrations of different hydrocarbons in plumes, thus providing a benchmark for evaluating global chemical transport models e.g. (Arnold et al., 2007; Parrish et al., 2007).

As a consequence of emission regulation, ozone precursor emissions in western Europe and North America have significantly decreased since the early 1990s, leading to a decrease in maximum ozone concentrations in some urban areas e.g. (Brönimann et al., 2002). In contrast, ozone concentrations at mountain sites and background concentrations at several sites at lower elevations in Europe increased significantly e.g. (Brönimann et al., 2002; Simmonds et al., 2004). Numerical simulations using global chemical models indicate that the increase during the last two decades in ozone precursors from anthropogenic emissions in Asia may have counter-balanced to some extent the decrease in tropospheric ozone levels over Europe and that this is likely to continue in the future e.g. (Auvray and Bey, 2005; Auvray et al., 2007; Szopa et al., 2006). More recently, it was shown that biomass burning plumes transported from Alaska can also significantly impact ozone concentrations over Europe (Pfister et al., 2006; Ravetta et al., 2007). Fewer studies have examined the export of European pollution. Observations and modelling studies indicated however that European pollution mainly affects Asia (Duncan and Bey, 2004; Newell and Evans, 2000; Poiani et al., 2003; Wild et al., 2004) and the Mediterranean Basin up to North Africa (Duncan and Bey, 2004; Lelieveld et al., 2002; Stohl et al., 2002).

4.5.2. Aerosols

Aerosols have a much shorter lifetime (a few days) than ozone, so the concept of an increasing background does not stand for most aerosols. There is however strong evidence that aerosols can be transported on intercontinental distances as shown by a number of measurements taken from satellites, ground and space-based lidars. A number of specific events have been documented in the literature for various types of aerosols, including mineral dust, biomass burning and more recently aerosols of anthropogenic origins.

The long-range transport of dust has been documented over several decades. Throughout the year African desert dust is transported westward to the North Atlantic mostly under the influence of trade winds e.g. (Chiapello and Moulin, 2002; Swap et al., 1996; Zhu et al., 2007). Spaceborne measurements indicate that the aerosol optical depth over the North Atlantic Ocean is influenced by Saharan dust up to distances of 5000 km and more off the African west coast (Prospero et al., 2002). Trans-Pacific transport of dust originating from the Chinese desert also takes place frequently e.g. (Darmenova et al., 2005; Fairlie et al., 2007; Groussset et al., 2003). As a result of long-range transport, mineral dust from the Sahara and from the Asian desert can contribute to the degradation of air quality over Europe and North America, respectively e.g. (Heald et al., 2006; Prospero, 1999). During dust storm events, mass concentrations of up to 380 m g m⁻³ are reported even for marine locations like Tenerife which are far away from source regions (Duce, 1995). On the Cape Verde islands in the outflow region of the Sahel zone, aerosol optical depths (λ = 0.5 μm) ≥ 0.8 are not uncommon in summer with maximum values exceeding unity optical depth quite frequently (Holben et al., 2001).

The currently ongoing Saharan Mineral Dust Experiment SAMUM (Heintzenberg, 2009) is expected to improve the understanding of Saharan dust transport across the North Atlantic and towards Europe. In the framework of SAMUM, intense studies using airborne and spaceborne platforms as well as ground-based observations were conducted in Morocco near the desert in May and June 2006 and on the Cape Verde Islands in January and February 2008. First analyses of a regional-scale transport event from Morocco to Western Europe demonstrate a serious impact on air quality over Portugal with dust loadings up to 150 μg m⁻² at ground and dust layers being observed up to an altitude of 4 km above sea level (Wagner et al., 2009). Over the desert, dust layers reached 5 km above sea level, corresponding to an absolute layer thickness of approximately 4 km (Tesche et al., 2008). Detailed analyses of dust particle size distributions show the transport of particles up to sizes of 40 μm in diameter over distances larger than 1000 km (Weinzierl et al., 2009). Observations from Puerto Rico confirm the presence of dust particles in the far supermicron size range, when the plumes reach the American west coast (Maring et al., 2003; Reid et al., 2003). Aerosol emissions from large boreal fires in Alaska, Canada, and Siberia are another source of particles which are transported very efficiently over long distances. In some cases, aerosol plumes from fires have been monitored over many days by several instruments (Damoah et al., 2006; Forster et al., 2001a; Mattis et al., 2003; Müller and Stavrakou, 2005). Aerosols originating from biomass burning can be found even in the most remote parts of the Arctic (Stohl, 2006; Stohl et al., 2006; 2007a,b). Recent results from the EARLINET lidar network show that for about 30% of the year, lofted aerosol layers are observed in the Central European free troposphere between 2.0 and 6.0 km above sea level (Müller et al., 2008).

The largest Alaskan fires appear to impact the European atmosphere, as the maximum aerosol absorption coefficient values were 7–8 Mm⁻¹, which is about two orders of magnitude above the average European free tropospheric background value (Petzold et al., 2007; Witham and Manning, 2007). Russian fires may influence the European air quality. The impact of wildfire emissions in Russia and Eastern Europe in 2002 on the PM₂.₅ aerosol load over Finland is discussed by Niemi et al. (2005). The authors reported an increase of particle number concentrations in the diameter range 90–500 nm, but a decrease of Aitken and nucleation mode particles with Dₚ < 90 nm. The modification of forest fire aerosol properties during transport was investigated by in-situ measurements (Petzold et al., 2007) and by lidar observations (Müller et al., 2007). The results consistently show that the effective diameter of the smoke particles increases from 0.2 μm at a travel time of 1 day to a value of 0.7 μm for an approximate plume age of 10–15 days. Then, a steady state of the aerosol size distribution is reached. The AeroCom data set described by Dentener et al. (2006) for the use in global climate models uses a parameterization of modal diameter and width of the size distribution with plume age which extents only to a maximum plume age of 5 days. The new data reported by Müller et al. (2007) and Petzold et al. (2007) extend the applicability of this relationship to plume ages of 10 days and demonstrate the transition into a steady state size distribution after approximately 15 days.

The altitude at which aerosols are emitted is an important parameter as it determines their lifetime and thus the distance over which they can be transported e.g. (Generoso et al., 2007). The long-range transport efficiency of Black Carbon from forest fires and from anthropogenic sources was investigated, based on the evolution of the ratio of Black Carbon mass to a chemically inert gaseous tracer CO from the source to the transport regime. Following, Park et al. (2005) the ratio [BCₐ/COCO]far field observed in the far field to [BCₐ/COCO]source determined near the source can be interpreted as a measure for the efficiency of the atmospheric export of BC from a source region. Wet removal processes mainly influence the particle phase (BC) while ΔCO remains almost unaffected.

For North American forest fires, an export efficiency, as defined above, of >70% was found with only minor altitude dependence up to 7 km above sea level (Petzold et al., 2007). In contrast, Park et al. (2005) report a significant decrease in the ratio [BCₐ/COCO]far
field × [BC$_d$/ΔCO]$^{-1}$_source with altitude from close to 100% at < 1 km above sea level to 30% at 5 km above sea level for anthropogenic Black Carbon emissions in the Asian outflow region. The interpretation suggests that the removal of BC during uplifting reduces the efficiency of the transport of anthropogenic BC to altitudes which are relevant for intercontinental transport, while forest fire BC is lifted very efficiently into the free troposphere. Thus, aerosols from fires are more likely to be injected at higher altitudes, which in turn imply that they are more likely to experience long-range transport than anthropogenic sources.

Finally, there are indications that anthropogenic aerosols, particularly sulphate, can be transported long distances over the Pacific and Atlantic e.g. (Brock et al., 2004). One case of aerosol transport from Asia across the North Pacific, North America and the North Atlantic to Europe has also been documented (Stohl et al., 2007a,b). The impact of that transport on the load of aerosols on the downwind continent is still poorly quantified, although a recent multi-model exercise provided some first estimates (Keating and Zuber, 2007).

5. Conclusions and future perspectives

This section attempts to draw out some of the more important policy-related conclusions from the work described in the previous sections. In particular, it consolidates the implications of the earlier sections for policy and strategy as well as looking forward to the implications of climate change for air quality.

5.1. Emissions

Accurate and reliable emission inventories are essential for good model performance, which in turn underpins the analysis and assessment of policy options and scenarios. Many advances have been made in recent years but much remains to be done. Some policy relevant issues discussed in Section 2 are highlighted here. Spatial resolution has in general improved but spatial and temporal variability still needs more quantification. There has been overall a reasonable correlation between trends in emissions and in measured concentrations, although very recently discrepancies have been noted in NO$_x$ trends in urban areas, where concentrations in some areas, notably roadside locations, do not appear to have been reducing as quickly as emission inventories would predict. Aerosol (see for example (Cuvelier et al., 2007)) and VOC inventories need further speciation. In particular, biogenic VOC inventories still need much development in terms of better quantification of species currently reported such as isoprene and also the inclusion of more species in inventories, although much progress has been made in the representation of processes controlling biogenic VOC emissions (Arneth et al., 2008; Zimmer et al., 2003). This facet will become increasingly important as the effects of climate change become more apparent. Knowledge of the emissions of relevant organic species and their atmospheric chemistry is still limiting the understanding of secondary organic aerosols in the atmosphere, of importance for both air quality and climate change.

Further work is needed to improve the relationship between global and regional inventories, and in developing countries, little is known about industrial emissions. Recent work by Hoor et al. (2009) indicate that on global annual average lower tropospheric ozone responds most sensitively to ship emissions (50.6% ± 10.9% of the total traffic induced perturbation), followed by road (36.7% ± 3.9%) and aircraft exhaust (12.7% ± 2.9%), respectively. The emissions of NO$_x$ from lightning are particularly uncertain. Models currently do not agree on the sign of the change of these emissions with climate change, a key topic if aircraft emissions of NO$_x$ increase as forecast (Schumann and Huntrieser, 2007).

One very significant development in recent years has been the use of satellite observations in estimating emissions. These techniques offer exciting new opportunities for semi-empirical verification of emission inventories, and particularly temporal trends, not least in verifying or otherwise national emission trends reported by countries as part of their obligations under international emission legislation (Konovalov et al., 2008).

5.2. Aerosols

From an air quality point of view, the adverse health effects from particulate matter are the biggest driver of policies to improve air quality. This is because of the large amount of health effect evidence, which began to emerge in the 1990s with the epidemiological work of Dockery, Schwartz et al. and by Pope and co-workers in the US and more recently in Europe (Dockery et al., 1993; Pope et al., 2002). Early studies showed associations between daily concentrations of aerosols and daily mortality; more recently studies have shown associations between long-term exposure and mortality (Hoek et al., 2002; Pope et al., 2002) and these have allowed particulate matter concentrations to be related to life expectancy (WHO, 2003). The resulting monetisation and cost-benefit analyses based on these studies have been the main driving force of legislation to control PM concentrations in the past five years or so (Aman et al., 2005). Although the associations between concentrations of particles-usually as PM$_{2.5}$ or PM$_{1.0}$ and adverse health effects were established and quantified, there was little known about possible mechanisms of damage, or the most toxic component of what is a heterogeneous mixture of pollutants in the particle mix. Many studies have sought to identify the key components or sources of particulate aerosol which lead to adverse effects. Traffic emissions have been identified in epidemiological studies (see for example (Hoek et al., 2002)), and also in toxicological studies (Mills et al., 2005), but other stationary sources have also been implicated as noted in a recent review (Grahame and Schlesinger, 2007).

Toxicological studies have begun to emerge which have now reached the stage where plausible mechanisms for health damage have been proposed (WHO, 2007). Perhaps the most widely accepted and researched is the concept of oxidative stress (Donaldson and Borm, 2007) where components of the particle mix can take part in the redox reactions known as Fenton chemistry. The key step in the process of causing damage is the depletion of antioxidants via the oxidative stress reactions.

The species identified in studies to date are mostly, but not exclusively, transition metals (Duvall et al., 2008), but other species such as quinones have also been shown to be active in this process. Another significant finding from a policy point of view is that some species which have been identified as possible toxic agents in the oxidative stress process are found in the coarse fraction of particle sizes, from 2.5 μm to 10 μm.

Other possible toxic components have been suggested, notably the ultrafine fraction in the nanoparticle size range and vehicle emissions in general. Regarding ultrafrines or nanoparticles, there has been speculation as to whether the important property is the surface area, or simply the number of particles. It is interesting that many epidemiological studies of vehicle emissions use the distance of residence from roads as a measure of exposure rather than identifying specific chemical or physical properties or components which might be responsible for the adverse effects. However, in several studies in Europe, the relatively crude measure of 'black smoke' emerges as an important pollutant (Hoek et al., 2002). This metric is a measure of the reflectivity of a particle sample with a size range of around 4 μm and below and is probably an effective indicator of diesel emissions. Epidemiological studies have begun...
to emerge using more sophisticated measures of particles and components, beyond the straightforward PM$_{2.5}$ and PM$_{10}$, but as yet there has been no widespread consensus for other metrics in the same way as there has for PM$_{2.5}$ and PM$_{10}$ where quantitative exposure–response relationships can be derived, forming the basis for the assessment of control policies and enabling cost-benefit analyses to be carried out on potential policies, when combined with economic studies on the valuation of life years lost and other adverse effects.

The role of aerosols in climate change is extremely important, as discussed further below (see also Isaksen et al., 2009). The fundamental atmospheric science of aerosols in recent years has been driven largely by climate change concerns rather than air quality and public health concerns. Nonetheless there is a considerable amount of knowledge, expertise and analytical techniques deployed on the study of aerosols which have yet to find full application in the air quality community, addressing policy concerns. There is potentially much to be gained by encouraging closer links between the fundamental aerosol science and the air quality community, particularly on questions of policy relevance and the ACCENT network is well placed to foster this. Key areas for further exploration would be in compositional studies using advanced instrumentation, mechanisms of formation of particles both primary and secondary (and by implication the response of concentrations to reductions in emissions) and if surface properties of particles are important the surface chemistry and physics could be a fruitful area of study. Studies relevant to the air quality community should be clearly guided by the most recent thinking on the likely toxic components or properties of the aerosol, further information on which will enable more specific and focused control strategies to be developed. Or alternatively, given that there are already policy measures in place on many components of the aerosol mix, more detailed information will give policy makers the opportunity to press harder and drive forward the more effective ones.

5.3. Ozone

It has been known for some time that ozone concentrations can damage human health, and over the past three decades guidelines and standards relating to health effects have been developed (WHO, 2003, 2005b, 2008). Historically, these have largely been based on direct exposure studies and have used the concept of a threshold level below which effects were not observed. More recently, epidemiological studies have been used to inform standards and guidelines and these studies can cover much larger populations, with a wider range of sensitivities and susceptibilities than can be used in chamber exposure studies. Findings from these more recent studies have begun to question the existence of a threshold concentration for effects at the population level. The task of identifying clearly the existence or otherwise of a threshold is difficult and no completely unambiguous conclusions have yet emerged. At lower concentrations, relationships between adverse effects and concentrations tend to show more variability. A recent report on the health effects of ozone has however questioned the existence of a threshold (or at least the likelihood of a threshold being detectable) in epidemiological studies at the population level (WHO, 2008). Risk estimates are generally carried out using no threshold assumptions but also using thresholds in the range of ~35–50 ppbV as 1–8 h averages. A precautionary approach would suggest a no threshold assumption at the population level.

This has profound implications for control strategies and abatement policies. Whereas the peak ozone levels experienced in the classical summer smog episodes are determined largely by emissions of precursors over regional scales up to about 1000 km or so, the absence of a threshold brings the extremes of spatial scales into play. If there is no threshold for effect, and if one assumes a linear exposure–response relationship, then the total annual health effect is proportional to the annual mean ozone concentration. This means that global ozone concentrations and the future behaviour of tropospheric baseline/background concentrations are important, so on the one hand global scales now become important for health effects. On the other hand, in urban areas in the developed world, emission controls on NO$_x$ already achieved and still in the pipeline are leading to increased average ozone concentrations where most people live. Therefore, urban scales of the order of 1 km or less are also important. These considerations change significantly the nature of the policy response to ozone control and also pose significant challenges for the research community, not least in integrating the range of spatial and temporal scales in ozone models.

The behaviour of baseline ozone concentrations is therefore crucially important in assessing future impacts on health and on plants, crops and vegetation (Sitch et al., 2007). It has been known for some time that ozone levels near the baseline level can damage plants and this has been embodied in metrics such as AOT40 but the scope of control strategies to mitigate plant effects will also need to be extended to the global scale as peak episode levels continue to reduce.

The recent report on ozone by the Royal Society (2008) addressed issues regarding future baseline concentrations and their relationship to global emissions of ozone precursors, demonstrating the particular importance of emission trends in the developing countries in Asia. This work complemented the work of the UNECE Task Force on Hemispheric Transport of Air Pollution within the Convention on Long Range Transboundary Air Pollution (Keating and Zuber, 2007) and a report of an expert group in the UK (AQEG, 2009).

The Royal Society report also addressed the problem of ozone damage to crops and the implications for food security. The study made the point that impacts of ozone on vegetation could lead to long-term effects on ecosystem structure and impacts on the carbon cycle. Ozone can also affect the yield and nutritional quality of major crop species, including wheat, rice and soybean. Global yields of staple crops are reduced as a consequence of current ozone exposures and this impact may even increase in future as a consequence of current legislation. The economic impacts of the loss of arable crops can be large. In the USA in the 1980s this was estimated at $2–4 billion per annum while in the EU in 2000 the corresponding estimate of the loss was £6.7 billion. For the same year, global losses were estimated at $14–26 billion for rice, soybean, maize and wheat combined. The Royal Society (2008) concluded that in some rapidly developing countries such as South Asia the impact of ozone on some staple crops such as wheat and rice could present a significant threat to food security.

At present, there are long-term trend data on baseline ozone concentrations available from several sites in Europe for the past two decades or so. These generally show increasing trends over the period of measurements but the increases are not uniform in time, and the detailed behaviour is difficult to rationalise (see Section 3.1.5). It is therefore difficult to project concentrations forward without a degree of uncertainty, but there is also uncertainty about future emissions from developing countries, especially China and India. The degree of abatement applied in these countries could significantly affect future emissions, particularly of NO$_x$, and hence could determine future changes in baseline ozone levels. These considerations pose questions over what optimal global abatement strategies might look like—where are the most cost effective reductions of NO$_x$ to be made—does convective lifting mean that a tonne of NO$_x$ reduction in south Asia has more of an impact on...
global ozone levels than does the same amount in northern Europe? What is the role of NO\textsubscr{X} reduction compared with reductions in methane?

There are also uncertainties about the influence of climate change on future ozone concentrations. Current modelling suggests that on current projections, European temperatures like those observed in 2003 could become the norm in 2050 rather than being a significant outlier as was the case in 2003. This could have significant implications for the frequency and intensity of ozone episodes, but could also have important influences on control strategies and policies. Of great importance here is the role of biogenic vis-a-vis man-made emissions. Current views of the temperature dependence of some biogenic emissions suggest a very rapid increase with temperatures above about 20 °C, so the balance between biogenic and man-made VOC emissions in future could change significantly. The role of the developing countries coupled with the comments above regarding health effect and crop effect thresholds suggest that there is a very strong case for a global approach to ozone control strategies.

5.4. Climate change and air quality

The scientific problems and the policy issues linking climate change and air quality are complex. The scientific issues are discussed elsewhere in this report, and have been the subject of much recent work (see for example, (AQEG, 2007), and (N.C.F.E. Assessment, 2007)) and this section explores the issues emerging from the science which present opportunities and pose challenges to the policy maker. There are policies which will improve both air quality and reduce greenhouse gas emissions, but there are also policies which will improve one but make the other worse. Fig. 42 illustrates this with some examples. The win–win policies generally involve measures which reduce energy consumption and travel—or at least in the latter case encourage modal shifts to forms of travel which use less energy per passenger kilometre. Energy efficiency measures are the obvious place to start in implementing measures which improve both air quality and climate change, not least because the economic case is generally very strong (assuming one can overcome the entry barriers of installing low-energy goods and appliances for example). Other win–wins involve increased use of non-combustion renewables like wind, tidal and solar power. Nuclear power also must clearly be considered in this context; there are problems to be addressed over waste disposal of course, but in the context of climate change and air quality, it is a clear win–win option.

There are however trade-offs in both directions, as noted above, and the challenge to the policy maker is to steer a path through the complexities. The role of the research community here is to understand the problems and to quantify the effects. The majority of the important trade-offs concern aerosols in some form (see Fig. 42). One pollutant of particular importance in several situations is black carbon (BC). Globally, there are major sources of BC from biomass burning-forest fires, or when used for heating or cooking in poorly ventilated homes, which can cause health effects as well as add to global warming. In these instances there are no trade-offs. However, in Europe in the past few years there have been measures proposed to reduce BC emissions from diesel vehicles, to reduce the air quality and public health impacts referred to in the previous section. These measures require the use of particulate filters on the vehicles which lead to increased fuel consumption and hence increased CO\textsubscr{2} emissions, so it is clear that one is immediately faced with the conflict of reducing particle emissions to improve public health, or foregoing these benefits to keep GHG emissions lower than they would otherwise have been. The problem in quantifying the climate impacts of BC revolve around quantifying the radiative forcing and then in modelling the impact on global temperature compared with that of CO\textsubscr{2} given that the atmospheric lifetime of BC is very much shorter than CO\textsubscr{2} and the other Kyoto GHGs. These issues have already begun to be addressed in the IPCC process, but other key papers have made some recent progress, notably the work of Boucher and Reddy (2008) who specifically addressed the

Fig. 42. The synergies and trade-offs between policies to improve air quality and to reduce greenhouse gas emissions.
quantification of the trade-off between BC and CO₂. One clear conclusion is that time horizons other than 100 years will need to be considered in making quantitative comparisons between the Kyoto GHGs and the climate effects of the ‘air quality’ pollutants which in general have very much shorter atmospheric lifetimes so that one is typically looking at decadal timescales (or shorter) in addressing the health, environmental and climate impacts of air pollutants, while the ‘traditional’ GHGs have lifetimes of the order of 100s of years. A related issue is the use of biomass and biofuels in place of the non-combustion renewables. Depending on the fossil fuels which are replaced by an increasing use of biomass or biofuels, and the type of combustion system they are used in, air quality could be made worse.

The other major trade-off issue regarding aerosols, climate and air quality concerns sulphate and nitrate. The overall effect of these aerosols on climate, from the direct and indirect effects, is a negative radiative forcing (i.e. a cooling effect). Reducing the concentrations of these aerosols in the troposphere will therefore lead to a warming additional to that of the GHGs in the atmosphere. This effect is potentially large, the direct plus indirect aerosol radiative forcing from the most recent IPCC report is 1.2 W m⁻² compared with 1.66 W m⁻² for CO₂, while those for methane and nitrous oxide are 0.48 W m⁻² and 0.16 W m⁻² respectively. But as noted above, the effect of specific reductions in aerosol concentrations will depend on the amount of the reduction and particularly the time horizon over which the temperature change is assessed. The research community has a clear responsibility to quantify these issues as accurately as possible and set out the implications for global temperatures and air quality and environmental effects for policy makers. Ultimately, to achieve air quality goals as well as climate change targets, society will need to reduce GHGs and air pollutants, including the radiatively active aerosols (Raes and Seinfeld, in press). While the long-term target of limiting temperature rises to 2 °C, or major reductions in GHGs of around 80% and equally large reductions in air pollutants should mitigate the worst effects, in the shorter term the effects on global temperatures may result in larger short term increases, owing partly to the fact that significant amounts of long-lived GHGs are already in the atmosphere but also because reductions in atmospheric aerosols in the next decade or so will add to the positive radiative forcing of the earth’s climate, as illustrated in Fig. 43. One current issue is the extent to which immediate reductions in shorter lifetime pollutants like BC and ozone can offset the increases in radiative forcing resulting from the reductions in sulphate aerosol and also therefore maintain a downward pressure on temperature increases until the large reductions in the long-lived GHGs begin to take effect.

In managing the air quality/climate change trade-offs, it is unlikely that in the “real world” policy makers will be able to achieve simple optimal solutions which address both climate change and air quality in one easy step. In practice, progress is generally made through a series of steps which address one or the other problems in turn. In Europe for example, sulphate aerosols have been reduced over the past fifty years or so, initially to resolve the problem of urban smogs and then to reduce acidification. The definition of ‘best available techniques’ currently require abatement technology to reduce sulphur emissions from coal and oil fired power plants in the EU, and in developing countries who will potentially increase their use of coal for power generation there will be trade-offs to be managed between local air quality and climate change mitigation. In terms of black carbon and diesel vehicles, in Europe, there has been a significant increase in the diesel car fleet over the past fifteen years or so, and policies to incentivise the purchase of cars with lower CO₂ emissions are common. Although emission standards were improving over this time, they were not always improving quickly enough to overcome the increase in diesel cars with the result that urban particulate concentrations have not reduced as fast as they otherwise would. The impact of this effect on premature mortality in the UK was studied recently with the conclusion that the increase in diesel cars in the fleet lead to 20–300 premature deaths per year over the period 2001–2020 (central estimate 90 deaths per year), but with simultaneous improvements in carbon emissions (Mazzi and Dowlatabadi, 2007). By contrast, in the last few years with the agreement of the Euro 5 and 6 emission standards for cars the EU has tacitly accepted a small ‘hit’ on carbon emissions through the use of the particle filters required by the new standards as the consequence of reducing the impact on mortality and morbidity from the particle emissions. The ‘real-world’ path taken to achieve optimal policies on diesel vehicle emissions, from the bottom left quadrant in Fig. 42 to the top right hand quadrant is shown by the red arrows in Fig. 42.

Policies on air quality and climate change then often proceed in the real world in a more pragmatic and ad-hoc way than might be considered ideal from a theoretical point of view. Nonetheless it is now becoming clear that there are sufficiently large benefits to be gained from pursuing optimal co-benefits policies that efforts should continue in this direction. However, policies are agreed and implemented by governments who make decisions in the light of scientific, economic, social and political considerations. The current high political profile of climate change must be recognised in attempting to design and implement optimal strategies for air quality and climate change mitigation. However, policy makers should take into account the fact that there may be several options for achieving targets for greenhouse gas reductions and wherever possible should choose the options that minimise the impact on air quality, public health and the wider environment.
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