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Characterizing the Interplay of Pauli Repulsion, Electrostatics, Dispersion and Charge Transfer in Halogen Bonding with Energy Decomposition Analysis

Jonathan Thirman,∗a Elric Engelageb, Stefan M. Huberb, and Martin Head-Gordon∗∗c

The halogen bond is a class of non-covalent interaction that has attracted considerable attention recently. A widespread theory for describing them is the σ-hole concept, which predicts that the strength of the interaction is proportional to the size of the σ-hole, a region of positive electrostatic potential opposite a σ bond. Previous work shows that in the case of CX3I, with X equal to F, Cl, Br, and I, the σ-hole trend is exactly opposite to the trend in binding energy with common electron pair donors. Using energy decomposition analysis (EDA) applied to a potential energy scan as well as the recent adiabatic EDA technique, we show that the observed trend is a result of charge transfer. Therefore a picture of the halogen bond that excludes charge transfer cannot be complete, and permanent and induced electrostatics do not always provide the dominant stabilizing contributions to halogen bonds. Overall, three universally attractive factors, polarization, dispersion and charge transfer, together with permanent electrostatics, which is usually attractive, drive halogen bonding, against Pauli repulsion.

1 Introduction

Non-covalent interactions have been the subject of considerable theoretical interest in recent years for their importance in a wide variety of molecular systems. One such interaction is halogen bonding, which has been known for a long time, and has assumed increasing importance and visibility over the past decade or two. Halogen bonding is a contributor to supramolecular interactions in the solid state, and in solution, and thus is a controllable factor in molecular recognition. Halogen bonding is therefore also significant in biomolecular and medicinal chemistry. As defined by IUPAC, “a halogen bond occurs when there is evidence of a net attractive interaction between an electrophilic region associated with a halogen atom (X) in a molecular entity and a nucleophilic region (B) in another, or the same, molecular entity.” A halogen bond has the general form R−X···B, where the XB distance is less than Van der Waals separation, ∠RXB ≈ 180°, and the RX bond-length is slightly elongated. As it is a Lewis acid (X) - Lewis base (B) interaction, it is not surprising that halogen bonding can also affect chemical reactivity.

There has been much effort to characterize the nature of the halogen bond, beyond the overall energetic and structural characteristics given above. It is fair to say that there is no broadly accepted consensus today. Let us begin with IUPAC, who suggest that “the forces involved in the formation of the halogen bond are primarily electrostatic”. However, they immediately add a cautionary note: “but polarization, charge transfer, and dispersion contributions all play an important role. The relative roles of the different forces may vary from one case to the other.” The origin of this slightly tortured statement can be traced to literature controversy. The halogen bond was traditionally considered to be a type of charge transfer complex, analogous to a hydrogen bond but with a halogen rather than hydrogen atom as the electron pair acceptor. A key role for charge transfer has also been supported by some more recent work. However, another recent line of thinking, reflected in the IUPAC definition, describes halogen bonding as being controlled by electrostatics, exchange-repulsion, as well as electrostatics.

Supporters of the electrostatics-is-primary approach point to the importance of the σ-hole concept, which has been applied to a wide variety of non-covalent interactions. Proponents of the σ-hole believe in the importance of electrostatic phenomena in explaining non-covalent interactions at the expense of charge transfer, with similar theories in cases such as hydrogen bonding. Some have doubted the validity of the concept of charge
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transfer\textsuperscript{33,34}, viewing it as a misunderstanding of polarization.

What, then, is the physical content of the σ-hole picture? The σ-hole is defined as an area of positive electrostatic potential near an atom and is intended as a measure of its strength as an electron pair acceptor. The electrostatic potential of a molecule is computed on an electron density isosurface – traditionally at the arbitrary value of 0.001 electrons per cubic Bohr radius. When the molecule has electronegative substituents, there is generally a positive potential on this surface at the point opposite the σ bond between the acceptor halogen atom and the central atom, as illustrated for CF$_3$I in Figure 1. The σ-hole picture states that the halogen bond is an electrostatic interaction between the area of positive potential on the acceptor and the negative potential of the donor. This is intended as an explanation for why C–X···B interactions are linear. Meanwhile, halogen atoms can also act as electron pair donors in C–X···H–A hydrogen bonds, with the explanation that the interaction is with the region of more negative potential on the halogen atom along the line half way in between the bond and the σ-hole. Looking for the σ-hole on hydrogen atoms participating in hydrogen bonds finds that the entire atom is of positive potential, which is put forward as an explanation for why hydrogen bonds are often bent rather than linear.

![A plot showing the σ-hole in CF$_3$I, where the electrostatic potential (ESP) is plotted on an 0.001 au density isosurface. The blue region on the extension of the C–I bond is the positive ESP (favorable for a negative test charge), that represents the σ-hole, while red regions are negative ESP (favorable for a positive test charge).](image)

A charge transfer based explanation of the linearity of halogen bonds would instead describe the interaction as donation from the donor lone pair into the σ* antibonding orbital. This orbital has its highest value in-line with the bond, but in the region beyond both of the bonded atoms, which is to say that the accessible lobe of the σ* orbital is in the same place as the σ-hole. Furthermore, a halogen atom acting as an electron pair donor would donate from a lone pair orbital, which are centered somewhere between the bond and the point opposite — the same place as the region of negative potential. Proponents of the charge transfer picture would argue that donation into the σ* orbital would tend to lengthen, weaken, and red-shift the bond, all of which are experimentally observed in halogen bonds. The σ-hole response to this objection would be that these observations are the result of polarization in response to the presence of the donor\textsuperscript{34,39–41}. Because of this consideration, some advocate calculating the σ-hole in the presence of a point charge when the donor is an anion, in order to account for polarization — originally for hydrogen bonds\textsuperscript{42}, though it has also been proposed for halogen bonds\textsuperscript{16}.

One of the major arguments deployed in favor of the σ-hole explanation is that the strength of interactions tend to correlate linearly with the size of the σ-hole\textsuperscript{29,43–45}. This has been the trend in several different sets of related molecules. This is often taken as proof for the key importance of the σ-hole in understanding halogen bonding. But there is almost necessarily a high level of concordance between the electrostatic and charge transfer pictures as they both attempt to describe the same phenomena. The σ-hole and the lobe of the σ* orbital are in the same place because most the local electron density is concentrated in the σ orbital, and the two orbitals must be orthogonal. There is high electrostatic potential between the bond and the σ-hole in the same place as the lone pair orbitals because the electrons are in the non-bonded orbitals. Polarization and charge transfer leading to similar behavior in the σ bond is not surprising because both are favorable in the same situations. And the correlation of the binding energy with the σ-hole strength may be because of electrostatics, but that does not mean that electrostatics plays the sole role in the interaction. Even in a charge transfer picture, electrostatic effects are also important in hydrogen and halogen bonds. While the bonds are not always perfectly in the direction of the dipole moments, there are usually close and are almost never observed opposing the dipole moments (and when they are, it is in large molecules with far away dipoles — the local electrostatics are still favorable). In addition to a purely electrostatic explanation, this arrangement also makes charge transfer more favorable, as it allows the charge density to move to an area of more positive potential.

The σ-hole may be a good proxy for the overall classical electrostatic interaction — it is a simpler alternative to considering every multipole moment of the two molecules. In large molecules, lower moments give more information about the whole molecule. Information about the local electrostatics is contained in the higher moments, but in a way that is opaque to understanding. Part of the value may come from providing a good descriptor for the local electrostatic environment in complicated systems. But that doesn't make it a unique or uniquely good parameter. In small, symmetrical molecules like the ones that will be discussed here, the dipole moment should be a very reasonable alternative electrostatic parameter. The question is then whether this is enough, or whether the σ-hole can only explain electrostatics, and it is also necessary to consider strength of charge transfer in cases where the two are not correlated (though there is good reason to think that they usually will be).

Recent work by Stefan Huber and colleagues demonstrate a simple family of halogen bond complexes where the trend in binding strength is exactly opposite the trend in σ-hole size\textsuperscript{16}. With an acceptor molecule of CX$_3$I (where X is any of F, Cl, Br, and I) and donors as a halide ion or trimethylamine molecule, iodine as a substituent leads to the strongest interaction, and fluorine the weakest in the order of the periodic table. Of course, the electronegativity trend in halogens goes the opposite direction. This makes CF$_3$I have the strongest favorable dipole moment, while Cl$_4$ has no dipole at all. The σ-hole trend is the same as the electronegativity one. That means both measures of electrostatics
predict the opposite of the observed trend. This remains the case when varying the halide donor or when changing the acceptor atom from I to Br or Cl.

The most straightforward explanation is that ClI is the strongest charge acceptor and that this is enough to overcome the more favorable permanent electrostatic properties of CF3I. They propose the explanation that ClI has the lowest energy σ* orbital, which allows for stronger charge transfer (according to a charge donation point of view, the interaction strength should go up with $|\langle \sigma^* | H | n \rangle|^2$ and go down with $E_{\sigma^*} - E_n$. The limit is $|\langle \sigma^* | H | n \rangle|^2 / (E_{\sigma^*} - E_n)$ when the denominator is large compared to the numerator). A schematic view of the charge transfer picture is shown in Figure 2, with a complementary occupied-virtual pair showing the respective orbitals that change is donated from and to. If this point of view is accepted it seems a perspective must be taken that is richer than σ-hole allows, where electrostatic and charge transfer must be considered as separate forces at play in non-covalent interactions. In this work, we will examine some of these systems more closely using energy decomposition analysis to determine the significance of charge transfer in the picture of halogen bonding.

Fig. 2 A complementary occupied-virtual pair for the halogen bond in CF3I–Cl−. The blue and red represent the positive and negative lobes of a polarized (donor) p orbital on Cl− and the orange and green represent the positive and negative lobes of a C–I σ* (acceptor) orbital on CF3I.

2 Energy decomposition analysis

To resolve the question of whether or not charge-transfer (CT) is a significant contributor to the halogen bond, one needs approaches that can agnostically partition the intermolecular interaction energy into additive contributions that correspond to the relevant physical contributions. These contributions are those that operate in the long-distance regime: specifically permanent and induced electrostatics, and dispersion. In addition Pauli repulsion and CT become relevant as the fragments come close. Energy decomposition analysis (EDA) methods take up this challenge. This area requires reviews to cover in detail, and there are many for this purpose. Energy decomposition analysis (EDA) methods should be contrasted with the σ-hole picture: the latter is a picture that does not yield energy contributions at all.

While EDA is in principle the perfect tool to assess the role of CT, there is a catch, however, in that the resulting contributions are not uniquely defined. Accordingly, there are many different EDAs with different strengths and weaknesses. In particular, CT from a given EDA method may be roughly right (the ideal case), or possibly much too large, or conceivably much too small. In either of the latter two cases, misleading results are likely. This is not an idle concern. The widely used natural bond orbital (NBO) analysis is known to yield CT contributions that are much too large, and which leads to false conclusions about the absolute importance of CT (although relative NBO CT can be useful as a descriptor). On the other hand, constrained density functional theory, which attempts to prevent CT by enforcing constant fragment populations, yields exactly zero CT for symmetric systems such as the double hydrogen bond in the formic acid dimer, a value that is much too small.

Is it possible to usefully proceed, given the reality that CT cannot be uniquely defined? The answer is yes, with one condition. If we wish to assess the role of CT, then we must be reasonably confident that the EDA used does not greatly overestimate, or greatly underestimate CT. Ideally we should have upper and lower bounds for CT contributions, as have been obtained for the water dimer. For this work, we will use a method whose CT contribution has a magnitude that is a lower bound to true CT. This way we can be sure that our conclusions regarding CT are conservative. At the same time, the bound is not so weak as to be useless (i.e. we expect our conclusions to be reliable).

For this purpose we use variational energy decomposition analysis based on absolutely localized molecular orbitals (ALMOs). The ALMO-EDA is a descendant of widely used early EDAs, which, like its cousin, the block-localized wavefunction (BLW) EDA, separates polarization from CT. While originally developed at the mean-field level, the ALMO-EDA was extended by two of us to include electron correlation through second order Möller-Plesset perturbation theory (MP2). The R–X···B intermolecular interaction energy is decomposed as:

$$\Delta E = \Delta E_{\text{ex}} + \Delta E_{\text{pol}} + \Delta E_{\text{disp}} + \Delta E_{\text{CT}}$$ (1)

The above terms are evaluated from 5 intermediate energies: (i) isolated fragment MP2 energies of R–X and B (ii) R–X···B using frozen fragment orbitals and fragment-only correlation amplitudes in the MP2 Hylleraas functional with an orbital relaxation correction (iii) polarized ALMOs and relaxed fragment-only amplitudes (iv) polarized ALMOs and fragment plus dispersive amplitudes, and (v) the full MP2 energy. The variational aspect of the MP2 ALMO-EDA is that energies (ii) through (v) are guaranteed to decrease, ensuring negative semidefinite energies for polarization, dispersion and CT. Counterpoise corrections for basis set superposition error (BSSE) are included in those terms requiring it.

The magnitude of CT is increasingly underestimated in this procedure as the atomic orbital (AO) basis size is enlarged. The reason is that polarization is captured before CT by a “greedy” variational algorithm where CT is supposed to be inhibited by the constraint of fragment-blocking the AO to MO transformation matrix (the ALMO approximation) and the correlation amplitudes. However, as the AO basis is increased in size, the ALMOs on one fragment gain the flexibility to slightly delocalize onto neighbor-
ing fragments, thereby capturing some CT within the polarization energy. This has been studied in detail previously\textsuperscript{62,72} and methods have been introduced at the mean-field level which attain a stable and meaningful complete basis set limit value for CT\textsuperscript{72,73}. While extending the MP2 ALMO-EDA to attain this same stability is desirable, using it in the original metastable form is an advantage in our present context, because it is important not to overestimate CT. We also note the fact that the CT contribution is counterpoise corrected to ensure that no BSSE is artificially ascribed to CT.

The most common way to apply an EDA traditionally has been by applying it to a single structure for each system (most commonly the minimum energy geometry) and decomposing that binding energy. However, for variational EDAs, an alternative method that has recently been proposed is the adiabatic EDA\textsuperscript{74}. In it, instead of there being only a single structure, the system geometry is optimized at each successive level of the EDA: first the isolated molecules, then the system with only the frozen component allowed (this will include dispersion for dispersion corrected density functionals), next with both the frozen and polarization terms, and finally also allowing charge transfer, which means optimizing the overall energy. This way, the effect of each component can be seen on the geometry of the system and, for example, the charge transfer energy can be defined as the difference in energy between the optimum structures with and without charge transfer. This enables attribution of structural changes to the different physical contributions discussed above. In particular, we can assess the extent to which shortening of the XB distance in R−X⋯B is a consequence of CT. This type of analysis has previously been useful for determining that in the water dimer, CT is primarily responsible for the red shift in the proton donor OH stretch, and for more than 0.2 Å shortening of the hydrogen bond distance\textsuperscript{75}. On the other hand, the linear geometry of the water dimer hydrogen bond was recovered without either polarization or CT\textsuperscript{74}.

3 Computational Methods

The energy decomposition analysis (EDA) methods used here are the SCF absolutely localized molecular orbitals (ALMO) EDA\textsuperscript{63,73} and its MP2 extension\textsuperscript{70,71} as described above. The calculations were performed in a development version of the Q-Chem quantum chemistry program package\textsuperscript{76}. RI-MP2 was used for all calculations with the def2-TZVP basis set using the rimp2-aug-cc-pVTZ auxiliary basis set. The def2-TZVPPP set includes an ECP on the iodine atom. For MP2 ALMO-EDA calculations, H functions were removed from the auxiliary basis set because of code limitations. Energy differences resulting from this change were negligible. Counterpoise correction was used for all energies. All geometries were optimized with the same method and basis sets, with no constraints for the minima and with the I−Y− distance constrained for the potential energy scan. As analytical gradient code is not yet available for the MP2 EDA, the adiabatic EDA\textsuperscript{74} in this paper was done using Powell’s method\textsuperscript{77} on the internal coordinates, which does not require derivatives.

4 Results

In halogen bonds between the electron-pair acceptor molecule CX\textsubscript{3}I and the donor ion Y−, the trend in binding energy across different halogen substituents (X=F, Cl, Br, I) has been shown\textsuperscript{16} to be opposite of that which is predicted by the σ-hole theory. Fluorine is the most electronegative atom, and so causes the highest potential in the σ-hole on the acceptor iodine atom. However, iodine is the substituent that leads to the strongest binding. This remains the case with several different halogen ions as the donor (Y = F−, Cl−, Br−), as well as with other donors. The trend is also opposed to the permanent electrostatic one. CF\textsubscript{3}I has a strong favorable charge-dipole interaction with the ion, while Cl\textsubscript{4} has none. The different binding energies are shown in Figure 3.

![Fig. 3 Binding energy of CX\textsubscript{3}I−⋯Y−, for X=F, Cl, Br, I and Y=F, Cl, Br](image)

This shows the previously discovered unexpected trend. Changing the donor ion changes the strength of the interaction, but leaves the overall trend nearly the same. Benchmark quality calculations confirm the trend. Complete basis set limit extrapolated MP2 numbers (with a two point aug-cc-pVQZ/aug-cc-PV5Z extrapolation) with a def2-QZVPPD ΔCCSD(T) correction gives a CF\textsubscript{3}I−⋯Cl− binding energy of −116.1 kJ/mol and a CI\textsubscript{4}−⋯Cl− binding energy of −145.2 kJ/mol, in fairly close agreement with the counterpoise corrected def2-TZVPP MP2 numbers. This raises the question of why the observed trend occurs, given that it contradicts the simple electrostatic prediction and a widely held theory. EDA will now be used to attempt to answer this question. First, the binding energies are decomposed into charge transfer in Figure 4 and frozen+polarization (which includes electrostatic and Pauli repulsion) in Figure 5. The dispersion interaction is similar enough in all cases to not affect the overall picture.

The decomposition attributes the substituent trend to increased charge transfer going down the periodic table. The electrostatic terms show the opposite trend, but makes less of a difference to the overall binding energy changes. This is at least partially because of the weakening dipole moment. On the other hand, most of the donor ion difference arises from electrostatics. One interesting point is that Cl− complexes have weaker contributions from charge transfer than F− complexes do, and have more repulsive frozen interactions. The first is odd because a Cl− ion would
Pauli repulsion can be explored in an ALMO EDA framework by examining other cases in detail, the EDA must be examined over methods that look beyond a single structure. The prior work applied the natural energy decomposition analysis\textsuperscript{56,78} to these systems. The NEDA and ALMO EDA agree on the trend in charge transfer (though not the magnitude: NEDA gives CT energies triple that of ALMO EDA). Philosophical and definitional differences make the two methods problematic to compare directly, but the NEDA electrostatic trend is in the same direction as the charge transfer trend, while the ALMO EDA trend is opposite. This is largely due to different definitions of terms: NEDA includes permanent and induced electrostatics in a single electrostatic term and Pauli repulsion in separate core term, while ALMO EDA includes permanent electrostatics and Pauli repulsion in the frozen term and induced electrostatics in the polarization term. The larger magnitude of NEDA terms also makes direct comparison of the numbers difficult. However, the differences in behavior between permanent electrostatics, induced electrostatics, and Pauli repulsion can be explored in an ALMO EDA framework by looking at geometries beyond the minimum energy one.

One way of exploring more of the configuration space is to scan over the potential energy surface. This is done by constraining the $I \cdot Y^-$ separation to various distances and performing a geometry optimization at each point. From there, the binding energy can be decomposed for each optimized geometry. The results of this are shown in Figure 6(a) for $Cl_4 \cdot F^-$ and Figure 6(b) for $Cl_4 \cdot Cl^-$. The total energy curve also includes geometrical distortion, which is the energy difference between $Cl_4$ and its minimum geometry energy. It is not included in any of the EDA components, but is too small to be visible in an interesting way on the graphs and so not shown.

As can be seen, CT is actually significantly greater for $Cl^-$ than for $F^-$ over the entire range observed. The difference is factor of two or three, confirming the common-sense intuition that $Cl^-$ is a better donor for charge transfer. However, this was masked in the equilibrium structure EDA because of the different $I \cdot Y^-$ distances. The point in each curve that is not at a multiple of 0.5 Å is the minimum energy structure. Because the $F^-$ minimum is over 0.5 Å closer, the CT when compared at the points of equilibrium is greater. The reason for the $Cl^-$ being significantly farther out despite stronger charge transfer is the much greater Pauli repulsion. At 2.5 Å, the frozen term for $Cl^-$ is over 200 kJ/mol more repulsive than for $F^-$ (and off the plotted axes). Beyond 5 Å or so, the two frozen terms coincide within a few percent, as the electrostatics of both systems are a $-1$ ion interacting with the same dipole. The difference in the close range is due to the much greater Pauli repulsion resulting from the bulkier nature of the $Cl^-$ ion. Most of the polarization difference is also due to Pauli repulsion, as it includes a correction to the frozen overestimation of it. In the long range, the two terms are similar because the main contribution is the charged induced dipole on the $Cl_4$ molecule. Dispersion would also favor $Cl^-$, but the difference is not major. The fact that the equilibrium EDA obscured that $Cl^-$ is a better electron donor than $F^-$ shows the importance of EDA methods that look beyond a single structure.

An alternative approach is the adiabatic EDA\textsuperscript{74}. The results are shown in table 1. In that framework, the binding energy difference comes at the (permanent and induced) electrostatic level. The relative energy of the polarized geometry is $-105$ kJ/mol for $F^-$, but only $-54$ kJ/mol for $Cl^-$. From there, charge transfer adds 98 kJ/mol for $F^-$ and 72 kJ/mol for $Cl^-$ when the systems are relaxed to their full minimum. The adiabatic EDA describes charge transfer as being stronger with $F^-$. However the two numbers are close, which is impressive for $Cl^-$ because the interaction occurs at more than 0.5 Å greater distance. Looking at the adiabatic picture makes the importance of the greater distance clear because of the focus on the different geometries. Therefore, the three different ways of applying the EDA give three different pictures. At equilibrium only, the EDA shows CT and pol being weaker, and frz less repulsive, for $Cl^-$ without providing much insight as to why that is. The potential energy scan EDA instead shows that CT at any given $I \cdot Y^-$ distance is significantly stronger for $Cl^-$, and the electrostatic parts of frz and pol roughly the same, but the much greater Pauli repulsion pushes the interaction to a larger distance where the interaction is weaker. And the adiabatic EDA says that the electrostatics alone make $Cl^-$ bind...
much weaker and farther than F$^-$, but that charge transfer plays a similarly sized role in both systems despite the larger distance. The latter two tackle the problem from different directions and provide complementary insights, but the first alone is not very enlightening.

With that settled, we can now turn back to the original question of the trend as substituents change. A similar analysis is necessary to tell which effects are genuinely weakened from Cl$_4$ to CF$_3$I and which are lower merely due to the greater interaction distances. To start, the results of the relaxed potential energy scan EDA are shown in Figure 7(a) for CF$_3$I···F$^-$ and Figure 7(b) for Cl$_4$···F$^-$ (repeated from Figure 6(a) for ease of comparison).

Comparing, we see that Cl$_4$ has the greater charge transfer everywhere, by about 20 kJ/mol in the equilibrium range. This is about half the difference between the two binding energies. Much of the rest of the difference comes from the fact that Cl$_4$ binds the fluoride closer, with equilibrium interaction distance of 2.11 Å, vs 2.20 Å for CF$_3$I. This happens because the greater CT is enough to overcome the frozen repulsion to a greater extent, even though it is more repulsive for Cl$_4$. The large dipole moment of CF$_3$I shows up in the frozen term and is the main reason that it is less repulsive. However, the greater charge transfer is enough to compensate for the increase in the barrier, which is why the trend in these systems is opposite that predicted by electrostatics. While the EDA shows polarization as larger than charge transfer, in the short range the frozen and polarization terms should be considered together as they both describe the Pauli effect to some extent. Looking at the difference between the two polarization terms, we see that polarization is more favorable for Cl$_4$ by about the same amount as charge transfer. This is because Cl$_4$ is more polarizable than CF$_3$I. However, this alone would only be enough to make the interactions roughly equal in strength. Charge transfer is necessary to account for the Cl$_4$ binding being significantly stronger.

The rest comes from the one body energies (once again, dispersion is essentially the same between the two systems). The Cl$_4$ at equilibrium is 12 kJ/mol above its minimum geometry energy, while for CF$_3$I the number is 20 kJ/mol even though the interaction is weaker and therefore likely to have less of an effect on the geometry. This difference is significant on the scale of the difference between the interactions, suggesting that part of the stronger interaction with Cl$_4$ may be because it is more easily

<table>
<thead>
<tr>
<th></th>
<th>Cl$_4$···F$^-$</th>
<th>Cl$_4$···Cl$^-$</th>
</tr>
</thead>
<tbody>
<tr>
<td>E rel</td>
<td>sep</td>
<td>FRZ</td>
</tr>
<tr>
<td>GD</td>
<td>0.000</td>
<td>-30.167</td>
</tr>
<tr>
<td>disp</td>
<td>-1.648</td>
<td>-11.151</td>
</tr>
<tr>
<td>frz</td>
<td>-27.255</td>
<td>4.917</td>
</tr>
<tr>
<td>pol</td>
<td>-101.501</td>
<td>-214.648</td>
</tr>
<tr>
<td>CT</td>
<td>-150.944</td>
<td>-</td>
</tr>
<tr>
<td>r(C-X) (Å)</td>
<td>2.132</td>
<td>2.147</td>
</tr>
<tr>
<td>$\angle$(X-C-X) (°)</td>
<td>109.47</td>
<td>111.02</td>
</tr>
<tr>
<td>r(C-Cl) (Å)</td>
<td>2.132</td>
<td>2.102</td>
</tr>
<tr>
<td>r(I···Y) (Å)</td>
<td>2.989</td>
<td>2.506</td>
</tr>
<tr>
<td>Dipole (D)</td>
<td>0.000</td>
<td>0.105</td>
</tr>
</tbody>
</table>

**Table 1** Adiabatic EDA, where the column labels each correspond to the energy function used for geometry optimization: sep refers to infinitely separated fragments, FRZ is the frozen energy of the complex, POL also includes polarization, and full additionally includes CT. All energies in kJ/mol. E rel is the energy relative to infinite separation, GD is the geometric distortion energy, evaluated as the energy of the molecular fragment at its complex geometry minus that at its optimal geometry, and the dipole moment is for the molecular fragment, Cl$_4$. 

![Fig. 6](a) EDA for Cl$_4$···F$^-$ (b) EDA for Cl$_4$···Cl$^-$ The geometry is fully optimized at each I···Y$^-$ distance.
able to deform into the ideal geometry for charge transfer.

The same question can also be tackled with the adiabatic EDA, which can indicate how the different intermolecular forces influence the geometry of the system and allow the addition of each force to be considered separately. The CX₃···Y⁻ system is simple enough that geometries can be specified by four parameters: C–X bond length, X–C–X bond angle, C–I bond length, and I···Y⁻ distance. The relative energies and geometry parameters for each system are shown in table 2. To match the procedure used with the DFT version of the adiabatic EDA, dispersion is included along with the frozen interaction.

The adiabatic EDA confirms that charge transfer is significantly stronger with iodine as the substituent atoms. While the polarized structures have roughly similar energies, Cl₄ has 40 kJ/mol more gain in binding energy with the introduction of charge transfer than CF₃I. Most of the difference in polarization goes to overcoming the 15 kJ/mol that the frozen interaction favors CF₃I by. The adiabatic EDA confirms that polarization is only enough to make the two interactions roughly equal in strength, and charge transfer explains the large difference. Aside from the shrinking I···F distance, a notable trend is in the C–I bond length. The frozen geometries have a shorter bond than the isolated geometries, while the fully minimized geometries have a significantly longer one. As is typical, charge transfer into the acceptor bond weakens it and increases the length. On the other hand, a shorter C–I bond apparently leads to more favorable electrostatics, so the C–I bond length provides a measure of the relative importance of charge transfer and electrostatics. Interestingly, this leads to opposite trends in the dipole moment of the acceptor molecule. For CF₃I, dipole moment increases at every successive stage. With Cl₄, this is not the case. The isolated molecule has no dipole by symmetry, but the presence of the fluoride ion causes the molecule to shift to a slightly polar geometry at the frozen level. However, the polarized geometry reduces this, and the final geometry reverses it, leading to a moderate dipole moment away from the ion. This is further evidence that the halogen bond is not a primarily electrostatic phenomenon.

Incidentally, this means Cl₄ has a long range favorable frozen interaction despite being nonpolar. It shows up in the potential energy scan because each point is an optimization with a constrained I···F distance. In the long range, where charge transfer is unimportant, the molecule can deform to be slightly polar and have a small favorable charge-dipole interaction with the ion. This supports the conclusion from the adiabatic EDA and explains it in terms of the dipole moment. Figure 8 shows the dipole moment for CX₃I at each point of the scan.

In the long range Cl₄ does have a slight dipole moment for the reasons described above, and it increases until 4 Å. The CF₃I dipole also increases over this range. But while the CF₃I dipole continues to increase over the whole range, to nearly double its original value, the Cl₄ reverses and actually becomes unfavorable in the interaction region. This mirrors the trend in the adiabatic EDA. The trends suggest that electrostatic effects are very important for the CF₃I geometries, as the presence of the ion pushes the dipole moment significantly higher, but that electrostatics and charge transfer have opposing roles in determining the Cl₄ geometry and charge transfer wins out. One of the most important geometrical parameters is the C–I bond length, which is plotted at the different points of the scan in Figure 9. The dotted lines
are bond lengths at the monomers’ minimum energy geometries, which are the right asymptotes of the graphs. In both cases, the bonds are lengthened in the interaction region, though the effect is larger for Cl₄ as expected from its greater charge transfer. But in Cl₄ the bond lengthening is accompanied by an unfavorable dipole moment, while in CF₃I it is not. This suggests that, at least in Cl₄, the C–I bond length can be used as a measure of the relative importance of electrostatics and charge transfer.

The conclusion supported by both EDA views is that electrostatics and charge transfer both play a role in the two examined halogen bonds. Electrostatics favors CF₃I while charge transfer favors Cl₄ strongly enough that it is the significantly stronger interaction despite the electrostatics. Furthermore, the analysis seems to suggest that the CF₃I interaction is in some ways electrostatically dominated, with the geometry deforming to one favored by electrostatics. On the other hand, Cl₄ seems charge transfer dominated, deforming to geometries against what is electrostatically favorable.

If those are examples of halogen bonds, one with good electrostatics but poor charge transfer and one with good charge transfer but poor electrostatics, it is useful to examine a case that is good on both counts. It is necessary to use a somewhat contrived example to accomplish this, but the nitro group is more electrostatic than fluorine and about as conducive to charge transfer as iodine. The molecule C(NO₂)₃I forms an incredibly strong bond with F⁻ of about 260 kJ/mol, which is in the range of some covalent bonds. A potential energy scan of this system is shown in Figure 10.

The most noticeable difference on the graph is how much more favorable the frozen interaction is. At 2.5 Å, it is about 45 kJ/mol more favorable than even CF₃I, largely because of its huge dipole moment of 3.2 D (compared to 0.91 D). But unlike CF₃I which has a large increase in dipole moment as the ion gets closer, C(NO₂)₃I shows more moderate behavior. The dipole moment increases slightly to a maximum of about 3.4 D at around 3 Å, but it drops back down to 3.3 D at equilibrium. This suggests that despite the dipole, the nature of the system is more similar to Cl₄. Turning to charge transfer, we see behavior very similar to Cl₄. In the range of 2–3 Å, it is about 10% stronger in C(NO₂)₃I. In the longer range, the charge transfer appears to be more slowly decaying, reaching twice the strength of Cl₄ by 7 Å, but genuine charge transfer is difficult to distinguish from basis set superposition error at this distance. It seems that the properties of Cl₄ that make it favorable to charge transfer are matched or slightly exceeded by C(NO₂)₃I. Finally (ignoring dispersion once again), there is
polarization. The value for C(NO$_2$)$_3$I falls halfway in between CF$_3$I and Cl$_4$, along the whole curve. While the polarization term contains some correction to Pauli repulsion in the short range, the differences between these three are electrostatic in nature, as all three systems have the same strength of Pauli repulsion. The charge induced dipole of the acceptor molecule should be much stronger than the dipole induced dipole on the F$^-$ ion, so it is the main contributor to the polarization term. The polarizability of C(NO$_2$)$_3$I is in between that of the other two acceptor molecules. That means these systems provide an example of a case where the trend in polarizability is different from the trend in charge transfer. Therefore, a picture of halogen bonding that replaces charge transfer with polarization would be unable to explain the strength of the C(NO$_2$)$_3$I...F$^-$ term. With the dipole moment greater than in CF$_3$I, but the polarizability lower than in Cl$_4$, a purely electrostatic model should not predict the extremely strong halogen bond observed.

The comparison between CF$_3$I, Cl$_4$, and C(NO$_2$)$_3$I shows that electrostatics and charge transfer act separately as forces in the halogen bond. They can be present in different strength in different systems, and either one alone would be insufficient to understanding the interaction. In CF$_3$I there is a favorable dipole moment, in Cl$_4$ there is strong charge transfer, and in C(NO$_2$)$_3$I there is both. It is important to examine more than just the equilibrium geometry when analyzing the interaction as the geometry is determined by the balance of frozen electrostatics, induced electrostatics, dispersion, and intermolecular charge transfer working against the wall of Pauli repulsion, so looking only at one geometry conflates the influences of all these forces. All of them are important for determining the overall interaction (though dispersion is very similar across the different systems, and so is not important for these comparisons), so each needs to be considered separately.

5 Conclusions

The σ-hole model has been claimed to fully account for halogen bonding, although other studies have emphasized that charge transfer (CT) also plays a role in halogen bonding. One possible piece of evidence for the role of CT is that σ-hole theory predicts the incorrect trend in strength of halogen bonds between CX$_3$I and either a halide ion or trimethylamine. It was suggested that this is because the σ-hole is a purely electrostatic descriptor, and some treatment of charge transfer is necessary to fully describe halogen bonding, as the two do not always coincide.

Using energy decomposition analysis, we have shown that charge transfer is indeed the differentiator between these various CX$_3$I and halide ion interactions. While the electrostatic trends are in the direction predicted by the σ-hole trend (and the dipole moment), the charge transfer trend is in the opposite direction and strong enough to overcome this deficit. The adiabatic EDA and EDA over the relaxed potential energy scan showed that looking only at the equilibrium is not enough by itself to resolve the relative strengths of the different forces, as the equilibrium geometry is determined by the balance between electrostatics, Pauli repulsion, charge transfer, and other effects, which all have different length scales. The analysis implies that the trend in binding energy is due to iodine substituents making the molecule a better acceptor for charge transfer. Comparison to another system showed that electrostatic favorability and charge transfer can vary separately. Because of this, it seems that no picture of the halogen bond can be complete without accounting for charge transfer and for the Lewis acid's suitability as an electron pair acceptor as well as its electrostatic properties. This has potential implications for the design of suitable descriptors for predicting the strength of halogen bonds.
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