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Abstract

This paper analyzes the relationship between the properties of the prediction errors of a predictor that assumes an autoregressive unit root and its optimal detection. According with this relationship, new autoregressive unit root tests are proposed based on multi-step prediction errors. It is shown that the proposed tests have optimal properties. In the simple AR(1) case, they have similar power to existing tests and very close to the Gaussian power envelope. However, in the general ARMA case, the competing tests have a high size distortion whereas the size distortion of the proposed tests is very small.
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1 Introduction

1.1 General considerations

This article analyzes the relationship between the prediction errors of a process with an autoregressive unit root and the optimal detection of that unit root. Following this relationship, new autoregressive unit root tests are developed based on in-sample multi-step prediction errors.

Since the work of Dickey & Fuller (1979), there has been extensive literature devoted to detecting autoregressive unit roots. This fact can be explained not only by the importance of the subject, but also by the absence of a feasible optimal test. In addition to this lack of optimality, there are some other questions related to testing for unit roots that admit different solutions, such as the estimation method, the extension to general I(1) processes, the treatment of deterministic components, etc; that have helped to increase the volume of the literature. A possible criterion to classify the unit root tests literature would be the approach used to detect the unit root. The seminal and most popular approach is due to Fuller (1976) and Dickey & Fuller (1979) and is based on the asymptotic properties of ordinary least squares (OLS) estimator. Important variations of Dickey-Fuller tests are the extension to maximum likelihood estimators (Pantula et al., 1994), the weighted symmetric estimator test (WS) (Park & Fuller, 1995, Fuller, 1996 p. 568), and the DF-GLS tests developed by Elliott et al. (1996) and Hwang & Schmidt (1996). A very important approach is the construction of tests following some optimal criteria (under normality). First works following this optimal approach are Sargan & Bhargava (1983) and Bhargava (1986). These authors extend the basis of optimal serial correlation tests to build approximate uniformly most powerful invariant tests (UMPI) and approximate locally best invariant tests (LBI). The point optimal invariant (POI) tests and LBI tests developed by Dufour & King (1991) also follow this optimal approach. These tests are based on the work of King (1980) and King & Hillier (1985). By Neyman-Pearson lemma, a sequence of unfeasible POI test (POI tests that use the true values of the root as the alternative), will provide the upper attainable power (power envelope). Dufour & King (1991) find that POI tests can have good performance if the alternative is properly chosen. According to this idea, Elliott et al. (1996) and Elliott (1997) build POI tests ($P_T$) using a fixed local-to-unity alternative. When the process follows an AR(1), $P_T$ tests have power close to the power envelope. It should be pointed out that DF-GLS tests and WS tests also have power close to the power envelope.

It could seem, since there are feasible tests that reach the power envelope, that the detection of a unit root is a solved problem. These tests, however, share an important drawback. The published performance of $P_T$, DF-GLS, and WS shows a high size distortion when applied to a more general I(1) process. This size distortion is also present in all unit root tests that cannot handle MA components. For instance, a large positive moving average root can increase the size up to 0.60 instead of the nominal 0.05.

This article introduces a new approach to test for unit roots. The new tests are based on the prediction errors committed by a predictor that assumes a unit root. The test statistics are built by comparing the empirical prediction mean squared error (PMSE) of this predictor and the expected PMSE under the null hypothesis of a unit root. If the process is stationary, the
empirical PMSE is bounded although the predictor assumes a unit root, whereas if there is a unit root both empirical and expected PMSE are unbounded. The proposed tests have a power that is similar to the power envelope in the AR(1) case. The new tests have optimal properties. Therefore, they could also be considered members of the optimal tests class. In some situations, the application of this prediction-error approach gets to already known statistics. Two procedures to extend the proposed tests to a general ARMA case are introduced. Both procedures are based on fitting the best model and, therefore, do not need to rely on autoregressive approximations. In this more general situation, the tests still have high power with a very small size distortion. One of the proposed procedures for the ARMA case can be applied to other existing tests like $P_T$, reducing significantly their size distortion.

1.2 Notation and the model

Let $\{y_t\}$ be a discrete stochastic process. Let us assume that this process contains a deterministic component $d_t$ and a pure stochastic component $x_t$; namely, $y_t = d_t + x_t$. It will be assumed that the deterministic component can be a mean $\mu$ and a deterministic trend: $d_t = \mu + \delta t$. The pure stochastic part will have the following structure: $x_t = \rho x_{t-1} + u_t$, with $E(u_t) = 0$ and $E(u_t^2) = \sigma^2$. The null hypothesis of unit root corresponds with the case $\rho = 1$ and the stationary alternative with $|\rho| < 1$. Let us assume that $u_t$ is a stationary and invertible process that admits an ARMA($p,q$) representation, $\phi(B)u_t = \theta(B)a_t$, where $a_t$ is a sequence of iid random variables with $E(a_t) = 0$ and $E(a_t^2) = \sigma^2$. The data-generating process is, therefore,

$$y_t = \mu + \delta t + x_t, \quad x_t = \rho x_{t-1} + u_t, \quad u_t = \psi(B)a_t, \quad (1.1)$$

with $\psi(B) = \phi(B)^{-1}\theta(B)$. This process can also be expressed as

$$y_t = \mu(1 - \rho) + \delta + \delta(1 - \rho)t + \rho y_{t-1} + \psi(B)a_t. \quad (1.2)$$

1.3 Outline of the paper

This article shows the links between the optimal detection of unit roots and the properties of the PMSE and introduces new tests. Section 2 shows the behavior of the PMSE of a random walk predictor when the true process is stationary. The boundness of this PMSE is the motivation of the proposed test statistics. Section 3 defines and derives the most powerful tests in a neighborhood of the locality and show that they also have a prediction-error interpretation. The resulting optimal test statistics are functions of the statistics proposed in section 2. Section 4 uses the prediction-error interpretation to modify the optimal statistics and obtain power similar to the power envelope. Section 5 compares the proposed tests with some other existing in the literature through a Monte Carlo experiment in the AR(1) case. Section 6 extends the tests to the general I(1) case and compares them with other tests. This section analyzes two efficient procedures that allow for the modelling of MA components with very small distortion. Section 7 concludes.
2 Tests based on the ratio of observed and expected PMSE.

This section shows the basic test statistics that compare the empirical PMSE and the expected one under the null hypothesis. Let us suppose \( \{ y_t \} \) follows a pure AR(1) process with no deterministic components. The observation \( y_{T+k} \) can be expressed as \( y_{T+k} = \rho y_T + \sum_{j=1}^{k-1} \rho^j a_{T+k-j} \). Suppose now that it is believed that the process has a unit root and, therefore, the predictor

\[
y_{T+k} = y_T
\]

is used. Let us compare the PMSE of this predictor with the one it is expected given that a unit root is assumed. First, note that the predictor is biased, since \( E(y_{T+h} | y_T) = \rho y_T \); and therefore, its PMSE is

\[
E(y_{T+h} - y_T)^2 = \sigma^2 \left\{ \sum_{j=0}^{h-1} \rho^2 j + \frac{(1 - \rho^h)^2}{1 - \rho^2} \right\} = 2\sigma^2 \frac{1 - \rho^h}{1 - \rho^2},
\]

where it has been used that \( E(y_T^2) = \sigma^2 / (1 - \rho^2) \). The expected PMSE is, however, the one associated to a random walk. In order to compare the real and expected PMSE, the expression (2.4) can be rewritten as \( E(y_{T+h} - y_T)^2 = \sigma^2 d(h, \rho) \), where

\[
d(h, \rho) = \frac{E(y_{T+h} - y_T)^2}{E(y_{T+h} - y_T | y_T = 1)^2} = \frac{1 - \rho^h}{h(1 - \rho^2)},
\]

Note that, for forecasting horizon \( h = 1 \), \( d(1, \rho) = 2j(1 + \rho) > 1 \) and, therefore, the actual PMSE is larger than \( \sigma^2 \). For \( h = 2 \), it holds that \( d(2, \rho) = 1 \), and the actual PMSE is identical to the expected. For \( h > 2 \), \( d(h, \rho) < 1 \) and the real PMSE is always lower than expected. Similarly, for a given \( h > 2 \), the ratio of the real PMSE and the expected one goes to zero as \( \rho \) moves away from unity. Therefore, the ratio of the real PMSE and the expected one moves to zero as the process moves away from the unit root. Furthermore, this effect increases with the horizon. The proposed tests are based on this property.

Let us define \( \epsilon_{i|j} \) as the empirical prediction error of forecasting \( y_i \) from \( t = j \) ( \( i > j \) ) under the null hypothesis of random walk. Then, \( \epsilon_{i|j} = y_i - y_j \). The test statistics are built by comparing this empirical prediction errors and the expected ones under the null. First, let us base the test statistics on the cumulated sum of prediction square errors from \( h = 1 \) to \( h = T - 1 \) given by

\[
\sum_{t=2}^{T} \epsilon_{i|1}^2 = \sum_{t=2}^{T} (y_t - y_1)^2.
\]

The expected value of this statistic under the null hypothesis of a unit root is:

\[
E \left( \sum_{t=2}^{T} \epsilon_{i|1}^2 \right) = \sigma^2 \{ 1 + 2 + \cdots + (T - 1) \} = \sigma^2 \frac{T(T - 1)}{2}.
\]

Since \( \sigma^2 \) is not known, the following consistent estimator under the null, can be used:

\[
\hat{\sigma}^2 = \frac{\sum_{t=2}^{T} (y_t - y_1)^2}{T - 1}.
\]
The test statistic is obtained by dividing the cumulated sum (2.6) and its expected value under the null (2.7) using the estimation (2.8). The constant can be dropped since it does not affect the test. The proposed statistic is the following:

\[ C^*_1 = \frac{\sum_{i=2}^{T}(y_i - y_1)^2}{\sum_{i=2}^{T}(y_i - y_{i-1})^2}, \]  

(2.9)

where \( C \) denotes cumulated and the subindex shows the origin of the predictions. The test statistic is invariant to transformation of the type \( y_t \rightarrow ay_t + b \), with \( a, b \) constants and it will not be affected by the mean value of the series. It can be verified that, under the null hypothesis of a unit root, \( C^*_1 = O_p(1) \). Under the alternative, the numerator is, however, of lower magnitude order than in the previous case since \( T^{-2} \sum_{i=2}^{T} y_i^2 = O_p(T^{-1}) \). Therefore, in the stationary case, \( C^*_1 \sim \frac{p}{b} \rightarrow 0 \). A unit root test against stationary alternative will have the rejection region \( C^*_1 < c^*_1 \).

Let us now extend this test to the case of a null hypothesis of a random walk with drift, \( y_t = \hat{\delta} + y_{t-1} + \epsilon_t \). The prediction errors are \( \epsilon_{t|1} = y_t - y_1 - (t - 1)\hat{\delta} \). An efficient estimator of \( \hat{\delta} \) under the null can be obtained from the regression \( \Delta y_t = \hat{\delta} + \epsilon_t \). Therefore,

\[ \hat{\delta} = \frac{\sum_{i=2}^{T}(y_i - y_{i-1})}{T - 1} = \frac{y_T - y_1}{T - 1}. \]  

(2.10)

A consistent estimator of \( \sigma^2 \), under the null, is

\[ \hat{\sigma}^2 = \frac{\sum_{i=2}^{T}(y_i - y_{i-1} - \hat{\delta})^2}{T - 1}. \]

This leads to the use of the following test statistic:

\[ C^*_1 = \frac{\sum_{i=2}^{T}(y_i - y_1 - \hat{\delta}(t - 1))^2}{T \sum_{i=2}^{T}(y_i - y_{i-1} - \hat{\delta})^2}. \]  

(2.11)

Similar to \( C^*_1 \), the rejection region of a unit root test with this statistic is \( C^*_1 < c^*_1 \).

Both statistics, \( C^*_1 \) and \( C^*_1 \), have the feature that their first two terms of the numerator behave, on average, differently than the others, as previously indicated with the distance \( d \) in (2.5). A solution to overcome this problem would be to consider only prediction errors corresponding to horizon \( h > 1 \). This modification, however, has not improved the performance of the statistics. A second feature of the proposed statistics is their high dependence on the first observation since all prediction errors are evaluated from \( y_1 \). Two possible alternatives to diminish such dependence are presented. First, \( C^\mu_1 \) and \( C^\tau_1 \) use only one prediction error at each horizon, whereas many more prediction errors can be considered. There are \( (T - 1) \) prediction errors at \( h = 1 \); namely, \( (y_2 - y_1), (y_3 - y_2), \ldots, (y_T - y_{T-1}) \); and, in general, \( (T - k) \) at horizon \( h = k \). The following statistics uses all the available information in the sample by averaging all prediction errors of the same horizon:

\[ C^\mu_A = \frac{\sum_{s=t+1}^{T} \sum_{s=t}^{T}(T - (s - t))^{-1}(y_s - y_t)^2}{T \sum_{t=2}^{T}(y_t - y_{t-1})^2}, \]  

(2.12)

\[ C^\tau_A = \frac{\sum_{t=1}^{T} \sum_{s=t+1}^{T}(T - (s - t))^{-1}(y_s - y_t - \hat{\delta}(s - t))^2}{T \sum_{t=2}^{T}(y_t - y_{t-1} - \hat{\delta})^2}, \]  

(2.13)
where $A$ stands for average. Another possible solution to diminish the dependence on the first observation is to consider also the series in time reverse order. The use of the time reversal series is justified by the time-reversibility of stationary processes (Box & Jenkins, 1976, p. 197). The statistic that, at each observation, average the prediction error from both extremes of the series is

$$C_{IT}^{\mu} = \frac{\sum_{t=2}^{T}(y_t - y_1)^2 + \sum_{t=1}^{T-1}(y_t - y_T)^2}{2T \sum_{t=2}^{T}(y_t - y_{t-1})^2}, \quad (2.14)$$

where the subindex $1T$ denotes the origin of the predictions. If the process is stationary both statistics, $C_{IT}^{\mu}$ and $C_{T}^{\mu}$, will have similar behavior, but their properties under the null are different. Several authors have also used the time-reversibility property to modify the statistics proposed by Dickey-Fuller and obtained more powerful tests (Sen & Dickey, 1987, Pantula et al., 1994, Leybourne, 1995, Park & Fuller, 1995, among others). It can be checked that $C_{IT}^{\mu} = C_{T}^{\mu}$.

The statistics $C_{T}^{\mu}$ and $C_{T}^{\mu}$ are already in the literature using different approaches. They correspond to $(T N_1)^{-1}$ and $(T N_2)^{-1}$ respectively, where $N_1$ and $N_2$ are in Bhargava (1986). Bhargava (1986) shows that, if the Anderson approximation is used for the inverse of the covariance of the process and the first observation is extracted from its conditional distribution, these statistics lead to approximate likelihood tests under normality. This statistics are also derived in Tanaka (1997), with the same assumption about the first observation, by taking the second derivative of the likelihood function evaluated at the maximum likelihood estimator under the null.

The following theorem shows the asymptotic distribution of the statistics $C_{T}^{\mu}$, $C_{IT}^{\mu}$, and $C_{A}^{\mu}$ when the process is $y_t = y_{t-1} + u_t$, $u_t = \psi(B)u_t$, and that of $C_{T}^{\mu}$ and $C_{A}^{\mu}$ when the process is $y_t = \hat{\epsilon} + y_{t-1} + u_t$, $u_t = \psi(B)u_t$. The notation $\overset{d}{\to}$ denotes weak convergence of the associated probability measures as $T \to \infty$. The proof can be found in the appendix.

**Theorem 1** Let $y_t$ be the process $(1.2)$ with $\rho = 1$. Then,

$$C_{T}^{\mu} \overset{d}{\to} \kappa^{-2} \int_{0}^{1} W^2(r)dr, \quad (2.15)$$

$$C_{IT}^{\mu} \overset{d}{\to} \kappa^{-2} \left\{ \int_{0}^{1} W^2(r)dr + \frac{1}{3} W^2(1) - 2W(1) \int_{0}^{1} rW^2(r)dr \right\}, \quad (2.16)$$

$$C_{A}^{\mu} \overset{d}{\to} \kappa^{-2} \int_{0}^{1} \int_{0}^{r} \{1 - (r - \lambda)\}^{-1} W^2(r - \lambda) d\lambda dr, \quad (2.17)$$

$$C_{A}^{\sigma^2} \overset{d}{\to} \kappa^{-2} \left[ \int_{0}^{1} \int_{0}^{r} \{1 - (r - \lambda)\}^{-1} W^2(r - \lambda) W(r - \lambda) d\lambda dr \right], \quad (2.18)$$

where

$$\kappa^2 = \frac{\sigma^2}{\omega^2}, \quad \sigma^2 = E(u^2), \quad \omega^2 = \sigma^2 \psi(1)^2.$$

In the general $I(1)$ case, with $u_t = \psi(B)u_t$, the asymptotic distributions depends on the parameters $\psi_2$, $\sigma^2$, and $\omega^2$. Section 6 shows modifications to allow, in the general $I(1)$ case, to use the
same critical values than in the AR(1) case.

3 Optimal tests and prediction errors

This section shows asymptotic tests following optimal criteria under normality of the disturbances. It is found that the resulting statistics are the same as the statistics proposed in the last section or functions of them. The proposed tests are based on the theory developed by King (1980), King & Hillier (1985) and Dufour & King (1991), among others, to build POI and LBI tests. The interest is in finding tests that are most powerful in a neighborhood of the locality (MPNL). In order to obtain this property, a Taylor expansion of the POI test statistics is used around the null hypothesis up to terms of second order. By Neyman-Pearson lemma (see King & Hillier, 1985, and Ferguson, 1967) this approach will give a power function with maximum first and second derivatives at \( \rho = 1 \). A third order Taylor expansion has also been analyzed, but the inclusion of the third term does not produce any improvement. This section develops tests for the AR(1) case. Section 6 extend the proposed tests to a more general case.

Let us assume, first, that the model is as (1.1) with \( \delta = 0 \) and \( \psi(B) = 1 \). Let us also assume that \( u_t \) is normally distributed. Two different assumptions about \( x_0 \) will be considered. First, it is considered that \( x_0 \) is fixed and, therefore, \( y_1 \) is extracted from its conditional distribution. Second, \( x_0 \) is considered random with zero mean and variance \( \sigma^2/(1-\rho^2) \). Then, \( y_1 \) is extracted from its unconditional distribution. Under the first assumption of \( x_0 \) fixed, the process \( x_t \) is non-stationary. This assumption will be denoted as the non-stationary case. The covariance matrix of the \( T \times 1 \) vector \( \mathbf{x} = (x_1, \ldots, x_T)' \) is \( \sigma^2 \mathbf{Q}_N(\rho) \), where

\[
\mathbf{Q}_N^{-1}(\rho) = I_T - \rho (\mathbf{L}_T + \mathbf{L}_T') + \rho^2 \mathbf{L}_T' \mathbf{L}_T,
\]

with \( I_T \) a \( T \times T \) identity matrix and \( \mathbf{L}_T \) a \( T \times T \) matrix with 1s on the diagonal immediately below the main diagonal and 0s elsewhere. It will be denoted \( \mathbf{Q}_1 = \mathbf{Q}_N(1) \). This non-stationary model is the same as the Dufour & King (1991) model with \( d_1 = 1 \). Following these authors, the POI test of \( \rho = 1 \) against \( \rho = \rho_0 \) rejects the null hypothesis for small values of

\[
S_N(\rho_0) = \frac{\hat{x}_N' \mathbf{Q}_N^{-1}(\rho_0) \hat{x}_N}{\hat{x}_1' \mathbf{Q}_1^{-1} \hat{x}_1},
\]

where \( \hat{x}_N \) and \( \hat{x}_1 \) are generalized least squares (GLS) residual vectors corresponding to covariance matrix \( \mathbf{Q}_N(\rho_0) \) and \( \mathbf{Q}_1 \), respectively. Let us consider now the case that \( x_0 \) is random with zero mean and variance \( \sigma^2/(1-\rho^2) \). In this case, \( x_t \) is covariance stationary. This assumption is denoted as the stationary case. The covariance matrix of the vector \( \mathbf{x} \) is \( \sigma^2 \mathbf{Q}_S(\rho) \), where

\[
\mathbf{Q}_S^{-1}(\rho) = \mathbf{Q}_N^{-1}(\rho) - \rho^2 \mathbf{e} \mathbf{e}'
\]

with \( \mathbf{e} = (1, 0, \ldots, 0)'(T \times 1) \). This model corresponds to the Dufour & King (1991) model with \( d_1 = (1 - \rho^2)^{-1/2} \). Following these authors, the POI tests of \( \rho = 1 \) against \( \rho = \rho_0 \) rejects for small values of

\[
S_S(\rho_0) = \frac{\hat{x}_S' \mathbf{Q}_S^{-1}(\rho_0) \hat{x}_S}{\hat{x}_1' \mathbf{Q}_1^{-1} \hat{x}_1},
\]
where $\hat{\mathbf{x}}_S$ is the generalized least squares (GLS) residual vector corresponding to covariance matrix $\mathbf{Q}_S(\rho_0)$. The non-stationary case is a reasonable assumption when the time series has its origin at $x_0$, whereas the stationary case reflects the situation of a time series with the origin in a very far past point. It seems reasonable to think that most real series will adapt better to the stationary case. The following propositions show the Taylor series expansion of (3.21) and (3.23) around $\rho = 1$. See proof in the appendix.

**Proposition 3.1** Let $y_t = \mu + x_t$, where $x_t$ follows an AR(1) process with $x_0$ fixed. Then,

$$
S_N(\rho) = \frac{\hat{\mathbf{x}}_N^T \mathbf{Q}_N^{-1}(\rho) \hat{\mathbf{x}}_N}{\hat{\mathbf{x}}_1^T \mathbf{Q}_1^{-1} \hat{\mathbf{x}}_1} = 1 + (\rho - 1) S'_N(1) + \frac{(\rho - 1)^2}{2} S''_N(1) + O\{(\rho - 1)^3\},
$$

where

$$
S'_N(1) = \left. \frac{\partial S_N(\rho)}{\partial \rho} \right|_{\rho = 1} = 1 - \frac{(y_T - y_1)^2}{\sum_{t=2}^{T}(y_t - y_{t-1})^2},
$$

$$
S''_N(1) = \left. \frac{\partial^2 S_N(\rho)}{\partial \rho^2} \right|_{\rho = 1} = 2 \frac{\sum_{t=2}^{T}(y_t - y_1)^2}{\sum_{t=2}^{T}(y_t - y_{t-1})^2} - 4 \frac{(y_T - y_1)^2}{\sum_{t=2}^{T}(y_t - y_{t-1})^2}.
$$

**Proposition 3.2** Let $y_t = \mu + x_t$, where $x_t$ follows an AR(1) process with $x_0$ being a random variable with zero mean and variance $\sigma^2/(1 - \rho^2)$. Then,

$$
S_S(\rho) = \frac{\hat{\mathbf{x}}_S^T \mathbf{Q}_S^{-1}(\rho) \hat{\mathbf{x}}_S}{\hat{\mathbf{x}}_1^T \mathbf{Q}_1^{-1} \hat{\mathbf{x}}_1} = 1 + (\rho - 1) S'_S(1) + \frac{(\rho - 1)^2}{2} S''_S(1) + O\{(\rho - 1)^3\},
$$

where

$$
S'_S(1) = \left. \frac{\partial S_S(\rho)}{\partial \rho} \right|_{\rho = 1} = 1 - \frac{(y_T - y_1)^2}{2 \sum_{t=2}^{T}(y_t - y_{t-1})^2},
$$

$$
S''_S(1) = \left. \frac{\partial^2 S_S(\rho)}{\partial \rho^2} \right|_{\rho = 1} = \frac{\sum_{t=2}^{T-1}(y_t - y_1)^2 + \sum_{t=2}^{T-1}(y_t - y_T)^2}{\sum_{t=2}^{T}(y_t - y_{t-1})^2} - 2 \frac{\sum_{t=2}^{T}(y_t - y_1)(y_T - y_t)}{\sum_{t=2}^{T}(y_t - y_{t-1})^2}.
$$

These Taylor expansions suggest three different kinds of test statistics. At first approximation, tests statistics can be built using only the the first derivatives of the expansions. These derivatives are identical in both cases. Following Dufour & King (1991), these statistics lead to a LBI test and rejects the null against a stationary alternative for small values of

$$
E^\mu = \frac{(y_T - y_1)^2}{\sum_{t=2}^{T}(y_t - y_{t-1})^2},
$$

where $E$ stands for the extreme points of the series. This statistic has previously been obtained by Nabeya & Tanaka (1990) and Tanaka (1996) for the non-stationary case. It should be noted that the approach followed by these authors is only valid under the non-stationary case assumption. This statistic also has an interpretation in terms of prediction errors. $E^\mu$ is the ratio between the empirical prediction square error of the last observation from the origin of the series, assuming a unit root, and the expected one. When $\mu = 0$ (or if $\mu$ is known and the series
is previously demeaned with that value), and following the same arguments as in the proof of these propositions, the LBI is:

\[ E^0_N = \frac{y_T^2 + y_1^2}{\sum_{t=2}^T (y_t - y_{t-1})^2} \]  \hspace{1cm} (3.25)

for the stationary case. In the non-stationary case, the LBI is:

\[ E^0_N = \frac{y_T^2}{\sum_{t=2}^T (y_t - y_{t-1})^2} \]  \hspace{1cm} (3.26)

This last statistic, \( E^0_N \), has been previously obtained by Stock (1994), Nabeya & Tanaka (1990), and Tanaka (1996).

Tests based on these statistics have optimal power only when the alternative is very close to the null (let say \( \rho = 0.999.. \)). The power is very low for alternatives of practical interest. This drawback suggests a second class of statistics using only the second derivatives of the Taylor expansions. In order to obtain random variables with asymptotic distributions it is necessary to divide this second derivatives by \( T \). This correction makes the second terms both in \( S_0^\mu (1) \) and \( S_0^\mu (1) \) converge to zero in probability under the null hypothesis of unit root. In the non-stationary case, it verifies that

\[ \frac{(y_T - y_1)^2}{T \sum_{t=2}^T (y_t - y_{t-1})^2} = \frac{(y_T - y_1)^2}{T^2 \hat{\sigma}^2_u} \overset{p}{\rightarrow} 0. \]

In the stationary case, it holds that

\[ \frac{\sum_{t=2}^T (y_t - y_1)(y_T - y_t)}{T \sum_{t=2}^T (y_t - y_{t-1})^2} = \frac{\sum_{t=2}^T t \hat{\gamma}_t}{T \hat{\sigma}^2_u} \overset{p}{\rightarrow} 0, \]  \hspace{1cm} (3.27)

where \( \hat{\gamma}_t = \sum_{j=1}^{T-1} u_j u_{j+t}/T \). Note that (3.27) still holds if \( u_t \) is a general stationary ARMA model. With these results, the second derivatives are asymptotically equivalent to two times \( C_1^\mu \) in the non-stationary case and \( C_{1T}^\mu \) in the stationary case, which were derived in the last section using the prediction-error interpretation.

It seems that the stationary case uses time-reversibility to obtain optimal properties. This is not only seen in the asymptotic equivalence of \( S_S(\rho)^T \) and \( C_{1T}^\mu \), but also (3.24) and (3.25) admit this time-reversibility interpretation. When \( \mu = 0 \), equation (3.26) shows that the LBI, in the non-stationary case, is based on the last observation. If the time reversal series is also considered, the LBI test should use both extremes as (3.25) does. If \( \mu \) is unknown, the time-reversibility can also explain the fact that the LBI statistic (3.24) is the same both in the stationary and non-stationary case. This optimal property of the time-reversibility can also help to understand why the modifications of Dickey-Fuller tests based on using also the series in reverse order improve their performance.

If \( \mu = 0 \), the second derivative leads to the statistics \( C^0_1 = (\sum_{t=1}^{T-1} y_t^2)/\left\{ T \sum_{t=2}^T (y_t - y_{t-1})^2 \right\} \) and \( C^0_{1T} = (\sum_{t=1}^{T-1} y_t^2 + \sum_{t=2}^T y_t^2)/\left\{ 2T \sum_{t=2}^T (y_t - y_{t-1})^2 \right\} \) for the non-stationary and stationary case, respectively.
A third type of tests using this optimal approach can be obtained by using both first and second derivatives as they appear in the Taylor expansion. These tests will be denoted as more powerful in a neighborhood of the locality (MPNL). It will be convenient to parameterize the alternative as \( r_e = 1 - c/T \), with \( c > 0 \). It can be checked that, in the non-stationary case, the asymptotic MPNL test will reject the null hypothesis for small values of

\[
EC_1^0 = E_X^0 + cC_1^0, \\
EC_1^\mu = E^\mu + cC_1^\mu;
\]

whereas for the stationary case,

\[
EC_{1T}^0 = E_S^0 + cC_{1T}^0, \\
EC_{1T}^\mu = E^\mu + cC_{1T}^\mu.
\]

The following proposition extends the previous results to the deterministic trend case. Since the proposition holds for both stationary and non-stationary case, differences in notation will be omitted. The proof is in the appendix. This proposition extends the results of Nabeya & Tanaka (1990) and Tanaka (1996) to the stationary case. It should be noted that the methodology exposed in Tanaka (1996) to derive optimal tests in the non-stationary case is not easily applicable to the stationary case, since it would deal with non-invertible matrices.

**Proposition 3.3** Let \( y_t = \mu + \delta t + x_t \), where \( x_t \) follows an AR(1) process with \( x_0 \) either fixed or following a random variable with zero mean and variance \( \sigma^2/(1 - \rho^2) \). Then,

\[
S(\rho) = \frac{\hat{x}' \Omega^{-1}(\rho) \hat{x}}{\hat{x}' \Omega^{-1} \hat{x}} = 1 + (\rho - 1) S'(1) + \frac{(\rho - 1)^2}{2} S''(1) + O((\rho - 1)^3),
\]

where

\[
S'(1) = \left. \frac{\partial S(\rho)}{\partial \rho} \right|_{\rho = 1} = 1, \\
S''(1) = \left. \frac{\partial^2 S(\rho)}{\partial \rho^2} \right|_{\rho = 1} = \frac{2}{\sum_{t=2}^T (y_t - y_1 - \delta(t - 1))^2} \sum_{t=2}^T (y_t - y_{t-1} - \delta)^2.
\]

Since the first derivative is a constant, a LBI test would be of no practical interest. The second derivative can be used to build an asymptotic LBIU test for both the stationary and non-stationary cases. It can be checked that dividing the second derivative by \( T \), the asymptotic LBIU uses the statistics \( C_{1T}^+ \), derived in section 2 using the prediction-error interpretation. This result is also compatible with the time-reversibility property used in the stationary case since, as seen in section 2, \( C_{1T}^+ = C_{1T}^\mu \). Therefore, \( C_{1T}^+ \) is the asymptotic MPNL test when there is a deterministic trend. The asymptotic distributions of the statistics \( E^\mu, EC_1^\mu, \) and \( EC_{1T}^\mu \), for the general case of \( u_t = v_t(B) a_t \), are shown in the following proposition. The asymptotic distributions for the pure stochastic case are the same. The proof is a straightforward application of the proof of theorem 1.
Proposition 3.4 Let $y_t$ be the process (1.2) with $\rho = 1$ and $\delta = 0$. Then,

$$E^\mu \overset{d}{=} \kappa^{-2} W^2(1),$$  

(3.30)

$$EC^u_{11} \overset{d}{=} \kappa^{-2} \left\{ W^2(1) + c \int_0^1 W^2(r)dr \right\},$$  

(3.31)

$$EC^u_{1T} \overset{d}{=} \kappa^{-2} \left\{ W^2(1) + c \left( \int_0^1 W^2(r)dr + \frac{1}{2} W^2(1) - W(1) \int_0^1 W(r)dr \right) \right\}. $$  

(3.32)

The asymptotic distributions depends on the parameter $\kappa^2$. Section 6 shows modifications of these statistics to avoid this dependency. The asymptotic distribution of $EC^u_{11}$ and $EC^u_{1T}$ also depends on $c$. In the non-stationary case (statistic $EC^u_{11}$), computations show that the value of $c$ that provides better power, improving the performance of $C^u_{11}$, is $c = 7$. In the stationary case, however, the statistic $EC^u_{1T}$ does not improve the performance of $C^u_{1T}$.

4 Locally biased predictors

This section modifies the proposed statistics in order to obtain better power. The modified statistics will use predictors built under a fixed local alternative, instead of under the null of a unit root. The information regarding the fixed local alternative $\rho_c = 1 - c/T$ has already been used in the definition of MPNL tests. This information is summarized in the parameter $c$ of the statistic (3.28) and (3.29). In this section, the prediction-error interpretation will be used to extend the information of the local alternative also in the predictors. The idea is related with the modification of theDickey-Fuller tests proposed by Elliott et al. (1996) and Hwang & Schmidt (1996) (DF-GLS). These authors eliminate the deterministic components assuming that, under the alternative, the process is nearly non-stationary with $\rho_c = 1 - c/T$, $c > 0$. This leads to estimate the deterministic parameters by GLS under such alternative. As a result, these authors obtain that DF-GLS tests have higher power than the original Dickey-Fuller tests.

Let us suppose that the process follows the model (1.1) with $\psi(B) = 1$. Under the null hypothesis of a unit root, the $h$-steps ahead prediction is $\hat{y}_{t+h} = \delta h + y_t$. Test statistics proposed in last sections use this predictor. It will now be considered that the predictor assumes that the process is nearly non-stationary. Therefore, the new locally biased predictor is

$$\hat{y}_{t+h} = \mu(1 - \rho_c^h) + \delta t(1 - \rho_c^h) + \delta h + c \rho_c^h y_t, $$  

(4.33)

where the parameters $\mu$ and $\delta$ are optimally estimated by GLS. All previously seen statistics improve their power with this approach, with the exception of the statistics $C^u_{11}$ and $C^u_{1T}$. The best performance is obtained by the modifications of the MPNL tests derived in last section. Therefore, attention will be restricted to these tests. Let us denote $\hat{\mu}_S$ and $\hat{\delta}_S$ to the estimators of the deterministic componentes when the matrix $\Omega_{11}^{-1}(\rho_c)$ is used, and $\hat{\mu}_N$ and $\hat{\delta}_N$ when the estimation is made with $\Omega_{11}^{-1}(\rho_c)$. Let us also denote $\hat{y}_{1S} = y_t - \hat{\mu}_S$ and $\hat{y}_{1N} = y_t - \hat{\mu}_N - \hat{\delta}_N t$ in the stationary case. Similarly, $\hat{y}_{1N}$ and $\hat{y}_{1N}$ will be used in the non-stationary case. In the non-stationary case the modified MPNL test statistics are:

$$R^u_{1N} = \frac{(\hat{y}_{1T}^u - \rho_c^{T-1} \hat{y}_{1N}^u)^2}{\sum_{t=2}^T (y_t - y_{t-1})^2} - c \frac{\sum_{t=2}^T (\hat{y}_{1N}^u - \rho_c^{T-1} \hat{y}_{1N}^u)^2}{T \sum_{t=2}^T (y_t - y_{t-1})^2} $$  

(4.34)
and

\[ B_N^r = \frac{\sum_{i=2}^{T}(y_{i|N} - \rho_{e}^{T-1}y_{i|N})^2}{T \sum_{i=2}^{T}(y_i - y_{i-1} - \delta)^2} \]  \hspace{1cm} (4.35)

where \( B \) stands for biased predictor. Likewise, for the stationary case, series can be detrended by GLS using the matrix \( \Omega_N^{-1}(\rho_e) \). Computations show, however, that better results are obtained

if, in the non-zero mean case, the matrix \( \Omega_N^{-1}(\rho_e) \) is used instead. Let us denote \( z_t \) to the time-reversal process \( (z_1 = y_T, ..., z_T = y_1) \). The modified MPNL test statistics are

\[ B_S^r = \frac{(y_{i|N} - \rho_{e}^{T-1}y_{i|N})^2 + (z_{i|N} - \rho_{e}^{T-1}z_{i|N})^2}{2 \sum_{i=2}^{T}(y_i - y_{i-1})^2} \]
\[ -c \frac{\sum_{i=2}^{T}(y_{i|N} - \rho_{e}^{T-1}y_{i|N})^2 + \sum_{i=2}^{T}(z_{i|N} - \rho_{e}^{T-1}z_{i|N})^2}{2T \sum_{i=2}^{T}(y_i - y_{i-1})^2} \]  \hspace{1cm} (4.36)

and

\[ B_S^N = \frac{\sum_{i=2}^{T}(y_{i|S} - \rho_{e}^{T-1}y_{i|S})^2}{T \sum_{i=2}^{T}(y_i - y_{i-1} - \delta)^2} \]  \hspace{1cm} (4.37)

Let us denote as \( C \) to the set of test statistics developed in sections 2 and 3, and \( C(c) \) to the corresponding modified statistics following the locally biased predictor approach, including the \( B \) test statistics. The following proposition shows that both types of test statistics have the same asymptotic distribution. See proof in appendix.

**Proposition 4.1** Let \( y_t \) be the process (1.2) with \( \rho = 1 \) and let \( \rho_e = 1 - c/T \). Then,

\[ C - C(c) \xrightarrow{d} 0. \]

## 5 Finite sample performance. AR(1) case

This section shows a simulation exercise to evaluate the empirical power of the proposed tests and compare them with some others that appear in the literature. Elliott et al. (1996) showed that currently used tests, apart from the LBI test, have all power envelope very close to the power envelope in absence of deterministic components. Therefore, only processes with some deterministic component will be considered. The Monte Carlo experiment has been made for sample sizes \( T = 50, 100 \), but only \( T = 100 \) is reported. Conclusions are identical in both sample sizes.

Critical values for the proposed tests have been obtained through Monte Carlo simulations with 100,000 replications and can be found in Table 1. Since asymptotic distributions do not depend on \( \delta \), the value \( \delta = 0 \) has been used. The simulated process is \( y_t = \rho y_{t-1} + a_t \), with \( a_t \sim N(0, 1) \) and \( y_1 = a_1 \). It is reported the simulations of the basic statistics derived in section 2; namely, \( C_1 \), \( C_{1T} \) and \( C_A \); and the \( B \) tests of section 4 with better performance. For the non-stationary case, the best \( B \) statistics are \( B_{N}^{c}(c = 7.5) \) and \( B_{N}^{r}(c = 11) \). In the stationary case, the \( B \) statistics with better performance are \( B_{S}^{c}(c = 11.5) \) and \( B_{S}^{r}(c = 11) \). More detailed critical values of these \( B \) tests can be found in the appendix.
The tests that will be used for comparison are the asymptotic bias $T(\hat{\rho} - 1)$ and $\hat{\tau}$ proposed by Dickey & Fuller (1979), Sargan-Bhargava tests (SB) (Sargan & Bhargava, 1983, Bhargava, 1986); the $P_T$ tests and DF-GLS ($\hat{\tau}_{GLS}$) tests proposed by Elliott et al. (1996) and Elliott (1997); and the weighted symmetric estimator tests ($\hat{\tau}_{WS}$) proposed by Park & Fuller (1995) (see also Pantula et al., 1994 and Fuller, 1997).

The Sargan-Bhargava tests that are included in this comparison are:

$$SB^\mu = \frac{\sum_{t=1}^{T}(y_t - \bar{y})^2}{T \sum_{t=2}^{T}(y_t - y_{t-1})^2},$$

$$SB^\tau = \frac{\sum_{t=1}^{T}(y_t - \bar{y} - \hat{\delta}(t - 1) + (y_T - y_1)/2)^2}{T \sum_{t=2}^{T}(y_t - y_{t-1} - \hat{\delta})^2},$$

where $\bar{y} = T^{-1}\sum_{t=1}^{T}y_t$. Note that $SB^\mu = TR_1^{-1}$ and $SB^\tau = TR_2^{-1}$, where $R_1$ and $R_2$ are in Bhargava (1986). The $P_T$ tests are based on the point optimal tests proposed by Dufour & King (1991) evaluated at $\rho_c = 1 - c/T$. In the stationary case (using the matrix $\Omega^{-1}_S(\rho_c)$), Elliott (1997) suggests the value $c = 10$ for both $P_T$ and $\hat{\tau}_{GLS}$. In the non-stationary case (detrending with the matrix $\Omega^{-1}_N(\rho_c)$), Elliott et al. (1996) suggest, for these two tests, $c = 7$ when the alternative has a non-zero mean, and $c = 13.5$ for the deterministic trend. The scaled unfeasible point optimal test of Dufour & King (1991) (DK), using the true parameter $\rho$ as alternative, is also included as asymptotic power bound.

Critical values for Dickey-Fuller tests are in Fuller (1976). Critical values of $\hat{\tau}_{GLS}^\mu$, $P_T^\mu$, and $P_T^\tau$ are in Elliott et al. (1996) for the non-stationary case. Critical values for the remaining tests have been obtained through Monte Carlo and can be found in Table 2. This table has been created following a similar experiment as in Table 1. Critical values for $\hat{\tau}_{GLS}^\mu$ are not reported by their authors since they use the asymptotic values of Dickey-Fuller tests. In order to ease the comparison between tests and use the same size, new critical values has been obtained by Monte Carlo. These simulated values coincide with those reported by Pantula et al. (1994).

In order to evaluate the power, experiments have been performed for the stationary and non-stationary cases. The number of replication is also 100,000. In the stationary case, the simulated process is $y_t = \rho y_{t-1} + a_t$ with $a_t \sim N(0, 1)$ and $y_1 = a_1/\sqrt{1 - \rho^2}$, whereas in the nonstationary case $y_1 = a_1$. Tables 3 and 4 show the empirical power in the stationary case, whereas Tables 5 and 6 show the empirical power in the non-stationary case.
Table 1: Critical values at 5%. $T = 100$.  

<table>
<thead>
<tr>
<th>Test</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1^{\mu}$</td>
<td>0.0581</td>
</tr>
<tr>
<td>$C_{1T}^{\mu}$</td>
<td>0.0722</td>
</tr>
<tr>
<td>$C_A^{\mu}$</td>
<td>0.0819</td>
</tr>
<tr>
<td>$C_I^{\alpha}$</td>
<td>0.0380</td>
</tr>
<tr>
<td>$C_I^{\tau}$</td>
<td>0.0562</td>
</tr>
<tr>
<td>$B_N^\mu (c = 7.5)$</td>
<td>0.4408</td>
</tr>
<tr>
<td>$B_N^\tau (c = 9)$</td>
<td>0.0298</td>
</tr>
<tr>
<td>$B_S^\mu (c = 11.5)$</td>
<td>0.5873</td>
</tr>
<tr>
<td>$B_S^\tau (c = 11)$</td>
<td>0.0264</td>
</tr>
</tbody>
</table>

Table 2: Critical values at 5%. $T = 100$.  

<table>
<thead>
<tr>
<th>Test</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$SB^\mu$</td>
<td>0.038</td>
</tr>
<tr>
<td>$SB^\tau$</td>
<td>0.029</td>
</tr>
<tr>
<td>$F_T^\mu (c = 10) \text{ (stationary case)}$</td>
<td>4.713</td>
</tr>
<tr>
<td>$F_T^\tau (c = 10) \text{ (stationary case)}$</td>
<td>2.942</td>
</tr>
<tr>
<td>$\tilde{z}_{GLS}^\mu (c = 10) \text{ (stationary case)}$</td>
<td>-2.76</td>
</tr>
<tr>
<td>$\tilde{z}_{GLS}^\tau (c = 10) \text{ (stationary case)}$</td>
<td>-3.22</td>
</tr>
<tr>
<td>$\tilde{z}_{GLS}^\mu (c = 7) \text{ (non-stationary case)}$</td>
<td>-2.14</td>
</tr>
<tr>
<td>$\tilde{z}_{WS}^\mu$</td>
<td>-2.56</td>
</tr>
<tr>
<td>$\tilde{z}_{WS}^\tau$</td>
<td>-3.28</td>
</tr>
</tbody>
</table>

Table 3: Empirical power at size 5%. $T = 100$. Stationary case. $d_t = \mu$. 100,000 rep.  

<table>
<thead>
<tr>
<th>Test</th>
<th>0.97</th>
<th>0.95</th>
<th>0.90</th>
<th>0.80</th>
<th>0.70</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1^{\mu}$</td>
<td>0.11</td>
<td>0.18</td>
<td>0.42</td>
<td>0.75</td>
<td>0.89</td>
</tr>
<tr>
<td>$C_{1T}^{\mu}$</td>
<td>0.12</td>
<td>0.20</td>
<td>0.47</td>
<td>0.84</td>
<td>0.96</td>
</tr>
<tr>
<td>$C_A^{\mu}$</td>
<td>0.11</td>
<td>0.19</td>
<td>0.51</td>
<td>0.96</td>
<td>1.00</td>
</tr>
<tr>
<td>$B_S^\mu$</td>
<td>0.12</td>
<td>0.20</td>
<td>0.53</td>
<td>0.96</td>
<td>1.00</td>
</tr>
<tr>
<td>$\tilde{z}_{WS}^\mu$</td>
<td>0.12</td>
<td>0.20</td>
<td>0.52</td>
<td>0.97</td>
<td>1.00</td>
</tr>
<tr>
<td>$\tilde{z}_{WS}^\tau$</td>
<td>0.12</td>
<td>0.20</td>
<td>0.52</td>
<td>0.97</td>
<td>1.00</td>
</tr>
<tr>
<td>$\tilde{z}_{GLS}^\mu$</td>
<td>0.09</td>
<td>0.15</td>
<td>0.39</td>
<td>0.92</td>
<td>1.00</td>
</tr>
<tr>
<td>$SB^\mu$</td>
<td>0.10</td>
<td>0.18</td>
<td>0.48</td>
<td>0.97</td>
<td>1.00</td>
</tr>
<tr>
<td>$T(\rho^\mu - 1)$</td>
<td>0.10</td>
<td>0.17</td>
<td>0.46</td>
<td>0.95</td>
<td>1.00</td>
</tr>
<tr>
<td>$T^\mu$</td>
<td>0.08</td>
<td>0.13</td>
<td>0.34</td>
<td>0.87</td>
<td>1.00</td>
</tr>
<tr>
<td>$DK_5^\mu(\rho)$</td>
<td>0.12</td>
<td>0.20</td>
<td>0.53</td>
<td>0.97</td>
<td>1.00</td>
</tr>
</tbody>
</table>
The performance of the proposed tests is as follows. The test $C_{1T}$ has similar power to $C_1$ in the non-stationary case and better power in the stationary case. The test $C_A$ outperforms both of them. Furthermore, this test has a power close to the upper bound in the stationary case. These tests are all outperformed by $B$ tests. These $B$ tests have empirical power very close to the upper bound. Unreported computations show that the power of $B$ tests comes mainly from the second derivatives of the Taylor expansion (statistics $C_1$ and $C_{1T}$), whereas the inclusion of the first derivative and the biased predictor helps to improve their performance. The application of the locally biased predictor to $C_1$ and $C_{1T}$ increases their power in regions far from the unit circle. The addition of the first derivative, in the non-zero mean case, also with the locally biased predictor, increases the power in regions close to the unit circle.

The comparison with the remaining tests concludes that the tests with better power are

- Stationary case: $B_S$, $P_T$ and $\hat{\tau}_{WS}$.
- Non-stationary case with non zero mean: $B^\mu_N$, $P^\mu_T$ and $\hat{\tau}^\mu_{GLS}$.
- Non-stationary case with deterministic trend: $B^\tau_N$, $P^\tau_T$, $\hat{\tau}^\tau_{GLS}$ and $\hat{\tau}^\tau_{WS}$.

The performance of the competing tests in each of the three groups can be considered similar and close to the upper bound. The $\hat{\tau}_{GLS}$ test has different behavior in the stationary and non-stationary case. In the non-stationary case, the test has power close to $DK_N(\rho)$, but in the stationary case the performance is lower. This fact can be explained by the sub-optimal use of the information in the stationary case. It has previously been proved that, in the stationary case, an optimal test uses the information in both direct and reverse order, whereas $\hat{\tau}_{GLS}$ only uses the series in direct order. It seems reasonable that a modified $\hat{\tau}_{GLS}$ statistic that also uses the series in reverse order, as $\hat{\tau}_{WS}$ and $B$ do, could attain a better performance. Likewise, $\hat{\tau}_{WS}$ has a better performance in the stationary case than in the non-stationary case. This fact could also be explained by a sub-optimal use of the information. It has been proved that, in the non-stationary case, an optimal test uses only the series in direct order, whereas $\hat{\tau}_{WS}$ tests uses both direct and reverse order. However, in the case of deterministic linear trend, it was proved that it is equivalent to use the series in direct or reverse order. This result can explain that $\hat{\tau}^\tau_{WS}$ has still good performance in the non-stationary case. The similar performance of $B$ and $P_T$ tests can be explained since both are alternative ways of building an optimal test under a local alternative.

6 The general ARMA case

This section introduces two procedures to extend the proposed tests to a general ARMA case. Both procedures incorporate the structure of $u_t$ into the test statistics. The resulting test statistics have the same asymptotic distribution as in the AR(1) case. The first procedure summarizes the structure of $u_t$ through a consistent estimator of $\kappa^2$. The statistics are obtained by multiplying the estimator $\hat{\kappa}^2$ by each proposed statistic. These new family of statistics will be denoted as $KC$. The second procedure not only uses the estimator $\hat{\kappa}^2$ but also it incorporates the dynamics of $u_t$ into the predictors. This second family of statistics will be denoted as $PC$. 
Table 4: Empirical power at size 5%. $T = 100$. Stationary case. $d_t = \mu + \delta t$. 100,000 rep.

<table>
<thead>
<tr>
<th>Test</th>
<th>$\rho$</th>
<th>$\rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_t^2$</td>
<td>0.07</td>
<td>0.24</td>
</tr>
<tr>
<td>$C_t^*$</td>
<td>0.07</td>
<td>0.25</td>
</tr>
<tr>
<td>$B_t^*$</td>
<td>0.07</td>
<td>0.26</td>
</tr>
<tr>
<td>$\bar{\tau}_W$</td>
<td>0.07</td>
<td>0.25</td>
</tr>
<tr>
<td>$P_t$</td>
<td>0.07</td>
<td>0.26</td>
</tr>
<tr>
<td>$\bar{\tau}_{GLS}$</td>
<td>0.07</td>
<td>0.24</td>
</tr>
<tr>
<td>$\text{SB}^\tau$</td>
<td>0.07</td>
<td>0.25</td>
</tr>
<tr>
<td>$T(\hat{\rho}^\tau - 1)$</td>
<td>0.07</td>
<td>0.23</td>
</tr>
<tr>
<td>$\hat{\tau}$</td>
<td>0.06</td>
<td>0.20</td>
</tr>
<tr>
<td>$\text{DK}_N^\tau(\rho)$</td>
<td>0.07</td>
<td>0.26</td>
</tr>
</tbody>
</table>

Table 5: Empirical power at size 5%. $T = 100$. Non-stationary case. $d_t = \mu$. 100,000 rep.

<table>
<thead>
<tr>
<th>Test</th>
<th>$\rho$</th>
<th>$\rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_t^2$</td>
<td>0.16</td>
<td>0.28</td>
</tr>
<tr>
<td>$C_t^*$</td>
<td>0.16</td>
<td>0.29</td>
</tr>
<tr>
<td>$C_t^{\mu}$</td>
<td>0.15</td>
<td>0.25</td>
</tr>
<tr>
<td>$B_t^{\mu}$</td>
<td>0.17</td>
<td>0.29</td>
</tr>
<tr>
<td>$\bar{\tau}_W$</td>
<td>0.15</td>
<td>0.26</td>
</tr>
<tr>
<td>$P_t^{\mu}$</td>
<td>0.17</td>
<td>0.29</td>
</tr>
<tr>
<td>$\bar{\tau}_{GLS}$</td>
<td>0.17</td>
<td>0.28</td>
</tr>
<tr>
<td>$\text{SB}^{\mu}$</td>
<td>0.13</td>
<td>0.22</td>
</tr>
<tr>
<td>$T(\hat{\rho}^{\mu} - 1)$</td>
<td>0.12</td>
<td>0.19</td>
</tr>
<tr>
<td>$\hat{\tau}^{\mu}$</td>
<td>0.08</td>
<td>0.11</td>
</tr>
<tr>
<td>$\text{DK}_N^{\mu}(\rho)$</td>
<td>0.17</td>
<td>0.29</td>
</tr>
</tbody>
</table>

Table 6: Empirical power at size 5%. $T = 100$. Non-stationary case. $d_t = \mu + \delta t$. 100,000 rep.

<table>
<thead>
<tr>
<th>Test</th>
<th>$\rho$</th>
<th>$\rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_t^2$</td>
<td>0.07</td>
<td>0.29</td>
</tr>
<tr>
<td>$C_t^*$</td>
<td>0.07</td>
<td>0.27</td>
</tr>
<tr>
<td>$B_t^{\mu}(c = 11)$</td>
<td>0.07</td>
<td>0.30</td>
</tr>
<tr>
<td>$\bar{\tau}_W$</td>
<td>0.07</td>
<td>0.29</td>
</tr>
<tr>
<td>$P_t^{\mu}$</td>
<td>0.07</td>
<td>0.30</td>
</tr>
<tr>
<td>$\bar{\tau}_{GLS}$</td>
<td>0.07</td>
<td>0.30</td>
</tr>
<tr>
<td>$\text{SB}^{\mu}$</td>
<td>0.07</td>
<td>0.27</td>
</tr>
<tr>
<td>$T(\hat{\rho}^{\mu} - 1)$</td>
<td>0.07</td>
<td>0.24</td>
</tr>
<tr>
<td>$\hat{\tau}^{\mu}$</td>
<td>0.07</td>
<td>0.19</td>
</tr>
<tr>
<td>$\text{DK}_N^{\mu}(\rho)$</td>
<td>0.07</td>
<td>0.31</td>
</tr>
</tbody>
</table>
These two procedures have different justifications. The KC tests do not include more information than the minimum needed to use the same asymptotic results as in the AR(1). Hence, these tests assume that their asymptotic properties are still applicable in finite samples. In particular, these tests assume that the unit root dominates the evolution of the series also in finite samples and, therefore, a test might not need much short-term information. Therefore, it would suffice to include a consistent estimation of \( \kappa^2 \). The justification of the family of tests PC is apparent. If \( u_t \) has temporal dependency, the random walk predictor can be very inefficient even if the null hypothesis is true. A predictor based on the dynamics of \( u_t \) could improve the performance of the tests in finite samples.

### 6.1 KC tests

This section proposes modifications of the proposed statistics by using a consistent estimator of \( \kappa^2 \). A new estimator of \( \kappa^2 \), based on the efficient estimation of the ARMA model of \( u_t \), will be considered. An estimator of \( \kappa^2 \) is

\[
\hat{\kappa}^2 = \frac{\hat{\sigma}_u^2}{\hat{\omega}^2},
\]

(6.38)

where \( \hat{\sigma}_u^2 = \frac{1}{T-2} \sum_{t=2}^{T} (y_t - y_{t-1})^2 \). In the case of deterministic trend, the estimator \( \hat{\delta} \) shown in (2.10) can be used. It can be noticed that \( \hat{\sigma}_u^2 \) are the denominators of \( C \) and \( C(c) \). The family of statistics KC is easily derived. For instance, the generalization of \( C_1^u \) is

\[
KC_1^u = \frac{\sum_{t=1}^{T} (y_t - y_1)^2}{T \hat{\omega}^2},
\]

and the generalization of the LBI test is

\[
KE^u = \frac{(y_T - y_1)^2}{T \hat{\omega}^2}.
\]

Following the same fashion, the remaining statistics of previous sections can be generalized.

The KC tests need the consistent estimation of \( \omega^2 = \sigma^2 \psi(1)^2 \). One proposal for this estimator is due to Phillips (1987). It consists on the nonparametric estimator:

\[
\hat{\omega}_n^2 = \frac{1}{T} \sum_{i=1}^{T} \hat{\gamma}_i(m),
\]

where \( \hat{\gamma}_i(m) = (T - m)^{-1} \sum_{i=m+1}^{T} (x_i - \bar{x})(x_{i-m} - \bar{x}) \); with \( k(\cdot) \) a kernel function and \( \hat{\gamma}_i(m) \) the residuals of a regression of \( y_t \) with \( (1, y_{t-1}) \) or \( (1, t, y_{t-1}) \). The proper selection of the kernel and the number of lags \( l_T \) make this estimator consistent. With this approach, it is not necessary to know the dynamic structure of \( u_t \). This property is useful when this structure is unknown or difficult to obtain. If \( u_t \) follows a known parametric model, or it can be properly identified, an estimator that uses such information would be preferred. Fuller (1976) proposes the following estimator for the AR(p):

\[
\omega_{AR}^2 = \frac{\hat{\sigma}^2}{\left(1 - \sum_{j=1}^{p} \hat{\phi}_j^2\right)^2},
\]

(6.39)

where \( \hat{\phi}_j \) are de least squares estimates of the error correction regression

\[
\Delta y_t = \delta_0 + (\rho - 1)y_{t-1} + \sum_{j=1}^{p} \hat{\phi}_j^2 + a_t,
\]

(6.40)
with \( \delta_0 = \beta_0 \) or \( \delta_0 = \beta_0 + \beta_1 t \), depending on the deterministic component; and \( \sigma^2 \) is the variance of the residuals. Said & Dickey (1984) show that this estimator is still consistent if \( u_t \) follows an ARMA process and \( p \) is properly chosen. Unit roots test statistics based on the estimator \( \hat{\omega}_{AR}^2 \) can have good properties if \( u_t \) follows a finite AR process or an ARMA process with moving average roots far from the unit circle. It is well known that unit roots tests based on this estimator can have high size distortion if the moving average component have positive roots of moderate or large size.

The estimator \( \hat{\omega}_{AR}^2 \) may be convenient for statistics based on the OLS estimator, like the Dickey-Fuller statistic \( T(\hat{\rho} - 1) \), where \( \hat{\rho} \) is estimated with (6.40). Since the new test statistics are not based on OLS, a better estimator of \( \omega^2 \) can be proposed based on the efficient estimation of the model

\[
\phi(B)(1 - \rho B)x_t = \theta(B)u_t,
\]

where \( x_t = y_t - \mu - \delta t \). The estimator \( \hat{\omega}_{arma}^2 \) will be

\[
\hat{\omega}_{arma}^2 = \hat{\sigma}^2 \left( 1 - \sum_{i=1}^{p} \hat{\theta}_i \right) \left( 1 - \sum_{j=1}^{q} \hat{\phi}_j \right)
\]

(6.41)

This estimator will be consistent if the estimators \( \hat{\theta}_j \), \( \hat{\phi}_i \), and the estimator of the residual variance are consistent.

### 6.2 Tests with efficient predictions. PC tests

This section uses the prediction-error interpretation to generalize the proposed tests to a general ARMA case. Let us see, first, the case with non-zero mean under the alternative. Let us assume that \( u_t \) admits the stationary and invertible ARMA representation \( \phi(B)u_t = \theta(B)u_t \). Let us denote \( \hat{\phi} = (\hat{\phi}_1, \ldots, \hat{\phi}_p) \) and \( \hat{\theta} = (\hat{\theta}_1, \ldots, \hat{\theta}_q) \) to the parameter estimates. It will be shown that the comparison of the empirical PMSE and the expected one get to the same type of statistic tests than in the AR(1) case.

Similarly to the AR(1), an efficient predictor assuming the null hypothesis of unit root will be used. This implies a modelisation in first differences. The forecasted value of \( y_t \) from \( y_{t+1} \) is, assuming known parameters, \( \hat{y}_{t+1} = y_{t+1} + \sum_{j=p+2}^{T} \Delta \hat{y}_{j|t+1} \), with \( \Delta \hat{y}_{j|t+1} = \hat{u}_{j|t+1} = E(u_j|u_{t+1}) \). Since parameters are unknown it is necessary to use their estimates. The prediction of \( y_t \) from the first available observation will be \( \hat{y}_{t+1} = y_{t+1} + \sum_{j=p+2}^{T} \Delta \hat{y}_{j|t+1} \), where \( \Delta \hat{y}_{j|t+1} = \hat{u}_{j|t+1} = E(u_j|y_{t+1}, \hat{\phi}, \hat{\theta}) \). The cumulated empirical prediction squared error will be

\[
\sum_{t=p+2}^{T} e_{t+1}^2 = \sum_{t=p+2}^{T} (y_t - \hat{y}_{t|t+1})^2.
\]

(6.42)

Since \( u_t \) is stationary, \( \Delta y_t - \Delta \hat{y}_{t|t+1} = u_t - \hat{u}_{t|t+1} = a_t + \psi_1 a_{t-1} + \cdots + \psi_{2(p+2)} a_{t+2} \). Therefore, it can be obtained that \( y_t - \hat{y}_{t|t+1} = a_t + (1 + \psi_1) a_{t-1} + \cdots + (1 + \psi_1 + \cdots + \psi_{2(p+2)}) a_{t-2} \).
Therefore, the theoretical PMSE under the null hypothesis of a unit root is

$$E(y_t - \hat{y}_{t|p+1})^2 = \sigma^2 \sum_{j=0}^{t-(p+2)} \left( \sum_{i=0}^{j} \psi_i \right)^2. \quad (6.43)$$

Since \( u_t \) is stationary, the coefficients \( \psi_j \) will decay exponentially with \( j \). Therefore, as \( t \) increases, the term \( \sum_{i=0}^{t-(p+2)} \psi_i \) approaches a constant value and the PMSE approaches the value \( \omega^2(t - p - 2) \), where \( \omega^2 = \sigma^2 \psi(1)^2 \). Hence, the cumulated PMSE is, approximately,

$$\sum_{t=p+2}^{T} E(y_t - \hat{y}_{t|p+1})^2 \approx \omega^2 \{1 + 2 + \cdots + (T - p - 1)\} = \omega^2 \frac{(T - p)(T - p - 1)}{2}. \quad (6.44)$$

The parameter \( \omega^2 \) is unknown and an estimate should be used. The ratio between the cumulated empirical PMSE (6.42) and the theoretical expected values (6.44) suggests the statistic \( PC_1^\nu \):

$$PC_1^\nu = \frac{\sum_{t=p+2}^{T} (y_t - \hat{y}_{t|p+1})^2}{(T - p)^2 \hat{\sigma}^2}. \quad (6.45)$$

This statistic is similar to \( KC_1^\nu \), except that the value \( y_1 \) is replaced by the prediction \( \hat{y}_{1|p+1} \). Also it is divided by \( (T - p)^2 \) instead of \( T^2 \) since \( p \) observations are lost. In the deterministic trend case it is verified that \( \Delta y_t = \delta + u_t \). The parameter \( \delta \) is unknown but the estimator \( \hat{\delta} \) proposed in (2.10) can be used. Also, and asymptotically equivalent, it could be jointly estimated with \( \hat{\phi} \) and \( \hat{\Theta} \). Let us denote \( \hat{y}_{t|p+1} \) to the predictions in this deterministic trend case. The test statistic \( PC_1^\nu \) is

$$PC_1^\nu = \frac{\sum_{t=p+2}^{T} (y_t - \hat{y}_{t|p+1})^2}{(T - p)^2 \hat{\sigma}^2}. \quad (6.46)$$

Similarly, the corresponding expressions for the remaining statistics can be obtained. In the \( B \) tests, series can previously be detrended by GLS using the matrix \( \Omega^{-1}(p,\tau) \) or \( \Omega^{-1}(\rho,\tau) \) and the predictor can be built using the detrended series. For instance, in the ARMA(1,1) case, and considering \( a_t = 0 \) for \( t < 1 \), the prediction from the first observation in the stationary case, \( \hat{y}_{1|1-S} \), will be \( \hat{y}_{1|1-S}^\nu = \rho_{c}^{-1}(\rho_{c} - \hat{\theta})y_{1|1-S}^\nu \), with \( \hat{\theta} \) a root-\( T \) consistent estimator of \( \theta \). The following theorem state that the family of statistics \( PC \) have the same limiting distributions of \( KC \). Proof is in the appendix.

**Theorem 2** Let \( y_t \) be the process (1.2) with \( \rho = 1 \). Let \( u_t \) be the stationary and invertible ARMA\((p,q)\). Let \( \hat{\phi} = (\hat{\phi}_1, \ldots, \hat{\phi}_p)' \) and \( \hat{\Theta} = (\hat{\theta}_1, \ldots, \hat{\theta}_q)' \) be estimators of \( \phi = (\phi_1, \ldots, \phi_p)' \) and \( \Theta = (\theta_1, \ldots, \theta_q)' \), respectively, such that \( \hat{\phi} - \phi = O_p(T^{-1/2}) \) and \( \hat{\Theta} - \Theta = O_p(T^{-1/2}) \). Then,

$$KC - PC \xrightarrow{d} 0. \quad (6.47)$$

### 6.3 Finite sample performance. ARMA\((1,1)\) case.

This section presents a Monte Carlo experiment to evaluate the finite sample performance of the proposed tests. The model used in the experiment is

$$y_t = \rho y_{t-1} + a_t - \theta a_{t-1}, \quad (6.48)$$
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with \( a_t \sim N(0,1) \) and sample sizes \( T = 50, 100 \). Only \( T = 100 \) is reported. Conclusions are similar in \( T = 50 \). Only the better tests found in section 5 are considered. Experiments have been made for both the non-stationary case \((y_1 = a_1)\) and the stationary case. The first observation in the stationary case \((\rho < 1)\) has variance equal to \((1 + \theta^2 - 2\theta \rho)/(1 - \rho^2)\). Besides, 50 initial observations have been dropped to eliminate initial transients.

To better simulate the behavior of the proposed tests and also the estimator \( \hat{\omega}^2_{arma} \), an analyst that searches for the best model in each replication would be necessary. Instead, it will be assumed that an ARMA(1,1) is estimated to evaluate \( \hat{\omega}^2_{arma} \). The estimation method is nonlinear least squares (Gauss-Newton) with series previously detrended by OLS. This approach has proven to offer much better results than the joint estimation of the deterministic components and the ARMA parameters. The estimates have been searched around an initial set of values. Initial values have been obtained using the relation between these ARMA parameters and the \( \pi \)-weights of the autoregressive representation. This representation holds \( \pi(B)x_t = a_t \), \( \pi(B) = (1 - \rho B)(1 - \theta B)^{-1} \). and, therefore, \( \pi_1 = \rho - \theta \) and \( \pi_2 = \theta (\rho - \theta) \). It is verified that \( \theta = \pi_2/\pi_1 \) and \( \rho = \pi_2 - \theta \). To apply this result, an AR(6) has been estimated by OLS to the detrended series. It has also been investigated, as initial values, the corresponding to the null hypotheses, but the performance of the tests was worst. The number of replications that were discarded due to lack of convergence was very small. Different estimators of the moving average parameter \( \theta \) in the numerator the \( B \) tests have been investigated. Namely, the exact maximum likelihood of theIMA(1,1) model, the exact maximum likelihood of the ARMA(1,1) model restricted to \( \rho = \rho_\alpha \), and the nonlinear least squares of the unrestricted ARMA(1,1) (the same as in \( \hat{\omega}^2_{arma} \)). The performance of the tests was very similar with any of the estimation methods. Only results from the unrestricted ARMA(1,1) estimator are reported.

The \( P_T \) tests have been studied with both the new estimator \( \hat{\omega}^2_{arma} \) and also with \( \hat{\omega}^2_{AR} \), previously proposed by their authors Elliott et al. (1996) and Elliott (1997). To evaluate \( \hat{\omega}^2_{AR} \), an augmented error correction model using the original series \( y_t \) has been used. The number of lags has been selected with BIC criteria and two different restrictions. First, BIC criteria has been constrained to choose values in the range \( 0 \leq p \leq 8 \) to avoid large values of the autoregressive order \( p \). It is well known that, for large and positive values of \( \theta \), BIC criteria tends to be small. To avoid this effect, a second experiment has been performed with BIC restricted in the range \( 3 \leq p \leq 8 \). Only results of this second restriction are reported. The restriction \( 0 \leq p \leq 8 \) produces size distortions than, in some cases, can overpass 0.60. Similarly, the BIC criteria with the same restrictions on \( p \) has been used in \( \hat{\tau}_{WS} \) and \( \hat{\tau}_{GLES} \).

Tables 7 and 8 contains the proportion of times a unit root has been detected for different values of \( \rho \) and \( \theta \) in 5,000 replications. The column AR(1) shows the results for the AR(1) case reported in tables 3 and 4. The comparison of this column with the remaining columns shows the distortion due to the dynamic of \( a_t \). A main feature is that the proposed tests \( PB, KB, \) and \( P_T \) when used with the proposed estimator \( \hat{\omega}^2_{arma} \) have similar behavior both in size and power. These three tests have very small size distortion. The empirical size is very close to the nominal level except for very high positive values of \( \theta \). Even in this extreme case, the size distortion is much lower than the competing tests based in autoregressive approximations. The tests with smaller size distortion is \( PB \). Therefore, improving the efficiency of the predictors can help to avoid size
distortion. Regarding only tests that rely on autoregressive approximations ($P_T$ with $\hat{\omega}_{AR}^2$, $\hat{\tau}_{WS}$, and $\hat{\tau}_{GLS}$), the test that suffers greater size distortion with $\theta = 0.8$ is $\hat{\tau}_{WS}$, but it is also, together with $\hat{\tau}_{GLS}^*$ in the non-stationary case, the test with smallest size distortion in the remaining cases.

In order to compare the power performance, it should be distinguished between $\theta \leq 0$ and $\theta > 0$. For $\theta \leq 0$, the proposed tests and also $P_T$ with $\hat{\omega}_{arma}^2$ show a very high power even for values of $\rho$ far from the unit circle. The comparison of their empirical power with the AR(1) case shows a lower distortion than the remaining tests. These remaining tests only overpass these three tests in regions close to the unit circle and only if their size distortion is bigger. For $\theta > 0$, the proposed tests and $P_T$ with $\hat{\omega}_{arma}^2$ show a deterioration in power with respect to the AR(1) case. This effect can be explained by the inefficient estimation of the ARMA(1,1) parameters when $\rho$ is not much different to $\theta$. The $PB$ tests have slightly better power than $KB$ and $P_T$. Hence, the inclusion of an efficient predictor can also improve the power of the tests, but the gain may be moderate. The remaining tests have a power much greater than the AR(1) case. This high power is due to their size distortion. Therefore, as the process approaches white noise, all tests deteriorate their performance. The proposed tests, due to the high variance of the estimations, lose their high power. The remaining tests, due to their inability to model the MA component, experience a very high size distortion.

If the analyst has chosen the null hypothesis of unit root, the better option would be the proposed tests, since they assure the size much better than their competitors and still have power. Otherwise, if the analyst is willing to admit size distortions as large as 0.40, he would be well advised to choose a test with stationarity as a null hypothesis.

7 Concluding remarks

This paper analyzes the relationship between the properties of the PMSE and the optimal detection of a unit root and helps to understand how optimal tests use the information. According to this relationship, tests that are most powerful in a neighborhood of the locality are proposed. It is shown that these MPNI tests are based on the forecasting performance of a predictor that assumes a unit root. If the initial value is extracted from its conditional distribution, the predictions are made from the first observation. Therefore, the evolution of the prediction errors of each observation from the first value contains valuable information about the presence of a unit root. These prediction errors are implicitly used by some others tests, as tests based on maximum likelihood estimation (MLE) or GLS under a fixed local alternative (see Remark 1.1 in Pantula et al., 1994). This can explain why these tests, which are not explicitly optimal, overpass those based on OLS. If the initial value is such that the process is stationary under the alternative, MPNI tests use the information of both the original series and its time reversal. Hence, the prediction errors are evaluated from both extreme values. Following the same arguments than in Pantula et al. and the proof of proposition 3.2, it can be proved that these prediction errors are also implicitly used by tests based on unconditional MLE or GLS under a fixed local alternative. Time reversed series are explicitly used by tests based on the simple and weighted symmetric estimators. Again, the more optimal use of the information can explain that these tests overpass those based on OLS.
The prediction-error interpretation is used to modify the proposed MPNL tests with a locally biased predictor. The power of the resulting $B$ tests is similar to the Gaussian power envelope. In the general ARMA case, the proposed tests admit generalizations based on the best model instead of autoregressive approximations. This best model can be used both to estimate $\omega^2$ and to improve the efficiency of the predictors. Computations show that $\omega^2_{\text{arma}}$ improves the performance of the tests when compared with the competitors. In the analyzed ARMA(1,1) case, the use of a more efficient predictor in $PB$ tests only produces a moderate improvement. Nevertheless, the use of a more efficient predictor is recommended, since it may diminishes the risk of low performance in more complex models than reported here.

The tests proposed in this article have both intuitive interpretation and optimal properties. Besides, they have excellent performance both in power and in size. These properties make them a convenient tool for unit root detection.
<table>
<thead>
<tr>
<th>Test</th>
<th>$\rho$</th>
<th>AR(1)</th>
<th>0.8</th>
<th>0.5</th>
<th>0.0</th>
<th>0.5</th>
<th>0.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$FB_N^p$</td>
<td>1.00</td>
<td>0.05</td>
<td>0.05</td>
<td>0.06</td>
<td>0.07</td>
<td>0.05</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>0.20</td>
<td>0.24</td>
<td>0.34</td>
<td>0.33</td>
<td>0.19</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.67</td>
<td>0.75</td>
<td>0.74</td>
<td>0.67</td>
<td>0.36</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.97</td>
<td>1.00</td>
<td>0.99</td>
<td>0.94</td>
<td>0.55</td>
<td>0.70</td>
</tr>
<tr>
<td>$KB_N^b$</td>
<td>1.00</td>
<td>0.05</td>
<td>0.06</td>
<td>0.06</td>
<td>0.07</td>
<td>0.05</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>0.20</td>
<td>0.34</td>
<td>0.35</td>
<td>0.33</td>
<td>0.19</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.67</td>
<td>0.75</td>
<td>0.74</td>
<td>0.67</td>
<td>0.35</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.97</td>
<td>1.00</td>
<td>0.99</td>
<td>0.94</td>
<td>0.54</td>
<td>0.70</td>
</tr>
<tr>
<td>$P_{T_{\omega_{arma}}}^m$</td>
<td>1.00</td>
<td>0.05</td>
<td>0.05</td>
<td>0.06</td>
<td>0.07</td>
<td>0.05</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>0.20</td>
<td>0.33</td>
<td>0.34</td>
<td>0.33</td>
<td>0.19</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.66</td>
<td>0.75</td>
<td>0.74</td>
<td>0.66</td>
<td>0.35</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.96</td>
<td>1.00</td>
<td>0.99</td>
<td>0.92</td>
<td>0.52</td>
<td>0.69</td>
</tr>
<tr>
<td>$P_{T_{\omega_{A_{R}}} }^m$</td>
<td>1.00</td>
<td>0.05</td>
<td>0.14</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.38</td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>0.29</td>
<td>0.49</td>
<td>0.45</td>
<td>0.39</td>
<td>0.36</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.66</td>
<td>0.75</td>
<td>0.74</td>
<td>0.68</td>
<td>0.62</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.96</td>
<td>0.92</td>
<td>0.95</td>
<td>0.90</td>
<td>0.85</td>
<td>0.97</td>
</tr>
<tr>
<td>$\tau_{W_S}$</td>
<td>1.00</td>
<td>0.05</td>
<td>0.08</td>
<td>0.06</td>
<td>0.06</td>
<td>0.09</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>0.26</td>
<td>0.31</td>
<td>0.28</td>
<td>0.24</td>
<td>0.34</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.61</td>
<td>0.56</td>
<td>0.53</td>
<td>0.49</td>
<td>0.64</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.98</td>
<td>0.82</td>
<td>0.87</td>
<td>0.85</td>
<td>0.96</td>
<td>1.00</td>
</tr>
<tr>
<td>$\tau_{G_{LS}}$</td>
<td>1.00</td>
<td>0.05</td>
<td>0.10</td>
<td>0.07</td>
<td>0.07</td>
<td>0.10</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>0.28</td>
<td>0.39</td>
<td>0.35</td>
<td>0.31</td>
<td>0.39</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.56</td>
<td>0.66</td>
<td>0.65</td>
<td>0.59</td>
<td>0.67</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.88</td>
<td>0.92</td>
<td>0.92</td>
<td>0.90</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>$FB_N^b$</td>
<td>1.00</td>
<td>0.05</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.06</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>0.11</td>
<td>0.14</td>
<td>0.14</td>
<td>0.15</td>
<td>0.10</td>
<td>0.38</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.30</td>
<td>0.37</td>
<td>0.37</td>
<td>0.33</td>
<td>0.18</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.82</td>
<td>0.88</td>
<td>0.88</td>
<td>0.76</td>
<td>0.40</td>
<td>0.62</td>
</tr>
<tr>
<td>$KB_N^b$</td>
<td>1.00</td>
<td>0.05</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.06</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>0.11</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.10</td>
<td>0.38</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.30</td>
<td>0.37</td>
<td>0.37</td>
<td>0.33</td>
<td>0.18</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.82</td>
<td>0.88</td>
<td>0.88</td>
<td>0.76</td>
<td>0.39</td>
<td>0.62</td>
</tr>
<tr>
<td>$P_{T_{\omega_{arma}}}^m$</td>
<td>1.00</td>
<td>0.05</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.06</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>0.11</td>
<td>0.14</td>
<td>0.15</td>
<td>0.15</td>
<td>0.10</td>
<td>0.38</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.30</td>
<td>0.37</td>
<td>0.37</td>
<td>0.33</td>
<td>0.18</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.82</td>
<td>0.88</td>
<td>0.88</td>
<td>0.76</td>
<td>0.40</td>
<td>0.62</td>
</tr>
<tr>
<td>$P_{T_{\omega_{A_{R}}} }^m$</td>
<td>1.00</td>
<td>0.05</td>
<td>0.36</td>
<td>0.18</td>
<td>0.14</td>
<td>0.14</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>0.11</td>
<td>0.41</td>
<td>0.32</td>
<td>0.27</td>
<td>0.25</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.30</td>
<td>0.60</td>
<td>0.53</td>
<td>0.47</td>
<td>0.42</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.82</td>
<td>0.81</td>
<td>0.82</td>
<td>0.77</td>
<td>0.75</td>
<td>0.97</td>
</tr>
<tr>
<td>$\tau_{W_S}$</td>
<td>1.00</td>
<td>0.05</td>
<td>0.09</td>
<td>0.06</td>
<td>0.05</td>
<td>0.09</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>0.11</td>
<td>0.14</td>
<td>0.14</td>
<td>0.11</td>
<td>0.18</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.29</td>
<td>0.32</td>
<td>0.26</td>
<td>0.23</td>
<td>0.36</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.81</td>
<td>0.52</td>
<td>0.52</td>
<td>0.54</td>
<td>0.78</td>
<td>1.00</td>
</tr>
<tr>
<td>$\tau_{G_{LS}}$</td>
<td>1.00</td>
<td>0.05</td>
<td>0.08</td>
<td>0.05</td>
<td>0.04</td>
<td>0.07</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>0.11</td>
<td>0.15</td>
<td>0.12</td>
<td>0.09</td>
<td>0.13</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.30</td>
<td>0.29</td>
<td>0.23</td>
<td>0.20</td>
<td>0.28</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.82</td>
<td>0.56</td>
<td>0.53</td>
<td>0.50</td>
<td>0.63</td>
<td>0.88</td>
</tr>
<tr>
<td>Test</td>
<td>$\rho$</td>
<td>$P[B^T_{\Delta}]$</td>
<td>$\Delta 0.8$</td>
<td>$\Delta 0.5$</td>
<td>$\Delta 0.0$</td>
<td>$\Delta 0.5$</td>
<td>$\Delta 0.8$</td>
</tr>
<tr>
<td>--------------</td>
<td>-------</td>
<td>------------------</td>
<td>--------------</td>
<td>--------------</td>
<td>--------------</td>
<td>--------------</td>
<td>--------------</td>
</tr>
<tr>
<td>$P[B^T_{\Delta}]$</td>
<td>1.00</td>
<td>0.05</td>
<td>0.06</td>
<td>0.07</td>
<td>0.06</td>
<td>0.05</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>0.19</td>
<td>0.24</td>
<td>0.25</td>
<td>0.25</td>
<td>0.16</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.52</td>
<td>0.60</td>
<td>0.56</td>
<td>0.33</td>
<td>0.52</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.97</td>
<td>0.97</td>
<td>0.93</td>
<td>0.55</td>
<td>0.71</td>
<td></td>
</tr>
<tr>
<td>$K[B^T_{\Delta}]$</td>
<td>1.00</td>
<td>0.05</td>
<td>0.07</td>
<td>0.07</td>
<td>0.06</td>
<td>0.04</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>0.19</td>
<td>0.24</td>
<td>0.25</td>
<td>0.25</td>
<td>0.15</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.52</td>
<td>0.60</td>
<td>0.56</td>
<td>0.32</td>
<td>0.52</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.97</td>
<td>0.98</td>
<td>0.92</td>
<td>0.54</td>
<td>0.71</td>
<td></td>
</tr>
<tr>
<td>$P_P[\omega^2_{arma}]$</td>
<td>1.00</td>
<td>0.05</td>
<td>0.07</td>
<td>0.07</td>
<td>0.06</td>
<td>0.04</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>0.20</td>
<td>0.23</td>
<td>0.25</td>
<td>0.24</td>
<td>0.14</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.52</td>
<td>0.60</td>
<td>0.55</td>
<td>0.31</td>
<td>0.52</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.97</td>
<td>0.98</td>
<td>0.93</td>
<td>0.54</td>
<td>0.71</td>
<td></td>
</tr>
<tr>
<td>$P_P[\omega^2_{AR}]$</td>
<td>1.00</td>
<td>0.05</td>
<td>0.14</td>
<td>0.12</td>
<td>0.09</td>
<td>0.09</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>0.20</td>
<td>0.37</td>
<td>0.33</td>
<td>0.29</td>
<td>0.29</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.52</td>
<td>0.63</td>
<td>0.63</td>
<td>0.56</td>
<td>0.59</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.97</td>
<td>0.86</td>
<td>0.89</td>
<td>0.89</td>
<td>0.91</td>
<td>1.00</td>
</tr>
<tr>
<td>$\tau_{W,T}$</td>
<td>1.00</td>
<td>0.05</td>
<td>0.07</td>
<td>0.07</td>
<td>0.05</td>
<td>0.08</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>0.20</td>
<td>0.24</td>
<td>0.21</td>
<td>0.18</td>
<td>0.28</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.52</td>
<td>0.48</td>
<td>0.46</td>
<td>0.42</td>
<td>0.61</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.97</td>
<td>0.78</td>
<td>0.82</td>
<td>0.82</td>
<td>0.95</td>
<td>1.00</td>
</tr>
<tr>
<td>$P[B^T_{\Delta}]$</td>
<td>1.00</td>
<td>0.05</td>
<td>0.05</td>
<td>0.06</td>
<td>0.06</td>
<td>0.05</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>0.10</td>
<td>0.11</td>
<td>0.12</td>
<td>0.12</td>
<td>0.09</td>
<td>0.37</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.26</td>
<td>0.26</td>
<td>0.28</td>
<td>0.26</td>
<td>0.18</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.78</td>
<td>0.78</td>
<td>0.78</td>
<td>0.78</td>
<td>0.78</td>
<td>0.69</td>
</tr>
<tr>
<td>$K[B^T_{\Delta}]$</td>
<td>1.00</td>
<td>0.05</td>
<td>0.07</td>
<td>0.07</td>
<td>0.06</td>
<td>0.05</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>0.10</td>
<td>0.13</td>
<td>0.13</td>
<td>0.12</td>
<td>0.09</td>
<td>0.37</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.26</td>
<td>0.29</td>
<td>0.30</td>
<td>0.27</td>
<td>0.18</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.78</td>
<td>0.81</td>
<td>0.80</td>
<td>0.69</td>
<td>0.39</td>
<td>0.63</td>
</tr>
<tr>
<td>$P_P[\omega^2_{arma}]$</td>
<td>1.00</td>
<td>0.05</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.05</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>0.10</td>
<td>0.13</td>
<td>0.14</td>
<td>0.13</td>
<td>0.09</td>
<td>0.37</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.26</td>
<td>0.32</td>
<td>0.33</td>
<td>0.29</td>
<td>0.18</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.77</td>
<td>0.83</td>
<td>0.72</td>
<td>0.39</td>
<td>0.63</td>
<td></td>
</tr>
<tr>
<td>$P_P[\omega^2_{AR}]$</td>
<td>1.00</td>
<td>0.05</td>
<td>0.20</td>
<td>0.20</td>
<td>0.15</td>
<td>0.14</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>0.10</td>
<td>0.20</td>
<td>0.30</td>
<td>0.24</td>
<td>0.22</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.26</td>
<td>0.55</td>
<td>0.49</td>
<td>0.42</td>
<td>0.42</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.77</td>
<td>0.77</td>
<td>0.73</td>
<td>0.75</td>
<td>0.97</td>
<td></td>
</tr>
<tr>
<td>$\tau_{W,T}$</td>
<td>1.00</td>
<td>0.05</td>
<td>0.10</td>
<td>0.07</td>
<td>0.06</td>
<td>0.10</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>0.10</td>
<td>0.16</td>
<td>0.12</td>
<td>0.10</td>
<td>0.17</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.25</td>
<td>0.29</td>
<td>0.24</td>
<td>0.20</td>
<td>0.35</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.78</td>
<td>0.57</td>
<td>0.54</td>
<td>0.51</td>
<td>0.77</td>
<td>1.00</td>
</tr>
</tbody>
</table>
APPENDIX

Proof of theorem 1:

The asymptotic distribution of $C_t^u$ is a straightforward application of the functional limit theorem (FCLT) to $S_t = \sum_{j=2}^T u_j$. To obtain the asymptotic distribution of $C_T^u$, it is convenient to rewrite the statistic introducing the term $(\hat{\delta} - \delta)$. Applying that

$$\hat{\delta} = \frac{y_T - y_1}{T - 1} = \delta + \frac{\sum_{i=2}^T u_i}{T - 1}$$

it can be obtained that $\sqrt{T}(\hat{\delta} - \delta) \xrightarrow{d} \sigma \psi(1)W(1)$. Applying this result and making use of the FCLT and that

$$\frac{\sum_{i=1}^T t^k}{T^{k+1}} \xrightarrow{p} \frac{1}{k+1}, \quad k = 0, 1, \ldots$$

as $T \to \infty$, the expression (2.16) can be obtained. To obtain the asymptotic distribution of $C_{iT}^u$, the following decomposition can be used:

$$\sum_{i=1}^{T-1} \{(y_k - y_1) - (y_T - y_1)\}^2 = \sum_{i=1}^{T-1} (y_k - y_1)^2 + (T - 1)(y_T - y_1)^2 - 2(y_T - y_1) \sum_{i=2}^T (y_k - y_1),$$

and making use of the FCLT the result holds. To obtain the asymptotic distribution of $C_A^u$ it can be defined $Z(r, \lambda), \lambda < r,$ as

$$Z(r, \lambda) = \frac{1}{T} \sum_{i=1}^{[Tr]} u_i$$

where $[\cdot]$ denotes the integer part of the argument. The partial sum $\sum_{i=1}^{[Tr]} u_i$ is the prediction error of $y_{[Tr]}$ from $y_{[Tr]}$ using a random walk. The term $T - (r - \lambda)$ is the number of partial sums with the same number of terms in the sample. For instance, there are $T - 1$ partial sums with only one term, $T - 2$ partial sums with two terms and so on. Applying FCLT it holds that

$$\int_0^r \int_0^1 Z^2(r, \lambda) d\lambda dr = T^{-2} \sum_{i=1}^{T-1} \sum_{s=i+1}^T \{T - (s - t)\}^{-1}(y_s - y_t)^2$$

$$\xrightarrow{d} \sigma^2 \psi^2(1) \int_0^r \int_0^1 (1 - (r - \lambda))^{-1}W^2(r - \lambda) dr d\lambda. \quad (2.21)$$

Using that $\sum_{i=1}^{T-1} \sum_{s=i+1}^T (s - t)^{-1} = \sum_{i=1}^{T-1} \sum_{s=i+1}^T (s - t) = \sum_{i=1}^{T-1} t^2$ and applying the same arguments than in $C_T^u$, the expression (2.19) is obtained.

Proof of proposition 4.1

Only the proof for the statistic $B_{iN}^r$ is shown. The proof for the remaining statistics uses the same arguments. It is necessary to analyze the convergence of $T^{-2} \sum_{i=2}^T (y_{iN}^r - \rho_{i-1}^{c-1} y_{iN}^r)^2$. The following decomposition can be used:

$$\sum_{i=2}^T (y_{iN}^r - \rho_{i-1}^{c-1} y_{iN}^r)^2 = \sum_{i=2}^T (y_{iN}^r - y_{iN}^r)^2 + \sum_{i=2}^T (1 - \rho_{i-1}^{c-1})^2 y_{iN}^r$$

$$\quad + 2 \sum_{i=2}^T y_{iN}^r (1 - \rho_{i-1}^{c-1}) y_{iN}^r.$$  

(3)
Since \( y_{1[N]}^r = O_p(1) \), the second term of (3) converges to zero in probability when divided by \( T^2 \). It can be obtained, also, that
\[
(y_{1[N]}^r - y_{1[N]}^r) = y_t - y_1 + \delta(t-1) + (\hat{\delta} - \tilde{\delta})(t-1) + (\hat{\delta} - \tilde{\delta}_N)(t-1).
\]

Since \((\hat{\delta} - \tilde{\delta}_N) = O_p(T^{-1})\), \((\hat{\delta} - \tilde{\delta}) = O_p(T^{-1/2})\) and \(\sum y_t - y_1 - \delta(t-1) = O_p(T^{3/2})\) it can be seen that
\[
T^{-2} \sum_{i=2}^{T} (y_{1[N]}^r - y_{1[N]}^r) \xrightarrow{p} 0
\]
and, then, the third term in (3) also vanishes asymptotically when divided by \( T^2 \). Using these arguments, the first term in (3) verifies
\[
\sum_{i=2}^{T} (y_{1[N]}^r - \rho c_{i-1} y_{1[N]}^r)^2 \xrightarrow{d} 0
\]
and the proposition holds.

**Proof of Proposition 3.1:**

The GLS residuals of the numerator of \( S_N \) are \( \hat{x}_{N,t} = y_t - \hat{\mu}_N \). For simplicity of notation, the argument may be omitted when it is not necessary. Then,
\[
\hat{\mu}_N = \frac{(1 + \rho^2 - \rho)y_1 + (1 - \rho)yt + \sum_{i=2}^{T-1}(1 - \rho)^2 y_t}{1 + (T - 1)(1 - \rho)^2}.
\]

Likewise, the residuals of the denominator of \( S_N \) are \( \hat{x}_{1,t} = y_t - \hat{\mu}_1 \), where \( \hat{\mu}_1 \) is the GLS estimator with the matrix \( \Omega_1 \). Then, \( \hat{\mu}_1 = y_1 \). The first derivative is
\[
S_{N}^{(1)}(1) = \frac{\partial \hat{x}_N^{\top} \Omega_N^{-1} \hat{x}_N}{\partial \rho}
\]
where it can be verified that \( \hat{x}_1^{\top} \Omega_1^{-1} \hat{x}_1 = \sum_{i=2}^{T}(y_t - y_{i-1})^2 \). Then, the numerator of \( S_{N}^{(1)}(1) \) can be written as
\[
\frac{\partial}{\partial \rho} \hat{x}_N^{\top} \Omega_N^{-1} \hat{x}_N \bigg|_{\rho=1} = 2 \frac{\partial \hat{x}_N^{\top} \Omega_N^{-1} \hat{x}_N}{\partial \rho} \bigg|_{\rho=1} + \hat{x}_N^{\top} \frac{\partial \Omega_N^{-1}}{\partial \rho} \hat{x}_N \bigg|_{\rho=1}.
\]

Since
\[
\frac{\partial \hat{x}_N^{\top}}{\partial \rho} = - \frac{\partial \hat{\mu}_N}{\partial \rho} e^{1}
\]
and also
\[
e^{1} \Omega_N^{-1} \hat{x}_N \bigg|_{\rho=1} = 0
\]
it can be obtained that
\[
\frac{\partial}{\partial \rho} \hat{x}_N^{\top} \Omega_N^{-1} \hat{x}_N \bigg|_{\rho=1} = \hat{x}_N^{\top} \frac{\partial \Omega_N^{-1}}{\partial \rho} \hat{x}_N \bigg|_{\rho=1}
\]
From (3.20) it can be obtained that
\[
\frac{\partial \Omega_N^{-1}}{\partial \rho} \bigg|_{\rho=1} = 2L^{\prime}L - (L + L^{\prime})(I - L) = (I - L)^{(I - L)^{\prime}} - \text{diag}(0, ..., 0, 1)
\]
where diag expresses a diagonal matrix. Also from (4) it holds that \( \hat{x}_{N,t}(1) = (y_t - y_1) \). Therefore, it can be obtained that

\[
S'_N(1) = 1 - \frac{(y_T - y_1)^2}{\sum_{t=2}^{T}(y_t - y_{t-1})^2}.
\]

For the second derivative, it can be written that

\[
\frac{\partial^2}{\partial \rho^2} \hat{x}'_{N} \mathbf{\Omega}^{-1}_N \hat{x}_N = \frac{1}{2} \frac{\partial^2}{\partial \rho^2} \hat{x}'_{N} \mathbf{\Omega}^{-1}_N \hat{x}_N + 4 \frac{\partial}{\partial \rho} \hat{x}'_{N} \frac{\partial}{\partial \rho} \mathbf{\Omega}^{-1}_N \hat{x}_N
\]

\[
+ 2 \frac{\partial}{\partial \rho} \hat{x}'_{N} \frac{\partial}{\partial \rho} \mathbf{\Omega}^{-1}_N \hat{x}_N + \hat{x}'_{N} \frac{\partial^2}{\partial \rho^2} \mathbf{\Omega}^{-1}_N \hat{x}_N.
\]  \hspace{1cm} (7)

Applying (5), the first term in (7) is null at \( \rho = 1 \). Also, by (6) and applying that

\[
\frac{\partial \hat{\mu}_N}{\partial \rho} \bigg|_{\rho=1} = (y_1 - y_T),
\]

it can be obtained that

\[
4 \frac{\partial}{\partial \rho} \hat{x}'_{N} \frac{\partial}{\partial \rho} \mathbf{\Omega}^{-1}_N \hat{x}_N \bigg|_{\rho=1} = -4(y_T - y_1)^2.
\]

Similarly, since \( e' \mathbf{\Omega}^{-1}_N(1)e = 1 \) it holds that

\[
2 \frac{\partial}{\partial \rho} \hat{x}'_{N} \frac{\partial}{\partial \rho} \mathbf{\Omega}^{-1}_N \hat{x}_N \bigg|_{\rho=1} = 2(y_T - y_1)^2.
\]

To solve the last term in (7) it can be applied that

\[
\frac{\partial^2 \mathbf{\Omega}^{-1}_N}{\partial \rho^2} \bigg|_{\rho=1} = 2\mathbf{L}'\mathbf{L},
\]  \hspace{1cm} (8)

and, therefore,

\[
\hat{x}'_{N} \frac{\partial^2 \mathbf{\Omega}^{-1}_N}{\partial \rho^2} \hat{x}_N \bigg|_{\rho=1} = 2 \sum_{t=2}^{T-1}(y_t - y_1)^2
\]

and proposition holds. \( \square \)

**Proof of Proposition 3.2:**

The GLS residuals of the numerator of \( S_S \) are \( \hat{x}_{S,t}(\rho) = y_t - \hat{\mu}_S(\rho) \). Then (omitting the argument),

\[
\hat{\mu}_S = \frac{(1 - \rho) y_1 + (1 - \rho) y_T + \sum_{t=2}^{T-1} (1 - \rho)^2 y_t}{2(1 - \rho) + (T - 2)(1 - \rho)^2}
\]  \hspace{1cm} (9)

\[
= \frac{y_1 + y_T + \sum_{t=2}^{T-1} (1 - \rho) y_t}{2 + (T - 2)(1 - \rho)}
\]  \hspace{1cm} (10)

\[
= \frac{y_1 + y_T + \sum_{t=2}^{T-1} (1 - \rho) y_t}{2 + (T - 2)(1 - \rho)}
\]  \hspace{1cm} (11)
The denominator of $S_S$ is the same than in the previous case. Following the same arguments
than in proposition 3.1 it holds that
\[ e' \Omega_S^{-1} \hat{x}_S' \bigg|_{\rho=1} = 0. \] (12)

Also, by (3.22), it holds that
\[
\frac{\partial \Omega_S^{-1}}{\partial \rho} \bigg|_{\rho=1} = 2 L' L - (L + L') - 2 e e' = (I - e e' - L')'(I - e e' - L) - \text{diag}(1, 0, ..., 0, 1). \] (13)

From (9) it holds that $\hat{x}_{S;1}(1) = y_t - (y_1 + y_T)/2$. Then, it can be obtained that
\[ S'_S(1) = 1 - \frac{(y_T - y_1)^2}{2 \sum_{t=2}^T (y_t - y_{t-1})^2}. \]

Likewise, in the second derivative, it can be obtained that
\[
\frac{\partial^2}{\partial \rho^2} x' \Omega^{-1} S_S^{-1} x_S = 2 \partial^2 \hat{x}_S \partial \rho^2 S' \Omega^{-1} S_S^{-1} \hat{x}_S + 4 \frac{\partial \hat{x}_S'}{\partial \rho} \frac{\partial \Omega_S^{-1}}{\partial \rho} \hat{x}_S + \frac{\partial \hat{x}_S'}{\partial \rho} \frac{\partial \Omega_S^{-1}}{\partial \rho^2} \hat{x}_S'. \] (14)

Similarly to the non-stationary case, it can be obtained that the first term in (14) is null at
$\rho = 1$. Applying (13) it can also be seen that the second term in (14) is also null in $\rho = 1$. Since
\[ e' \Omega_S^{-1}(1) e = 0 \] the third term is also null at unity. To solve the fourth term of (14) it can be verified that
\[
\frac{\partial^2 \Omega_S^{-1}}{\partial \rho^2} \bigg|_{\rho=1} = 2 L' L - 2 e e' = \text{diag}(0, 2, 2, ..., 2, 0), \] (15)

and, then,
\[
\hat{x}_S' \frac{\partial^2 \Omega_S^{-1}}{\partial \rho^2} \hat{x}_S' \bigg|_{\rho=1} = \sum_{t=2}^{T-1} (y_t - y_1)^2 + \sum_{t=2}^{T-1} (y_T - y_t)^2 - 2 \sum_{t=2}^{T-1} (y_t - y_1)(y_T - y_T), \]

and proposition holds. \hfill $\square$

Proof of Proposition 3.3:

The proof will be developed jointly for the stationary and non-stationary case and there will be notational differences only when it is necessary. The GLS residuals in the numerator of $S_N$ and
$S_S$ are $\hat{x}_t = y_t - \hat{\mu} - \hat{\delta} t$, where $\hat{\mu}$ and $\hat{\delta}$ are the GLS estimator with the corresponding matrix.
Likewise, the residuals of the denominator are $\hat{x}_{1;t} = y_t - \hat{\mu}_1 - \hat{\delta} t$, where $\hat{\mu}_1$ and $\hat{\delta}$ are the GLS estimator with the matrix $\Omega_1$. Then, $\hat{\mu}_1 = y_1 - \delta$ and $\hat{\delta} = (y_T - y_1)(T - 1)^{-1}$, both in the
stationary and non-stationary case. It can be verified that $\hat{x}'_1 \Omega_1^{-1} \hat{x}_1 = \sum_{t=2}^T (y_t - y_{t-1} - \hat{\delta})^2$. The numerator of $S'(1)$ can be written as
\[
\frac{\partial}{\partial \rho} \hat{x}' \Omega^{-1} \hat{x} \bigg|_{\rho=1} = 2 \frac{\partial \hat{x}'}{\partial \rho} \Omega^{-1} \hat{x} \bigg|_{\rho=1} + \hat{x}' \frac{\partial \Omega^{-1}}{\partial \rho} \hat{x}' \bigg|_{\rho=1}. \] (16)
It holds that the first derivative of \( \hat{\theta} \) evaluated at \( \rho = 1 \) is null both in the stationary and non-stationary case. It can also be checked that the first derivative of \( \hat{\mu} \) is also null at \( \rho = 1 \), but only in the non-stationary case. It can, then, be verified that the first derivative of \( \bar{z}' \) at \( \rho = 1 \) is a vector with all elements equal to zero. Therefore, the first term at the right side of (16) is null. Similarly, applying (6) and (13) it can be seen that the second term of (16) is equal to one. For the second derivative, there is a similar decomposition to 7). Following the same arguments than in the first derivative it can be seen that the second and third terms of this decomposition are zero. The term \( (\partial^2 \bar{z}' / \partial \rho^2) \Omega^{-1} \bigg|_{\rho = 1} \) is a vector with all elements equal to zero except the first and the last one. Also the term \( \bar{z}'(1) \) is a vector with first and last elements equal to zero. Therefore, the first term of (16) is also null. By (8) and (15) we obtain that the forth term is 2 \( \sum_{t=2}^{T} \left\{ y_t - y_1 - \hat{\delta}(t - 1) \right\}^2 \), and the propositions hold.

\[ \square \]

**Proof of theorem 2:**

The proof is developed for the statistic \( PC_1' \). The remaining statistics follow similar arguments. It can be decomposed

\[
(T - p)^{-1} \sum_{t=p+2}^{T} (y_t - \hat{y}_{t | p+1})^2 = (T - p)^{-2} \sum_{t=p+2}^{T} (y_t - \hat{y}_{t | p+1})^2
\]

\[ + T^{-2} \sum_{t=p+2}^{T} (\hat{y}_{t | p+1} - \hat{y}_{t | p+1})^2 \]

\[ T^{-2} \sum_{t=p+2}^{T} (y_t - \hat{y}_{t | p+1})(\hat{y}_{t | p+1} - \hat{y}_{t | p+1}). \]

Since \( \hat{\theta} - \theta = O_p(T^{-1/2}) \) and \( \hat{\phi} - \phi = O_p(T^{-1/2}) \) it holds that \( \hat{y}_{t | p+1} - \hat{y}_{t | p+1} = O_p(T^{-1/2}) \) (see, for instance, Fuller 1976, p. 384) and (18) converges to zero in probability. In order to see that the term (19) also converges to zero it can be seen, without loss of generality, the case of \( u_t \) following an AR(1), \( u_t = \phi u_{t-1} + a_t \). Then,

\[ y_t - \hat{y}_{t | 2} = \sum_{j=3}^{t} \left( \sum_{i=3}^{j} \phi^{j-i} a_i \right) = (1 - \phi^2)^{-1} \sum_{j=3}^{t} a_j + \sum_{j=0}^{t} \alpha_j a_{t-j}, \]

where \( \alpha_j = \sum_{i=1}^{\infty} \phi^{j+i} \) and also \( \sum_{j=0}^{\infty} |\alpha_j| < \infty \). Conversely, \( \hat{y}_{t | 2} - \hat{y}_{t | 2} = \sum_{j=3}^{t} (\phi^{j-2} - \hat{\phi}^{j-2}) u_1 \), where both \( \sum_{j=3}^{t} \phi^{j-2} \) and \( \sum_{j=3}^{t} \hat{\phi}^{j-2} \) are bounded by an exponentially decreasing function and, therefore, \( \gamma_t = \sum_{j=3}^{t} (\phi^{j-2} - \hat{\phi}^{j-2}) = O_p(T^{-1/2}) \). Hence (19) is the average of terms that verify

\[ T^{-1} \left( \frac{\gamma_t}{1 - \phi^2} \sum_{j=3}^{t} a_j u_1 + \gamma_t \sum_{j=0}^{t} \alpha_j a_{t-j} u_1 \right) \xrightarrow{p} 0 \]

It is verified, then, that the term (19) converges to zero in probability. Therefore, the asymptotic distribution of \( EC_1'^{\mu} \) can be analyzed as if the parameters \( \phi \) y \( \theta \) were known.
The terms in the numerator of (17) can be decomposed as following: \( y_t - \tilde{y}_{d_{p+1}} = \sum_{j=-p+2}^{t} \alpha_j - \tilde{\alpha}_{d_{p+1}} = \sum_{j=-p+2}^{t} \left( \sum_{i=p+2}^{j} \psi_{j-i} a_i \right). \) It can be observed that this decomposition can be written as 
\( y_t - \tilde{y}_{d_{p+1}} = \psi(1) (a_{p+2} + a_{p+3} + \cdots + a_{t}) + \nu_t, \) where \( \nu_t = \sum_{j=0}^{t-p+2} \alpha_j a_{t-j} \) and \( \alpha_j = \sum_{i=1}^{\infty} \psi_{j+i}. \) It holds that \( \sum_{j=0}^{t-p+2} |\alpha_j| < \infty. \) It can be written, then, \( \psi_{d_{p+1}} = \psi(1) \sum_{j=1}^{t} a_j - \psi(1) \sum_{j=1}^{p+1} a_j + \nu_t. \)

Let us define the partial sums process \( X_T(r), \) with \( r \in [0,1] \)

\[
X_T(r) = \frac{\psi_{d_{p+1}}}{T} = \psi(1) \frac{\sum_{j=1}^{[Tr]} a_j}{T} - \psi(1) \frac{\sum_{j=1}^{p+1} a_j}{T} + \frac{\nu_{[Tr]}}{T}.
\]

Multiplying by \( \sqrt{T} \) it can be obtained, by FCLT,

\[
\psi(1) \frac{\sum_{j=1}^{[Tr]} a_j}{T} \xrightarrow{d} \sigma \psi(1) W(r).
\]

Also, since \( p \) is fixed,

\[
\psi(1) \frac{\sum_{j=1}^{p+1} a_j}{T} \xrightarrow{p} 0.
\]

Since \( \nu_t \) is stationary with finite variance it holds that

\[
\frac{\nu_{[Tr]}}{T} \xrightarrow{p} 0.
\]

(see, for instance, Hamilton 1994, p. 482). Therefore, by the continuous mapping theorem,

\[
\frac{\sum_{t=p+2}^{T} \alpha_t^2}{T^2} \xrightarrow{d} \sigma^2 \psi(1)^2 \int_0^1 W^2(r) dr.
\]

Since the denominator of \( PC \) is a consistent estimator of \( \sigma^2 \psi(1)^2 \) the result holds. \( \square \)
Critical values of \( B \) tests

<table>
<thead>
<tr>
<th>( T )</th>
<th>( B^\mu )</th>
<th>( B^\nu )</th>
<th>( B^\xi )</th>
<th>( B^\eta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.383</td>
<td>0.308</td>
<td>0.296</td>
<td>0.296</td>
</tr>
<tr>
<td>50</td>
<td>0.368</td>
<td>0.308</td>
<td>0.296</td>
<td>0.296</td>
</tr>
<tr>
<td>100</td>
<td>0.378</td>
<td>0.308</td>
<td>0.296</td>
<td>0.296</td>
</tr>
<tr>
<td>250</td>
<td>0.420</td>
<td>0.308</td>
<td>0.296</td>
<td>0.296</td>
</tr>
<tr>
<td>500</td>
<td>0.450</td>
<td>0.308</td>
<td>0.296</td>
<td>0.296</td>
</tr>
</tbody>
</table>

Table 9: Critical values. 100,000 Monte Carlo rep.
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