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Abstract

A standard model for hydrodynamic dispersion has been added to TOUGH2. The dispersion model, intended for use with the EOS7 fluid properties module, accounts for the effects of hydrodynamic dispersion and molecular diffusion in two-dimensional rectangular domains. Because the model requires Darcy velocity and species concentration gradient vectors at all connections, known vector components (perpendicular to the grid block interfaces) from neighboring connections are interpolated to form the unknown components (parallel to the grid block interfaces) at each connection. Thus the dispersive fluxes depend not only on the primary variables of the two connected grid blocks but on all primary variables of the six neighbor grid blocks of each interface. This gives rise to added terms in the Jacobian matrix relative to standard TOUGH2 where fluxes depend only on primary variables in the two connected grid blocks. For flexibility in implementing boundary conditions, the model allows the user to define a flow domain that is a subset of the calculation domain. The PARAM and SELEC blocks of the TOUGH2 input file are used to specify parameters and boundary condition options for the dispersion module. The dispersion module has been verified by comparing computed results to analytical solutions. As an introduction to applications, we demonstrate the solution of a difficult two-dimensional flow problem with variable salinity and strong coupling between dispersive and advective flow.
Contents

1. Introduction ................................................................. 6
2. Mathematical Model ...................................................... 6
3. Implementation .......................................................... 6
   3.1 Interpolation of Velocity and Gradient Vectors ................. 9
   3.2 Boundary Conditions .............................................. 16
   3.3 Restrictions on the Mesh ........................................ 19
   3.4 Interface Conductivity ........................................... 20
4. Using the dispersion module ........................................... 21
   4.1 Compilation ....................................................... 21
   4.2 Input Formats ..................................................... 23
5. Sample problems ......................................................... 23
   5.1 One-Dimensional Transport with Dispersion ................. 26
   5.2 Two-Dimensional Transport with Dispersion ............... 32
   5.3 Two-Dimensional Transport with Variable Density .......... 41
6. Final notes ......................................................................... 49
References ........................................................................... 50
Acknowledgments .............................................................. 52
Nomenclature ....................................................................... 52
Appendix 1. A Diagnostic Test Problem ................................. 55
List of Figures

Fig. 1. Single grid block with volume $V_n$ and surface area $T_n$.......................... 7
Fig. 2. Terminology for grid blocks and interfaces in the Y-Z plane......................... 11
Fig. 3. Interfacial distances relevant to the interpolation of vectors.......................... 12
Fig. 4. Velocity or concentration gradient vector components at interfaces............... 13
Fig. 5. The grid blocks involved in calculating dispersive flux............................. 15
Fig. 6. Sketch of a flow domain within a calculation domain............................... 16
Fig. 7. Interpolation of parallel vector component at flow boundary....................... 18
Fig. 8. Interpolation of perpendicular vector component at flow boundary............... 18
Fig. 9. Domain for one-dimensional dispersion problem..................................... 27
Fig. 10. Input file for the one-dimensional dispersion problem............................. 28
Fig. 11. Brine concentration for one-dimensional dispersion at $t = 20$ days............ 29
Fig. 12. One-dimensional tracer transport results at $t = 20$ days........................ 30
Fig. 13. Two-dimensional tracer transport problem.......................................... 32
Fig. 14. Coarse and fine discretizations for two-dimensional tracer transport.......... 33
Fig. 15. Input file for the two-dimensional transport problem.............................. 34
Fig. 16. Contour plot of tracer concentration at $t = 20$ days.............................. 37
Fig. 17. Tracer brine concentration profile A-A'............................................. 38
Fig. 18. Tracer brine concentration profile B-B'............................................. 39
Fig. 19. Tracer brine concentration profile C-C'............................................. 40
Fig. 20. Variable density brine flow and dispersion problem............................... 42
Fig. 21. Input file for the variable density dispersion problem............................. 45
Fig. 22. Results for the variable density dispersion problem............................... 48
Fig. 23. Input file for the rdis1 test problem................................................. 56
Fig. 24. Discretized domain for the rdis1 test problem...................................... 58
Fig. 25. Printout from rdis1 test problem....................................................... 59
List of Tables

Table 1. Summary of program units in T2DM............................................. 22
Table 2. Molecular diffusivities for two phases and three components.......... 26
Table 3. Parameters for the variable density dispersion problem............... 44
1. Introduction

We have added a general model for Fickian solute dispersion to the multiphase porous media transport code TOUGH2. Used in conjunction with EOS7, an equation of state module for water, brine, and air, the TOUGH2 Dispersion Module (T2DM) models brine transport including the effects of hydrodynamic dispersion and molecular diffusion in rectangular, two-dimensional regions. Diffusion and hydrodynamic dispersion of vapor and air in the gas phase are also modeled. The dispersion module consists of a main program and eight subroutines which must be compiled and linked in front of the standard TOUGH2 Version 1.0. The dispersion module is entirely an extension of TOUGH2. As such, none of the modeling capabilities of TOUGH2 are lost with the use of T2DM, except for the current restriction to two dimensions and a rectangular mesh. This report presents a discussion of the dispersion model used and its implementation in TOUGH2, followed by instructions for using the new module. Example problems are solved to verify the model against available analytical and numerical solutions. This report on T2DM is an extension to existing TOUGH2 documentation (Pruess, 1987, 1991).

2. Mathematical Model

The general conservation equations solved by the integral finite difference method (IFDM) in TOUGH2 consist of balances between mass accumulation and flux and source terms over all grid blocks \( V_n \) into which the flow domain \( V \) has been partitioned (see Fig. 1):

\[
\frac{d}{dt} \int_{V_n} M^{(X)} \, dV = \int_{\Gamma_n} \mathbf{F} \cdot \mathbf{n} \, d\Gamma + \int_{V_n} q^{(X)} \, dV
\]  

(1)
In Eq. 1, the index \( n = 1, \ldots, N \) corresponds to the grid blocks. The index \( \kappa = 1, \ldots, NK+1 \) corresponds to the NK fluid components and heat. The \( n \)th two-dimensional grid block with volume \( V_n \) and surface area \( \Gamma_n \) is shown in Fig. 1. The mass accumulation term \( (M) \) in Eq. 1 is given by

\[
M^{(\kappa)} = \phi \sum_{\beta=1}^{NPH} S_{\beta} \rho_{\beta} X_{\beta}^{(\kappa)}
\]  

(2)

(see Nomenclature for definition of symbols). The flux term has contributions from both the phase flux and from dispersion and can be written

\[
P^{(\kappa)} = \sum_{\beta=1}^{NPH} \left( X_{\beta}^{(\kappa)} F_{\beta} - \rho_{\beta} D_{\beta}^{(\kappa)} \nabla X_{\beta}^{(\kappa)} \right)
\]  

(3)

The first term on the right-hand side of Eq. 3 is the phase flux term which accounts for the flux of component \( \kappa \) arising from advection of the phases containing \( \kappa \). Phase flux is written as a multiphase version of Darcy's Law:
The second term on the right-hand side of Eq. 3 is the dispersion term with the dispersion tensor indicated by the overbar. This report focuses on our implementation of a dispersion model which, for all phases $\beta = 1, \ldots, \text{NPH}$ present, accounts for the contribution to the flux of component $\kappa$ due to dispersion.

We have employed a general model which accounts for both molecular diffusion and hydrodynamic dispersion (deMarsily, 1986). The bold $\overrightarrow{D}$ in Eq. 3 is the dispersion tensor, a second order, symmetric tensor with one principal direction in the average (Darcy) flow direction, and the other normal to it. The dispersion model is written in terms of dispersion coefficients in the longitudinal ($D_L$) and transverse ($D_T$) directions relative to the flow direction where

$$D_{L,\beta}^{\kappa} = \phi \cdot S_{\beta} \cdot \tau \cdot d_{\beta}^{\kappa} + \alpha_L \cdot u_{\beta}$$

$$D_{T,\beta}^{\kappa} = \phi \cdot S_{\beta} \cdot \tau \cdot d_{\beta}^{\kappa} + \alpha_T \cdot u_{\beta}$$

Here $\phi$ is the porosity, $S_{\beta}$ is the saturation of phase $\beta$, $\tau$ is the tortuosity of the medium, $d_{\beta}^{\kappa}$ is the molecular diffusivity for component $\kappa$ in phase $\beta$, $\alpha_L$ is the intrinsic longitudinal dispersion coefficient (often called the longitudinal dispersivity, or longitudinal dispersion length), $\alpha_T$ is the intrinsic transverse dispersion coefficient, and $u_{\beta}$ is the magnitude of the Darcy velocity of phase $\beta$. We assume that the dispersivities are (a) properties of the porous medium, (b) the same for all phases and, (c) independent of phase saturation. This is an expedient at present as little is known about the dependence of dispersivities on wettability and saturation of different phases (Sahimi et al., 1986a, b). The dispersion tensor of Eq. 3 can be written as
\[
\overline{D}_\beta^\kappa = D_{T,\beta}^\kappa \mathbf{I} + \left( \frac{D_{L,\beta}^\kappa - D_{T,\beta}^\kappa}{u_\beta^2} \right) u_\beta u_\beta
\]  

or, in terms of components relative to orthogonal coordinate axes \(i\) and \(j\),

\[
D_{ij,\beta}^\kappa = D_{T,\beta}^\kappa \delta_{ij} + \left( \frac{D_{L,\beta}^\kappa - D_{T,\beta}^\kappa}{u_\beta^2} \right) u_i u_j
\]

where \(\delta_{ij}\) is the Kronecker delta function.

Substituting Eq. 7 into Eq. 3 gives the mass flux of component \(\kappa\) due to molecular diffusion and hydrodynamic dispersion in phase \(\beta\):

\[
F_{\beta,d}^{(\kappa)} = -\rho_\beta \overline{D}_\beta^{(\kappa)} \nabla X_\beta^{(\kappa)} = -\rho_\beta D_{T,\beta}^\kappa \nabla X_\beta^{(\kappa)} - \rho_\beta \frac{D_{L,\beta}^\kappa - D_{T,\beta}^\kappa}{u_\beta^2} u_\beta \left( u_\beta \cdot \nabla X_\beta^{(\kappa)} \right).
\]

This term is calculated in the present dispersion module and is added to the phase flux (first term in Eq. 3). In TOUGH2, the discretized mass and energy balance equations are solved simultaneously taking all coupling terms into account. Because the dispersion module simply augments the flux term by the flux due to dispersion, none of the many capabilities of the standard TOUGH2 are taken away with the use of T2DM.

3. Implementation

3.1 Interpolation of Velocity and Gradient Vectors

The above dispersion model has been implemented in TOUGH2 with the addition of the new subroutine DISF which calculates the dispersive fluxes. Two other new subroutines (DOT, and OUTDF) have been added and minor modifications for interfacing with the dispersion routines have been made to the main program and to five subroutines.

In the standard TOUGH2 methodology, the geometric data for grid blocks and their flow
connections are listed as scattered data with no reference to any global system of coordinates whatsoever. The dispersive fluxes depend on the vector quantities of Darcy velocity and species concentration gradient at each interface. In two-dimensional flow there are two vector components: the component perpendicular to the interface can be calculated directly from thermodynamic parameters of the two neighboring grid blocks; the component parallel to the interface must be interpolated from four direct components that involve thermodynamic parameters of six neighboring grid blocks. In order to perform this interpolation, some coordinate system must be referenced. Shown in Fig. 2 is the terminology of the local neighboring grid blocks, vertices, and interfaces used to calculate the required interface quantities. In this terminology, grid block nodes are referred to by lower-case letters while vertices and interfaces are referred to by upper-case letters. For example, using grid block m as the reference grid block, the lower case grid blocks e, s, w, and n are the grid blocks to the east, south, west, and north, respectively. The uppercase E, S, W, and N are the interfaces to the east, south, west and north. Vertices (intersections of lines forming boundaries of grid blocks) are given by the upper-case letter pairs corresponding to their direction away from m.

In subroutine DISF, the Darcy velocity vector and the gradient vector of the mass fraction of component K are interpolated from the interface centers onto the vertices and then directly onto the center of the interface where they will be needed to calculate the dispersive flux by Eq. 9. For example, with reference to Fig. 3, the Y-component (U) of the Darcy velocity vector at interface N is given by

\[ U_N = \frac{U_{NW} + U_{NE}}{2} \quad (10) \]

where

\[ U_{NW} = \frac{U_{nW}D_{1N} + U_{wD_{2N}}}{D_{1N} + D_{2N}} \quad (11) \]
Fig. 2. Terminology for the grid blocks and interfaces in the neighborhood of grid block \( m \) in the Y-Z coordinate plane. Lower case letters refer to nodes, upper case letters to interfaces between grid blocks.
Fig. 3. Interfacial distances relevant to the interpolation of velocity and gradient vectors onto interface N.

\[ U_{NE} = \frac{U_{nE}D_{1N} + U_{eE}D_{2N}}{D_{1N} + D_{2N}} \]  

(12)

are the vertex values of the velocity component. Note that DISF requires that nodes be centered in their grid blocks \((D_{1E} = D_{1W})\). It is apparent from Eqs. 10–12 that the \(Y\)-component of velocity at interface \(N\) is dependent on thermodynamic conditions (primary variables) at all of the six grid blocks marked in Fig. 3. The \(Z\)-component of velocity is known explicitly at \(N\) from data given for grid blocks \(n\) and \(m\) and no interpolation is required. Analogous interpolation is made at all other interfaces. The component of the solute concentration gradient vector perpendicular to the interface is calculated as a first order finite difference by taking the difference of the nodal values divided by the connection distance. After these direct gradient components are calculated, they are interpolated onto
the interfaces in the same manner as the velocity vectors (Eq. 10). It is important to note that the interpolation scheme used in DISF requires that all computational domains be at least 2 grid blocks on each side in the Y- and Z-directions. The smallest domain compatible with DISF consists of four grid blocks, two in the Y-direction and two in the Z-direction.

As stated above, at each interface one component of the velocity vector, and one component of the gradient vector are known directly, thus obviating the need for interpolation (Fig. 4).

![Diagram of grid block interfaces with velocity and gradient vector components.](image)

**Fig. 4.** Velocity or concentration gradient vector components at grid block interfaces. Filled (black) components of velocity are known directly. Unfilled (white) components must be interpolated. Filled (black) components of concentration gradient vectors can be calculated directly by differencing of the known composition values at the nodes (solid circles) and dividing by their connection distances. Unfilled (white) components must be interpolated from the interfaces where they can be calculated directly.
In the standard TOUGH2 methodology, the flow rate across the interface between two grid blocks depends only on the primary variables and properties of the two connected grid blocks. The flow term thus gives rise to two NEQ x NEQ submatrices of derivatives in the Jacobian matrix located in the off-diagonal locations corresponding to the two grid blocks involved. Because of the interpolation in T2DM, six grid blocks are involved in calculating the dispersive fluxes. This is shown schematically in Fig. 5 where we consider the dispersive flux across the interface N (shown by dark line). The direct vector components at interface N (normal to the interface) depend only on primary variables in the grid blocks shown by the cross-hatch pattern; the interpolated indirect components (parallel to the interface) depend on primary variables in all six grid blocks shown. Because the dispersive flux depends on the full vectors, which are composed of both direct and interpolated components, T2DM generates for each interface six NEQ x NEQ submatrices in the Jacobian matrix. The increased number of non-zero terms in the Jacobian matrix increases storage requirements and execution times of the linear equation solver relative to the standard TOUGH2. To accommodate the increased storage requirements, the user should set the parameter MNCON equal to three times the actual maximum number of connections. DISF places values into the Jacobian in some of the same places as MULTI, as well as placing multiple values into the same locations in the Jacobian matrix. The linear equation solver MA28 will efficiently sum these duplicate elements and give an informative warning message that appears in the file LINEQ produced during execution.

In some applications, the extra terms in the Jacobian arising from the dispersive flux dependence on neighbor grid blocks are less important than the direct terms arising from the two connected grid blocks. These extra terms can be optionally neglected by appropriate specification of parameter MOP(23) (see section 4.2). Neglecting these terms produces a sparser though less-accurate Jacobian matrix which may limit convergence rates and time-step sizes. However, the linear equations are solved faster for the sparser Jacobian, which for some flow problems may compensate for the decreased time-step size.
Fig. 5. The grid blocks involved in calculating dispersive flux at interface N. The direct terms arise from the connected grid blocks (m and n) shown by the cross-hatch pattern. The indirect terms arise from the neighbor grid blocks shown by the diagonal line pattern.
3.2 Boundary Conditions

In standard TOUGH2 methodology, the calculation domain boundary coincides with the flow domain boundary. For many transport problems, it is useful to define a flow domain consisting of grid blocks that are a subset of the grid blocks comprising the calculation domain. This allows a flexible definition of concentration and Darcy velocity conditions on the flow domain boundary. For example, if one wishes to assign concentration boundary conditions, this can be accomplished by assigning appropriate brine mass factions to grid blocks outside of the flow domain, and giving these grid blocks very large volumes, say $1.e40$ m$^3$, so that their conditions will remain unchanged. An example of such boundary conditions is given in the variable density transport problem below. A sketch of a flow domain within the calculation domain is shown in Fig. 6.

![Diagram of flow domain within calculation domain](image)

Fig. 6. Sketch of flow domain (filled with diagonal lines) within calculation domain. On the bottom, the flow and calculation domains coincide.
The dimensions of the flow domain are specified in the input file by the parameters \( NFBL \), \( NFBR \), \( NFBT \), and \( NFBB \) where \( NFBL \) stands for the column (or row) number of the flow boundary on the left and similarly for the other parameter names where the \( R \), \( T \) and \( B \) stand for right, top, and bottom, respectively (see also section 4.2). For example, in Fig. 6, \( NFBL = 2, NFBR = 5, NFBT = 2, \) and \( NFBB = 6 \). If these parameters are not specified, they will be defaulted such that the flow domain is the same as the calculation domain.

Calculation of dispersive fluxes requires full vector components of the Darcy velocity and brine mass fraction vectors, \( \mathbf{u} \) and \( \nabla X \) (see Eq. 9). As discussed above, vector components perpendicular to an interface between grid blocks (the "direct" components) are always calculated directly from thermodynamic parameters of the neighboring grid blocks, using first-order finite difference expressions. This procedure is followed regardless of whether the interface is in the interior or on the boundary of the flow domain. (Note that when the flow domain coincides with the calculation domain, no-flow interfaces will be present at the boundary, so that the question of how to calculate direct vector components does not arise.) Vector components parallel to an interface must be obtained by interpolation (see Figs. 3–5). Special considerations are required for interpolating these "indirect" components near the flow domain boundary, where some of the vector components needed for interpolation are not available. It is necessary, therefore, to assign the missing components in a way that will properly describe the applicable boundary conditions.

There are two cases for the missing vector component that must be considered: (i) a vector component situated right on the boundary and oriented parallel to it (Fig. 7); and (ii) a vector component perpendicular to the boundary at an interface in immediate proximity to the boundary (Fig. 8). In either case, only two of the four vector components needed for interpolation can be determined from parameters within the flow domain. Several options are available for assigning the two "missing" components. The options allow
Fig. 7. Interpolation of a parallel vector component at the flow domain boundary.

Fig. 8. Interpolation of a perpendicular vector component at the flow domain boundary.
flexibility in modeling different physical situations and are selected by means of the parameter MOP(13), as follows. For MOP(13) = 0, the missing vector components for both Darcy velocity and brine mass fraction are assigned to be zero. For MOP(13) = 3, the missing vector components are assigned to be equal to their "nearest neighbors" within the flow domain, i.e., equal to the vector components shown in solid black in Figs. 7 and 8. This option effectively causes the indirect components to be interpolated from just the two nearest neighbors within the flow domain. Mixed options can be selected with MOP(13) = 1 or 2. For MOP(13) = 1, the missing Darcy velocity components are assigned to be zero, and the missing brine mass fraction gradient components are assigned equal to their nearest neighbor values. Conversely, for MOP(13) = 2 the missing Darcy velocity components are assigned to their nearest neighbor values, while the missing brine mass fraction gradient components are set to zero.

We emphasize that the only effect of MOP(13) is to select interpolation options for the indirect vector components near the flow domain boundary, as shown in Figures 7 and 8. Furthermore, the assignment of missing vector components for interpolation is the same, regardless of whether or not the calculation domain coincides with the flow domain.

3.3 Restrictions on the Mesh

In order to make the interpolation algorithm simple and robust, the MESH must be a rectangular Y-Z grid listed by-columns as will be generated internally by TOUGH2 by appropriate specification using MESHMAKER. The nodes must be centered in the grid blocks. The feature of TOUGH2 which allows users to make grid blocks inactive by giving them zero volume and listing them at the end of the ELEME block is not compatible with T2DM. Instead, inactive grid blocks should be defined by giving them effectively infinite volumes (e.g., 1.e40 m³) by editing the MESH file. Future releases of TOUGH2 will provide more flexible options for creating inactive grid blocks. The restriction to rectangular domains should not prove limiting since any arbitrary properties and volumes
can be given to the grid blocks and their connections to create an arbitrarily shaped region of interest within a rectangular set of grid blocks.

3.4 Interface Conductivity

The molecular diffusion terms in Eqs. 5 and 6 require interface values of the product \( \phi S \tau d \). Because the molecular diffusivity \( d \) is spatially invariant, the effective conductivity term that must be approximated at each interface is actually the product \( \phi S \tau \).

We have used harmonic weighting to approximate the effective interface conductivity terms.

The harmonic weighting scheme can be derived by conservation of flux across the interface, in complete analogy to permeability weighting in Darcy flow in heterogeneous porous media. Specifically, consider two grid blocks with connection distances \( D_{1N} \) and \( D_{2N} \) (Fig. 3). If the concentration at the nodes is given by \( C_m \) and \( C_n \), we may write

\[
C_n - C_m = C_n - C_N + C_N - C_m
\]

(13)

We can furthermore write the diffusive flux at interface \( N \) as

\[
j_N = [- \rho \phi S_{\beta} \tau d \nabla C]_N = \rho_N K_N d \frac{(C_n - C_m)}{(D_{1N} + D_{2N})}
\]

(14)

where \( K_N \) is the unknown interface value of the product \( \phi S \tau \). For simplicity, we assume for the time being that the density is constant and consider only the interface conductivity term \( K_N \). Because the flux is continuous across the interface, the fluxes from \( m \) to \( N \) and from \( N \) to \( n \) are equal to the flux across the interface \( N \), \( j_N \):

\[
\rho_N d \ (C_n - C_m) = \frac{j_N}{K_N} (D_{1N} + D_{2N})
\]

(15)

\[
\rho_N d \ (C_n - C_N) = \frac{j_N}{K_n} D_{2N}
\]

(16)
Substituting Eqs. 15–17 into 13 and canceling common terms gives rise to the harmonic weighting scheme for the interface conductivity $K_N$:

$$\frac{D_{1N} + D_{2N}}{K_N} = \frac{D_{1N}}{K_m} + \frac{D_{2N}}{K_n}$$

(18a)

or

$$K_N = \frac{K_m K_n (D_{1N} + D_{2N})}{K_n D_{1N} + K_m D_{2N}}$$

(18b)

For molecular diffusion, the interface fluid density, assumed constant for simplicity in the above derivation, is taken to be the average fluid density in the two grid blocks. For hydrodynamic dispersion, upstream weighting of the interface density is used.

4. Using the Dispersion Module

4.1 Compilation

The dispersion module (T2DM) consists of a main program (TOUGH2) and eight subroutines: CYCIT, MULTI, DISF, DOT, LINEQ, OUTDF, MESHM, and GXYZ. Table 1, taken from a TOUGH2 output file, shows revised TOUGH2 routines marked with a "D", while the new subroutines for dispersion are indicated by an exclamation point. DISF is the new subroutine which calculates the dispersive flux and augments the flux term as shown in Eq. 9. There is a small companion subroutine to DISF called DOT, which calculates the components of the unit normal vector to the boundaries of the grid blocks. All of the above source codes are concatenated together as the file T2DM.
Table 1. Summary of program units in T2DM.

<table>
<thead>
<tr>
<th>UNIT</th>
<th>VERSION</th>
<th>DATE</th>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>IO</td>
<td>1.0</td>
<td>15 April 1991</td>
<td>OPEN FILES &quot;VER&quot;, &quot;MESH&quot;, &quot;INCON&quot;, &quot;GENER&quot;, &quot;SAVE&quot;, &quot;LINEQ&quot;, AND &quot;TABLE&quot;</td>
</tr>
<tr>
<td>TOUGH2</td>
<td>1.0 D</td>
<td>12 June 1992</td>
<td>MAIN PROGRAM</td>
</tr>
<tr>
<td>INPUT</td>
<td>1.0</td>
<td>11 April 1991</td>
<td>READ ALL DATA PROVIDED THROUGH FILE &quot;INPUT&quot;</td>
</tr>
<tr>
<td>MESHM</td>
<td>1.0 D</td>
<td>17 June 1992</td>
<td>EXECUTIVE ROUTINE FOR INTERNAL MESH GENERATION</td>
</tr>
<tr>
<td>GXYZ</td>
<td>1.0 D</td>
<td>30 June 1992</td>
<td>GENERATE 1, 2, OR 3-D CARTESIAN MESH</td>
</tr>
<tr>
<td>PCAR</td>
<td>1.0</td>
<td>25 March 1991</td>
<td>MAKE STRUCTURED PRINTOUT OF CARTESIAN MESH</td>
</tr>
<tr>
<td>FLOP</td>
<td>1.0</td>
<td>11 April 1991</td>
<td>CALCULATE NUMBER OF SIGNIFICANT DIGITS FOR FLOATING POINT ARITHMETIC</td>
</tr>
<tr>
<td>RFILE</td>
<td>1.0</td>
<td>23 April 1991</td>
<td>INITIALIZE DATA FROM FILES &quot;MESH&quot; OR &quot;INCON&quot;, &quot;GENER&quot;, AND &quot;INCON&quot;</td>
</tr>
<tr>
<td>CYCIT</td>
<td>1.1 D</td>
<td>05 May 1993</td>
<td>EXECUTIVE ROUTINE FOR MARCHING IN TIME</td>
</tr>
<tr>
<td>EOS</td>
<td>0.11</td>
<td>7 August 1992</td>
<td>&quot;EOS7&quot; ... THERMOPHYSICAL PROPERTIES MODULE FOR WATER/BRINE/AIR</td>
</tr>
<tr>
<td>CONVAT</td>
<td>1.0</td>
<td>22 January 1990</td>
<td>LIQUID WATER DENSITY AND INT. ENERGY AS FUNCTION OF TEMPERATURE AND PRESSURE</td>
</tr>
<tr>
<td>SAT</td>
<td>1.0</td>
<td>22 January 1990</td>
<td>STEAM TABLE EQUATION: SATURATION PRESSURE AS FUNCTION OF TEMPERATURE</td>
</tr>
<tr>
<td>VLDM</td>
<td>1.0</td>
<td>22 January 1990</td>
<td>STEAM TABLE EQUATION: SATURATION PRESSURE AS FUNCTION OF TEMPERATURE</td>
</tr>
<tr>
<td>PCAP</td>
<td>1.0</td>
<td>4 March 1991</td>
<td>CAPILLARY PRESSURE AS FUNCTION OF SATURATION</td>
</tr>
<tr>
<td>BALLA</td>
<td>1.0</td>
<td>16 July 1991</td>
<td>PERFORM SUMMARY BALANCES FOR VOLUME, MASS, AND ENERGY</td>
</tr>
<tr>
<td>MULTI</td>
<td>1.1 D</td>
<td>28 April 1993</td>
<td>ASSEMBLE ACCUM. AND FLOW TERMS, PASS OUT INFUX EVELM VALUES</td>
</tr>
<tr>
<td>DISF</td>
<td>0.7 !</td>
<td>05 May 1993</td>
<td>CALCULATE FLUX DUE TO HYDRODYNAMIC DISPERSION AND MOLECULAR DIFFUSION.</td>
</tr>
<tr>
<td>DOT</td>
<td>0.5 !</td>
<td>22 January 1993</td>
<td>MAXIMUM NUMBER OF INTERFACES (CONNECTIONS) (MNI) = 4000</td>
</tr>
<tr>
<td>LINEQ</td>
<td>1.1 D</td>
<td>05 May 1993</td>
<td>INTERFACE FOR THE LINEAR EQUATION SOLVER MA28</td>
</tr>
<tr>
<td>CONVER</td>
<td>1.0</td>
<td>4 March 1991</td>
<td>UPDATE PRIMARY VARIABLES AFTER CONVERGENCE IS ACHIEVED</td>
</tr>
<tr>
<td>OUT</td>
<td>1.0</td>
<td>1 August 1991</td>
<td>PRINT RESULTS FOR ELEMENTS, CONNECTIONS, AND SINKS/SOURCES</td>
</tr>
<tr>
<td>OUTDF</td>
<td>0.5 !</td>
<td>17 June 1992</td>
<td>PRINT OUT INTERBLOCK FLOW RATES FROM DIFFUSION AND DISPERSION</td>
</tr>
<tr>
<td>WRIFI</td>
<td>1.0</td>
<td>22 January 1990</td>
<td>AT THE COMPLETION OF A TOUGH2 RUN, WRITE PRIMARY VARIABLES ON FILE &quot;SAVE&quot;</td>
</tr>
</tbody>
</table>

The subroutines comprising T2DM must be compiled and linked in front of the standard TOUGH2 subroutines, using the EOS7 equation-of-state module for saline brines with gas (Pruess, 1991). A typical compilation and linking instruction on an IBM RS/6000, for example, will be as follows:

```
xlf -O -qautodbl=dblpad t2dm.f t2m.f t2f.f eos7.f meshm.f ma28.f
```

where the italics indicate the new dispersion module consisting of all of its source files.

During linking, warnings indicating duplicate subroutine names may appear on some
computers, but the linker will use the first subroutine with a given name†. That is the reason for linking the T2DM subroutines in front of the standard subroutines. In Appendix 1 we present a small test problem useful for checking proper installation of T2DM.

4.2 Input Formats

Input to DISF is given through the PARAM and SELEC blocks of TOUGH2 as follows:

PARAM

<table>
<thead>
<tr>
<th>format(2I2, 3I4, 24I1, 2E10.4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOITE, KDATA, MCYC, MSEC, MCYPR, (MOP(I), I = 1, 24), DIFF0, TEXP</td>
</tr>
<tr>
<td>see TOUGH report (Pruess, 1987) and informative TOUGH2 printout for description of all of the above parameters except the following:</td>
</tr>
<tr>
<td>MOP(8) specifies additional diagnostic printout from T2DM.</td>
</tr>
<tr>
<td>Amount of printout increases with larger value of MOP(8).</td>
</tr>
<tr>
<td>MOP(13) determines assignments of boundary vector components for interpolation. Affects both the flow domain boundary and calculation domain boundary identically.</td>
</tr>
<tr>
<td>0: velocity and concentration gradient vectors are zero.</td>
</tr>
<tr>
<td>1: velocity is zero; concentration gradient is nearest neighbor.</td>
</tr>
<tr>
<td>2: velocity is nearest neighbor; concentration gradient is zero.</td>
</tr>
<tr>
<td>3: velocity and concentration gradient are nearest neighbor.</td>
</tr>
</tbody>
</table>

† Some linkers produce fatal errors when encountering duplicate names. In such a case, the TOUGH2 routines of which modified versions are included in t2dm.f must be removed from the Version 1.0 TOUGH2 files.
MOP(23) handles treatment of non-direct terms in the Jacobian.

0: include non-direct terms.
1: neglect non-direct terms.

SELEC keyword to introduce a data block with reference brine, geometry and dispersion data.

SELEC.1 format(8I5)

IE(1), NGBINP(1), NGBINP(2), NGBINP(3), NFBL, NFBR, NFBT, NFBB

IE(1) set equal to 4 to read four additional data records of brine, geometry, and dispersion data.

NGBINP(1) number of grid blocks in X (must always be equal to 1).
NGBINP(2) number of grid blocks in Y.
NGBINP(3) number of grid blocks in Z.
NFBL number of the first ("left") column of grid blocks within the flow domain (defaults to 1 if zero or blank).
NFBR number of the last ("right") column of grid blocks within the flow domain (defaults to NGBINP(2) if zero or blank).
NFBT number of the first ("top") row of grid blocks within the flow domain (defaults to 1 if zero or blank).
NFBB number of the last ("bottom") row of grid blocks within the flow domain (defaults to NGBINP(3) if zero or blank).
SELEC.2 format(3E10.4)

\[ P_0, T_0, \rho_b \]

- \( P_0 \): reference pressure, Pa.
- \( T_0 \): reference temperature, °C.
- \( \rho_b \): brine density at \((P_0, T_0)\), kg m\(^{-3}\).

For \( P_0, T_0, \) and \( \rho_b \) equal to zero or blank, default values of \( P_0 = 1 \times 10^5 \) Pa, \( T_0 = 25 \) °C, \( \rho_b = 1185.1 \) kg m\(^{-3}\) will be used. If \( P_0 < 0 \), brine will have the same thermophysical properties as pure water, allowing the brine component to behave as a tracer component (see EOS7 User's Guide; Pruess, 1991).

SELEC.3 format(3E10.4)

\[ v(i), i=1,3 \]

- \( v(i) \): coefficients for salinity correction in aqueous phase viscosity (see EOS7 User's Guide; Pruess, 1991). For \( v(i) = 0 \), default values will be used. Specification of pure water in record SELEC.2 will override viscosity specifications.

SELEC.4 format(2E10.4)

\[ \text{ALPHAT, ALPHAL} \]

- \( \text{ALPHAT} \): transverse dispersivity, m.
- \( \text{ALPHAL} \): longitudinal dispersivity, m.

SELEC.5 format(6E10.4)

\[ \text{FDDIAG(NP,NK), NK=1,3; NP=1,2} \]

- \( \text{FDDIAG(NP,NK)} \): Molecular diffusivities: first parameters for three component diffusivities in phase 1, then parameters for three component
diffusivities in phase 2 (see Table 2). Note that the
tortuosity of each material in the ROCK block of the input
file must be set to some non-zero value to model molecular
diffusion effects.

Table 2. Molecular diffusivities for two phases and three components.

<table>
<thead>
<tr>
<th>phase</th>
<th>component</th>
<th>(NP,NK)</th>
<th>input</th>
<th>units</th>
</tr>
</thead>
<tbody>
<tr>
<td>gaseous</td>
<td>water</td>
<td>(1,1)</td>
<td>FDDIAG(1,1)</td>
<td>m² s⁻¹</td>
</tr>
<tr>
<td></td>
<td>brine</td>
<td>(1,2)</td>
<td>FDDIAG(1,2)</td>
<td>m² s⁻¹</td>
</tr>
<tr>
<td></td>
<td>air</td>
<td>(1,3)</td>
<td>FDDIAG(1,3)</td>
<td>m² s⁻¹</td>
</tr>
<tr>
<td>aqueous</td>
<td>water</td>
<td>(2,1)</td>
<td>FDDIAG(2,1)</td>
<td>m² s⁻¹</td>
</tr>
<tr>
<td></td>
<td>brine</td>
<td>(2,2)</td>
<td>FDDIAG(2,2)</td>
<td>m² s⁻¹</td>
</tr>
<tr>
<td></td>
<td>air</td>
<td>(2,3)</td>
<td>FDDIAG(2,3)</td>
<td>m² s⁻¹</td>
</tr>
</tbody>
</table>

5. Sample Problems

5.1 One-Dimensional Transport with Dispersion

This problem considers the one-dimensional transport of a tracer in a homogeneous
saturated porous medium with a steady flow field of 0.1 m/day pore velocity. A tracer
solute is introduced at the left-hand side, as shown in Fig. 9. Transport is by advection
and hydrodynamic dispersion. An analytical solution for this problem is given in Javandel
et al. (1984). The TOUGH2 solution of this problem is accomplished by specifying
constant pressure boundary conditions which will give rise to a steady-state flow field with
0.1 m/day pore velocity (1.157e-6 m/s). The TOUGH2 input file is shown in Fig. 10.
Note that the brine is made a tracer chemical component, with identical thermophysical
properties as pure water, by specification of the reference pressure as a negative number. Also note that in keeping with the requirements of the interpolation scheme in DISF, the domain is pseudo-one-dimensional, and actually is two grid blocks wide. Molecular diffusivity is set to zero for all components.

The MESH file was created with MESHMAKER and then edited "by hand" to give the left- and right-hand side columns of grid blocks effectively infinite volumes so that their pressures and mass fractions of solute are effectively constant. Then appropriate initial conditions are chosen such that brine is injected in the left-hand side (grid blocks A11 1 and A21 1) and the pressure difference between the left and right sides gives rise to the correct velocity field. These initial conditions are shown in the input file in Fig. 10.

Results for the transport of the brine tracer at \( t = 20 \) days are shown in Figs. 11 and 12. The analytical solution is shown by the solid lines along with results for three different discretizations (the coarse discretization of Fig. 10 and two higher-resolution grids). The data points on Figs. 11 and 12 are at the nodal points and show the values of brine concentration. Results for the three different discretizations show the expected trend toward diminished numerical dispersion and improved agreement with the analytical
Fig. 10. Input file for the one-dimensional dispersion problem.
Fig. 11. Brine concentration for one-dimensional dispersion problem at $t = 20$ days. The solid line represents the analytical result, open triangles show numerical results with the coarse (24 x 2) grid, and filled diamonds show numerical results for the fine (43 x 2) grid.
Fig. 12. One-dimensional tracer transport results at $t = 20$ days.
solution as the grid becomes finer. To check the convergence of the dispersion model as the effects of numerical dispersion are decreased, a very fine grid (112 grid blocks in Y-direction) was used for this one-dimensional problem. The calculated front at $t = 20$ days for this very fine grid is plotted in Fig. 12 and shows very good agreement with the analytical result. By using the automatic time-step control option of TOUGH2 (MOP(16)) and varying the maximum time step size through input parameter DELTMX, the effects of time discretization errors were investigated and determined to be of secondary importance relative to the space discretization errors for causing the observed numerical dispersion. Results plotted in Fig. 12 were calculated with $\text{DELTMX} = 2.e4$ seconds.
5.2 Two-Dimensional Transport with Dispersion

This problem considers the two-dimensional transport and dispersion of a tracer introduced into the left-hand side of a homogeneous isotropic, saturated porous medium with a steady-state flow field from left to right of 0.1 m/day pore velocity. The tracer is introduced along a line source of length $a = 0.5$ m as shown in Fig. 13. An analytical solution for this problem is given in Javandel et al. (1984) along with a code for calculating the tracer concentration. The two discretizations used are shown in Fig. 14. Note that the Y-direction discretization shown in Fig. 14a is the same as for the one-dimensional transport problem of Fig. 9. The input file for the two-dimensional problem is given in Fig. 15. Note that a negative reference pressure is specified in the input file (SELEC.2) making the thermophysical properties of the brine component equal to the properties of pure water. In this way, the brine is effectively a tracer component. Transverse and longitudinal dispersivities are .025 and .1 m, respectively. A maximum time step size of
Fig. 14. (a) Coarse and (b) fine discretizations for the two-dimensional tracer transport. Note that there are two columns of grid blocks on the left- and right-hand sides which are of effectively infinite volume which are not shown.
Fig. 15. Input file for the two-dimensional transport problem.
| AI1 1 | 100001.75 | 0. | 25. |
| AI0 1 | 1.E5 | 0. | 25. |
| A20 1 | 1.E5 | 0. | 25. |
| A30 1 | 1.E5 | 0. | 25. |
| A40 1 | 1.E5 | 0. | 25. |
| A50 1 | 1.E5 | 0. | 25. |
| A60 1 | 1.E5 | 0. | 25. |
| A70 1 | 1.E5 | 0. | 25. |
| A80 1 | 1.E5 | 0. | 25. |
| A90 1 | 1.E5 | 0. | 25. |
| AAO 1 | 1.E5 | 0. | 25. |
| ABO 1 | 1.E5 | 0. | 25. |
| ACO 1 | 1.E5 | 0. | 25. |
| ADO 1 | 1.E5 | 0. | 25. |
| AFO 1 | 1.E5 | 0. | 25. |
| AGO 1 | 1.E5 | 0. | 25. |
| AHO 1 | 1.E5 | 0. | 25. |
| AIO 1 | 1.E5 | 0. | 25. |

GENER----1-----2-----3-----4-----5-----6-----7
ENDCY
MESHM----1-----2-----3-----4-----5
XYZ
<table>
<thead>
<tr>
<th>Nu</th>
<th>Nu</th>
<th>Nu</th>
<th>Nu</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1.e-6</td>
<td>1.250</td>
</tr>
<tr>
<td>12</td>
<td>.25</td>
<td>.3125</td>
<td>.50</td>
</tr>
<tr>
<td>2</td>
<td>.25</td>
<td>1.e-6</td>
<td>1.625</td>
</tr>
<tr>
<td>8</td>
<td>.1</td>
<td>.375</td>
<td>.25</td>
</tr>
<tr>
<td>2</td>
<td>.5</td>
<td>3</td>
<td>1.25</td>
</tr>
</tbody>
</table>

ENDFI

Fig. 15. Input file for the two-dimensional transport problem (continued).
1.08e4 seconds was selected to diminish time discretization errors which would arise if the time step size is allowed to get very large.

The MESH file was created with MESHMAKER and subsequently edited to make the left- and right-hand side columns have effectively infinite volume so that they may remain isobaric. The pressures at each side are set to produce a pore velocity of 0.1 m/day. The optional parameter MOP(13) was set equal to 0 so that the top of the domain is effectively a plane of symmetry. The flow domain boundary is defaulted to be the same as the calculation domain boundary.

Global results from the coarse grid for the tracer concentration at \( t = 20 \) days are shown in the contour plot of Fig. 16. While Fig. 16 is qualitatively reasonable, it is difficult to rigorously compare these two-dimensional results with the analytical solution. For the purposes of rigorous comparison, one-dimensional cross-sections through the two-dimensional fields were made and are shown compared to the same cross-sections from the analytical solution in Figs. 17–19. Fig. 17 shows the tracer profile result at \( Z = -0.15 \) m (line A–A' in Fig. 16) as calculated numerically with DISF for the coarse and fine grid along with the analytical result. Note that this profile is just below the top of the domain, and the source extends to \( Z = -0.5 \) m. Just as in the one-dimensional problem, numerical dispersion occurs in the numerical result. Fig. 18 shows the tracer profile at \( Z = -0.75 \) m (B–B' in Fig. 16), just below the line source which extends from \( Z = 0 \) m to \( Z = -0.5 \) m. This profile shows the longitudinal dispersion of tracer which has dispersed transversally. Note the scale of the \( C/C_0 \) axis in Fig. 18. Shown in Fig. 19 is a profile at \( Y = 2 \) m (C–C' in Fig. 16). At \( t = 20 \) days, the front has moved approximately 2 m in the Y-direction. Thus, the C–C' profile measures the transverse dispersion which occurs. Good agreement with the analytical result is seen.
Fig. 16. Contour plot of tracer concentration at $t = 20$ days along with the cross-sections of Figs. 17–19.
Fig. 17. Tracer brine concentration profile A-A' (Z = -.15 m) for analytical and numerical calculations at $t = 20$ days.
Fig. 18. Tracer brine concentration profile B-B' (Z = -0.75 m) for analytical and numerical calculations at $t = 20$ days.
Fig. 19. Tracer brine concentration profile C-C' (Y = 2 m) for analytical and numerical calculations at t = 20 days.
5.3 Two-Dimensional Brine Transport with Variable Density

In order to demonstrate further capabilities of T2DM along with an example of the practical procedures used in T2DM for setting up a typical dispersion problem, we present here the results of a problem of two-dimensional hydrodynamic dispersion with variable density. This example problem closely resembles problem 1.5 of the Hydrocoin code verification study (Andersson et al., 1986; The International Hydrocoin Project, Level 3, 1992) and considers the saturated flow of groundwater over a salt dome including the effects of variable density due to brine concentration. In the problem, fresh water enters from the top boundary on the left-hand side, flows past a source of dense brine at the bottom, and then flows out through the top boundary on the right-hand side (Fig. 20). In the original problem specification (Andersson et al., 1986), the brine source is situated at the bottom along a boundary where the velocity is specified as being zero. In the absence of molecular diffusion, hydrodynamic dispersion would not be capable of picking up any of this brine if the flow velocity were identically zero at the boundary where the brine source is located. In this example, we will demonstrate the use of the flow domain boundary option to model this bottom boundary condition.

The model domain and discretization are shown in Fig. 20 along with the top pressure boundary condition that provides the driving force for the flow. The grid has 30 x 20 = 600 blocks with ΔY = 30 m, and ΔZ = 15 m. For the purpose of representing boundary conditions, the grid has two additional rows of blocks, one at the top and one at the bottom, that are too thin (ΔZ = 1.e-6 m) to appear in Fig. 20. Grid generation with the MESHMAKER facility is made prior to the simulation, and the grid is edited "by hand" to implement the desired boundary conditions. The thin grid blocks along the top are assigned very large volumes (> 1.e40 m³) and therefore their initial conditions remain time-invariant, making these grid blocks effectively inactive. The inactive top row of grid blocks maintains the linear pressure profile of Fig. 20. Specification of arbitrary grid block
Fig. 20. Variable density brine flow and dispersion problem. (a) Top pressure boundary condition. (b) Schematic of flow domain, with top and bottom boundary blocks shown filled by diagonal lines. (c) Flow domain discretization of 30 x 20 blocks with $\Delta Y = 30$ m and $\Delta Z = 15$ m. Grid blocks that are very small or outside the flow domain are not shown.
volumes and interfacial areas allows the modeling of a brine source \((C = 1)\) along one portion of the bottom row and a no flux \((dC/dZ = 0)\) boundary condition in the remaining parts. Specifically, the grid blocks in the bottom row (below \(Z = -300\) m) are given effectively infinite volume in the region \(300\) m < \(Y < 600\) m so that the initial concentration of the brine source \((C = 1)\) will remain constant in those blocks. The interfacial areas of these grid blocks are unaltered in the CONNE block of the MESH file. The grid block volumes in the remaining parts of the bottom row retain their original volumes, but their interfacial areas for connections to grid blocks in the second-to-last row are set equal to zero in the CONNE block of the MESH file. This implements a "no-flow" boundary at the bottom for \(0 < Y < 300\) m and \(600 < Y < 900\) m. The interface areas between the grid blocks in the last row at the boundary between the brine source and the regions \(Y < 300\) m and \(Y > 600\) m are also set to zero in the CONNE block to prevent brine from leaving the brine source in the horizontal \((Y)\) direction.

The input file for this example problem is shown in Fig. 21. The option MOP(13) = 3 is used to specify nearest-neighbor values for velocities and concentration gradients at boundaries. The option NFBB = 21 identifies the row of grid blocks from \(Z = -285\) m to \(Z = -300\) m as the last row of grid blocks within the flow domain. In this way, we can obtain finite velocities at the interface to the \(C = 1\) brine boundary, which is essential for creating a flux due to transversal dispersion across the boundary. The input for MESHMAKER is included in the input file. Changes to the mesh file as generated by MESHMAKER are made with a text editor as described above. The top row is rock type TOP, the bottom row is rock type BOTT and the rest of the domain is type FINE. The parameters used are approximately those specified in the Hydrocoin 1.5 problem (shown in Table 3), the exceptions being that realistic internally calculated thermophysical properties of water (viscosity and density) are used in TOUGH2 rather than the arbitrary approximations specified for the Hydrocoin 1.5 problem. Initial conditions were zero velocity and fresh water everywhere except in the brine source grid blocks which contain pure brine.
By setting the viscosity coefficients equal to 1.e-19, we forced isoviscous conditions as specified in the Hydrocoin 1.5 problem. No specification of relative permeability and capillary pressure data is needed, as the flow system remains in single-phase liquid conditions throughout. Pressure initial conditions at the top boundary were generated in a separate simulation run involving only the grid blocks in domain TOP. For this, standard TOUGH2 was used with two inactive grid blocks with zero nodal distance attached to the top row on each end (to blocks A111 and A1U 1), with pressures of 2.e5 Pa and 1.e5 Pa. Pressures in this one-dimensional row were then run to steady state, and the resulting conditions were transferred from disk file SAVE to the INCON data block.

Steady-state results for the problem are shown in Fig. 22. The calculated results show that fresh water picks up saline brine from the bottom brine boundary by hydrodynamic dispersion. Advection and dispersion then transport the plume of salty water generally from left to right. Our results have some similarities but also important differences to previous work by Herbert et al. (1988). Further discussion is presented in Oldenburg and Pruess (1993).

<table>
<thead>
<tr>
<th>symbol</th>
<th>quantity</th>
<th>value</th>
<th>units</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi )</td>
<td>porosity</td>
<td>.2</td>
<td>–</td>
</tr>
<tr>
<td>( k )</td>
<td>permeability</td>
<td>1.e-12</td>
<td>m²</td>
</tr>
<tr>
<td>( \mu )</td>
<td>viscosity</td>
<td>8.9e-4</td>
<td>Pa s</td>
</tr>
<tr>
<td>( \rho )</td>
<td>brine density</td>
<td>1.2e3</td>
<td>kg m⁻³</td>
</tr>
<tr>
<td>( g )</td>
<td>gravity</td>
<td>9.80665</td>
<td>m s⁻²</td>
</tr>
<tr>
<td>( \alpha_T )</td>
<td>transverse dispersivity</td>
<td>2.</td>
<td>m</td>
</tr>
<tr>
<td>( \alpha_L )</td>
<td>longitudinal dispersivity</td>
<td>20.</td>
<td>m</td>
</tr>
<tr>
<td>( d )</td>
<td>molecular diffusivity</td>
<td>0.</td>
<td>m² s⁻¹</td>
</tr>
</tbody>
</table>
Fig. 21. Input file for the variable density dispersion problem.
Fig. 21. Input file for the variable density dispersion problem (continued).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1H</td>
<td>.20000000E+00</td>
<td>.14500000000E+06</td>
<td>.00000000000E-09</td>
<td>.250000000000E+02</td>
</tr>
<tr>
<td>A1I</td>
<td>.20000000E+00</td>
<td>.141667315038E+06</td>
<td>.00000000000E-09</td>
<td>.250000000000E+02</td>
</tr>
<tr>
<td>A1J</td>
<td>.20000000E+00</td>
<td>.138333973160E+06</td>
<td>.00000000000E-09</td>
<td>.250000000000E+02</td>
</tr>
<tr>
<td>A1K</td>
<td>.20000000E+00</td>
<td>.135000653008E+06</td>
<td>.00000000000E-09</td>
<td>.250000000000E+02</td>
</tr>
<tr>
<td>A1L</td>
<td>.20000000E+00</td>
<td>.131667314921E+06</td>
<td>.00000000000E-09</td>
<td>.250000000000E+02</td>
</tr>
<tr>
<td>A1M</td>
<td>.20000000E+00</td>
<td>.128333996939E+06</td>
<td>.00000000000E-09</td>
<td>.250000000000E+02</td>
</tr>
<tr>
<td>A1N</td>
<td>.20000000E+00</td>
<td>.125006184944E+06</td>
<td>.00000000000E-09</td>
<td>.250000000000E+02</td>
</tr>
<tr>
<td>A1O</td>
<td>.20000000E+00</td>
<td>.121667261052E+06</td>
<td>.00000000000E-09</td>
<td>.250000000000E+02</td>
</tr>
<tr>
<td>A1P</td>
<td>.20000000E+00</td>
<td>.118333899223E+06</td>
<td>.00000000000E-09</td>
<td>.250000000000E+02</td>
</tr>
<tr>
<td>A1Q</td>
<td>.20000000E+00</td>
<td>.115000053104E+06</td>
<td>.00000000000E-09</td>
<td>.250000000000E+02</td>
</tr>
<tr>
<td>A1R</td>
<td>.20000000E+00</td>
<td>.111667156975E+06</td>
<td>.00000000000E-09</td>
<td>.250000000000E+02</td>
</tr>
<tr>
<td>A1S</td>
<td>.20000000E+00</td>
<td>.108333777110E+06</td>
<td>.00000000000E-09</td>
<td>.250000000000E+02</td>
</tr>
<tr>
<td>A1T</td>
<td>.20000000E+00</td>
<td>.105000391452E+06</td>
<td>.00000000000E-09</td>
<td>.250000000000E+02</td>
</tr>
<tr>
<td>A1U</td>
<td>.20000000E+00</td>
<td>.101667000000E+06</td>
<td>.00000000000E-09</td>
<td>.250000000000E+02</td>
</tr>
<tr>
<td>A1V</td>
<td>.20000000E+00</td>
<td>.300000000000E+00</td>
<td>.00000000000E-09</td>
<td>.250000000000E+02</td>
</tr>
<tr>
<td>A1W</td>
<td>.20000000E+00</td>
<td>.300000000000E+00</td>
<td>.00000000000E-09</td>
<td>.250000000000E+02</td>
</tr>
<tr>
<td>A1X</td>
<td>.20000000E+00</td>
<td>.300000000000E+00</td>
<td>.00000000000E-09</td>
<td>.250000000000E+02</td>
</tr>
<tr>
<td>A1Y</td>
<td>.20000000E+00</td>
<td>.300000000000E+00</td>
<td>.00000000000E-09</td>
<td>.250000000000E+02</td>
</tr>
<tr>
<td>A1Z</td>
<td>.20000000E+00</td>
<td>.300000000000E+00</td>
<td>.00000000000E-09</td>
<td>.250000000000E+02</td>
</tr>
</tbody>
</table>

Fig. 21. Input file for the variable density dispersion problem (continued).
AMH 1 .20000000E+00
.3000000000000E+07 .1000000000000E+01 .2500000000000E+02
AMI 1 .20000000E+00
.3000000000000E+07 .1000000000000E+01 .2500000000000E+02
AMT 1 .20000000E+00
.3000000000000E+07 .1000000000000E+01 .2500000000000E+02
AMX 1 .20000000E+00
.3000000000000E+07 .1000000000000E+01 .2500000000000E+02
AML 1 .20000000E+00
.3000000000000E+07 .1000000000000E-09 .2500000000000E+02
AMM 1 .20000000E+00
.3000000000000E+07 .1000000000000E-09 .2500000000000E+02
AMN 1 .20000000E+00
.3000000000000E+07 .1000000000000E-09 .2500000000000E+02
AMO 1 .20000000E+00
.3000000000000E+07 .1000000000000E-09 .2500000000000E+02
AMP 1 .20000000E+00
.3000000000000E+07 .1000000000000E-09 .2500000000000E+02
AMQ 1 .20000000E+00
.3000000000000E+07 .1000000000000E-09 .2500000000000E+02
AMR 1 .20000000E+00
.3000000000000E+07 .1000000000000E-09 .2500000000000E+02
AMS 1 .20000000E+00
.3000000000000E+07 .1000000000000E-09 .2500000000000E+02
AMT 1 .20000000E+00
.3000000000000E+07 .1000000000000E-09 .2500000000000E+02
AMU 1 .20000000E+00
.3000000000000E+07 .1000000000000E-09 .2500000000000E+02

ENDCY----1-----2-----3-----4-----5-----6-----7-----8
MS36M----1-----2-----3-----4-----5
XYZ
  0.
NX  1  1.
NY  30  30.
NZ  1  2.e-06
NZ  20  15.
NZ  1  1.e-06

ENDFI----1-----2-----3-----4-----5-----6-----7-----8

Fig. 21. Input file for the variable density dispersion problem (continued).
Fig. 22. Results for the variable density dispersion problem. Plot shows vectors of Darcy velocity and contours of brine mass fraction.
6. Final Notes

This final section serves as a reiteration of important information necessary to use T2DM, the dispersion module for TOUGH2.

- The dispersion module T2DM requires that the MESH file represent a two-dimensional Y-Z grid, have grid blocks in their correct physical positions, be ordered by-columns, and be at least 2 grid blocks on each side (Y and Z). The MESH must have grid-block-centered nodes.
- The user must input the number of grid blocks in each direction of the MESH. This is done in the SELEC block of the TOUGH2 input file. The number of grid blocks in the X-direction must always be 1.
- The two-dimensional section modeled is always a Y-Z section; users will set the gravitational acceleration equal to zero to model the horizontal plane.
- In order to model molecular diffusion effects, the tortuosity factor for the material must be included in the ROCK block in the input file. If not specified, the tortuosity will default to zero and no molecular diffusion will occur regardless of the molecular diffusivity entered in the SELEC block.
- The option MOP(8) controls diagnostic printout from DISF, with increasing values producing larger and more detailed printout from DISF. Normally, MOP(8) will be defaulted to zero.
- MOP(13) selects several options for the composition gradient vector and the Darcy velocity vector at the flow domain boundary. Typical problems will use MOP(13) = 3, for composition gradient and Darcy velocity vector to be nearest neighbor. This option affects only interpolated vector components.
- MOP(23) handles the treatment of non-direct terms in the Jacobian matrix. If MOP(23) = 1, the influence of neighbor grid blocks is ignored and the Jacobian matrix will be slightly less accurate although significantly sparser.
(fewer non-zero values), making the linear equation solution faster. If MOP(23) = 0 (the default), the full Jacobian is used. Using the full Jacobian will allow larger time steps, especially in strongly-coupled flow problems.

In DISF, array dimensioning for the maximum number of interfaces (connections), grid blocks in the Y-direction, and grid blocks in the Z-direction is made with the parameters MNI, MNYY, and MNZZ, respectively. These parameters can be changed in the DISF subroutine by editing the parameter statement near the top of the DISF subroutine, as well as in the DOT subroutine for parameter MNI. The values selected for the dimensioning parameters are printed on output on the page with header "Summary of Program Units Used."
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Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>length of line source</td>
<td>m</td>
</tr>
<tr>
<td>$d$</td>
<td>molecular diffusivity</td>
<td>m$^2$ s$^{-1}$</td>
</tr>
<tr>
<td>$C$</td>
<td>concentration</td>
<td>kg m$^{-3}$</td>
</tr>
<tr>
<td>$D$</td>
<td>connection distance</td>
<td>m</td>
</tr>
<tr>
<td>$D$</td>
<td>dispersion coefficient</td>
<td>m$^2$ s$^{-1}$</td>
</tr>
<tr>
<td>$\overline{D}$</td>
<td>dispersion tensor</td>
<td>m$^2$ s$^{-1}$</td>
</tr>
<tr>
<td>$e$</td>
<td>grid block to the east</td>
<td></td>
</tr>
<tr>
<td>$E$</td>
<td>interface to the east</td>
<td></td>
</tr>
<tr>
<td>$g$</td>
<td>acceleration of gravity vector</td>
<td>m s$^{-2}$</td>
</tr>
<tr>
<td>$F$</td>
<td>Darcy flux vector</td>
<td>kg m$^2$ s$^{-1}$</td>
</tr>
<tr>
<td>$j$</td>
<td>diffusive flux</td>
<td>kg m$^2$ s$^{-1}$</td>
</tr>
<tr>
<td>$k$</td>
<td>permeability</td>
<td>m$^2$</td>
</tr>
<tr>
<td>$k_r$</td>
<td>relative permeability</td>
<td></td>
</tr>
<tr>
<td>$K$</td>
<td>effective conductivity term $\phi S$</td>
<td></td>
</tr>
<tr>
<td>$M$</td>
<td>mass accumulation term</td>
<td>kg m$^{-3}$</td>
</tr>
<tr>
<td>MNCON</td>
<td>Maximum number of connections (interfaces)</td>
<td></td>
</tr>
</tbody>
</table>
n  grid block to the north
n  outward unit normal vector
N  interface to the north
NEQ  number of equations per grid block
NK  number of mass components (species)
NPH  maximum number of phases present
P  pressure  Pa
q  source term  kg m\(^{-3}\) s\(^{-1}\)
s  grid block to the south
S  interface to the south
S  phase saturation
t  time  days
v  coefficients of viscosity (see EOS7 report)
u  magnitude of the Darcy velocity vector  m s\(^{-1}\)
u  Darcy velocity vector  m s\(^{-1}\)
V  volume  m\(^3\)
U  Y-component of Darcy velocity  m s\(^{-1}\)
w  grid block to the west
W  interface to the west
X  mass fraction
Y  Y-coordinate
Z  Z-coordinate
Greek symbols
\(\alpha\)  intrinsic dispersivity  m
\(\Gamma\)  surface area  m\(^2\)
\(\mu\)  dynamic viscosity  kg m\(^{-1}\) s\(^{-1}\)
\(\phi\)  porosity
\( \rho \) \hspace{1cm} \text{density} \hspace{1cm} \text{kg m}^{-3} \\
\( \tau \) \hspace{1cm} \text{tortuosity} \\

Subscripts and superscripts

\( g \) \hspace{1cm} \text{gas} \\
\( l \) \hspace{1cm} \text{liquid} \\
\( L \) \hspace{1cm} \text{longitudinal} \\
\( 0 \) \hspace{1cm} \text{reference value} \\
\( T \) \hspace{1cm} \text{transverse} \\
\( \beta \) \hspace{1cm} \text{phase} \\
\( \kappa \) \hspace{1cm} \text{mass components}
Appendix 1. A Diagnostic Test Problem

We present here the input file and output from one time step of a small test problem (rdis1). The problem has no specific physical significance, but it is useful for verifying correct installation of T2DM and documenting the subroutine calling sequence, as well as showing how the dispersion module interpolates the vector components of Darcy velocity and concentration gradients onto the interfaces. The input file is shown in Fig. 23 and the discretization produced with MESHMAKER is shown in Fig. 24. In the problem, the grid blocks are assigned non-equilibrium pressures and brine mass fractions in the INCON block that produce advective flow which gives rise to dispersive fluxes.

Several pages from the printout produced in the one time step simulation run are reproduced in Figs. 25a–f. The self-documentation shown in Fig. 25b is generated on the first call to DISF and summarizes the selected dispersion parameters. The diagnostic printout in Fig. 25c (generated by setting MOP(8) equal to 9) shows the Darcy velocity and concentration gradient vector components at the interfaces between grid blocks. The printout showing the mass fraction of brine and the mass flow rates is shown in Fig. 25d. The mass flow rates shown here are due to advection only. In Fig. 25e are shown the mass flow rates due to dispersion. Finally, Fig. 25f shows the subroutines called and the calling sequence. Users should be able to reproduce these run results upon execution of T2DM using the rdis1 input file following successful compilation and linking of T2DM.
**rdis1** ... small problem for testing dispersion module  
**MESHMAKER1**

```
XYZ

NX  1  1.
NY  3  1.  3.  9.
NZ  3  2.  4.  8.
```

```
ROCKS--1--2--3--4--5--6--7--8
FINE 2  2650.  .10  1.e-12  1.e-12  1.e-12  1.e-12  1.8  1030.
      1.  0.  0.  1.  1.
      1  0.e6  0.  1.
```

```
START--1--2--3--4--5--6--7--8
PARAM--1--2--3--4--5--6--7--8
   3  1  11  09  0001  40  0
      1.e-9
      1.E-05  1.E-05
      1.e5  .00
      25.
```

```
MULTI--1--2--3--4--5--6--7--8
   2  2  2  6
```

*** Data block 'SELEC' for equation-of-state and dispersion module parameters ***

```
SELEC contains 5 records:

1. 8 integer variables in FORMAT(8I5); the variables are:
   IB(1) = 4, to instruct reading of 4 additional records
   with floating point numbers in 8E10.4 format.
   NGBINF(1) = 1, number of grid blocks in X.
   NGBINF(2): number of grid blocks in Y; must be 2 or larger.
   NGBINF(3): number of grid blocks in Z; must be 2 or larger.
   NFBFL: number of first (left) column of grid blocks in flow domain.
   NFFBR: number of last (right) column of grid blocks in flow domain.
   NFBT: number of first (top) row of grid blocks in flow domain.
   NFBB: number of last (bottom) row of grid blocks in flow domain.

Records 2 and 3 supply optional thermophysical property parameters
for brine.

2. P0, reference pressure, in Pa
   TO, reference temperature, in deg-C
   DB, brine density at (P0, TO), in kg/m^3

   If any of the three parameters are set equal to zero or left
   blank, default values will be used, as follows: P0 = 1.e5 Pa,
   TO = 25 deg-C, DB = 1185.1 kg/m^3.
   Assignment of P0 < 0 will result in brine properties being
   identical to pure water.

3. VCO(1)  Coefficients for salinity correction in aqueous phase
           VCO(2)  viscosity. Default values will be used if these
           VCO(3)  coefficients are assigned zero or blank.
```

Fig. 23. Input file for the rdis1 test problem.
4. ALPHAT, transverse dispersivity, in m
ALPHAL, longitudinal dispersivity, in m

5. FDDIAG(NP,NK), NK = 1,3; NP = 1,2
Read 6 molecular diffusivity parameters; first three parameters
for the gas phase and the components 1-water, 2-brine, 3-air;
then three parameters for the three component diffusivities in
the aqueous phase.

SELEC 4 1 3 3

.01 0.e-6 0.e-6 0.e-6 0.e-6 0.e-6
GENER 4 1 3 3 3

INCON 4 1 3 3 3 3 3 3

A11 1.10e5 0.9 25.
A21 1.07e5 0.7 25.
A31 1.03e5 0.3 25.
A12 1.01e5 0.1 25.
A22 1.05e5 0.5 25.
A32 1.06e5 0.6 25.
A13 1.04e5 0.4 25.
A23 1.02e5 0.2 25.
A33 1.00e5 0.0 25.

Fig. 23. Input file for the rdis1 test problem (continued).
Fig. 24. Discretized domain for the rdis1 test problem.
TOUGH2 IS A PROGRAM FOR MULTIPHASE MULTICOMPONENT FLOW IN PERMEABLE MEDIA, INCLUDING HEAT FLOW.
IT IS A MEMBER OF THE MULKOM FAMILY OF CODES, DEVELOPED BY KARSTEN PRUESS AT LAWRENCE BERKELEY LABORATORY.

PARAMETERS FOR FLEXIBLE DIMENSIONING OF MAJOR ARRAYS (MAIN PROGRAM) ARE AS FOLLOWS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNEL = 2000</td>
<td></td>
</tr>
<tr>
<td>MNCON = 12000</td>
<td></td>
</tr>
<tr>
<td>MNB = 6</td>
<td></td>
</tr>
<tr>
<td>MNOGN = 50</td>
<td></td>
</tr>
<tr>
<td>MGTAB = 2000</td>
<td></td>
</tr>
<tr>
<td>MNZ = 234000</td>
<td></td>
</tr>
<tr>
<td>LIRN = 468000</td>
<td></td>
</tr>
<tr>
<td>LICN = 936000</td>
<td></td>
</tr>
</tbody>
</table>

SUMMARY OF DISK FILES
FILE *VERS* EXISTS --- OPEN AS AN OLD FILE
FILE *MESH* EXISTS --- OPEN AS AN OLD FILE
FILE *INCON* EXISTS --- OPEN AS AN OLD FILE
FILE *GENER* EXISTS --- OPEN AS AN OLD FILE
FILE *SAVE* EXISTS --- OPEN AS AN OLD FILE
FILE *LINEO* EXISTS --- OPEN AS AN OLD FILE
FILE *TABLE* EXISTS --- OPEN AS AN OLD FILE

PROBLEM TITLE: *rdis1* ... small problem for testing dispersion module

Fig. 25a. First page of printout for the rdis1 test problem.
DISF: CALCULATES FLUX DUE TO HYDRODYNAMIC DISPERSION AND MOLECULAR DIFFUSION.

---Y---

TWO-DIMENSIONAL GEOMETRY IS ASSUMED (Y-Z MESH ORDERED BY COLUMNS):

---N---

INTERFACE (CONNECTION)

---S---

IN ORDER TO CALCULATE DISPERSE FLUXES ACROSS EACH INTERFACE, THE DARCY VELOCITY AND CONCENTRATION GRADIENT VECTORS ARE REQUIRED AT EACH INTERFACE. ONE COMPONENT OF THE DARCY VELOCITY VECTOR IS KNOWN DIRECTLY AND ONE COMPONENT OF THE CONCENTRATION GRADIENT VECTOR CAN BE CALCULATED DIRECTLY. THE OTHER COMPONENTS MUST BE INTERPOLATED. THESE ARE REFERRED TO AS THE DIRECT AND INTERPOLATED COMPONENTS, RESPECTIVELY.

FOR EXAMPLE, IN THE ABOVE FIGURE THERE ARE TWO CONNECTED GRID BLOCKS (N1, N2) AND FOUR NEIGHBOR GRID BLOCKS (N3, N4, N5, N6). THE DIRECT COMPONENTS OF THE DARCY VELOCITY AND CONCENTRATION GRADIENT VECTORS ARE INTERPOLATED FROM THE FOUR NEIGHBORING INTERFACES (N, NE, S, SE) ONTO THE INTERFACE (N) WHERE INDIRECT COMPONENTS ARE NEEDED. MOP(13) IS USED TO CONTROL INTERPOLATION ONTO INTERFACES NEAR FLOW BOUNDARIES THAT MAY NOT HAVE FOUR NEIGHBOR INTERFACES. THE DIRECT COMPONENTS ARE ALWAYS USED WHERE THEY ARE AVAILABLE.

GEOMETRIC PARAMETERS SELECTED THROUGH INPUT FILE:

- NUMBER OF GRID BLOCKS IN X, Y, AND Z DIRECTIONS (NGB(1), NGB(2), NGB(3)): [1, 3, 3]
- FIRST COLUMN OF GRID BLOCKS ON THE LEFT SIDE WITHIN THE FLOW DOMAIN (NFBL): [1]
- LAST COLUMN OF GRID BLOCKS ON THE RIGHT SIDE WITHIN THE FLOW DOMAIN (NFBR): [3]
- FIRST ROW OF GRID BLOCKS ON THE TOP WITHIN THE FLOW DOMAIN (NFBT): [1]
- LAST ROW ON THE BOTTOM WITHIN THE FLOW DOMAIN (NFBB): [3]

DIMENSIONING USED IN DISF: (NB. MNI MUST ALSO BE DIMENSIONED AS BELOW IN SUBROUTINE DOT)

- MAXIMUM NUMBER OF INTERFACES (CONNECTIONS) (MNI): 4000
- MAXIMUM NUMBER OF GRID BLOCKS IN Y-DIRECTION (MNYY): 41
- MAXIMUM NUMBER OF GRID BLOCKS IN Z-DIRECTION (MNZZ): 41

DISPERSION PARAMETERS SELECTED THROUGH INPUT FILE:

- TRANSVERSE DISPERSIVITY (ALPHAT): 0.0100 M
- LONGITUDINAL DISPERSIVITY (ALPHAL): 0.1000 M

MOLECULAR DIFFUSIVITY OF WATER, BRINE, AND AIR THROUGH THE GASEOUS AND AQUEOUS PHASES, RESPECTIVELY [FEDIAI(PHASE,COMP)] [M**2/S]:

- PHASE COMP PHASE COMP PHASE COMP PHASE COMP PHASE COMP
- -1- -1- -1- -2- -1- -3- -2- -1- -2- -2- -3- -2- -3- .00000E+00 .00000E+00 .00000E+00 .00000E+00 .00000E+00 .00000E+00 .00000E+00 .00000E+00

Fig. 25b. Self-documentation printout generated by DISF showing dispersion parameters selected.
SUBROUTINE DISF

DARCY VELOCITIES AT CONNECTIONS (INTERFACES)
Vector components are referred to global coordinates, pointing away from the first grid block in a connection.

<table>
<thead>
<tr>
<th>INDEX</th>
<th>ELEM1</th>
<th>ELEM2</th>
<th>PHASE 1</th>
<th>PHASE 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>DARCY VELOC. (H/S)</td>
<td>DARCY VELOC. (H/S)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Y-COMP.</td>
<td>Z-COMP.</td>
</tr>
<tr>
<td>1</td>
<td>A11</td>
<td>A12</td>
<td>.0000E+00</td>
<td>.0000E-00</td>
</tr>
<tr>
<td>2</td>
<td>A11</td>
<td>A21</td>
<td>.0000E+00</td>
<td>.0000E-00</td>
</tr>
<tr>
<td>3</td>
<td>A21</td>
<td>A22</td>
<td>.0000E+00</td>
<td>.0000E-00</td>
</tr>
<tr>
<td>4</td>
<td>A21</td>
<td>A31</td>
<td>.0000E+00</td>
<td>.0000E-00</td>
</tr>
<tr>
<td>5</td>
<td>A31</td>
<td>A32</td>
<td>.0000E+00</td>
<td>.0000E-00</td>
</tr>
<tr>
<td>6</td>
<td>A12</td>
<td>A13</td>
<td>.0000E+00</td>
<td>.0000E-00</td>
</tr>
<tr>
<td>7</td>
<td>A12</td>
<td>A22</td>
<td>.0000E+00</td>
<td>.0000E-00</td>
</tr>
<tr>
<td>8</td>
<td>A22</td>
<td>A23</td>
<td>.0000E+00</td>
<td>.0000E-00</td>
</tr>
<tr>
<td>9</td>
<td>A22</td>
<td>A32</td>
<td>.0000E+00</td>
<td>.0000E-00</td>
</tr>
<tr>
<td>10</td>
<td>A31</td>
<td>A32</td>
<td>.0000E+00</td>
<td>.0000E-00</td>
</tr>
<tr>
<td>11</td>
<td>A13</td>
<td>A32</td>
<td>.0000E+00</td>
<td>.0000E-00</td>
</tr>
<tr>
<td>12</td>
<td>A23</td>
<td>A32</td>
<td>.0000E+00</td>
<td>.0000E-00</td>
</tr>
</tbody>
</table>

CONCENTRATION GRADIENTS AT CONNECTIONS (INTERFACES)

<table>
<thead>
<tr>
<th>INDEX</th>
<th>ELEM1</th>
<th>ELEM2</th>
<th>PHASE=1, K=1</th>
<th>PHASE=1, K=2</th>
<th>PHASE=2, K=1</th>
<th>PHASE=2, K=2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>DC1/DY</td>
<td>DC1/DZ</td>
<td>DC2/DY</td>
<td>DC2/DZ</td>
</tr>
<tr>
<td>1</td>
<td>A11</td>
<td>A12</td>
<td>.0000E+00</td>
<td>.0000E+00</td>
<td>.0000E+00</td>
<td>.0000E-00</td>
</tr>
<tr>
<td>2</td>
<td>A11</td>
<td>A21</td>
<td>.0000E+00</td>
<td>.0000E+00</td>
<td>.0000E+00</td>
<td>.0000E-00</td>
</tr>
<tr>
<td>3</td>
<td>A21</td>
<td>A31</td>
<td>.0000E+00</td>
<td>.0000E+00</td>
<td>.0000E+00</td>
<td>.0000E-00</td>
</tr>
<tr>
<td>4</td>
<td>A21</td>
<td>A32</td>
<td>.0000E+00</td>
<td>.0000E+00</td>
<td>.0000E+00</td>
<td>.0000E-00</td>
</tr>
<tr>
<td>5</td>
<td>A31</td>
<td>A32</td>
<td>.0000E+00</td>
<td>.0000E+00</td>
<td>.0000E+00</td>
<td>.0000E-00</td>
</tr>
<tr>
<td>6</td>
<td>A12</td>
<td>A13</td>
<td>.0000E+00</td>
<td>.0000E+00</td>
<td>.0000E+00</td>
<td>.0000E-00</td>
</tr>
<tr>
<td>7</td>
<td>A12</td>
<td>A22</td>
<td>.0000E+00</td>
<td>.0000E+00</td>
<td>.0000E+00</td>
<td>.0000E-00</td>
</tr>
<tr>
<td>8</td>
<td>A22</td>
<td>A23</td>
<td>.0000E+00</td>
<td>.0000E+00</td>
<td>.0000E+00</td>
<td>.0000E-00</td>
</tr>
<tr>
<td>9</td>
<td>A22</td>
<td>A32</td>
<td>.0000E+00</td>
<td>.0000E+00</td>
<td>.0000E+00</td>
<td>.0000E-00</td>
</tr>
<tr>
<td>10</td>
<td>A32</td>
<td>A33</td>
<td>.0000E+00</td>
<td>.0000E+00</td>
<td>.0000E+00</td>
<td>.0000E-00</td>
</tr>
<tr>
<td>11</td>
<td>A13</td>
<td>A23</td>
<td>.0000E+00</td>
<td>.0000E+00</td>
<td>.0000E+00</td>
<td>.0000E-00</td>
</tr>
<tr>
<td>12</td>
<td>A23</td>
<td>A33</td>
<td>.0000E+00</td>
<td>.0000E+00</td>
<td>.0000E+00</td>
<td>.0000E-00</td>
</tr>
</tbody>
</table>

Fig. 25c. Darcy velocities and concentration gradients at the interfaces (connections).
Fig. 25d. Field variables and mass flow rates for the rdis1 test problem.
Fig. 25e. Changes in primary variables and the dispersive flow rates for the rdisl test problem.
**SUMMARY OF PROGRAM UNITS USED**

<table>
<thead>
<tr>
<th>UNIT</th>
<th>VERSION</th>
<th>DATE</th>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>IO</td>
<td>1.0</td>
<td>15 APRIL  1991</td>
<td>OPEN FILES &quot;VURS&quot;, &quot;MESH&quot;, &quot;INCON&quot;, &quot;GENER&quot;, &quot;SAVE&quot;, &quot;LINEQ&quot;, AND &quot;TABLE&quot;</td>
</tr>
<tr>
<td>TOUGH2</td>
<td>1.0 D</td>
<td>12 JUNE 1992</td>
<td>MAIN PROGRAM</td>
</tr>
<tr>
<td>INPUT</td>
<td>1.0</td>
<td>11 APRIL 1991</td>
<td>READ ALL DATA PROVIDED THROUGH FILE &quot;INPUT&quot;</td>
</tr>
<tr>
<td>MESHM</td>
<td>1.0 D</td>
<td>17 JUNE 1992</td>
<td>EXECUTIVE ROUTINE FOR INTERNAL MESH GENERATION</td>
</tr>
<tr>
<td>GKYZ</td>
<td>1.0 D</td>
<td>30 JUNE 1992</td>
<td>GENERATE 1, 2, OR 3-D CARTESIAN MESH</td>
</tr>
<tr>
<td>FCAR</td>
<td>1.0</td>
<td>25 MARCH 1991</td>
<td>MAKE STRUCTURED PRINTOUT OF CARTESIAN MESH</td>
</tr>
<tr>
<td>FLOP</td>
<td>1.0</td>
<td>11 APRIL 1991</td>
<td>CALCULATE NUMBER OF SIGNIFICANT DIGITS FOR FLOATING POINT ARITHMETIC</td>
</tr>
<tr>
<td>RFILE</td>
<td>1.0</td>
<td>23 APRIL 1991</td>
<td>INITIALIZE DATA FROM FILES &quot;MESH&quot; OR &quot;MINC&quot;, &quot;GENER&quot;, AND &quot;INCON&quot;</td>
</tr>
<tr>
<td>CYCIT</td>
<td>1.1 D</td>
<td>05 MAY 1993</td>
<td>EXECUTIVE ROUTINE FOR MARCHING IN TIME</td>
</tr>
<tr>
<td>EGS</td>
<td>0.11</td>
<td>7 AUGUST 1992</td>
<td>&quot;EGS&quot; ... THERMOPHYSICAL PROPERTIES MODULE FOR WATER/BRINE/AIR</td>
</tr>
<tr>
<td>CONAT</td>
<td>1.0</td>
<td>22 JANUARY 1990</td>
<td>LIQUID WATER DENSITY AND INT. ENERGY AS FUNCTION OF TEMPERATURE AND PRESSURE</td>
</tr>
<tr>
<td>SAT</td>
<td>1.0</td>
<td>22 JANUARY 1990</td>
<td>STEAM TABLE EQUATION; SATURATION PRESSURE AS FUNCTION OF TEMPERATURE</td>
</tr>
<tr>
<td>VISW</td>
<td>1.0</td>
<td>22 JANUARY 1990</td>
<td>VISCOSITY OF LIQUID WATER AS FUNCTION OF TEMPERATURE AND PRESSURE</td>
</tr>
<tr>
<td>FCAP</td>
<td>1.0</td>
<td>4 MARCH 1991</td>
<td>CAVALDI PRESSURE AS FUNCTION OF SATURATION</td>
</tr>
<tr>
<td>BALLA</td>
<td>1.0</td>
<td>16 JULY 1991</td>
<td>PERFORM SUMMARY BALANCES FOR VOLUME, MASS, AND ENERGY</td>
</tr>
<tr>
<td>MULTI</td>
<td>1.1 D</td>
<td>28 APRIL 1993</td>
<td>ASSEMBLE ACCUM. AND FLOW TERMS, PASS OUT INFLUX-DWELL VALUES</td>
</tr>
<tr>
<td>DISF</td>
<td>0.7 D</td>
<td>05 MAY 1993</td>
<td>CALCULATE FLUX DUE TO HYDRODYNAMIC DISPERSION AND MOLECULAR DIFFUSION. MAXIMUM NUMBER OF INTERFACES (CONNECTIONS) (MNI) = 4000 MAXIMUM NUMBER OF GRID BLOCKS IN Y-DIRECTION (MNYY) = 41 MAXIMUM NUMBER OF GRID BLOCKS IN Z-DIRECTION (MNZZ) = 41</td>
</tr>
<tr>
<td>DOT</td>
<td>0.6 D</td>
<td>22 JANUARY 1993</td>
<td>CALCULATE DOT PRODUCT BETWEEN UNIT NORMAL AT INTERFACES AND COORDINATE AXES. MAXIMUM NUMBER OF INTERFACES (CONNECTIONS) (MNI) = 4000</td>
</tr>
<tr>
<td>CONVR</td>
<td>1.0</td>
<td>4 MARCH 1991</td>
<td>UPDATE PRIMARY VARIABLES AFTER CONVERGENCE IS ACHIEVED</td>
</tr>
<tr>
<td>OUT</td>
<td>1.0</td>
<td>1 AUGUST 1991</td>
<td>PRINT RESULTS FOR ELEMENTS, CONNECTIONS, AND SINKS/SOURCES</td>
</tr>
<tr>
<td>OUTDF</td>
<td>0.5 D</td>
<td>17 JUNE 1992</td>
<td>PRINT OUT INTERBLOCK FLOW RATES FROM DIFFUSION AND DISPERSION</td>
</tr>
<tr>
<td>WRF1</td>
<td>1.0</td>
<td>22 JANUARY 1990</td>
<td>AT THE COMPLETION OF A TOUGH2 RUN, WRITE PRIMARY VARIABLES ON FILE &quot;SAVE&quot;</td>
</tr>
</tbody>
</table>

**Fig. 25f.** Subroutine calling sequence for the rdis1 test problem.