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Production of a positron emission tomography (PET) tracer involves three stages: production of the radioisotope, radio-labeling and purification of the tracer, and quality control (QC) testing of the final product (if the tracer is used in humans). Though the production of the positron-emitting radioisotope requires expensive and complex instrumentation (e.g. cyclotron or generator), in many cases, the radioisotope can simply be obtained from a commercial source. The radio-labeling and purification step is performed by machines called radiosynthesizers, which perform chemical synthesis and purification processes in a remote-controlled or automated manner within radiation-shielded “hot cells”. Quality control testing is performed to ensure each batch of radiopharmaceutical is safe prior to use in human subjects, and requires several analytical chemistry instruments. Though a couple of PET tracers are routinely available
in final form from commercial sources, most other tracers need to be specially manufactured and quality tested at the researcher’s facility.

Advances in radiosynthesizer technology such as automation, programmability, and reagent kits simplify the production of diverse tracers. Furthermore, recent efforts in miniaturized synthesizers based on microfluidics aim to reduce equipment cost, shielding and lab space needs, and quantities of expensive reagents, to make it more affordable to produce custom batches of PET tracers on demand.

In the context of these emerging technologies, quality control testing still remains a bottleneck due to the high cost of the many expensive instruments, specially-trained staff, and documentation needed to determine the purity and ensure the levels of all potential contaminants are below acceptable limits. Several companies are developing automated systems for quality control testing to alleviate some of these issues. However, high cost and large size remain obstacles. We have therefore explored the use of microfluidic analytical chemistry techniques to address these remaining critical issues. In this dissertation, the feasibility of using capillary electrophoresis (CE) to analyze the chemical purity of PET tracers is investigated as a compact and inexpensive replacement for high performance liquid chromatography (HPLC) and other techniques that are normally used for this purpose. After establishing that CE has sufficient performance (comparable to HPLC) using several example chemical systems, the design, development, and characterization of a microscale chemical purity testing system are presented, along with a discussion of its capabilities and limitations. Overall, it appears that microchip CE could be used instead of HPLC for performing many of the required QC tests of PET tracers.
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1 Chapter 1: Introduction

1.1 Positron emission tomography

1.1.1 Background

In recent years, positron emission tomography (PET) has become an important nuclear medicine imaging technique used in the diagnosis and staging of patients with cancer, along with other applications such as neuroimaging, drug discovery and development, and the study of cardiovascular diseases [1]–[6]. PET images provide functional and metabolic information about actual biological processes that can be used for diagnostics, subtyping of diseases (to aid in therapy selection), and early monitoring of response to treatment. In comparison, X-ray computed tomography (CT) and magnetic resonance imaging (MRI) provide primarily structural information. Often, CT or MRI structural images are combined with the PET image to pinpoint the anatomical location of metabolic abnormalities [7], providing a more holistic view of disease, treatment, and overall biological process [1].

PET depends on the detection of pairs of gamma rays produced in relation to the positron-decay of a radioisotope that is part of a biologically active PET “tracer” administered to the patient prior to the PET scan procedure. The tracer is usually introduced into the body intravenously as shown in Figure 1-1. Here an atom of fluorine-18 (half-life of 109.8 minutes) within the tracer emits a positron that travels an average distance of 0.38 mm (max 2.3 mm) as it slows down before annihilating with a nearby electron [1]. This annihilation event generates two 511 keV gamma photons simultaneously emitted at opposite directions (180° apart) due to the near zero momentum of the position and electron during annihilation [8]. The two photons are
detected by the PET scanner, which comprises an array of gamma detectors arranged in a ring around the patient. The detected gamma pairs are used to reconstruct three-dimensional images of the location and quantity of the labeled biomolecule at a given time in vivo [9].

The use of PET for clinical applications such as disease detection, cancer staging, and drug efficacy has grown significantly over the past years and continues to grow [1], [10]. Currently, radiolabeled glucose analog 2-[\textsuperscript{18}F]fluoro-2-deoxy-d-glucose ([\textsuperscript{18}F]FDG) is the most commonly utilized PET tracer in clinical PET imaging due to its relative ease of production and favorable application in many disease models that involve alterations of the glucose metabolic process, such as occurs in cancer and

![Diagram of PET process]

Figure 1-1 Positron emission tomography.

a) When a fluorine-18 atom in a PET tracer molecule decays, it releases a positron (e\textsuperscript{+}) 97% of the time (3% electron capture), which annihilates with a nearby electron (e\textsuperscript{-}) releasing two oppositely directed 511 keV gamma photons. b) The pair of photons is detected by a PET scanner. Based on detection of many pairs, a 3D image of the distribution of radiolabeled biomolecule can be reconstructed.
neurological disorders [11]–[14]. While thousands of other potentially clinical relevant PET tracers currently exist [15], [16], they have yet to be thoroughly evaluated due to the lack of commercial availability, which stems from a lack of widespread demand and the high cost of production. Another well-known PET tracer is 3'-deoxy-3'-[18F]fluoro-L-thymidine ([18F]FLT), which is an analog of the nucleoside thymidine. [18F]FLT is typically used as a marker for cell proliferation as its uptake and retention is linked with DNA replication. High [18F]FDG uptake in the brain makes it difficult to use [18F]FDG to image brain tumors, however, [18F]FLT has been shown to be more effective than [18F]FDG at detecting tumors in the brain [17], [18]. Tracers such as [18F]FLT and (S)-N-((1-Allyl-2-pyrrolidinyl)methyl)-5-(3-[18F]fluoropropyl)-2,3-dimethoxybenzamide ([18F]Fallypride), which is a ligand for D2-like dopamine receptors in the striatum used for the detection of neurological diseases [19], [20], still face rigorous preclinical and clinical evaluations before they can be approved for routine clinical use.

1.1.2 Production of 18F-labeled PET tracers

Production of PET tracers involves complex radiochemistry and is expensive in part because of the need for costly equipment (cyclotron, automated radiosynthesizers, shielding, and quality control instrumentation) and operating costs (personnel and reagents). There are three main stages in the production of a PET tracer final product before being injected into a patient and imaged on a PET scanner: production of the radioisotope, radio-labeling and purification of the tracer, and quality control (QC) testing of the tracer (Figure 1-2). The production of fluorine-18 is typically accomplished by bombarding oxygen-18 enriched water ([18O]H2O) with high energy (11 MeV) protons to perform a nuclear reaction (a proton in the nucleus is replaced with a neutron), in
which oxygen-18 is converted to fluorine-18 [21]. A particle accelerator known as a cyclotron accelerates protons in a spiral trajectory to perform the bombardment [8]. Aqueous $[^{18}\text{F}]$fluoride is generated within the $[^{18}\text{O}]\text{H}_2\text{O}$ at yields that depend on the cyclotron settings (beam current, bombardment time, etc.) [22]. The $[^{18}\text{F}]$fluoride radioisotope is then transferred out of the cyclotron to be used immediately for radiosynthesis or shipped off site for external use.

![Workflow of PET](image)

**Figure 1-2 Workflow of PET.**

A cyclotron is used to produce $[^{18}\text{F}]$fluoride in $[^{18}\text{O}]\text{H}_2\text{O}$. The resulting aqueous $[^{18}\text{F}]$fluoride is transferred to a radiosynthesizer (manual or automated), where the PET tracer is radiolabeled, purified, and reformulated into a solution for injection in the subject. These processes are all performed within lead shielding. A sample of this solution is taken for quality control (QC) testing to ensure it is safe before being injected into the patient, who then undergoes a PET scan after a waiting period for tracer uptake to occur.

The radio-labeling and purification steps are performed by machines called radiosynthesizers, which perform multi-step chemical synthesis (and sometimes purification and formulation) processes in a remote-controlled or automated manner.
The complexity of the radiosynthesis process varies depending on the desired tracer, but there are similarities among the process for the majority of $^{18}$F-labeled tracers. First, the $[^{18}\text{F}]$fluoride radioisotope needs to be extracted from water it is contained in, as water inhibits the reactivity of $[^{18}\text{F}]$fluoride by means of a strong hydration shell [23]. The most common method to extract the $[^{18}\text{F}]$fluoride is with solid phase extraction (SPE), which works by trapping the $[^{18}\text{F}]$fluoride onto a strong anion-exchange resin (SAX) using a disposable SPE cartridge (Figure 1-3). The $[^{18}\text{F}]$fluoride is then eluted out of the cartridge with a salt solution containing an anion with higher affinity than fluoride for the SAX, such as potassium carbonate ($\text{K}_2\text{CO}_3$). To fully remove any trace of water, the eluate containing the $[^{18}\text{F}]$fluoride is then dried by evaporation, and often further azeotropically distilled by additional additions of acetonitrile (MeCN). The addition of a phase-transfer catalyst such as cryptand $4,7,13,16,21,24$-Hexaoxa-1,10-diazabicyclo[8.8.8]hexacosane, a potassium chelating agent known as Kryptofix® 2.2.2 or K222, is needed in order to allow otherwise insoluble $[^{18}\text{F}]$fluoride to dissolve in an organic solvent needed for downstream reaction steps. Alternative phase-transfer catalysts that can be used include tetrabutylammonium hydrogen carbonate (TBAHCO$_3$) and cesium carbonate (Cs$_2$CO$_3$).
The dried $^{18}$F-fluoride can now be used for nucleophilic reaction with a suitable precursor, generally at elevated temperature in an anhydrous solvent. Additional reaction steps may be required to remove protecting groups if certain groups in the precursor need to be protected to ensure that $^{18}$F-fluoride is installed at the correct location. More complex assembly of PET tracers is sometimes needed, but generally the number of reaction steps is minimized to reduce losses due to radioactive decay. Sometimes the synthesized molecule is used to label fragile biological molecules, viruses, cells, or particles via a secondary labeling process under mild conditions.

An example of this process is the synthesis of $^{18}$F-FLT, which consists of a nucleophilic fluorination step and a hydrolysis step. The synthesis reported by Pascali et al. [24] (Figure 1-4) starts by using a solution of TBAHCO$_3$ as the phase transfer catalyst to elute $^{18}$F-fluoride off an anion-exchange cartridge before it is mixed with a solution of FLT precursor, (1-(2′-deoxy-3′-O-(4-nitrobenzenesulfonyl))-5′-O-(4,4′-
dimethoxytrityl)-β-D-threo-pentafuranosyl)-3-N-(tert-butyloxy carbonyl)thymine (3-N-boc-5'-ODMTr-3'-O-nosyl-lyxothymidine), in dry MeCN. The fluorination reaction proceeds at 100°C for 5 minutes, followed by a hydrolysis step with 1M hydrochloric acid (HCl) at 90°C for 3.5 minutes. The crude product is then purified and formulated into an injectable solution (e.g. saline).

Purification is needed to remove toxic reagents as well as several by-products that can be formed during the synthesis (Figure 1-4). The formation of these side products are a result of various chemical processes. Chlorothymidine (CLT) is formed when free contaminant chloride ions react with the FLT precursor. Thymidine is formed due to the hydrolysis reaction of the nosylate group before fluorination can occur, and stavudine is formed from an elimination reaction due to the good nosylate leaving group. Thymine and furfuryl alcohol are most likely formed from a proton promoted

![Synthesis of [18F]FLT and observed by-products](image.png)

Figure 1-4  Synthesis of [18F]FLT and observed by-products
nitrogen-carbon bond cleavage during the acidic hydrolysis step with HCl. Additional possible impurities not shown in Figure1-4 include dimethoxytrityl (DMT), nosylate group and excess TBAHCO₃. Part of the quality control testing process (described below) is to ensure the levels of all of the compounds have been eliminated or reduced below acceptable limits.

Several automated radiosynthesizers exist in the market today to help alleviate the complexity of radiochemistry. They enable production (synthesis, purification, and formulation) by a technician rather than a radiochemist, and they prevent the need for the operator to handle the radioactive materials, thus providing safety. However, these automated systems are very expensive, and very large, and require a hot cell for proper shielding. Another problem is that many synthesizers must be customized for each different PET tracer. In such cases, the synthesizer (and hot cell) is usually dedicated to production of a single tracer (to avoid the risk of errors during configuration, and to avoid the need for validation runs each time the configuration is changed). This makes it very expensive to produce multiple tracers.

To address the latter problem, kit-based systems have been developed that enable the production of diverse tracers by simply changing a disposable cassette, i.e. without the need for system reconfiguration [25], [26]. To address the former problem, there have been significant efforts made toward the development of miniaturized radiosynthesizers based on microfluidics [27]–[29]. Over the past couple of decades, the concept of miniaturized handling of liquids and chemicals has led to the development of a wide variety of microfluidic technologies, offering not only substantial size reduction but also significantly reduced cost of the liquid handling system itself.
Leveraging these developments in the field of radiochemistry could reduce equipment costs and potentially eliminate the need for hot cells (by making self-shielding practical), enabling more research facilities to develop and study a wide range of PET tracers and their applications [25], [30]. Microfluidics systems can also reduce costs by reducing the volumes of expensive reagents consumed, and enabling synthesis with reduced amount of radioactivity [31].

When these developments are fully realized, the quality control (QC) testing process could become the bottleneck in reducing the cost of PET tracers.

1.1.3 Quality testing of PET tracers

To ensure the quality and safety of radiopharmaceuticals before use on human subjects, several requirements must be met. In the United States, these requirements are set forth by the Food and Drug Administration (FDA), which has strict guidelines to ensure the safety of compounds injected into patients. Quality control testing requirements for PET tracers, such as $[^{18}\text{F}]\text{FDG}$, include the characterization of appearance/color, chemical identity, pH, radioactivity, radioisotope identity, sterility, bacterial endotoxin levels, residual solvent content, chemical purity, and radiochemical
purity as shown in Table 1-1 [32], [33]. In addition, the amount of radioactivity is measured.

<table>
<thead>
<tr>
<th>QC Test</th>
<th>Method</th>
<th>Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visual Characterization</td>
<td>Eye</td>
<td>Clear, colorless or slightly yellow liquid</td>
</tr>
<tr>
<td>Radionuclidian identity/purity</td>
<td>Gamma spectroscopy</td>
<td>Photon energy of 0.511 MeV or 1.022 MeV</td>
</tr>
<tr>
<td></td>
<td>Half-life measurement</td>
<td>105-115 min</td>
</tr>
<tr>
<td>pH</td>
<td>pH meter or pH paper</td>
<td>4.5 to 8.5</td>
</tr>
<tr>
<td>Radioactivity</td>
<td>Dose calibrator</td>
<td>----</td>
</tr>
<tr>
<td>Sterility</td>
<td>Cell culture media incubation (14 days)</td>
<td>No bacterial growth</td>
</tr>
<tr>
<td></td>
<td>Filter integrity test</td>
<td>Breakthrough pressure ≥ filter specification</td>
</tr>
<tr>
<td>Bacterial Endotoxin</td>
<td>Limulus amoebocyte lysate test (LAL)</td>
<td>175 international unit/max dose in mL</td>
</tr>
<tr>
<td>Residual Solvent</td>
<td>GC-MS or GC-FID</td>
<td>Solvent dependent</td>
</tr>
<tr>
<td>Chemical Purity</td>
<td>UV/PAD-HPLC</td>
<td>Chemical dependent</td>
</tr>
<tr>
<td></td>
<td>Colourimetric</td>
<td>Chemical dependent</td>
</tr>
<tr>
<td>Radiochemical Purity</td>
<td>Radio-HPLC and/or radio-TLC</td>
<td>&gt; 95% for most tracers (&gt;90% for FDG)</td>
</tr>
</tbody>
</table>

Characterization of appearance/color is generally done visually: the product should be clear and colorless, and free of particulates. A slightly yellowish liquid is acceptable, though it could indicate the presence of small amounts of impurities. The pH of the product can be measured using a pH meter and should be close to physiological pH (must be in the range 4.5-8.5). The radioisotope identity can either be performed by obtaining a gamma spectrum to validate the photon energy of 0.511 MeV (or 1.022 MeV) or measuring the radioactive half-life of the product and confirming it is within an acceptable range of the expected 109.8 minutes. The sterility of the product is tested by incubating a test sample in a cell culture media for 14 days at 37°C to ensure
no bacterial growth is present. However, since this timeframe is much longer than the lifetime of the radioisotope there is a provision for early release of the product via an integrity test of the filter used for sterile filtration. To perform this test, a stream of air is passed through the filter, then into a water reservoir. An indicator will show the pressure exerted on the filter membrane by the air stream. The filter membrane should be able to withstand the maximum pressure as indicated in the specifications of the filter. If no bubbles are generated in the water reservoir, then it is assumed that the filter’s integrity is still intact and would have successfully removed any microorganisms in the $^{18}$F]FDG product. To test for bacterial endotoxins, the product is incubated with the lysate of ameobocytes from horseshoe crabs. If bacterial endotoxins are present, the mixture becomes cloudy.

Chemical purity analysis and residual solvent tests involve determining the amounts or concentrations of impurities and solvents in the final product, or at least confirming that they are below a permitted limit. High-performance liquid chromatography (HPLC) is a separation technique that is currently the gold standard for testing chemical/radiochemical purity. HPLC systems used in quality testing of radiopharmaceuticals typically include a ultra-violet (UV) optical absorption detector, a gamma radiation detector, and may also contain other detectors such as pulsed amperometric detection (PAD) (for detection of species with low optical absorbance), or refractive index (RI) detection (for detection of residual solvents). While HPLC has been reported to be used for residual solvent testing [32], and the detection of compounds such as Kryptofix 2.2.2 [34], due to sensitivity issues, these tests are most commonly performed using gas chromatography equipped with either mass
spectrometry or flame ionization detector (GC-MC or GC-FID) and colorimetric spot tests, respectively.

Separation on HPLC systems is performed by injecting the sample into the mobile phase, which flows through a stationary phase (HPLC column) at high pressure. The stationary phase is where the analytes are separated according to their physical and chemical properties as they pass through the column. Each species exits the column as a ‘band’ at a characteristic retention time, depending on the separation conditions. The bands can then be individually detected and quantified.

As described above, there are a large number of tests that must be performed manually on various instruments. These instruments must also be maintained and calibrated to ensure high level performance, which adds considerable labor, training, and documentation effort. Automated PET QC systems have recently emerged as a means to reduce some of this burden. For example, systems offered by QC-1 [35] (Munster, Germany), Trace-ability [36] (Santa Monica, CA USA), and ABT Molecular Imaging Inc. [37], [38] (Louisville, TN USA) can automatically handle the majority of the needed calibrations, performance testing, and report generation. However, these automated instruments so far are still expensive and rather bulky due to their reliance on conventional analytical testing components. The QC-1 system for $[^{18}\text{F}]$FDG combines a HPLC/Ion Chromatography (IC) and gas chromatography (GC) device with multiple detection units (RI-detector, gamma) to perform several tests on one device. ABT uses the RI-detector to test for residual solvents in the HPLC system, and visual inspection and pH are generally done optically using absorbance detector, and pH
indicators. Trace-Ability is developing a QC plate reader to determine radionuclide identity, radioactivity concentration, and K222 concentration, using optical readouts.

While the use of HPLC and its various components is highly effective in the separation, identification, and quantification of various analytes, the overall instrumentation is expensive and bulky, and involves complicated labor-intensive protocols (especially setup and cleaning). By replacing this conventional technique with a microscale analytical approach, we can potentially avoid the need for these expensive instruments, conserve lab space, and reduce the overall cost of this aspect of PET tracer production. Microscale analytical approaches often offer sensitivity that is equal or superior to conventional analytical approaches [39], [40]. Combined with the ability to integrate multiple detectors [41], [42], the footprint and cost of the overall analytical system can be dramatically reduced using microfluidic devices to possibly perform multiple QC tests. The high sensitivity could also enable the detection of species such as Kryptofix 2.2.2 in the same platform (instead of requiring a separate colorimetric spot test [32]).

Over the past 20 years, there has been tremendous development in the area of microscale analytical techniques to leverage the high detection sensitivities, fast separation times, and small sample volumes [43]–[46]. The associated driving force led to the concept of micro-total analysis systems (µTAS) or lab-on-a-chip (LOC) devices, which strive to integrate the processes such as sample preparation, processing, and readout in a single device, replacing what used to take several laboratory instruments. Such integration reduces cost and size, and can sometimes increase throughput via parallelization, in addition to exhibiting the advantages listed above [47], [48].
Recently, a group from the PET Research Centre at the University of Hull (United Kingdom), presented a LOC device designed for radioisotope processing, synthesis, and some routine quality control tests [49]. The LOC device used modules for electrode trapping and release of $[^{18}\text{F}]$fluoride, as well as synthesis of $[^{18}\text{F}]$FDG. Chemically modified etched silica channels were used to perform separation and purification operations. A small subset of QC tests were integrated. pH was analyzed by absorption spectroscopy. Residual solvent was assessed via raman spectroscopy, but could be limited to low detection sensitivity. Chemical purity testing was not included in this platform.

A promising microscale technique for performing chemical/radiochemical purity analysis is capillary electrophoresis (CE). CE can be used to separate, identify, and quantify various analytes of interest in a sample similar to HPLC (using similar detection methods). CE can also be readily miniaturized into microfluidic chips, without the need for high pressure valves, pumps, and connectors associated with HPLC systems [50], [51], but still offering the advantages of decreased analysis time [52], [53], and increased detection sensitivity [54].

1.2 Capillary electrophoresis (CE)

1.2.1 Background

CE is an analytical technique that uses an applied potential to separate ions based on their electrophoretic mobility. This technique was described by Jorgenson and Lukacs in 1981 by using a fused silica capillary column and aqueous buffer to separate charged compounds [55], [56]. This was the first indication of the potential CE had to perform analytical separation with high separation resolution of ionic species with
short analysis times using small sample and reagent volumes. Since then, publications reporting application of CE-based methods for the characterization and quality control of biopharmaceuticals has increased dramatically as improvements in detection limits and reproducibility has been achieved [57]. CE has also been used in the analysis of technetium-99m (Tc-99m) labeled single-photon emission computed tomography (SPECT) tracers. These results demonstrated CE’s advantages of short analytical times, and highly efficient separations compared to HPLC, while also reducing large amounts of radioactive eluent waste [58]. Since the duration of synthesis and purification of radiotracers should not exceed two or three times the half-life of the radionuclide used [59], there is even further advantage of the short analysis times for PET using short-lived isotopes.

1.2.2 Modes of CE

CE has been used in a diverse range of applications, including food analysis [60], [61], pharmaceutical analysis [62]–[64], bioanalysis [65], [66], and environmental pollutants analysis [67], [68]. While CE separation typically works best with samples containing different charged species, as it takes advantage of their electrophoretic mobility, the separation of a diverse range of analytes with varying properties have been developed by utilizing different modes of CE. CE requires the use of a background electrolyte (BGE; also known as “buffer”) to provide stable pH control during electrophoresis, and provides the ionic strength necessary for electrical continuity. Several modes of CE are listed below.

a. **capillary zone electrophoresis (CZE):** separation of analytes via differences in their electrophoretic mobility [69] (Figure 1-5a)
b. **micellar electrokinetic chromatography (MEKC):** separation of analytes based on interaction with the background electrolyte and the micelles that acts as a pseudo-stationary phase [70] (Figure 1-6)

c. **capillary gel electrophoresis (CGE):** separation of analytes using polymers to create a molecular sieve within a capillary [71]

d. **capillary isoelectric focusing (CIEF):** separation of analytes based on difference in their isoelectric points (pI) [72]

e. **capillary isotachophoresis (CITP):** separation of analytes using different BGEs within the capillary to create zones of varying electric fields [73]

f. **capillary electrochromatography (CEC):** separation of analytes using capillaries packed with chromatographic stationary phase [74]
The most commonly used mode of CE is CZE, due to its simplicity and its ability to...
separate both anions and cations. For all modes of CE, a chromatogram (Figure 1-5b) is generated for the sample, representing the detector signal intensity (e.g. from UV or gamma detector) as a function of time. Different analytes show up as peaks in the chromatogram, each at a characteristic migration time. The separation of neutral analytes is typically performed with MEKC. Molecules can be separated based on their degree of interaction with the spontaneously-formed micelles which have an internal hydrophobic character and surface hydrophilic character.

![Micellar electrokinetic chromatography (MEKC) with anionic micelles.](image)

Compounds are separated based upon their differing affinities for micelles, which are formed by adding a surfactant to the background electrolyte above its critical micellar concentration. In this case, micelles are negatively charged and thus move slower than the electroosmotic flow and thus retard the migration of species that interact strongly with the micelles.

1.2.3 Electroosmotic flow and electrophoretic mobility

Electroosmotic flow (EOF) is the main fluidic pumping mechanism in CE and is generated at the surface-solution interface in a capillary (or micro-fabricated channel).
An electrical double layer (composed of a “stern layer” (immobile) and a “diffuse layer” (mobile)) is formed when the mobile cations from the BGE are attracted to the fixed negative charges on the inner wall of the capillary [75]. By applying an electric potential between the two ends of the capillary, the cations in the diffuse portion of the double layer migrate towards the cathode, resulting in the bulk fluidic flow of the BGE in the same direction. The generated EOF is typically greater than the electrophoretic flow of the analytes, and thus the analytes, regardless of charge, will exhibit a net motion in the same direction as the EOF. Surfactants can be used to reverse the surface charge of the capillary wall to generate EOF towards the anode if desired [76].

The velocity profile (i.e. flow velocity as a function of position within the capillary) of EOF-driven flow is relatively flat (Figure 1-7) compared to the parabolic profile encountered in pressure-driven flow such as HPLC [77]. This has been shown to produce less diffusive effects as dispersion in the axial direction is reduced in electroosmotic flow [56], [78]–[80].

The mobility of EOF (µ_{eof}) (the mobility of the bulk mobile ions in the double-layer under electric potential) is related to the zeta potential (ζ), which is the potential between the surface charge and the diffuse (mobile) layer, the viscosity (η), and the dielectric constant (ε) of the BGE as shown in Equation 1.1.
\[ \mu_{eof} = \frac{v_{eof}}{E} = \frac{\varepsilon \zeta}{\eta} \]  

(1.1)

Here, \( v_{eof} \) is the linear velocity of the EOF and \( E \) is the field strength of the applied electric potential. \( E \) is defined as applied voltage (V) over length of capillary (L) as defined by Equation 1.2.

\[ E = \frac{V}{L} \]  

(1.2)

In CZE, charged analytes are separated in the BGE based on their electrophoretic mobility \( (\mu_{ep}) \) in an applied field as defined by Equation 1.3.

\[ \mu_{ep} = \frac{q}{6\pi \eta r} \]  

(1.3)

The electrophoretic mobility is governed by the analyte’s charge, \( q \), and the frictional coefficient, \( f \), defined by Stokes equation (Equation 1.4).

\[ f = 6\pi \eta r \]  

(1.4)

Stokes equation describes the frictional coefficient for a spherical particle having a hydrodynamic radius, \( r \), in a solution, where \( \eta \) is the viscosity of the solution. The resulting relative velocity, \( v_{ep} \), of each analyte in this field is equal to electrophoretic mobility of the analyte multiplied by the field strength (Equation 1.5).

\[ v_{ep} = \mu_{ep}E \]  

(1.5)

When EOF is present, the total velocity, \( v_{tot} \), of an analyte is proportional to the sum of both the electrophoretic and electroosmotic mobilities (Equation 1.6).

\[ v_t = \mu_{tot}E = (\mu_{ep} + \mu_{eof})E \]  

(1.6)
To measure EOF, measuring the migration time of a neutral marker is the most common technique used [81]. The migration time, $t_m$, is the time it takes the analyte to migrate from the beginning of the capillary to the point of detection.

While the EOF is usually beneficial, it needs to be controlled as rapid EOF can result in the elution of analytes before separation has occurred, or can significantly prolong analytical times if EOF is too slow. Methods to control EOF include:

a. **Adjusting the electric field**: EOF changes proportionally with electric field strength as shown in Equation 1.1 [81].

b. **Adjust BGE pH**: Low (basic) pH BGE will protonate the capillary surface, which reduces the strength of the double layer and its zeta potential, and lowers EOF, as shown by Equation 1.1. High (acidic) pH, causes deprotonation of the capillary surface, which strengthens the double layer and its zeta potential, and increases EOF [81].

c. **Adjust BGE ionic strength/concentration**: High BGE concentrations limits coulombic interactions of the BGE with the capillary walls by decreasing the effective charge at the wall [82], [83], which lowers EOF.

d. **Adjust temperature**: Adjusting the BGE temperature causes changes in EOF due to BGE viscosity change (2-3%/° C) [84], [85].

e. **Additives to BGE**: Additives to the BGE can decrease or even reverse EOF depending on the additive used and its surface modification to capillary walls [76], [86], [87].
1.2.4 CE systems

The basic components of a CE system include reservoirs for sample and BGE, a capillary, electrodes, a high voltage power supply, a detector, and a device to handle data collection (and CE operation, if not operated manually) as shown in Figure 1-8. The capillary is threaded though the detector, and each end is placed in a separate BGE vial, each with an electrode connected to the high voltage power supply. Details of specific CE operations (injection, separation, and detection) depend on the mode of CE used, which will be discussed in later sections.

Figure 1-8 **Schematic of basic capillary electrophoresis setup.**

A capillary is inserted into two buffer (BGE) vials, and is electrically connected to a high voltage power supply. The sample is injected electrokinetically by momentarily placing the anode and entrance of capillary into the sample vial and applying an injection potential for a short time. The entrance of the capillary is then returned to the BGE vial and the separation voltage is applied to separate the sample. Detector(s) are placed on the cathode end of the capillary to detect the arrival of the separated species.
As mentioned earlier, CZE is the most common mode of CE due to its simple setup and separation mechanism as ionic analytes are separated into discrete bands due to their individual mobilities. The resolution of separation strongly depends on how different are the mobilities of each of the analytes. When working with neutral species, MEKC is commonly used to help differentiate each analyte’s mobility. The formation of micelles occurs when the addition of surfactants (such as sodium dodecyl sulfate, SDS) to the BGE is above the critical micelle concentration (CMC). CMC is the concentration at which surfactants start aggregating into micelles to decrease the free energy of the system by decreasing the contact area of its hydrophilic part with the surrounding water. Sodium dodecyl sulfate (SDS) is the most commonly used surfactant, consisting of a hydrophobic head (negatively charged) and hydrophilic tail, and has a CMC of 8 mM.

The migration of the surfactant (and its micelle counterpart) depends on its overall charge. Anionic (negatively charged) surfactants, such as SDS, migrate towards the anode, which is the opposite direction of EOF. Since the EOF is typically faster than the migration velocity of the micelles, the net movement will still occur in the same direction of the EOF. During electrophoretic migration, the neutral analytes partition between the micelles and the BGE through both hydrophobic and electrostatic interactions [88]. Because the micelles migrate at a different rate than the BGE, they act as a pseudo-stationary phase, and lead to separation of analytes depending on the amount of interaction with the micelles. The use of MEKC will be vital to the separation of $^{18}$FFLT and its neutral impurities, as will be discussed in the latter sections of this chapter.
To make use of CE, the capillary must also be combined with an upstream injection method (to inject the sample) and a downstream detection method (to detect the various analytes).

1.2.4.1 Injection of sample

There are two main modalities of CE sample injection, which are electrokinetic and hydrodynamic injections. Electrokinetic injection uses electrophoretic and/or electroosmotic migration to inject sample into the separation channel. Hydrodynamic injection is performed by the application of pressure differences between two points to drive sample into the separation channel. Typically, hydrodynamic injection can be accomplished either by siphoning via capillary height difference, applying pressure to sample vial, applying vacuum to detector-side buffer reservoir, or injection by syringe.

Regardless of the injection method, an injection volume approximately 1% or less of total capillary volume is recommended for optimal separation performance [89]–[91].

1.2.4.2 Separation of analytes

Before peaks can be quantified accurately, they must be separated from each other. Separation resolution of the several analytes contained in a single sample is the major goal in separation science. The separation resolution, $R_s$, between two peaks is defined in Equation 1.7.

$$R_s = \frac{2(t_2 - t_1)}{w_1 + w_2} \quad (1.7)$$

Here, $t_1$ is the migration time of the first eluted analyte, $t_2$ is the migration time of the later eluted analyte, $w_1$ is the baseline peak width (taken between tangents drawn to the sides of the peaks) of the first eluted analyte, and $w_2$ is the baseline peak width of the
later eluted analyte (Figure 1-9). If peaks are symmetric and $R_s > 1.5$, the peaks are considered to have “baseline resolution” and are completely separated from one another [91]. If peaks display signs of tailing (i.e., non-Gaussian peaks, which occurs when analytes migrate at significantly different rates than BGE) an $R_s$ value of 2.0 or higher is generally desired [91].

![Example of CE chromatogram](image)

**Figure 1-9 Example of CE chromatogram**

Sample peaks are shown define migration time ($t_1$ and $t_2$) and baseline peak width ($w_1$ and $w_2$).

While CE separation is commonly performed in a capillary, microchip capillary electrophoresis (MCE) devices can implement long separation channels into a much smaller footprint of a microfluidic chip. The materials used for these MCE devices are typically either fused silica or polydimethylsiloxane (PDMS), fabricated via either glass
etching or soft lithography, respectively. Though the surface of both materials can be modified in similar ways, the material is important and can affect the EOF control and stability. EOF stability also affects reproducibility, as changes in EOF can dramatically affect peak migration times over successive runs, leading to ambiguity in the identity of peaks unless additional flanking species are co-injected with the sample.

1.2.4.3 Detection and quantitation of analytes

There are several detection modalities that can be implemented into a CE system, including optical, radiation, and electrochemical. Optical absorbance detection (UV/visible) is the most common technique used due to its relatively simple and reliable instrumentation. Optical detection uses the principle of Beer’s law given in Equation 1.8.

\[ A = \varepsilon lc \]  

Here, \( A \) is absorbance, \( \varepsilon \) is molar absorptivity, \( l \) is optical path length, and \( c \) is molar concentration. The absorbance signal is thus proportional to concentration for a fixed system (assuming fixed path length). A radiation detector, such as a gamma detector, which uses a sealed crystal/photomultiplier assembly to detect high-energy particles, also gives a linear response, proportional to the amount of radiation (and therefore to the quantity of radioactivity). Electrochemical detectors typically use electrodes within the separation channel to detect electrical current resulting from oxidation or reduction reactions.

By monitoring the detection signal over time, a chromatogram (electropherogram) is generated, which can be analyzed to extract information about the injected sample. Quantification of the peaks in a CE chromatogram is typically
performed using peak analysis software, and will be discussed in Chapter 2. Using reference standards, the migration time can be cross-referenced to determine the identity of an analyte. The peak width information can be used to quantify resolution of pairs of peaks. The peak height is proportional to the concentration and can be used to quantify analytes present in the initial sample. Because, however, the initial injected sample spreads by diffusion and other factors, the concentration, it is generally more useful to measure the peak area to quantify the analyte. It is important that the measured area is reproducible to ensure accurate quantification. Quantitation of analyte concentration or amount requires a calibration curve to first be developed. Methods to generate these curves, and methods to determine limit of detection (LOD) will be discussed in Chapter 3.

1.2.5 Perceived limitations of capillary electrophoresis

As mentioned earlier, while microchip CE devices benefit from their small footprint, decreased analysis times, and elimination of the need for high pressure valves, pumps, and connectors associated with HPLC systems, there are a few aspects of CE that have historically been considered as limitations. The two most commonly cited issues of CE compared to HPLC systems are poor reproducibility (peak area, migration time) and poor sensitivity (optical detection) [92]. However, these issues have been mitigated in recent years by implementing improvements in materials, fabrication techniques, and operating methods.

One factor that has historically played a role in lowered reproducibility of migration times for CE is Joule heating (generation of heat due to electrical current resistance within capillary). Excessive heating has been shown to affect electrophoretic
mobilities by 2%/°C, therefore, methods to control CE temperature can be vital to migration time reproducibility [93]. Commercial CE systems, such as the Beckman Coulter PA 800 plus, circulate water around the capillary during application of electric potential to remove generated heat. Another factor that plays a role is the stability of the inner capillary surface and conditioning. For capillaries or microchips made of glass, the stability is generally quite good; however PDMS chips are subject to variable performance due to surface polymer rearrangements and fouling of the surface by unreacted oligomers [94]. To control PDMS surface conditioning/stability, one study used oxygen plasma treatment and extraction of unreacted oligomers and found an improvement in migration time relative standard deviation (%RSD) (a measure of dispersion or deviation from the average value) from 8.6% (n=40) to 3.3% (n=40) [94].

A major factor affecting reproducibility of peak area is imprecise sample injection [83], [95]–[97]. The use of PDMS micro-valves has been demonstrated to precisely control sample volumes injected into the separation channel, obtaining a peak area %RSD as low as 1.77% (n=15) on a microchip CE platform [98]. Using electrokinetic injection on a microchip CE platform, a peak area %RSD between 2.3% and 4.5%, depending on ionic species, was obtained [99].

The major factor limiting sensitivity in CE is the short optical path length due to the small diameter of the capillary through which the light travels from source to detector. Several methods to improve the sensitivity of CE microchip systems using optical detection include the use of extended optical path lengths, multi-pass path length, waveguides, and micro-lens focusing [100]–[105]. Another method to improve
sensitivity is through signal noise reduction associated with optical hardware and setup. All of these approaches will be discussed in more detail in Chapter 3.
1.3 Investigation of feasibility of using CE for chemical purity analysis of PET tracers

1.3.1 Project overview

Since CE has been shown to have similar performance (separation resolution and sensitivity) to HPLC [106], [107], and because CE has been shown to successfully separate a wide variety of analytes including peptides, proteins, nucleosides, and simple carbohydrates [108], [109], we hypothesized that CE could be used to perform the quality analysis of PET tracers based on nucleosides or carbohydrates, or other molecules. If possible, CE could provide the means to perform diverse chemical purity analysis in a compact device and consuming a tiny small sample volume.

To determine the feasibility of the use of CE in the chemical purity analysis of PET tracers, the following questions must be investigated:

- Can the tracer and all relevant impurities be separated?
- Can each species be quantified at sufficiently low levels to assess whether levels are below allowed limits?
- Can the results be achieved using a compact microfluidic implementation?

These questions were investigated using several examples of PET tracers, which are discussed in the next sections.

1.3.2 Assessment of CE separation

To determine if CE techniques can be used to separate molecules of interest to PET tracer synthesis, the separation of example PET tracers from their impurities was explored. Of the thousands of known PET tracers [16], we elected to investigate a couple of common ones. One of these is $^{18}$FFLT, which was chosen because the by-
products of synthesis (thymine, thymidine, furfuryl alcohol, stavudine, and zidovudine impurity B/chloro-L-thymidine (CLT)) [24] have been well characterized, and can be readily detected by monitoring their known UV absorbance wavelength, making them strong first candidates to test on a basic CE system with a standard UV detection module. Tables 1-2 and 1-3 show estimated expected concentration of the precursor, tracer, and various side products calculated at various stages for the $[^{18}\text{F}]$FLT syntheses described by Pascali et al. (Figure 1-4) using two different phase transfer catalysts [24]. As shown in the two tables, expected concentrations of various impurities are within the µM-mM range depending on the final volume of the sample, which are concentrations we aim to be able to detect on the microchip CE device.

In brief, $[^{18}\text{F}]$fluoride was captured on an anion-exchange cartridge and eluted with a 1.0 mL solution of TBAHCO$_3$ or K222/K$_2$CO$_3$ or K222/KHCO$_3$. The solution was then evaporated at 75°C until dryness before FLT precursor (BOC-FLT in 1 mL dry MeCN) was added to the mixture and allowed to react in a closed reactor at 100°C for 5 min. Due to excess of FLT precursor and phase transfer catalyst, their concentrations should remain relatively unchanged after reaction. A partial evaporation step was then performed to reduce volume to 350-500 µL before a hydrolysis step with 2 mL of 1M hydrochloric acid (HCl) at 90°C for 3.5 min. The reaction mixture was then reduced to 0.5-0.7 mL by evaporating off MeCN, and cooled to 40°C before being purified. After purification, it is expected that only FLT product remains, and all other impurities are close to zero. As shown by Tables 1-2 and 1-3, the final concentration of the product, FLT, is relatively low, whereas the range of impurity concentrations can theoretically be as high as the starting concentration of the precursor before purification. Pascali et al.
observed that actual concentrations of impurities after purification are in the 0.05-0.15 ppm range (or 0.05-0.15 µM range) [24]. This gives an idea of the level of detection that is needed to use CE to analyze reaction mixtures and purified samples of PET tracers.

### Table 1-3 Estimated concentrations of FLT precursor, FLT, and known side products at various stages of FLT radio-synthesis using TBAHCO₃ as phase transfer catalyst.

<table>
<thead>
<tr>
<th></th>
<th>BOC-FLT ¹</th>
<th>TBAHCO₃ ²</th>
<th>Thymidine</th>
<th>Thymine</th>
<th>Stavudine</th>
<th>Furfuryl Alcohol</th>
<th>FLT</th>
<th>CLT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before run</td>
<td>12-30 µmol</td>
<td>30 µmol</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>After completed synthesis</td>
<td>12-30 µmol</td>
<td>30 µmol</td>
<td>~0-30 µmol</td>
<td>~0-30 µmol</td>
<td>~0-30 µmol</td>
<td>~0-30 µmol</td>
<td>~6.28 nmol</td>
<td>~0-30 µmol</td>
</tr>
<tr>
<td>After purification</td>
<td>~0</td>
<td>~0</td>
<td>~0</td>
<td>~0</td>
<td>~0</td>
<td>~6.28 nmol</td>
<td>~0</td>
<td>~0</td>
</tr>
</tbody>
</table>

† 3-N-Boc-5’-O-dimethoxytrityl-3’-O-nosyl-thymidine (FLT precursor)
‡ Tetrabutylammonium bicarbonate

### Table 1-2 Estimated concentrations of FLT precursor, FLT, and known side products at various stages of FLT radio-synthesis using K222 as phase transfer catalyst.

<table>
<thead>
<tr>
<th></th>
<th>BOC-FLT ¹</th>
<th>K222 ¹</th>
<th>K2CO₃ or KHCO₃ ²</th>
<th>Thymidine</th>
<th>Thymine</th>
<th>Stavudine</th>
<th>Furfuryl Alcohol</th>
<th>FLT</th>
<th>CLT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before run</td>
<td>12-30 µmol</td>
<td>40-53 µmol</td>
<td>25.3 or 35 µmol</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>After completed synthesis</td>
<td>12-30 µmol</td>
<td>40-53 µmol</td>
<td>25.3 or 35 µmol</td>
<td>~0-30 µmol</td>
<td>~0-30 µmol</td>
<td>~0-30 µmol</td>
<td>~0-30 µmol</td>
<td>~6.28 nmol</td>
<td>~0-30 µmol</td>
</tr>
<tr>
<td>After purification</td>
<td>~0</td>
<td>~0</td>
<td>~0</td>
<td>~0</td>
<td>~0</td>
<td>~0</td>
<td>~0</td>
<td>~0</td>
<td>~0</td>
</tr>
</tbody>
</table>

† 3-N-Boc-5’-O-dimethoxytrityl-3’-O-nosyl-thymidine (FLT precursor)
‡ Kryptofix® 2.2.2 mixed with base solution
§ Base solution made from potassium carbonate (K₂CO₃) or potassium bicarbonate (KHCO₃)

As another example, we chose 2-deoxy-2-[^18]F]fluoro-β-D-arabinofuranosylcytosine (D-[^18]F]FAC), which measures activity of deoxycytidine kinase (dCK), and is used to determine the therapeutic activity for several nucleoside analog drugs [110]–[112]. D-FAC is also UV active, but one of the challenges faced with detecting this compound is that during the synthesis, two stereochemical isomers are formed [111], [113], [114]. Due to the chemical similarity of the isomers, it was not clear
whether they can be separated with CE, and thus this served as an interesting test of separating ability.

Cold standards of these tracers and their impurities were used to establish the ability to separate/detect these molecules. The separation of K222 from the tracers and impurities was also explored, due to the potential to assess K222 without the need for a separate test [34]. A concern about K222 was its low molecular absorptivity, which could hinder its detection via UV absorbance. To eliminate the influence of other variables, separation was assessed on a conventional CE system (lab-built and commercial) equipped with a UV absorbance detection. These results are described in Chapter 2.

1.3.3 Characterization of UV-CE detection limits

Similarly, to eliminate extraneous variables, limit of detection (LOD) and limit of quantitation (LOQ) were assessed using a conventional CE system with a UV absorbance detector. LOD is the lowest quantity (i.e., concentration) of analyte that can be distinguished from background level. Quantitatively, the LOD is usually determined as the concentration that corresponds to a signal that is 3 times the standard deviation of background noise, whereas, LOQ is the lowest concentration at which quantitative results can be reported with high degree of confidence, and is typically measured at the concentration that corresponds to five to ten times the standard deviation in background signal noise [115]. Since HPLC is currently the accepted modality for separation/detection, its limit of detection and quantitation was used as a benchmark to gauge the performance of the CE system. These results are discussed in Chapter 3.
1.3.4 Assessment of miniaturization and integration

Since a primary motivation to consider an alternative to HPLC was the size and cost of needed instrumentation, it is critical that the above results, evaluated on conventional CE platforms, can be translated into microchip format. It is expected in fact that the microchip will provide many advantages, including features to improve injection repeatability, improve LOD, etc. The main three elements of the microscale system to be developed include injection, separation, and detection. Each component was investigated individually, and ultimately integrated into a single microscale system.

Achieving all of these objectives would provide strong evidence that CE could be used in the chemical purity analysis of PET tracers. This would, in turn, warrant further studies to explore:

- Can the methods be extended to tracers without strong UV absorption? This may require other detection methods could be employed.
- Can a radiation detector be integrated to also provide readout of radiochemical purity?
- Can the CE setup be integrated with additional simple microscale devices to perform a larger subset (or even all) of the required QC tests?
2 Chapter 2: Separation of PET Tracers and Impurities Using CE

2.1 Introduction

To establish the feasibility of using CE for the chemical purity analysis of common PET tracers, the ability to separate/identify the tracer and impurities was first evaluated. Different CE modes (CZE, MEKC) and separation conditions were explored to achieve baseline resolution of all analytes in two samples, a mixture of FLT and known synthesis byproducts, and a mixture of D-FAC isomers (briefly described in Section 1.3.2).

While it would be convenient to have a single set of conditions (buffer system, pH, applied potential, etc.) for all PET tracers, this is likely not be possible due to inherent differences of the various PET tracer synthesis protocols resulting in different sets of impurities and by-products that need to be separated and quantified. The two example systems were thus considered independently. This is not unlike current HPLC methods, which typically differ in conditions (column, flow rate, mobile phase, etc.) for each PET tracer.

A high-performance commercial CE system equipped with a UV absorbance detector was first used to test the ability of CE to separate/identify the two common tracers and their impurities, and then these results were replicated on a lower cost system built in our laboratory. Chapter 4 discusses the integration into a microchip format.
2.2 Materials and methods

2.2.1 Reagents

Sodium phosphate monobasic (NaH$_2$PO$_4$), sodium phosphate dibasic dihydrate (Na$_2$HPO$_4$), boric acid, sodium dodecyl sulfate (SDS), ammonium acetate, ethanol (EtOH), sodium chloride (NaCl), sodium deoxy cholate (SDC), dichloromethane (DCM), acetonitrile (MeCN), sodium hydroxide (NaOH), thymine, thymidine, furfuryl alcohol (FA), 2',3'-didehydro-3'-deoxythymidine (stavudine), and 3' deoxy-3' fluorothymidine (FLT) were purchased from Sigma Aldrich (Milwaukee, WI, USA). Zidovudine impurity B (chlorothymidine, CLT) was purchased from LGC Standards (Wesel, Germany). Kryptofix2.2.2 (K222), 1-(2'-deoxy-2'-fluoro-α-D-arabinofuranosyl)cytosine (β-D-FAC), 1-(2'-deoxy-2'-fluoro-β-D-arabinofuranosyl)cytosine, and (α-D-FAC), 3-N-Boc-5'-O-dimethoxytrityl-3'-O-nosyl-thymidine (Boc-FLT) were purchased from ABX (Radeberg, Germany). Hydrochloric acid 0.1 N was purchased from Beckman Coulter (Brea, CA, USA). Filtered 18 MΩ water was obtained from a Milli-Q Advantage water purification system (Millipore, Billerica, MA, USA).

Stock solutions of 100 mM NaH$_2$PO$_4$ (600 mg in 50 mL water) and 100 mM Na$_2$HPO$_4$ (890 mg in 50 mL water) were made individually. 30 mM phosphate buffer (PB) was prepared by mixing 1 part 100 mM NaH$_2$PO$_4$ with 14 parts 100 mM Na$_2$HPO$_4$ and diluting the PO$_4$ concentration down to 30 mM accordingly. This ratio of mono and dibasic sodium phosphate has been shown to result in a buffer with a pH of 7.4 without the addition of acid or base, which was verified using a pH meter (Mettler, Toledo, Easy five, Columbus, OH, USA). 75 mM borate buffer was prepared via titration of boric acid
with NaOH to obtain a pH of 11.5. 100 mM SDS in 30 mM phosphate buffer (SDS-PB) was prepared by dissolving SDS in 30 mM PB.

2.2.1.1 Separation sample for commercial CE system and HPLC

2.2.1.1.1 FLT sample

A representative FLT sample was prepared from a mixture of FLT plus the known impurities [24] (in higher amounts than would be present in a real sample). To simulate a formulated injectable tracer dose, samples evaluated on the commercial systems were prepared in saline solution (9 g/L or 154 mM of NaCl) using 0.22 µm membrane filtered 18 MΩ deionized water. The mixture contained 200 µm K222, 100 µm FLT, 100 µm thymine, 100 µm thymidine, 100 µm FA, 100 µm stavudine, and 100 µm CLT. Due to the insolubility of the FLT precursor (Boc-FLT) in water, it could not be analyzed using CE or HPLC.

2.2.1.1.2 FAC sample

A mixed isomer sample of purified D-FAC containing known synthesis by-products consisted of a mixture of 50 µM β-D-FAC, 50 µM α-D-FAC and 50 µM K222 [116], and was also prepared in saline solution (9 g/L or 154 mM of NaCl) using 0.22 µm membrane filtered 18 MΩ deionized water.

2.2.1.2 Separation sample for lab-built CE system

2.2.1.2.1 FLT

Due to the lower sensitivity of the lab-built CE system, a higher concentration of the FLT sample mixture was prepared for the lab-built CE system. This mixture contained 3 mM FLT, 3 mM thymine, 6 mM thymidine, 5 mM FA, 6 mM stavudine, and 3 mM CLT in 18 MΩ deionized water. Also, due to the lowered sensitivity, the FLT mixture
was formulated in water as the use of saline produced a higher background noise level. K222 was also excluded from this sample mixture due to its low molecular absorptivity, which would make it undetectable in the setup.

2.2.2 Methods

2.2.2.1 Determination of monitored UV wavelength

To determine which wavelengths should be monitored for each compound, the absorption spectra was obtained for each compound using a UV absorbance detection system. Illumination was provided by a pulsed xenon light source (PX-2, Ocean Optics, Dunedun, FL, USA), which has a wavelength range from 220-750 nm. The collected light was monitored by a spectrometer (USB4000, Ocean Optics), which has a wavelength detection range from 200-900 nm. Source and detector were aligned and coupled to the fiber via a sample cell (CUV-CCE, Ocean Optics), which could be controlled with a custom LabView software using instrument drivers developed by Ocean Optics.

Before the light source was turned on, the dark noise was collected (noise that is present in all electrical devices due to small electrical current that flows through photosensitive diodes, even in the absence of light input), so it could be subtracted out. For each sample, the optical path length of the system was first filled with sample solvent (e.g. buffer) to provide a blank (or reference) signal, which would be divided from the measurement of each sample concentration to remove the effects of the capillary wall/flow cell, buffer, or any other intrinsic properties of the optical path length that can confound the signal associated with the desired analyte.
Transmission percentage (%T) was collected by taking the ratio of the sample signal (S) minus dark noise (D) over reference signal (R) minus the dark noise as shown in Equation 2.1. Equation 2.1 also shows that %T is equal to the intensity of light that passed through the sample, I, divided by the initial light intensity $I_0$.

$$\%T = \frac{I}{I_0} \times 100 = \frac{S - D}{R - D} \times 100 \quad (2.1)$$

%T was then be converted to absorbance (A) by using Equation 2.2.

$$A = 2 - \log_{10} \%T \quad (2.2)$$

The wavelengths with the maximum absorption value for each compound were then selected to be monitored. As shown by Figure 2-1a, FLT has a maximum absorbance at 256 nm, while furfuryl alcohol (FA) and K222 both have maximum absorbance at 224 nm. It can also be seen that K222 has a lower molar extinction coefficient than both FLT and FA at 224 nm, which will directly affect detection sensitivity for K222. Note that thymidine, thymine, stavudine, and CLT share a similar chromophore with FLT and thus have the same/similar absorbance spectrum. Figure 2-
1b shows the absorbance spectra for β-D-FAC (50 mM) and α-D-FAC (50 mM), showing a maximum absorbance at 256 nm.

Figure 2-1 Absorption spectra for various compounds

(a) FLT (10 mM), FA (10 mM), and K222 (20 mM), and (b) β-D-FAC (50 mM), and α-D-FAC (50 mM). Note: Blank signal not divided out, therefore, the non-uniformity of the light source intensity at different wavelengths is apparent.
2.2.2.2 Separation using commercial CE system

Feasibility experiments were first performed on a commercial CE system (PA800-CE, Beckman Coulter, CA, USA). The PA800-CE was equipped with a 75 µm I.D. (375 µm O.D.) uncoated fused-silica capillary with a total length of 31.2 cm (21 cm from injection end to detector window). The capillary temperature was controlled via a recirculating fluid sheath around the capillary. The PA800-CE utilizes a continuous deuterium UV light source, which has a UV working range of 190-600 nm. Detection was performed using a photodiode array (PDA) detector (Beckman Coulter, CA, USA) monitoring at various absorption maxima slightly different wavelengths (205, 218, 254, and 268 nm), as determined by using similar method described in Section 2.2.2.1. All components of this commercial system are designed for high performance.

Capillary preconditioning was performed by sequentially flushing at 10 psi with the following solutions: 0.1 M HCl for 3 min, 1 M NaOH for 10 min, 0.1 M NaOH for 30 min, and the separating buffer for 30 min. In between successive separations, the capillary was flushed with the separating buffer at 5 psi for 3 min. During the experiment, the capillary and samples were maintained at room temperature (22°C). Details of BGEs used are discussed in the results section.

Samples were injected electrokinetically at +10 kV for 2.5 s and separation was performed at +12 kV. Due to a shorter capillary length of the commercial CE system compared to the lab-built CE system (described below), the electric field used in the commercial system was about 2x higher. Data analysis was performed using the instrument’s built-in 32 Karat software (Beckman Coulter, CA, USA). Peaks are identified based on retention times determined from injecting standard compounds.
individually. Optimization of peak integration can be performed by adjusting the Threshold value in the Intergration Events Table. The Threshold value adjusts the distance from which a point is considered a cluster point (measurable point), which can be seen as an imaginary line that runs parallel (above and below) the baseline. If a sufficient number of cluster points are grouped together, the software labels the group as a peak. A curve is then drawn through these points that extends to the baseline. The points where the curve meets the baseline are used as the start and stop points of the peak. Using these time points, the peak width, and area for each peak were determined. Migration time of the peak was taken at the peak maximum. Flat regions of the electropherogram were selected for calculation of noise in the baseline signal.

2.2.2.3 Separation using custom-built CE apparatus

A conventional (capillary-based) CE setup was built (schematic shown in Figure 1-8) based on a 75 µm I.D. (375 µm O.D.) Teflon coated fused-silica capillary with a total length of 60 cm (52 cm from injection end to detector window) from Polymicro (Phoenix, AZ, USA). Detection was based on UV absorbance. Illumination was provided by a pulsed xenon light source (PX-2, Ocean Optics, Dunedun, FL, USA), which has a wavelength range from 220-750 nm. The collected light was monitored by a spectrometer (USB4000, Ocean Optics), which has a wavelength detection range from 200-900 nm. Source and detector were aligned and coupled to the fiber via a sample cell (CUV-CCE, Ocean Optics). This setup is capable of making measurements over the wavelength range 220-750 nm. Voltage was applied to the CE system via a variable 30kV power supply (HV350REG(+), Information Unlimited) using 0.3 mm platinum lead wires (43014, Alfa Aesar) to avoid electrode corrosion.
Capillary preconditioning was performed by sequentially filling the capillary with the following solutions: 1 M NaOH, 0.1 M NaOH, and then the mobile phase using house vacuum to pull the solutions through. The solutions remained in the capillary for 10 min, 30 min, and 30 min, respectively. During the experiment, the capillary and samples were maintained at room temperature (22°C). Unlike the commercial CE system, the capillary temperature was not controlled other than being exposed to room air at ambient temperature.

CE sample injection into the separation channel was done electrokinetically. To conserve sample, a 150 µL insert (C4012-530P, Thermo Scientific) was placed inside a 2 mL vial (C4013-15A, Thermo Scientific), and filled with 120 µL of sample. To perform electrokinetic injections, the sample vial containing a known analyte mixture was placed at the beginning of the capillary with the anode. Injection potential (+12 kV) was applied for 5 seconds to inject a small sample plug into the capillary. The sample vial was then replaced with the buffer vial (C4013-15A, Thermo Scientific) filled with 1.8 mL of buffer, and the separation potential (+12 kV) was applied to carry/separate the analytes along the length of the capillary towards the detector. Note that the same separation potential is applied as for the commercial system, but the capillary length of the custom-build system is longer (~2x), leading to a lower electric field for the lab-built CE system. Though it would have been preferable to use ~24 kV potential to keep the electric field the same, the voltage was kept at 12 kV for the lab-built CE system due to the inability of the 30kV power supply to provide a stable potential above 15 kV. The detection end of the capillary was also placed in a buffer vial filled with 1.8 mL of buffer, which is
attached to the ground of the power supply during injection and separation. Details of BGEs used are included in the results section.

For each experiment, the transmitted light at the selected wavelengths (224 nm and 254 nm) was collected by the spectrometer as a function of time and was manually synchronized to begin recording absorbance vs. time at the start of separation voltage application. This was done by starting the data collection and the application of separation voltage simultaneously. Each electropherogram (of absorbance versus migration time) was analyzed via OriginPro 8.5 peak analysis software (OriginLab, Northampton, MA, USA) to determine peak migration times ($t_m$), peak widths ($w$), as well as other values such as peak areas. Peaks are identified based on retention times determined from injecting standard compounds individually. A built-in peak fitting function was analyze the peaks using a Gaussian fit. The software allows users to highlight regions of interest for peak integration. After the peaks are fitted to the curve, peak area, peak height, peak width, and migration time (peak center) could be obtained.

2.2.2.4 Separation of sample via HPLC

To compare separation performance of both the commercial and custom CE systems, separation of similar samples was also performed on an analytical HPLC system. HPLC separations were performed on a Knauer Smartline HPLC system equipped with a Smartline 1000 pump (Knauer, Berlin Germany), Smartline 5050 manager (Knauer, Berlin Germany), Smartline Valve Drive (Knauer, Berlin Germany), and using a C18 Luna reverse phase column (4.6 mm × 250 mm, 5 µm particle size; Phenomenex, Torrance, CA, USA). Detection was performed at 224 and 254 nm with an inline UV detector (2500, Knauer, Berlin, Germany).
The HPLC mobile phase for FLT separations was 10% ethanol in water, at flow rate of 1 mL/min. The HPLC mobile phase for FAC separations was 10% ethanol in 50 mM ammonium acetate, at a flow rate of 1 mL/min. All chromatograms were collected by a GinaStar analog to digital converter (Raytest USA Inc., Wilmington, NC, USA) and GinaStar software (Raytest USA Inc., Wilmington, NC, USA). Peaks are identified based on retention times determined from injecting standard compounds individually and peak analysis was performed using GinaStar software to determine peak widths, migration times, and areas.

2.3 Results and discussion

2.3.1 Separation of FLT and by-products

2.3.1.1 Overview

The overall strategy was to initially test the separation performance of a commercial CE system with both the mixtures samples of FLT and FAC. However, due to limited access to the PA800-CE system (which belonged to another lab), some initial experiments to compare various buffer conditions were performed on the lab-built CE system first.

2.3.1.2 Lab-built CE setup

In order to use CZE to separate multiple analytes within a same sample, each analyte must have a unique charge in order to establish a velocity difference during electrophoretic separation. However, it is known that FLT and its known by-products (thymidine, thymine, FA, stavudine, and CLT) are neutral compounds with high pKa values ranging from ~9.5 and above. Therefore, it is highly likely that MEKC will be needed to separate these compounds.
In order to verify that the lab-built CE system was working properly, the use of CZE was initially tested. This would also provide the migration time of the analytes before addition of surfactants to determine its effect on elution rates. Using the lab-built CE setup, a sample of 2.5 mM thymidine (in water) was first injected. To maintain stable EOF of the BGE, it has been shown that a BGE with pH range between 7-8 is recommended to reduce undesired interactions with the capillary walls [117], and that concentrations are typically kept between 10-100 mM for adequate electrical conductivity without excessive Joule heating [91]. A commonly used BGE of 30 mM phosphate buffer (pH 7.4) made from a mixture of monobasic and dibasic sodium phosphate was selected. Thymidine (pKa of 9.8) would remain neutral in the phosphate buffer, and thus travel at the EOF rate. Using a 60 cm capillary (52 cm effective length), a migration time of 400 seconds was obtained for thymidine. This corresponds to an EOF rate of 0.13 cm/s, which is the migration rate we can expect for all neutral species. Note that for a 5 second injection, this would give an injection plug length of 0.65 cm (~29 nL). To test the inability of separation of neutral analytes, 1 mM stavudine (in water) (pKa of 14.63) was added to the thymidine sample. The inability of CZE to separate was confirmed as only one detectable peak was obtained when a single sample containing both thymidine (2.5 mM) and stavudine (1 mM) was injected and detected.

To separate thymidine and stavudine, we modified the BGE with the addition of surfactants to differentiate the migration rates of both analytes, thus operating in MEKC mode instead of CZE. The most commonly used surfactant with phosphate buffer is SDS [118]. Its critical micelle concentration is 8 mM. SDS micelles have a negative
charge and are expected to move toward the positive electrode. SDS is expected to allow separation of neutral species, but analyte migration times will increase due to interaction with SDS which is moving more slowly than the EOF. Using MEKC, several concentrations of SDS (ranging from 10-100 mM) were added to the 30 mM phosphate buffer and the ability to separate thymidine and stavudine was evaluated. At 40 mM SDS, baseline separation was achieved between the two eluting peaks (2.5 thymidine and 1 mM stavudine), which were identified by subsequently injecting one analyte at a time to determine its unique migration time (Figure 2-2). However, when a sample containing FLT and its five common by-products (6 mM thymidine, 3 mM thymine, 5 mM furfuryl alcohol, 6 mM stavudine, 3 mM FLT, and 3 mM CLT in water) was injected, baseline separation was not achieved under these conditions.

Figure 2-2 CE chromatogram showing baseline separation of thymidine and stavudine
2.5 mM thymidine (peak 1) and 1 mM stavudine (peak 2) monitored at 256 nm using a BGE of 30 mM PB and 40 mM SDS.
The concentration of SDS was systemically increased in order to obtain baseline separation of all 6 analytes, which was achieved at 100 mM (Figure 2-3). The resolution ($R_s$) between thymidine and thymine (the two closest eluting peaks) was calculated to be ~1.5 using Equation 1.7, and because the peaks are relatively symmetric, this indicates baseline separation. Using 100 mM SDS, it was found that the resolution between FLT and its two closest impurities ( stavudine and CLT) was greater than 5. Due to the baseline separation, CE can be used to successfully quantify any of the individual species tested. This was repeated several times on the same day (n=15)
without flushing the capillary between injections. A summary of peak widths, migration times, and %RSD is listed in Table 2-1.

![Figure 2-3 Baseline separation of a mixture of FLT and by-products on the custom-built CE system.](image)

The mobile phase is 30mM phosphate buffer with 100mM SDS, and the absorbance is monitored at 224 nm (red) and 255 nm (blue). In order of elution, peaks are: (1) 6 mM thymidine, (2) 3 mM thymine, (3) 5 mM furfuryl alcohol, (4) 6 mM stavudine, (5) 3 mM FLT, (6) 3 mM CLT.

<table>
<thead>
<tr>
<th>Table 2-1 Peak width (w), migration time (tₘ), and migration time reproducibility (%RSD) for the lab built CE separation of FLT and its 5 known byproducts</th>
</tr>
</thead>
<tbody>
<tr>
<td>BGE: 30mM phosphate BGE with 100mM SDS (n=15).</td>
</tr>
<tr>
<td>Thymidine</td>
</tr>
<tr>
<td>----------</td>
</tr>
<tr>
<td>w (min)</td>
</tr>
<tr>
<td>tₘ (min) ± stdev</td>
</tr>
<tr>
<td>Reproducibility (tₘ) %RSD</td>
</tr>
</tbody>
</table>
While the use of 100 mM SDS allowed for baseline separation resolution, it also increased migration time due the negative charge of the micelle. Without the use of SDS (i.e. the BGE was 30 mM PBS), thymidine had a migration time of 6.7 minutes. The migration time of thymidine increased to 10.3 minutes when 100 mM SDS was added (an increase of 35%).

Alternative surfactants, and additional buffers with higher pH (to protonate neutral analytes) were explored on the commercial CE system.

2.3.1.3 Commercial CE system

Using the PA800-CE system, the MEKC separation of FLT from all impurities (K222, thymidine, thymine, FA, stavudine, and CLT) was attempted using pH 7.4, 30 mM phosphate buffer with 100 mM SDS (Figure 2-4). The calculated resolution (Rs) between FLT and its two closest impurities (stavudine and CLT) was greater than 4.0, and the other peaks were baseline resolved except for thymidine and thymine. This was repeated several times on the same day without flushing the capillary between runs. A summary of peak width, migration times, and %RSD is listed in Table 2-2.
Due to the shorter effective capillary length on the commercial system (21 cm capillary), the separation resolution of thymidine and thymine was lower on the PA800-CE system ($R_s = 0.77$) compared to the lab-built CE system using a 52 cm capillary ($R_s = 1.48$). However, an expected shorter overall analysis time was obtained on the PA800-CE system compared to the lab-built CE setup (4.5 min vs. 16 min, respectively) due to the shorter capillary length and higher applied separation field (384 versus 200 V/cm).

Figure 2-4 CE electropherograms showing the attempted separation of a representative FLT sample on commercial CE system.

Using 30mM phosphate BGE with 100mM SDS monitored at 218 nm (gray) and 254 nm (black) the order of elution was: 200 µM K222 (peak 1), 100 µM thymidine (peak 2), 100 µM thymine (peak 3), 100 µM FA (peak 4), 100 µM stavudine (peak 5), 100 µM FLT (peak 6) and 100 µM CLT (peak 7). Insert shows the separation without surfactant, but with 75 mM borate buffer (pH 11.5) to protonate the various species. In the electropherogram, the peaks are FA (peak 1), thymidine (peak 2), FLT (peak 3), CLT (peak 4) and thymine (peak 5). Reproduced with permission from reference [119].
A further decrease in overall analytical time can be achieved by lowering the ionic strength of the buffer, which increases the EOF. The ionic strength of the BGE can be significantly reduced by removing the surfactant, but because neutral species cannot be separated by CZE, a higher pH is needed to deprotonate the species into their anions. In the separation of FLT and its known by-products, the pKa of the compounds (thymine, thymidine, stavudine, FLT, and CLT) ranges from ~9.5 and above. A commonly used high pH BGE is borate buffer [91]. Various concentrations of borate buffer (pH 11.5) were tested. An example electropherogram demonstrating the attempted separation of the FLT sample with the 75 mM borate buffer is shown in the insert of Figure 2-4. The elution order differs when compared to MEKC. As FA remains uncharged, it was first to elute out with the EOF followed by the anions of thymidine, FLT and CLT. Thymidine, FLT, and CLT remained unresolved due to their similarity in chemical structures with the replacement of a hydroxyl group with a fluorine or a chlorine on the same carbon. Thymine (pKa = 10.5) was the last compound to elute out, and was well-separated from the others, possibly due to the higher negative charge density on the molecule making it more attracted to the positive (HV) electrode. Using a concentration of borate buffer below 75 mM (e.g. 50 mM) resulted in wider analyte

<table>
<thead>
<tr>
<th>Table 2-2 Peak width (w), migration time (t_m), and migration time reproducibility (%RSD) for the commercial CE separation of FLT and its 5 known byproducts.</th>
</tr>
</thead>
<tbody>
<tr>
<td>BGE: 30mM phosphate BGE with 100mM SDS (n=4). Adapted with permission from reference [119].</td>
</tr>
<tr>
<td>w (min)</td>
</tr>
<tr>
<td>---------</td>
</tr>
<tr>
<td>t_m (min)+ stdv</td>
</tr>
<tr>
<td>Reproducibility (t_m) %RSD</td>
</tr>
</tbody>
</table>
peaks as the BGE was not able to prevent electrodispersion (the broadening of analyte peaks due to variations in the electrical conductivity in the vicinity of the BGE and sample causing the peaks to disperse [120]). The use of borate buffer above a concentration of 75 mM (e.g. 100 mM) produced large fluctuations in the detected signal, which is possibly due to the high conductivity buffer and resulting higher current in the system and increase Joule heating. An increase in Joule heating could change the viscosity of BGE (changes EOF) and cause fluctuations in detection signal, which can cause an increase in peak migration time %RSD and also adversely affect LOD.

An alternative surfactant, sodium deoxycholate (SDC), was also tested (between 10 and 100 mM) due to its ability to form micelles (CMC = 6 mM); however, it was found not to be as effective in separating the analytes as SDS (data not shown). A zwitterionic (dipolar ion) buffer, N-cyclohexyl-3-aminopropanesulfonic acid (CAPS) designed for high pH use, was also tested due to its known advantages of low conductivity to reduce Joule heating effects. However, the use of CAPS buffer did not show an improvement in the separation (data not shown). Also, a significant increase in background noise was observed, which lowered separation resolution by making it more difficult to distinguish the separation between two peaks. At this point, the further optimization of CZE using BGEs high pH was no longer explored as the use of MEKC with a BGE pH of ~7 achieved the complete separation of desired analytes.

In summary, the successful separation of for FLT and by-products was achieved using a lab-built and commercial CE system, establishing initial feasibility of the use of CE to perform chemical purity analysis. The ability to obtain baseline separation of thymidine, thymine, FA, stavudine, FLT, and CLT on lab-built CE system that is on par
with the performance of the commercial CE system also demonstrates the ability to use low cost components to obtain comparable separation. The total analytical time for FLT and by-products obtained on both CE systems will be compared to analytical times obtained for HPLC in Section 2.3.5.

2.3.2 Separation of FAC and by-products

The separation of 200 µM K222, 200 µM α-D-FAC and 200 µM β-D-FAC (prepared as described in Section 2.2.1.1.2) was also performed on the commercial CE system (Beckman PA800-CE). Using the same PB-SDS BGE used for FLT (30 mM phosphate buffer with 100 mM SDS) the separation of β-D-FAC from its anomer α-D-

![Figure 2-5 CE electropherograms showing the separation of a representative FAC sample on commercial CE system.](image)

Using 30mM phosphate BGE with 100mM SDS monitored at 218 nm (gray) and 254 nm (black) the order of elution was (peak, average migration time ± stdev, n = 4): K222 (peak 1), α-D-FAC (peak 2) and β-D-FAC (peak 3). Reproduced with permission from reference [119].
FAC and K222 (Fig. 2-5) was achieved with baseline resolutions (i.e., Rs > 3.0) in less than 2.6 min. A summary of peak width, migration times, and %RSD is listed in Table 2-3.

<table>
<thead>
<tr>
<th>Table 2-3</th>
<th>Peak width (w), migration time (tm), and migration time reproducibility (%RSD) achieved for the separation of the mixed FAC sample on the commercial CE system (n=4).</th>
</tr>
</thead>
<tbody>
<tr>
<td>BGE: 30mM phosphate buffer with 100mM SDS. Adapted with permission from reference [119].</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>K222</th>
<th>α-FAC</th>
<th>β-FAC</th>
</tr>
</thead>
<tbody>
<tr>
<td>w (min)</td>
<td>0.065±0.000</td>
<td>0.065±0.018</td>
<td>0.065±0.019</td>
</tr>
<tr>
<td>t_m (min) ± std dev</td>
<td>2.04±0.04</td>
<td>2.22±0.04</td>
<td>2.48±0.05</td>
</tr>
<tr>
<td>Reproducibility (t_m) %RSD</td>
<td>2.0</td>
<td>1.8</td>
<td>2.0</td>
</tr>
</tbody>
</table>

These results demonstrate that indeed CE is capable of the separation of the FAC isomers (β and α forms). The ability to use CE to separate multiple PET related tracers and by-products further increases confidence in the feasibility to use CE to perform chemical purity analysis.

2.3.3 Separation of K222 in FLT and FAC samples

2.3.3.1 Overview

The successful separation of samples containing FLT and β-D-FAC along with their respective impurities demonstrates feasibility of CE to achieve separation that would be needed to perform chemical purity analysis. (Additional aspects of feasibility including limit of detection and miniaturization will be discussed in later chapters.)

Another potential opportunity for simplification and miniaturization of QC testing of PET tracers is to perform separation and detection of K222 in the same test, thus negating the need for a separate, dedicated testing method for this toxic impurity (intravenous LD50 of 35 mg/kg in rats) [121].
Successful separation of K222 from the analytes in the FLT (Figure 2-4) and FAC (Figure 2-5) samples has been demonstrated above using CE with an SDS-containing BGE. However, when examining the limit of detection (Chapter 3) it was found to be insufficient.

The use of SDS was shown to reduce overall sensitivity, however, the exact cause for this is not completely understood. It is possible that due to the longer analytical times with use of SDS, the resulting peak broadening effect lowered the overall peak height. Furthermore, because SDS is known to increase analytical times (e.g., increase of 35% for thymidine using 100 mM SDS, Section 2.3.1.2), we also considered the potential of CZE (i.e. without SDS) to accelerate the separation of K222 from PET tracers for more rapid (and higher sensitivity) detection. Though a CZE test for K222 would require a separate CE run, one could imagine that it would be possible to perform multiple parallel CE separations in a single microfluidic CE device, still providing simplicity compared to the need for a separate spot test.

It is suspected that K222 can readily be separated from the FLT or FAC impurities, even in the absence of micelles, as it would be positively charged in aqueous solutions due to the close association with a sodium or potassium ion (i.e. K222 is typically used in conjunction with K₂CO₃ in 18F-radiochemistry). Therefore, use of CZE to perform K222’s separation from other components in the FLT and FAC samples with a neutral pH (PB) could possibly be achieved with reduced analytical times. Note that all other species are not expected to be separated under these conditions, so this approach would only provide a measurement for K222.
2.3.3.2 Commercial CE system

Using an FLT mixture sample (as described in Section 2.3.1.3) and FAC mixtures (section 2.3.2), the successful separation of K222 from all other species was achieved on the PA800-CE system using CZE (with 30 mM PB). Baseline resolution was achieved in both cases (Figure 2-6). The successful separation of K222 from the other species under CZE is consistent with the concept of a positive charge on K222 at this pH (pH 7.4) due to the binding of free sodium or potassium ions in the aqueous sample, whereas the other species were all predominantly neutral. However, it should be stated that if the amount of K222 is approximately 2x greater than the amount of K$_2$CO$_3$ used in the synthesis, then this test may underestimate the amount of K222 as not all of K222 would be complexed to a K$^+$ ion and would not be separated from the FLT or FAC components. Using CZE, a reduction in analytical time for K222 was obtained for both FLT (1.9 minutes without SDS, 4.2 minutes with SDS, %55 reduction) and FAC sample (1.81 minutes without SDS, 2.55 minutes with SDS, %28 reduction). A summary of peak width, and migration times is listed in Table 2-4. Both samples produced an analysis time for K222 of <2 min, which is better than the typical colormetric-spot test used, requiring a time of 5-15 min [34], [121]. This suggests that it may be possible to
perform the K222 test using a CE system, providing a more rapid alternative to the detected TLC or spot tests [32], [122].

As mentioned above, the separation of FLT from its impurities (other than K222) and separation of the two FAC isomers were not achieved in these particular experiments due to the inability of CZE to separate neutral analytes. Therefore, to

Figure 2-6 CE showing the separation of K222 from FLT and FAC mixture samples on the commercial CE system.

Using 30mM phosphate BGE (no SDS) monitored at 205 nm (black) and 218 nm (gray) a) shows the separation of K222 (peak 1, 415 µM) from other species in the FLT mixed sample (peak 2; individual analytes not resolved), and b) separation of K222 (peak 1, 415 µM) from the FAC sample (peak 3; isomers not resolved). In this buffer only K222 is separated in the samples. Structures of compounds are also shown. Reproduced with permission from reference [119].

Table 2-4 Peak width (w), and migration time (tm) the commercial CE separation of (a) K222 (415 µM) and FLT sample mixture and (b) K222 (415 µM) and FAC sample mixture

<table>
<thead>
<tr>
<th></th>
<th>K222</th>
<th>FLT + Impurities</th>
<th></th>
<th>K222</th>
<th>FAC + Impurities</th>
</tr>
</thead>
<tbody>
<tr>
<td>w (min)</td>
<td>0.17±0.01</td>
<td>0.11±0.01</td>
<td>w (min)</td>
<td>0.14±0.01</td>
<td>0.09±0.00</td>
</tr>
<tr>
<td>tm (min)</td>
<td>1.38±0.01</td>
<td>1.90±0.01</td>
<td>tm (min)</td>
<td>1.32±0.00</td>
<td>1.81±0.00</td>
</tr>
</tbody>
</table>

Adapted with permission from reference [119].
completely separate all analytes in a mixed sample, while maintaining high sensitivity, the use of multiple buffers and CE modes may be necessary. While sequentially running the two separations in the same capillary may not be practical due to the use of different buffers, the implementation of microscale CE may enable these separations to be performed in separate channels in the same device.

2.3.4 Separation of FLT and FAC via HPLC

Separation performance was compared to an analytical HPLC system, which currently serves as a ‘gold standard’ for PET tracer chemical purity analysis. HPLC chromatograms showing the separation of the mixed samples of FLT and FAC (prepared as described in Section 2.2.1.1) are shown in Figure 2-7, however, K222 could not be detected via HPLC. A summary of peak widths, migration times, and %RSD of migration times for the FLT and FAC samples are listed in Table 2.5 and Table 2.6 respectively. The migration times of all analytes had a RSD ≤ 1%, which is representative of typical HPLC performance [123]. Since the separation conditions
have been optimized for QC testing of these tracers, it is not surprising that the conditions afforded baseline resolution of all species.

Figure 2-7 CE showing the separation of representative FLT and FAC sample on HPLC.  
(a) Left: HPLC chromatograms at 224 nm (gray) and 254 nm (black) showing the separation of the FLT representative sample. In order of elution, thymine (peak 1), stavudine (peak 2), thymidine (peak 3), FA (peak 4), FLT (peak 5) and CLT (peak 6).  
(b) HPLC chromatogram at 254 nm showing the separation of the FAC representative sample. In order of elution, α-FAC (peak 1) and β-FAC (peak 2). Reproduced with permission from reference [119].
While HPLC is currently the standard methodology for chemical purity analysis of FLT and FAC PET probes, K222 in the sample was not detected at any monitored wavelengths. It is suspected that K222 could not be analyzed because it was trapped in the C18 separation column under the buffer conditions (neutral/basic) used, as suggested by Deng et al. [124].

2.3.5 Comparison of CE and HPLC

The separation of the compounds of interest in both the FLT and FAC samples was demonstrated with baseline resolution using the HPLC and both CE systems (lab-built and commercial). Thus it is feasible to use CE to perform separation of the relevant compounds for these two tracers (and likely many additional ones). Furthermore, it was possible to separate K222 from the other species and detect it with good sensitivity (the limit of detection will be discussed in the next chapter). This suggests that the K222 test

| Table 2-6 Peak width (w), and migration time of solute (t_m), and migration time reproducibility (%RSD) for the HPLC separation of the FLT mixture (n=4). |
|---------------------------------|---------|---------|---------|---------|---------|---------|
| w (min) | Thymine | 0.35    | Stavudine | 0.48    | Thymidine | 0.51    | FA | 0.52    | FLT | 0.68    | CLT | 1.41    |
| t_m (min) ± stdev | 4.10±0.01 | 5.25±0.01 | 6.02±0.01 | 9.05±0.01 | 11.0±0.1 | 23.3±0.1 |
| Reproducibility (t_m) %RSD | 0.24    | 0.19    | 0.17    | 0.11    | 0.91    | 0.42    |

Adapted with permission from reference [119].

| Table 2-5 Peak width (w), and migration time of solute (t_m), and migration time reproducibility (%RSD) for the HPLC separation of FAC compounds (n=6). |
|---------------------------------|---------|---------|
| w (min) | α-FAC | 0.32    | β-FAC | 0.45    |
| t_m (min) ± stdev | 3.65±0.00 | 4.02±0.00 |
| Reproducibility (t_m) %RSD | 0       | 0       |

Adapted with permission from reference [119].

While HPLC is currently the standard methodology for chemical purity analysis of FLT and FAC PET probes, K222 in the sample was not detected at any monitored wavelengths. It is suspected that K222 could not be analyzed because it was trapped in the C18 separation column under the buffer conditions (neutral/basic) used, as suggested by Deng et al. [124].
can be performed in a capillary format, which may enable streamlining of the overall QC testing procedure.

An interesting observation was that the elution order of the analytes for CE compared to HPLC was different. For CE, the order was thymidine, thymine, FA, stavudine, FLT, and CLT; for HPLC, the order was thymine, stavudine, thymidine, FA, FLT, and CLT. This could be due to the different phases the analytes were partitioning into (micelles in CE versus C18 in HPLC), as well as the difference in the pseudo stationary phase separation of MEKC (micelles migrate at a different rate than the BGE) versus stationary phase separation of HPLC (porous C18 column).

Due to the insolubility of Boc-FLT in aqueous media, both the CE and HPLC methodologies were unable to inject/analyze Boc-FLT. However, due to this property of Boc-FLT, it is highly unlikely to be found in real PET samples after various purification processes, and quantitative testing of Boc-FLT doesn’t seem to be something that is routinely performed during QC testing of FLT [125]. Furthermore, because the separation methods can readily distinguish CLT from FLT, it is likely that Boc-FLT would also be separated from FLT (and CLT) due to the even larger chemical difference imparted by the –Boc protecting group.

Due to the short half-lives of PET radioisotopes, it is generally preferred to have short analysis times, so the final, formulated tracer can be released more quickly after production and reduce the radioactivity loss due to radioactive decay. It should be pointed out that capillary, column, or instrument conditioning can often be performed in conjunction with other steps in the radiosynthesis, and therefore only the time taken to inject, separate, detect, and readout the results are the time limiting factors in QC tests.
In general, CE offers a significant improvement in analysis time over the use of HPLC [126], which is consistent with our findings. The lab-built CE setup offered shorter analysis times (baseline separation) for the mixed FLT sample compared to the HPLC system (lab-built CE system: 16.3 ± 0.7 min (n=15) (average run time ± stdv); HPLC: 23.2 ± 0.2 min (n = 4)). In the case of [18F]FLT, 4.3% of the PET tracer decayed in the additional 6.9 min taken by the HPLC. The analysis time of the FAC sample was also lower for the commercial CE system compared to the HPLC, i.e. PA800-CE system: 3.0 ± 0.6 min (n = 4); HPLC: 4.0 ± 0.0 min (n = 6). Although it may be possible to optimize the duration of the HPLC processes using shorter columns with smaller particle sizes (e.g. 3 µm) and ultra-high pressure pumps to reduce analysis times (as in UPLCs) [26], CE still offers greater ability for miniaturization and lower costs.

In comparison to the HPLC (Tables 2-5, 2-6), the reproducibility in the migration times of the commercial CE and the lab built CE systems (Tables 2-1, 2-2, 2-3) were relatively poorer; however, the RSDs were all below 7% (for the slowest migrating compound, CLT). While a shift in migration time by the %RSD values for analyte peaks such as thymidine and thymine will no longer result in baseline separation resolution, this can possibly be improved in the microchip format.

Capillary surface chemistry stability is suspected to play a crucial part to achieving more reproducible migration times as it has been observed that migration times drift through repeated use. This may be due to the unstable conditioning of the capillary wall leading to permanent alterations at the solution/glass interface. By the use of an internal standard and a better capillary conditioning method, it may be
possible to establish longer lasting capillary conditioning for analyte separation [127], [128]. These considerations will be further discussed in Chapter 5.

2.4 Conclusion

The first step in establishing the feasibility of using CE to perform chemical purity analysis on PET tracers has been shown, namely the baseline separation of analytes presented in samples of real PET tracers (FLT and D-FAC) containing a mixture of the tracer and impurities. Furthermore, the potential to combine the determination of K222 into the same system was also suggested. Shorter analysis time for the lab-built was obtained in comparison to HPLC, reducing analysis time by 30% for FLT (16.3 min on lab-built versus 23.2 min on HPLC), which suggests the QC testing may be completed more quickly using CE, reducing the loss of tracer due to radioactive decay.

One aspect that should be further investigated is the role of the sample buffer on the separation performance. In particular, most PET tracers are formulated in saline rather than water, and this could increase background noise level, which can hinder separation resolution.

The next chapter will further investigate the feasibility, and will focus on establishing whether CE has sufficient limit of detection (i.e. comparable to HPLC) for chemical impurity analysis of PET tracers.
Chapter 3: Limit of Detection of Capillary Electrophoresis System

3.1 Introduction

The second key to establishing the feasibility of using CE for the chemical purity analysis of common PET tracers and their impurities is to establish whether the LOD is sufficient for quantifying the anticipated species. For some species, regulatory agencies have established maximum amounts or concentrations that are permitted in injectable solutions of PET tracers for human use. For many species, clear limits have not be established and absence of detection via conventional analytical tools (e.g. radio-HPLC) seems to be considered sufficient evidence that the species has been eliminated during the purification process. Generally, chemical purity is monitored via HPLC coupled to a UV-visible absorbance detection cell. The HPLC column provides separation among the tracer and its impurities, and the detection cell enables quantitation of each species as it exits the column. Optical absorbance is a simple and readily available detection method, and is suitable for many classes of tracers, where the tracer and impurities are UV active (i.e. have significant UV absorption). Furthermore, this technique does not require modification of the sample (e.g. unlike fluorescence detection which requires chemical derivatization of the sample [105]). Other CE detection modes include refractive index (RI) [129], [130], capacitively coupled contactless conductivity (C4D) [131], [132], and pulsed amperometric detectors (PAD) [50], [133], [134], however, these are more difficult to implement. RI detectors measures the change in refractive index within the capillary. The greater the RI difference between the sample and the BGE, the higher the signal. C4D is an electrochemical detection method. In general, this methods uses two electrodes positioned outside the capillary. A high-frequency
electric field is applied to the first electrode, which passes through the solution within the capillary, and is recorded on the second electrode. The current through the circuit is affected by the impedance of the environment within the capillary. The change in current through the circuit is measured as analytes passes through the detection region. PAD is another type of electrochemical detector, which uses electrodes within the capillary channel to generate oxidation/reduction reactions. As sample passes the detector, the analytes are either oxidized or reduced, generating a measurable current. PAD applies voltage to the working potential for a short period of time, and is followed by higher or lower potentials to clean the electrode (prevents fouling) for reproducible measurements.

Given that the LODs of typical HPLC systems used in radiochemistry are considered adequate (typically in the micromolar range), we thus aim to establish whether CE can match the detection limit of HPLC for relevant analytes.

As mentioned briefly in Section 1.3.3, the LOD is the lowest quantity (i.e., concentration) of analyte that can be distinguished from background level. Quantitatively, the LOD is usually determined as the concentration that corresponds to a signal that is 3 times the standard deviation of background noise. For absorbance detection, the LOD is directly (but not necessarily linearly [135]) related to the optical path length (OPL) of the system (the ‘thickness’ of the sample through which the light passes). Figure 3-1 illustrates a chromatogram with a background signal (blue), a step function signal at 3x the noise level (orange; corresponding to LOD), and a step function signal at 10x the noise level (grey; corresponding to LOQ) with standard deviation (blue) and signal representing 3x (orange) and 10x (grey) background signal standard
deviation, which corresponds to the LOD and LOQ signal of the chromatogram, respectively.

Note that for the purposes of QC testing of PET tracers, it is normally sufficient to demonstrate that the level of a contaminant is below a certain limit. In this case, the LOD should be at or below the allowed limit. This enables an absence of detection to confirm that its level is low enough. LOQ is important only if actual quantitation of the amount is desired.

In typical HPLC systems used in the field of radiochemistry, the flow cell has a path length of 10 mm (10000 µm). In the case of capillary electrophoresis in capillaries or microchannels, optical absorbance is usually measured in a direction perpendicular to the flow through a window in the capillary or chip. The OPL is the inner diameter (ID)
of the capillary or channel, which is typically limited to only about 30-100 µm. Typically, this short optical path results in a relatively high (poor) LOD in CE systems. Unfortunately, commercial HPLC flow cells are typically not suitable for use with CE due to the larger internal diameter which cannot be interfaced to the capillary without significantly disrupting the flow and leading to dispersion. However, several methods have been attempted to enhance the absorbance detection sensitivity of CE by extending the optical path length (Figure 3-2). These approaches include the use of rectangular capillaries [136], bubble cells [137], [138], multi-reflection cells [101], [139], and Z- [140], [141], U- [142], and inverted T-shaped flow cells [143], [144]. Rectangular shaped capillaries are used to increase the amount of light passing through the detection window compared to a circular capillary. A bubble cell opens up the inner diameter within the capillary (within the detection window) creating a short region with longer optical path length. The Z- and U-shaped cells uses a similar concept to the bubble cell by directing the flow to be inline with the detection window, rather than perpendicular, and thus increasing the optical path length within the detector. Similarly, the inverted T-cell splits the flow at the T-intersection, allowing the sample to increase its length within the detection window. The multi-pass approaches use mirrors around the detection region to reflect the light through the channel multiple times to increase the optical path. While capillaries with integrated bubble cells are commercially available by Agilent Technologies (Santa Clara, CA, USA), they are usually designed to be used only on their commercial CE system. Polymicro Technologies (Phoenix, AZ, USA) offers square/rectangular shaped capillaries, which offer a small increase in average
optical path through the capillary, but are typically more expensive (~3x) than standard capillaries due to the increased complexity of fabrication.

Another method to improve sensitivity is to reduce the background noise of the detection system. There are several sources of background noise, including variation in light source intensity, spectrometer dynamic range and signal to noise ratio, and mechanical stability of the optical system (i.e. light source, detection cell, and detector). Variations in light source intensity result in fluctuations in the baseline signal that contribute to the noise. Noise generated due to the spectrometer is typically caused by dark current (small electrical current that flows through photosensitive diodes, even in the absence of light input) that is present in all electrical devices. Noise can also be

---

**Figure 3-2 Methods of increasing the optical pathlength.**

*Single-pass absorption flow cell geometries with enhanced pathlength include: (a) bubble cell; (b) U-shaped cell; (c) Z-shaped cell; (d) T-shaped cell; and (e) multi-reflection cell. Yellow/orange indicates the liquid; green arrow indicates optical detection path; black arrow indicates flow path.*
introduced due to quantization error, due to the digitization of the signal. Any mechanical instability of the optical cell also affects the background noise as the optical detector will be sensitive to physical vibrations in the environment, which can impact the efficiency of light coupling at the input or output of the optical path, leading to fluctuations in the baseline signal that contribute to noise. Reducing these sources of noise can improve the LOD, and allow detection of lower sample concentrations.

An increase in intensity of the incident light can also improve sensitivity as it can increase the signal. Noise associated with the light source is also increased, but there is generally an overall improvement in the signal to noise ratio, because many sources of noise are independent of the noise in the light source.

In this chapter, we explore and compare the performance (LOD and LOQ) of optical detection in CE and HPLC using FLT and D-FAC samples (described in Chapter 2) as examples. We first evaluate a commercial CE system and find that, despite the short optical path length (75 µm) of the CE system, the LOD approaches that of the HPLC system with much longer optical path (1 cm). However, because commercial CE systems are typically designed for high-flexibility across a broad range of analytical applications, they tend to be quite expensive and bulky (comparable in size to HPLC systems). We therefore also evaluated a custom-built system using lower-cost detector components. Though the performance was adversely impacted, experiments guided potential hardware and design optimizations, many of which are best implemented in microchip format (Chapter 4), but can help a low-cost CE system match or exceed the LOD and LOQ of the commercial CE and HPLC systems.
3.2 Materials and methods

3.2.1 Detection Apparatus

The commercial CE system (PA-800 CE, Beckman Coulter) uses a capillary cartridge (Figure 3-3) to house the 75 µm ID capillary and fiber optic connections. The geometry of the detection cell is similar to the CUV-CCE (Ocean Optics) sample cell, which aligned the illuminating and detection fiber inline across the capillary. The illumination fiber is connected to an internal deuterium lamp light source, and the detection fiber interfaces with a photodiode array for detection at multiple wavelengths simultaneously.

![Image of capillary cartridge used for PA-800 CE system.](image)

Detection window houses the capillary similarly as the CUV-CCE capillary cell shown in Figure 3-4, using the ID of the capillary as the optical path length. The detection cell of the cartridge mates to an optical system that is part of the instrument.
The lab-built setup is the same as used for experiments in Chapter 2. Detection is performed in a CUV-CCE sample cell (Ocean Optics, Dunedun, FL, USA), which is a micro-cross fitting used to interface a 75 µm ID fused glass capillary (Polymicro, AZ, USA) to optical fibers connected to a light source and a detector, illustrated in Figure 3-4. The intact capillary is inserted through the fitting, and optical fibers are aligned on opposite sides of the capillary. The setup uses 300 µm solarization-resistant optical fibers with an aluminum coating (i.e., 300 µm OD; Ocean Optical Dunedun, FL, USA). These fiber cables are connected to a light source (PX-2 pulsed xenon lamp, Ocean Optics; or DH-2000-BAL continuous deuterium lamp, Ocean Optics) and a spectrometer (USB4000, Ocean Optics; or QE-PRO, Ocean Optics). The PX-2 pulsed xenon light source represents the lower end of the price spectrum for an off-the-shelf illumination source, but has a pulse-to-pulse variation in light intensity from 3-12% depending on pulse frequency [145], which directly leads to fluctuation of the sample or background level and introduces considerable noise that can adversely affect LOD. In contrast, the DH-2000-BA has a far more stable light output intensity (output drift of less than 0.01% per hour [146]), but is 5x more expensive. Similarly, the USB4000 is the least expensive detector, with an intrinsic signal to noise ratio of 275:1. The QE-PRO has significantly expanded dynamic range and a signal to noise ratio of 1000:1, but is roughly 20x more costly. The performance of the system with the higher end hardware components (DH-2000-BAL and QE-PRO) was compared to that of the system using the lower end
components to determine its effect on LOD and LOQ. We appreciate the generous support of Ocean Optics in loaning these devices to perform this characterization.

Figure 3-4 Detector for lab-built CE system.

a) Image of CUV-CCE capillary cell with fiber optic cables. b) (Left) illustration of capillary cell with inserted capillary and fiber optics cables, and (Right) schematic of internal structure. The optical path length is equal to the inner diameter of capillary.
The analytical HPLC system is equipped with a Knauer 2500 UV detection unit (Figure 3-5). Illumination is provided by an internal deuterium lamp source, and detection is performed with a photodiode array for multiple wavelength detection. The optical path length is 10 mm.

(a) Flow cell used in Knauer HPLC system with inline UV detector (Knauer 2500 UV). (b) Illustration of internal optical path length and fiber optic placement.

Figure 3-5 Detection cell used in the HPLC system.
3.2.2 Reagents

Sodium phosphate monobasic (NaH$_2$PO$_4$), sodium phosphate dibasic dihydrate (Na$_2$HPO$_4$), sodium dodecyl sulfate (SDS), thymine, thymidine, furfuryl alcohol (FA), 2',3'-didehydro-3'-deoxythymidine (stavudine), and 3'deoxy-3'-fluorothymidine (FLT) were purchased from Sigma Aldrich (Milwaukee, WI, USA). Zidovudine impurity B (chlorothymidine, CLT) was purchased from LGC Standards (Wesel, Germany). Kryptofix2.2.2 (K222), 1-(2'-deoxy-2'-fluoro-α-d-arabinofuranosyl)cytosine (β-FAC), 1-(2'-deoxy-2'-fluoro-β-d-arabinofuranosyl)cytosine, and (α-FAC) were purchased from ABX (Radeberg, Germany).

3.2.3 Methods

3.2.3.1 General procedure for determining the LOD and LOQ

First, an absorption spectrum was measured for each compound as described in Section 2.2.2.1 to determine the wavelength that would give the largest absorbance signal.

Light intensity is important in optimizing LOD and LOQ. To optimize the signal to noise ratio, the intensity is set so that the detector reads 90% of its maximum value for the blank single (i.e. to avoid saturation). (All other samples are expected to have higher absorbance, and thus lower intensity reaching the detector, than the blank sample.) The intensity of the deuterium light source could be controlled directly. However, the intensity of the PX-2 pulsed xenon light source could not be adjusted; instead intensity was adjusted by displacing the end of the illumination fiber away from the ideal installation point (i.e. in contact with the capillary wall). This displacement reduces the
efficiency of coupling of light into the sample and detector, reducing the overall intensity received.

Dark noise and blank (reference) signals were also obtained as described in Section 2.2.2.1. The absorbance signal (Equation 2.2) with the capillary filled with buffer (i.e. blank/reference) was then recorded for a period of time (~ 1 min) and averaged to calculate the standard deviation in background absorbance noise (Figure 3-2) to be used to calculate LOD and LOQ.

Next, several concentrations of each analyte (ranging from ~0.10-50.0 mM in water) were used in sequence to fill the optical path length of the system. The absorbance was measured for each sample at the desired wavelength(s) for a duration of time (~ 1 min) to ensure a stable signal and was averaged to obtain one data point. This was repeated 3 times while flushing the optical path length with blank solution between each measurement. The three data points were then averaged to obtain an overall absorbance value for the particular concentration of the particular sample.

To ensure the optical path length was completely filled with sample and that the concentration of the analyte in the detector region was the same as the initial concentration in the sample vial, a sample volume much greater than the volume of the optical path length was hydrodynamically pushed through the detection region of the system, to ensure that the previous sample was completely displaced and the optical path was filled completely with the new sample. Also, the most dilute (low concentration) samples were measured first prior to higher concentration samples.

The overall average absorbance signal (obtained as described above) of the analyte at each concentration was then plotted on a graph of signal vs. concentration.
Due to the linear relation predicted by Beer’s law (Equation 1.8), a straight line was then fitted to the linear region of the plot, to give a calibration curve relating signal and concentration (see, for example, Figure 3-6). It should be noted that there are limitations to Beer’s Law. At high concentrations the linear relationship between absorbance and analyte concentration can break down possibly due to a change in index of refraction (n) of the solution, electrostatic interactions between molecules in close proximity, or scattering of light due to particulates in the sample [147]. This limitation causes linearity of the plot to be achieved only at concentrations below ~10 mM.

Using the fitted equation, the LOD and LOQ were calculated by solving for the concentration that corresponds to 3 and 10 times the standard deviation in background absorbance noise, respectively.

3.2.3.2 Analysis of samples via lab-built conventional CE setup

The lab-built CE system was tested in two hardware combinations: (i) PX-2 pulsed xenon light source with USB4000 spectrometer and (ii) DH-2000-BAL continuous deuterium light source with QE-Pro spectrometer. Samples of FLT and known by products (thymidine, thymine, FA, stavudine, and CLT) were formulated in 18 MΩ deionized water and analyzed. Sample measurements were done as described in Section 3.2.3.1 and wavelengths were selected as described in Section 2.2.2.1. The two optimal wavelengths (224 nm to detect furfuryl alcohol and 256 nm to detect all other compounds) were monitored to generate calibration curves for LOD and LOQ determinations for each species in each of the two system configurations.
3.2.3.3 Analysis of sample on commercial CE system

The commercial CE system (PA800-CE) with a built in photodiode array detector and continuous deuterium light source was tested as described in Section 3.2.3.1. FLT related compounds (thymidine, thymine, FA, stavudine, FLT and CLT), and FAC related compounds (α-D-FAC, β-D-FAC, and K22) were formulated in water and analyzed. Wavelengths were selected as described in Section 2.2.2.1. The two optimal wavelengths (218 nm to detect furfuryl alcohol and 254 nm to detect all other FLT-related compounds) were monitored to generate calibration curves for LOD and LOQ determinations for FLT related compounds and three wavelengths (205 nm to detect K22, 218 nm and 254 nm to detect α-FAC and β-FAC) were monitored for FAC-related compounds.

3.2.3.4 Analysis of sample via HPLC

The HPLC system with a built in photodiode array detector and continuous deuterium light source was tested as described in Section 3.2.3.1. FLT related compounds (thymidine, thymine, FA, stavudine, FLT and CLT), and FAC related compounds (α-D-FAC, β-D-FAC, and K22), formulated in 18 MΩ deionized water, were analyzed. Wavelengths were selected as described in Section 2.2.2.1. The two optimal wavelengths (224 nm to detect furfuryl alcohol, and all FAC-related compounds and 254 nm to detect all other FLT-related compounds) were monitored to generate calibration curves for LOD and LOQ determinations. Sample was injected into the flow cell using an external syringe.
3.3 Results and discussion

3.3.1 Detection/quantification limits of HPLC system

As a benchmark comparison, the LOD and LOQ of both FLT and FAC sample were evaluated on the HPLC system. The standard deviation in noise for 254 nm and 224 nm were 0.1 mAU and 0.5 mAU, respectively. Measured at the absorption maximum at 254 nm, the LOD and LOQ for FLT were 2 and 5 μM, respectively. For FAC, the LOD and LOQ were 5 and 9 μM, respectively. A list of LOD and LOQ for FLT and FAC related compounds is listed in Table 3-1. Only FLT, β-FAC, furfuryl alcohol, and stavudine were tested on the HPLC system due to similar chromophores and expected extinction coefficients to related compounds (i.e., FLT and stavudine were expected to have similar LOD as thymine, thymidine, and CLT, and β-FAC was expected to have similar LOD as α-FAC). K222 could not be detected in the sample at any monitored wavelength, as it is suspect to be trapped in the C18 separation column as suggested by Deng et al. [124].

<table>
<thead>
<tr>
<th>254 nm</th>
<th>FLT</th>
<th>β-FAC</th>
<th>FA</th>
<th>Stavudine</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOD</td>
<td>2 μM</td>
<td>5 μM</td>
<td>n/a</td>
<td>2 μM</td>
</tr>
<tr>
<td>LOQ</td>
<td>5 μM</td>
<td>9 μM</td>
<td>n/a</td>
<td>4 μM</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>224 nm</th>
<th>FLT</th>
<th>β-FAC</th>
<th>FA</th>
<th>Stavudine</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOD</td>
<td>n/a</td>
<td>n/a</td>
<td>35 μM</td>
<td>n/a</td>
</tr>
<tr>
<td>LOQ</td>
<td>n/a</td>
<td>n/a</td>
<td>116 μM</td>
<td>n/a</td>
</tr>
</tbody>
</table>

Table 3-1 Limits of detection (LOD), and quantification (LOQ) of FLT samples on HPLC system.
Adapted with permission from reference [119].
3.3.2 Detection/quantification limits of commercial CE system

The linear calibration curves for the PA800-CE equipped with a 75 µm ID capillary revealed the LOD and LOQ for thymine, thymidine, FA, stavudine, FLT, and CLT to be in the ranges 2-12 and 13-25 µM, respectively, at their optimal wavelengths for detection (218 and 254nm). The standard deviation in noise for 254 nm and 218 nm were 0.09 mAU and 0.1 mAU, respectively. A complete list of LOD and LOQ for the FLT related compounds is listed in Table 3-2.

<table>
<thead>
<tr>
<th>254 nm</th>
<th>LOD</th>
<th>LOQ</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5 µM</td>
<td>5 µM</td>
</tr>
<tr>
<td></td>
<td>13 µM</td>
<td>14 µM</td>
</tr>
<tr>
<td>218 nm</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td></td>
<td>n/a</td>
<td>n/a</td>
</tr>
</tbody>
</table>

A complete list of LOD and LOQ for FAC related compounds is listed in Table 3-3.

<table>
<thead>
<tr>
<th>LOD</th>
<th>LOQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>11 µM</td>
<td>n/a</td>
</tr>
<tr>
<td>36 µM</td>
<td>n/a</td>
</tr>
<tr>
<td>24 µM</td>
<td>n/a</td>
</tr>
<tr>
<td>32 µM</td>
<td>n/a</td>
</tr>
</tbody>
</table>

The commercial CE system was also used to determine the LOD and LOQ of β-D-FAC, α-D-FAC and K222. Linear calibration curves at 218 nm revealed the LOD and LOQ to be around 9-12 and 24-32 µM, respectively, for both anomers of FAC. An LOD and LOQ of 120 and 390 µM, respectively, was observed for K222 at 205 nm.  

A complete list of LOD and LOQ for FAC related compounds is listed in Table 3-3.
An LOD of 120 µM for K222 is better than the typical colorimetric-spot test used, where the reference spot is 50 µg/mL (~133 µM) [34], [121], which demonstrates the suitability of CE to be used for K222 detection in PET.

<table>
<thead>
<tr>
<th>254 nm</th>
<th>LOD</th>
<th>LOQ</th>
<th>β-FAC</th>
<th>α-FAC</th>
<th>K222</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>12 µM</td>
<td>29 µM</td>
<td>9 µM</td>
<td>32 µM</td>
<td>n/a</td>
</tr>
</tbody>
</table>

Table 3-3 Limits of detection (LOD), and quantification (LOQ) analysis of FAC samples on commercial CE system.
Adapted with permission from reference [119].

3.3.3 Detection/quantification limits of lab-built CE system

Using the lab-built CE system equipped with the pulsed xenon light source (PX-2) and USB400 spectrometer, the absorbance was measured for several concentrations (0-50 mM) of thymidine in water. The average absorbance for each concentration is plotted versus thymidine concentration in Figure 3-6a. The linear range was found at concentrations below 10 mM (Figure 3-6b). The standard deviation in background absorbance noise of this setup was determined to be 4.0 mAU for 254 nm and 4.1 mAU for 224 nm. Therefore the absorbance values that correspond to the LOD and LOQ of thymidine were 12 mAU and 40 mAU, respectively. Plugging these absorbance values into the linear equation provided in Figure 3-6b, the LOD and LOQ for thymidine were determined to be 210 µM and 750 µM, respectively. A complete list of LOD and LOQ
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Figure 3-6 Absorbance vs. Concentration curve with low cost light source and spectrometer

(a) Absorbance vs. thymidine concentration using PX-2 xenon light source and USB4000 spectrometer with the lab-built CE system, (b) Straight line fit to the linear region.

Table 3-4 Limit of detection (LOD), and quantitation (LOQ) analysis of FLT samples on lab-built CE system using PX-2 light source and USB4000 spectrometer.

<table>
<thead>
<tr>
<th></th>
<th>Thymidine</th>
<th>Thymine</th>
<th>FA</th>
<th>Stavudine</th>
<th>FLT</th>
<th>CLT</th>
</tr>
</thead>
<tbody>
<tr>
<td>255 nm</td>
<td>LOD</td>
<td>210 μM</td>
<td>260 μM</td>
<td>n/a</td>
<td>310 μM</td>
<td>300 μM</td>
</tr>
<tr>
<td></td>
<td>LOQ</td>
<td>750 μM</td>
<td>850 μM</td>
<td>n/a</td>
<td>1000 μM</td>
<td>1000 μM</td>
</tr>
<tr>
<td>224 nm</td>
<td>LOD</td>
<td>n/a</td>
<td>n/a</td>
<td>790 μM</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td></td>
<td>LOQ</td>
<td>n/a</td>
<td>n/a</td>
<td>2600 μM</td>
<td>n/a</td>
<td>n/a</td>
</tr>
</tbody>
</table>

for the FLT related compounds using the PX-2 pulsed xenon light source and USB4000
The capillary sample cell was then connected to the deuterium light source (DH-2000-BAL) and QE-Pro spectrometer and the measurements repeated. Using this new hardware setup in conjunction with the 75 µm ID capillary, the standard deviation in background absorbance noise was reduced more than 10-fold, i.e. from 4.0 mAU to 0.35 mAU for 254 nm (Figure 3-7). The noise was reduced from 4.1 mAU to 0.67 mAU for 224 nm. The average absorbance for each concentration is plotted versus thymidine concentration in Figure 3-8. This lowered the LOD and LOQ of thymidine to 22 µM and 72 µM, respectively. A complete list of LOD and LOQ for the FLT related compounds using the deuterium DH-2000-BAL light source and QE-Pro spectrometer is listed in Table 3-5.

Figure 3-7 **Background absorbance noise at 254 nm for CUV-CCE equipped with PX-2 and USB4000 (blue) and DH-2000-BAL and QE-Pro (orange)**
Comparison of CE systems and HPLC system

Table 3-5 Limit of detection (LOD), and quantitation (LOQ) of FLT samples on lab-built CE system using DH-2000-BAL light source and QE-Pro spectrometer.

<table>
<thead>
<tr>
<th></th>
<th>Thymidine</th>
<th>Thymine</th>
<th>FA</th>
<th>Stavudine</th>
<th>FLT</th>
<th>CLT</th>
</tr>
</thead>
<tbody>
<tr>
<td>256 nm</td>
<td>LOD</td>
<td>22 μM</td>
<td>21 μM</td>
<td>n/a</td>
<td>27 μM</td>
<td>25 μM</td>
</tr>
<tr>
<td></td>
<td>LOG</td>
<td>72 μM</td>
<td>69 μM</td>
<td>n/a</td>
<td>91 μM</td>
<td>84 μM</td>
</tr>
<tr>
<td>224 nm</td>
<td>LOD</td>
<td>n/a</td>
<td>n/a</td>
<td>54 μM</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td></td>
<td>LOG</td>
<td>n/a</td>
<td>n/a</td>
<td>180 μM</td>
<td>n/a</td>
<td>n/a</td>
</tr>
</tbody>
</table>

3.3.4 Comparison of CE systems and HPLC system
In terms of the LOD, the commercial CE system (Table 3-3 and Table 3-4) and HPLC system (Table 3-5) exhibited similar performance for FLT and β-D-FAC (i.e. ~6 and 9 μM for commercial CE versus ~2 and 5 μM for HPLC). However, the lower LOD of the HPLC could be due to the longer optical path length of 10 mm versus 75 μm on the commercial CE system. K222 was also detectable on the commercial CE system and produced an LOD of 120 μM, whereas K222 could not be detected on the HPLC system. This now demonstrates the feasibility of CE to perform chemical purity analysis both in terms of adequate separation (Section 2.3.3) and adequate detection (this Chapter).

Comparing the commercial CE system to the lab-built system with high performance light source and detector (i.e. DH-2000-BAL and QE-Pro, respectively), the commercial CE system had 4x better LOD for FLT, i.e. FLT: 6 μM for commercial CE system versus 24 μM for lab-built CE system. On the other hand, the lab-built system cost roughly 3x less than the commercial CE system.

The detection limit can be improved with the addition of an extended optical path, as will be shown for the microscale implementation in Chapter 4. In fact, the performance can be improved to that of the commercial CE system and HPLC system. Improved detection may also be possible via alternate modes of detection such as electrochemical detection, radiation detection, and pulsed amperometric detection (PAD) [148]. By lowering LOD to micromolar levels on the microchip CE device, the application of CE to chemical purity testing will be made possible.
3.4 Conclusion

For the analytes involved in FLT syntheses, the LOD of the commercial CE system was similar to that of the HPLC system, despite a much smaller optical path, suggesting that the LOD of an optimized CE system is sufficient for the purposes of PET tracer chemical purity analysis. Though the lab-built system had the worst performance of the three systems tested, it is expected that limits of detection will be improved on the microchip due to the capability of implementing an extended optical path length with relative ease [54], [105], [149]. We show in Chapter 4, that by implementation in a microchip format, where features such as an extended optical path can easily be added, the LOD is lowered to match the commercial CE system, while maintaining lowered cost, and with the added benefit of greatly reduced size.
4 Chapter 4: Integrated Microchip Capillary Electrophoresis Device

4.1 Introduction

In 1990, Manz et al. [150] introduced the concept of micro-total analysis systems (µ-TAS), also known as “Lab-on-a-Chip” (LOC). With these devices, the goal was to integrate the various operations of chemical and biochemical analysis, such as sample handling and introduction, reagent mixing, separation, and detection on a single microfabricated device. Due to CE’s relatively simplistic design and operation, it is well suited to be implemented into such a microchip format. The development and use of microchip capillary electrophoresis (MCE) devices is growing as miniaturization of analytical systems allow the realization of chemical analysis using smaller quantities of samples and faster separation times, while also reducing usage of reagents, solvents, and power [151]–[154].

Several of these advantages have particular relevance for the application of quality control (QC) testing of PET tracers. Faster separation times could reduce the total time for QC testing, reducing the amount of the formulated tracer that is lost to radioactive decay before it can be released for injection into the patient. In addition, the small sample sizes could reduce the amount of sample consumed for QC testing purposes. Furthermore, the possibility of a compact, low-cost system could reduce the instrument costs, space requirements, and radiation shielding needed to perform QC testing.

In Chapter 2, it was established that CE has sufficient separating power to perform chemical purity analysis of example PET tracers. In Chapter 3, it was further established that the limit of detection of CE is also sufficient. In this chapter, we explore the third
aspect of the question of whether it is feasible to use CE for chemical purity analysis of PET tracers, i.e. whether CE with adequate performance can be performed in a miniature, microchip format. In order for a MCE device to be considered as a viable alternative to HPLC system, it must be able perform chemical purity analysis with high sensitivity and repeatability. To address this question, several aspects of CE miniaturization are explored.

First, in Section 4.2, enhancements in optical path length will be explored to ensure that detection limits can be improved on a microchip scale to match or exceed the typical performance of HPLC (current gold standard for chemical purity testing). Sources of noise that affect LOD were also explored, including fluctuation of light source, stability of the optical interface (i.e. between fiber and microchip device), and detector noise. For additive sources, the total noise of the system is the square root of the sum of all other noise sources squared and care is needed to minimize each individual source.

Experiments and discussions so far have not focused on ensuring reproducible amount of sample is injected (and detected), but reproducibility is critical for quantifying the amount of various impurities in the final formulated PET tracer to ensure they are below acceptable limits. Thus, in Section 4.3, techniques for repeatable sample injection are considered.

In order to ensure unambiguous identification of observed peaks, it is important that migration times are analytes are consistent. Different separation channel materials will be explored in Section 4.4 to ensure consistent and repeatable analyte separation in
a small footprint. Consistent migration is also critical in quantitation, as variations in speed of migration can affect determination of area under a peak and thus the estimated quantity of analyte.

Once the microchip detection, injection, and separation components have been tested separately, the complete microchip CE device will be fabricated and characterized (Section 4.5). While the most preferred substrate for some aspects of MCE is glass or quartz due its transparency and its surface stability after conditioning with sodium hydroxide [155], much of the work described here uses optically transparent poly(dimethylsiloxane) (PDMS), due to the possibility of fabricating intricate channel structures [156] and low-dead-volume integrated microvalves [155] via a simple and low-cost process.

4.2 Implementation of on-chip detection

4.2.1 Background

One way to improve the LOD of the optical detector is by increasing the optical detection path length [105] (as discussed in Section 3.1), which increases the absorbance 'signal' in accordance with Beer's Law (Equation 1.8). Figure 3-1 illustrates different methods used to enhance the optical path length of a microchip system. The general strategy is to expand the optical path length between the light source and detector to enhance the amount of light absorption by the analyte. Multi-pass approaches use mirrors around the detection region to reflect the light through the channel multiple times to increase the optical path. Of the many possible approaches to integrate on-chip absorbance detection with extended optical path, a Z-shaped detection cell was selected due to the simplicity of chip fabrication and interfacing of the
illumination and detection optical fibers. A common architecture to integrate the fiber optic cables into the chip for absorbance detection in this configuration is to use an in-plane design where guide channels are included to ensure accurate alignment of both the illuminating and detection fibers with the optical path within the chip [155], [157]. Fabrication and alignment are simpler than non-planar approaches often used for fluorescence detection [158]–[160].

4.2.2 Materials and methods

4.2.2.1 Reagents

Thymine, thymidine, furfuryl alcohol (FA), 2',3'-didehydro-3'-deoxythymidine ( stavudine), and 3'deoxy-3'-fluorothymidine (FLT) were purchased from Sigma Aldrich (Milwaukee, WI, USA). Zidovudine impurity B (chlorothymidine, CLT) was purchased from LGC Standards (Wesel, Germany).

4.2.2.2 Microfluidic chip design and fabrication

A series of chips were developed with different optical path lengths in the range of 125 – 1000 µm (Figure 4-1). The chips have an inlet well where the sample is loaded, an approximately Z-shaped path (the center of which is the detection region) and an outlet well where vacuum is applied to clean the chip and to fill the optical path with the sample. All channels were 125 µm deep and 125 µm wide. The wells were 4.75 mm in diameter.

Chips were fabricated by standard replica molding techniques, often referred to as “soft lithography” [161]. 4" silicon wafers (Silicon Valley Microelectronics, Santa Clara, CA USA) were used for the lithography process and were cleaned with oxygen plasma using a Matrix 105 – Downstream Asher (Allwin21, Morgan Hill, CA, USA), and
baked at 150°C for 10 minutes prior to use. Approximately 4 mL of SU-8 2150 negative photoresist (MicroChem, Newton, MA USA) was poured onto a 4” silicon wafer and spun at the following 3 step spin setting: 500:200:5, 1500:500:30, 0:500:0 (speed:acceleration:duration; units are RPM:RPM/s:s). The coated wafer was then soft baked at 65°C for 5 minutes and 95°C for 25 minutes. The wafer was allowed to cool at room temperature for 5 minutes before being placed in the Karl Suss MA150 Mask Aligner (Karl Suss American Inc., Vermon, USA) and set for an exposed energy of 240 mJ/cm². Exposure was done through a transparency mask with the pattern shown in Figure 4-1. The exposed wafer was then post baked at 65°C for 5 minutes and 95°C for 11 minutes. The wafer was allowed to cool at room temperature before being developed in SU-8 Developer (MicroChem, Newton, MA USA) for 15 minutes. The wafer was then cleaned using methanol, and dried with compressed nitrogen gas. Finally, the mold was hard baked at 175°C for 15 minutes and at 100°C for 5 minutes. The wafer was then allowed to cool at room temperature for 5 minutes. The final silicon wafer mold contained a negative representation of the desired channel pattern, i.e. ridges where channels are desired. The height of the channel was measured using a Veeco Dektak 150 Surface Profilometer (Bruker, Tustin, AZ, USA).

Once this mold was completed, a 10:1 mass ratio of Momentive RTV615 A:B (New Smyrna Beach, FL, USA) was mixed in a plastic cup for 1 minute and degassed in a desiccator for 2 hours to remove all bubbles. The mold was then placed in a foil lined Pyrex petri dish (140 mm ID) (Product#3160101BO, Corning Inc., Corning, NY), USA). The degassed mixture was then poured onto the silicon wafer mold (~ 5 mm thick layer) and baked in an oven at 80°C overnight.
Once completely cured, the PDMS chips were peeled away from the mold. Metal punches were then used to create the buffer well and sample inlet port in the top portion of the chip. The sample and sample waste well were formed using a 4.75 mm ID catheter punch (HS1871730P1183S, Syneo, West Palm Beach, FL). In addition to the channel that contains the sample, the PDMS extended optical path length detection chip (Figure 4-1) contains alignment channels for easy insertion and alignment of two 125 µm OD fiber optic cables (ThorLabs, Newton, New Jersey, USA) at the two ends of the optical path. One fiber is for illumination for the light source and the other is for detection and leads to the spectrometer. The fibers are collinear with the “jog” in the center region of the channel. These channels are also 125µm wide and 125µm deep. Note that each of the fiber channels has a portion that is collinear with the “jog” as well as a continuation that allows the air initially in the channel to be vented. Using the same depth for the fiber-aligning channels as for the fluid-containing channels simplifies the chip fabrication, requiring a single thickness of photoresist. Due to the elastic property of PDMS, the fibers are held stably in the channels by friction forces (Fig 4-1a). The flat ends of the fibers sit flush against the flat end of the fiber channels, providing efficient optical coupling to the sample channel, another feature of this design.

Since PDMS absorbs strongly in the UV range [162], it was desirable to minimize the thickness of PDMS membrane between the end of the fiber and the sample within the channel. However, the membrane needed to be sturdy enough to allow a fiber optic cable to rest against it, as well as preventing dielectric breakdown when electrophoretic potential is applied (dielectric breakdown of Momentive RTV614 PDMS is 20 V/µm [163]). Therefore, the thickness of the PDMS membrane was designed to be 100 µm
thick to allow %transmission for wavelengths at 220 nm and higher to be above 85%. It can also be noted that this thickness provides an electrical breakdown of up to 2000 V, which should be sufficient to sustain the potential at the detection point in the separation channel (slightly above GND).
To compare the effect of optical path, chips with optical path lengths (OPLs) of

Figure 4-1 Extended optical path length chip diagram and microscope image

a) Mask pattern used to make the extended optical path length microchip and b) microscope image of 500 µm optical path length microchip
125, 250, 375, 500, and 1000 µm were fabricated.

4.2.2.3 Evaluation of microfluidic detection chips

Each OPL microfluidic chip was interfaced to the light source and spectrometer to determine LOD and LOQ for thymidine and furfuryl alcohol as described in Section 3.2.3.1. Due to the presence of a common chromophore and thus similar absorption spectrum and molar absorptivity of thymidine, thymine, stavudine, FLT, and CLT, only thymidine was used to initially characterize the various optical path lengths at 256 nm. A wavelength of 224 nm was used for furfuryl alcohol. Wavelengths were chosen as described in Section 2.2.2.1. Once the LOD/LOQ were obtained, a comparison between the different optical path lengths was made. While the optical path length with the lowest LOD/LOQ is desirable, the OPL’s effect on separation resolution must also be considered and will be discussed in later.

4.2.3 Results and discussion

Absorbance using the pulsed xenon light source and USB4000 spectrometer is plotted for each optical path length as a function of concentration of thymidine (Figure 4-2a) and furfuryl alcohol (Figure 4-2b). Only data points in the linear range are illustrated. The LOD and LOQ were calculated for both compounds for different optical path lengths.
and are listed in Table 4-1 along with standard deviation in background absorbance noise.

Figure 4-2  **Absorbance vs. concentration in extended optical path chips.**

Graphs show data in the linear range for a) thymidine (256 nm) and b) furfuryl alcohol (224 nm) in PDMS detection chips with different OPLs using PX-2 xenon light source and USB4000 spectrometer.
Table 4-1 clearly shows a decrease in LOD/LOQ as optical path length is increased. However, while the 1000 µm is shown to have the best performance, there is a potential drawback to using the longest extended optical path length. A longer optical path length causes an increase in peak width because the bands are within the detection region longer, which leads to a decrease in separation resolution. Ro et al. reported a decrease in separation resolution by 5% when increasing the optical path length from 50 µm to 500 µm using a similar Z-shaped detection cell [105]. We have already shown in Section 2.3.1 that baseline resolution was barely achieved for thymidine and thymine (Rs=1.48) using the lab-built CE system and was not baseline resolved for the commercial CE system (Rs=0.77). In order to prevent more substantial decrease in separation resolution, a 500 µm OPL was selected instead of 1000 µm or longer OPL.

<table>
<thead>
<tr>
<th>Table 4-1 Extended optical path lengths performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Limit of detection (LOD), quantitation (LOQ), and standard deviation in background absorbance noise (Std Dev) analysis for thymidine (256 nm) and furfuryl alcohol (224 nm) on microchip detection chip with various extended optical path lengths using PX-2 xenon light source and USB4000 spectrometer.</td>
</tr>
<tr>
<td>Optical path length (µm)</td>
</tr>
<tr>
<td>--------------------------</td>
</tr>
<tr>
<td>Thymidine (255 nm)</td>
</tr>
<tr>
<td>Std Dev (mAU)</td>
</tr>
<tr>
<td>LOD (µM)</td>
</tr>
<tr>
<td>LOQ (µM)</td>
</tr>
<tr>
<td>Furfuryl Alcohol (224 nm)</td>
</tr>
<tr>
<td>Std Dev (mAU)</td>
</tr>
<tr>
<td>LOD (µM)</td>
</tr>
<tr>
<td>LOQ (µM)</td>
</tr>
</tbody>
</table>

In order to decrease the LOD and LOQ even further without extending the optical path length, the use of the DH-2000-BAL deuterium light source and QE-Pro spectrometer was explored. Using the 500 µm optical path length microchip equipped with the DH-2000-BAL lamp and QE-Pro spectrometer, solutions of thymidine, thymine,
furfuryl alcohol, stavudine, FLT, and CLT at various concentrations between 0-5 mM were used to generate calibration curves (Figure 4-3) to calculate the LOD and LOQ of each compound (standard deviation in background absorbance noise was 0.35 mAU at 256 nm and 0.67 mAU for 224 nm). Table 4-2 summarizes the LOD and LOQ for FLT samples using PDMS optical path length chip (500 µm) and high-performance light source and spectrometer.

<table>
<thead>
<tr>
<th>Analyte</th>
<th>Thymidine</th>
<th>Thymine</th>
<th>FA</th>
<th>Stavudine</th>
<th>CLT</th>
<th>FLT</th>
</tr>
</thead>
<tbody>
<tr>
<td>256 nm</td>
<td>LOD</td>
<td>2 µM</td>
<td>3 µM</td>
<td>n/a</td>
<td>3 µM</td>
<td>2 µM</td>
</tr>
<tr>
<td></td>
<td>LOQ</td>
<td>8 µM</td>
<td>10 µM</td>
<td>n/a</td>
<td>9 µM</td>
<td>8 µM</td>
</tr>
<tr>
<td>224 nm</td>
<td>LOD</td>
<td>n/a</td>
<td>n/a</td>
<td>7 µM</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td></td>
<td>LOQ</td>
<td>n/a</td>
<td>n/a</td>
<td>23 µM</td>
<td>n/a</td>
<td>n/a</td>
</tr>
</tbody>
</table>

Figure 4-3 Absorbance vs. concentration for FLT and by-products in PDMS detection chip with OPL of 500 µm using high-performance light source and spectrometer.

Experiments used the QE-Pro spectrometer and DH-2000-BAL deuterium lamp. Furfuryl alcohol was measured at 224 nm; all other compounds were measured at 254 nm.
and its by-products with a 500 µm optical path length with the higher performance light source and detector.

4.2.3.1 Comparison of extended optical path length to CE and HPLC

When compared to both the commercial CE system (Table 3-3) and HPLC system (Table 3-5), the extended optical path length (500 µm) detection chip in conjunction with the high performance (continuous deuterium) light source and high-performance (QE-Pro) spectrometer either matches or surpasses them. Using the microchip with 500 µm optical path length lowered the LOD of FLT below the values of the commercial CE system (2 µM versus 6 µM), while closely matching the values of the HPLC system (2 µM). In the case of furfuryl alcohol, the LOD of the 500 µm detection chip (7 µM) was higher than the value for the commercial CE system (2 µM), while being significantly lower the value for the HPLC system (35 µM). This demonstrates the ability to achieve performance comparable with HPLC using only a low-cost CE setup.

4.2.3.2 Optimization of the OPL

It was shown that the LOD and LOQ of the detection chip can be increased even further simply by extending the length to 1000 µm and presumably beyond; however, this poses separation resolution issues as observed by Ro et al. [105]. By increasing the optical path length, each band of analyte spends longer time in the optical path, effectively increasing the width of the detected peak, and adversely impacting the resolution. If the separation distance between analytes is not large enough, multiple analytes could be present in the optical path at the same time, leading to overlapping peaks in the chromatogram. To estimate the degree to which this could be a factor in the lab-built CE system, migration times from earlier FLT and by-products separation
experiments from Section 2.3.1.2 were used. Using the migration times for the two closest eluting analytes (thymidine and thymine), the physical length of the baseline between the two analytes can be calculated. Thymidine had a migration time of 10.28 minutes over an effective capillary length of 52 cm, corresponding to an elution rate of 5.06 cm/min. Likewise, the elution rate was calculated for thymine (10.51 minutes / 52 cm) as 4.95 cm/min. A 5 second (i.e. 0.083 minute) baseline separation was measured between the two analytes. This can be converted to a length by multiplying by 0.083 minute by thymine’s elution rate (4.95 cm/min). This results in a distance of 0.41 cm (4100 µm). Therefore, it may be possible to use a detection chip with an OPL to even larger than 1000 µm pending the separation performance of the 500 µm OPL, which will be tested in Section 4.5.3.1.

4.2.4 Conclusion

With high performance light source and detector, the LOD of the extended OPL detection chip was found to closely match the performance of the HPLC setup for thymidine, thymine, furfuryl alcohol, stavudine, FLT, and CLT. It may also be possible to use a longer OPL with the lower costing PX-2 light source and USB4000 to achieve similar sensitivity levels and keep overall costs to a minimum. Furthermore, the optical detection chip can in principle be integrated with on-chip sample injection and on-chip separation to result in a compact overall microchip CE system. The injection portion is discussed in the next section.
4.3 On-chip sample injection

4.3.1 Background

To achieve high accuracy of chemical purity analysis, the volume of sample injected into the separation channel must be highly reproducible. Automated injection is also important as it increases reproducibility by minimizing human error, especially when working with nanoliter sized sample volumes, and enables minimization of radiation exposure when working with radiopharmaceutical samples. For MCE devices, both electrokinetic and hydrodynamic injection modalities have been studied, each with its own advantages and disadvantages.

Electrokinetic injection is very commonly used for MCE due to its simplicity in terms of system design and operation. By simply applying a relatively low potential for a short period of time between the sample reservoir and sample waste, controlled amounts of sample can be introduced into the separation channel (Figure 4-4). The quantity of the sample injected into the channel is based on the potential and time. In a mixture, the quantity of each analyte injected is not constant, however, because injection also depends on the electroosmotic mobility and the electrophoretic mobility of the individual species in the sample [91]. Thus, an “injection bias” will be present for species with different mobilities, and is especially pronounced if they have different charges [91]. The magnitude of this electrokinetic injection bias has been shown to be as much as 56% when comparing the peak area ratios of two analytes with different electrophoretic mobilities to peak area ratios obtained using hydrodynamic injection [164]. The bias can be accounted for in known samples by careful using internal standards of known concentrations and mobilities to account for the bias [165], [166]. Injection bias results
in the injected sample composition differing from the sample that is being studied. This would lead to under- or over-estimate of the amount of each species when peak areas are quantified. In addition, this biased injection will potentially change the composition of the sample solution over time, as one species will be depleted more rapidly than another, making it challenging to accurately perform repeat measurements. In the case of K222, which has been shown to be positively charged in aqueous solutions, this bias can result in inconsistent quantification over several runs.

In contrast to electrokinetic injection, hydrodynamic injection is performed by the application of a pressure difference between two points to drive sample into the separation channel to produce a sample plug that is representative of the original sample composition. There are several methods to perform hydrodynamic injection on

Figure 4-4 **Electrokinetic injection sequence used for MCE device.**  
a) Fluidic channel, buffer well (B), buffer waste well (BW), and sample waste well (SW) filled with BGE (blue) and sample well (S) filled with sample (orange). b) high voltage (HV) and ground (GND) applied between S and SW to drive sample across the intersection. c) HV applied between B and BW to drive sample towards detection region.
a microchip, including simpler non-valve based injections, and more complex valve-based injections.

To drive sample hydrodynamically into a MCE chip (illustrated in Figure 4-5) external pumps and valves are typically used [167]. For example, an external syringe pump is use to drive sample from the sample well into cross-sectional channel in the MCE device. Electrophoretic potential can then be applied between the buffer well and buffer waste well to drive the sample towards the detector. However, an additional grounding electrode is commonly needed in the sample waste well to prevent sample within the vicinity of the intersection from entering the separation channel (also known as sample leakage), which can lead to inaccurate injections and peak tailing.

![Figure 4-5](image-url) **Hydrodynamic injection sequence used for MCE device.**

**a)** Fluidic channel, buffer well (B), buffer waste well (BW), and sample waste well (SW) filled with BGE (blue) and sample well (S) filled with sample (orange). **b)** external syringe pump used to drive sample from S into the intersection. **c)** high voltage applied between B and BW to drive sample towards detection region and between B and SW to prevent sample leakage.
Luo et al. describes a double-cross injection chip with a control channel for depleting excess sample from the injection region and preventing sample leakage [168]. However, this method requires the use of additional electrodes.

In typical cross injection methods, the injection volume is typically controlled by the channel geometry at the injector. Another means of controlling the volume is to use a split-flow technique [169]. This method is a simple example of a non-valve based hydrodynamic injection technique with controllable sample volume, which takes advantage of the Hagen-Poiseuille law (Equation 4.1) to inject a certain fraction of the total sample volume.

\[
Q = \frac{\Delta P d^4 \pi}{128 \eta L} \quad (4.1)
\]

Hagen-Poiseulle law states that the volumetric flow rate \(Q\) of a homogeneous fluid through a capillary tube is directly proportional to the pressure difference between its ends \(\Delta P\) and to the forth power of its inner diameter \(d\), and inversely proportional to its length \(L\) and to the viscosity of the fluid \(\eta\). Gáspár et al. developed a device where the sample inlet was connected to several output channels at a junction [169]. The application of pressure on the sample leads to a pressure at the junction. This creates a pressure difference along all output channels (sample pressure minus atmospheric pressure). By selecting the microchannel widths, an initial sample volume could thus be divided into smaller sub-volumes, the smallest of which was injected into
the separation channel (Figure 4-6). To prevent sample leakage and prevent $v_2$ from eluting back into the separation channel during the application of electrophoretic potential, $v_2$ must be driven hydrodynamically into the HV/waste well during the sample.

Figure 4-6 Illustration of hydrodynamic split-flow injector. 

(a) Chip design with varying channel widths and initial sample volume ($v_0$) (blue) entering chip. (b) Sample volume split amongst 3 output channels according to Hagen-Poisuelle law.
injection step. Separation potential can then be applied between outlet 2 and 3 to drive $v_3$ through the separation channel towards the detector. Although the split-flow injector chip is capable of injecting nanoliter sized volume, and is relatively simple to fabricate compared to valve-based chips, it suffers from inefficient sample usage (most of the initial sample volume injected is sent to waste) and it requires a method to accurately pre-meter the initial sample volume. Also, as sample is hydrodynamically pushed into the microchip, diffusion/mixing of sample with BGE can lead to dispersion and cause undesired band broadening before the sample reaches the intersection due to parabolic flow profile as illustrated in Figure 1-7.

To avoid these issues and the problem of sample leakage describe above, another commonly used hydrodynamic injection approach relies on valve-based microchips, typically made from PDMS. The basic concept is to use a valve to control the timing and quantity of injection. The operating principle of PDMS microvalves is the deflection of a thin PDMS membrane into the fluidic channel of the microchip to restrict
The deflection is caused by pressurization of an adjacent 'control channel'.

Figure 4-7 **Schematic of two common PDMS microvalve architectures.**

*(Left)* Three diagrams of *push-down* elastomeric valve. A top-view of the valve is shown in the upper diagram and a side-view is shown below. The fluid channel with rounded profile is in the bottom thin layer and flows beneath the control channel in the thick layer. A dashed circle highlights the thin elastomeric membrane that separates these channels and that is deflected during actuation. The lower diagram shows the valve in the closed state: the control channel is pressurized and deflects the membrane downwards until it completely blocks the fluid channel. A reduced control channel pressure would deflect the membrane only part way, leaving a reduced size opening for the passage of fluid. *(Right)* Corresponding three diagrams for a *push-up* elastomeric valve. In this case the fluid channel is in the thick layer and flows over the control channel. When actuated, the control channel deflects the intervening elastic membrane upwards, closing off the fluid channel. Typically devices are fabricated from two bonded layers; in both sets of figures, light red indicates the layer with actuation channels and light blue indicates the layer with fluid channels. Note the different shape of the valve membrane in the two cases. The valve membrane in a push-up device is a uniform thickness and is easier to deflect, resulting in lower actuation pressures.

Figure provided courtesy of R. Michael van Dam.

flow. The deflection is caused by pressurization of an adjacent 'control channel'. There
are two main architectures for PDMS microvalves, as shown in Figure 4-7. The left portion of Figure 4-7 illustrates the operation of the push-down valve where control channel is placed on top of the fluidic channel and the right portion illustrates the operation of the push-up valve where the fluidic channel is placed on top of the control channel. In both cases, when the control channel is pressurized, the thin PDMS membrane between the two channels is deflected into the fluidic channel, reducing the size of the fluidic channel. When sufficient pressure is applied to overcome the elasticity of PDMS and the pressure of the fluid in the fluidic channel, the valve is fully closed and completely restricts the flow through that portion of the microchip. Upon release of pressure applied to the control channel, the elastic PDMS membrane springs back to its original position. Figure 4-8 shows the top-view photograph of an open and closed microvalve.

In the case of the push-down valve, the elastic membrane is deflected downwards into the fluidic channel [170], whereas, the membrane is deflected upwards...
into the fluidic channel for the push-up valve [171]. Typically the push-up configuration allows the control channel to be fully actuated with significantly lower pressures due to the shape of the membrane [171]. In order for the elastic membrane to completely close the fluidic channel, the fluidic channel must be rounded in shape to prevent fluid to leak from the corners. Rounded channels can be fabricated using photoresist that is reflowed during processing (described in Section 4.3.2.1).

The use of pneumatic PDMS microvalves strategically placed around a T-shaped fluidic channel to hydrodynamically inject controlled amounts of a sample into a separation channel (Figure 4-9) has been studied by several groups [98], [155], [172]. Figure 4-9 shows a simple T-shaped MCE device with 3 microvalves (v1, v2, and v3). By opening v2 and v3, sample can be pushed hydrodynamically into the intersection, while preventing sample from entering the channel towards the buffer well by keeping v1 closed. Then by closing both v2 and v3, and opening v1, electrophoretic potential can be applied between the buffer well and buffer waste well to drive the sample towards the detector. Sample leakage is prevented by valves v2 and v3. This is not a typical chip arrangement, but is simply for illustrative purposes.

These valve-based approaches exhibit highly repeatable sample injection, yielding relative standard deviation (%RSD) of the peak area as low as 1.77% (n=15) [98], which is below what has been suggested as an appropriate acceptance criterion for peak area reproducibility (2%) [173]. Though this approach eliminates analyte-dependent electrokinetic bias, it can still suffer from other types of bias. For example, a higher viscosity sample will flow more slowly than a low viscosity sample, and the amount injected in a given time that the valve is open will be lower for the former. It
could also suffer from chip-to-chip variation, due to small manufacturing differences or small differences in the whole system that affect the valve response time.

To avoid the influence of both kinds of bias, we developed another novel type of microvalve injector. Using PDMS microvalves placed around the separation channel, a fixed volume can be confined within the separation channel in a loading step, and then this full volume can be injected into the separation channel. This method does not allow as much flexibility in injected sample volume (e.g. as can be done by tuning sample driving pressure, or valve opening time in other approaches), but was expected to give more reproducible injections, since the amount injected is metered volumetrically rather than by time and pressure, and thus should not depend on the fluid properties.

Figure 4-9 Microvalve-controlled hydrodynamic injection sequence used for MCE device.

a) Fluidic channel, buffer well (B), buffer waste well (BW), and sample waste well (SW) filled with BGE (blue) and sample well (S) filled with sample (orange). Device has three microvalves (v1, v2, v3). b) Sample is hydrodynamically injected into the intersection (v2, v3 open) (v1 closed). c) HV is applied between B and BW to drive sample towards detection region (v2, v3 closed) (v1 open).
The goal of this study was to compare the reproducibility of two valve-based sample injection methods (time dependent and fixed volume injection) to determine the best approach for the integrated device for chemical purity analysis. Thus, the peak area of a single analyte injection was used to determine the %RSD. Since experience had shown some issues with the stability of the PDMS surface and thus variability in EOF (see Section 4.4), which can affect the peak area, the chips were designed to connect to a conventional capillary. Because the conventional capillary has more stable EOF, the measured peak area as the sample passes through the detector can be assumed to reflect the amount of sample injected.

4.3.2 Materials and methods

4.3.2.1 Reagents

Sodium phosphate monobasic (NaH$_2$PO$_4$), sodium phosphate dibasic dihydrate (Na$_2$HPO$_4$), sodium dodecyl sulfate (SDS), sodium hydroxide (NaOH), and thymidine were purchased from Sigma Aldrich (Milwaukee, WI, USA).

4.3.2.2 Microfluidic chip design and fabrication

Schematics of the time-dependent volume and fixed volume injection chips are shown in Figure 4-10. The time-dependent volume chip (Figure 4-10a) relies on the valve opening time (and pressure applied to sample) to achieve a controlled injection volume. The fixed volume chip (Figure 4-10b) relies on volumetric filling of a valve-enclosed chamber to achieve a controlled injection volume. Operation of the chips are shown in Figures 4-13 and 4-14, respectively. Each chip was fabricated using the technique known as multilayer soft lithography [174], from two patterned layers of PDMS that are aligned and bonded together. These chips use the “push-up” valve architecture.
The control layer channels were 15 µm deep and 75 µm wide and were rectangular in cross section. The flow layer was 20 µm deep and 75 µm wide and was rounded in cross section to enable complete channel sealing using the on-chip pneumatic valve [170].
To fabricate the control layer mold, 4" silicon wafers (Silicon Valley

Figure 4-10 **Mask Patterns of Microvalve-based Injection Chips**

(a) Time-dependent sample volume injector with three microvalves controlled by pressure applied at ports V1-V3. Inset region shows zoomed in view of microvalves V2 and V3. (b) Fixed sample volume injector with eight microvalves (V1-V8) and three waste outlets (W1-W3). Control lines are shown in orange and fluidic lines are shown in blue. Both chips are designed to inject towards the left side, which will be connected to an external capillary (Capillary port).
Microelectronics, Santa Clara, CA USA) were used for the lithography process. They were first cleaned with oxygen plasma using a Matrix 105 – Downstream Asher (Allwin21, Morgan Hill, CA, USA), and baked at 150°C for 10 minutes prior to use. Approximately 4 mL of SU-8 2010 negative photoresist (MicroChem, Newton, MA USA) was poured onto a 4” silicon wafer and spun at the following 3 step spin setting: 500:200:5, 1500:500:30, 0:500:0 (speed:acceleration:duration; units are RPM:RPM/s:s). The coated wafer was then soft baked at 95°C for 3 minutes. The wafer was allowed to cool at room temperature for 5 minutes before being placed in the Karl Suss MA150 Mask Aligner (Karl Suss American Inc., Vermon, USA) and set for an exposed energy of 140 mJ/cm². The exposed wafer was then post baked at 95°C for 4 minutes. The wafer was allowed to cool at room temperature, and then developed by immersion in SU-8 Developer (MicroChem, Newton, MA USA) for 3 minutes. The wafer was then cleaned using methanol, and dried with compressed nitrogen gas. Finally, the mold was hard baked at 175°C for 15 minutes and at 100°C for 5 minutes. The wafer was then allowed to cool at room temperature for 5 minutes. The height of the channel was measured using a Veeco Dektak 150 Surface Profilometer (Bruker, Tustin, AZ, USA).

To fabricate the fluidic mold, 4” silicon wafers (Silicon Valley Microelectronics, Santa Clara, CA USA) were used for the lithography process and were cleaned as described above. Approximately 6 mL of hexamethydisilazane (HMDS) (Sigma-Aldrich, St. Louis, MO USA) was poured onto the wafer and spun at the following setting 3 step spin setting: 400:200:18, 1000:500:45, 0:500:0 (speed:acceleration:duration; units are RPM:RPM/s:s) as an adhesion promoter. Approximately 6 mL of SPR 220-7.0 positive photoresist (MicroChem, Newton, MA USA) was then poured onto the 4” silicon wafer
and spun at the following setting 3 step spin setting: 400:200:30, 1000:500:80, 0:500:0 (speed:acceleration:duration; units are RPM:RPM/s:s). The coated wafer was then soft baked at 105°C for 6 minutes. The wafer was allowed to cool at room temperature for 5 minutes before being placed in the Karl Suss MA150 Mask Aligner (Karl Suss American Inc., Vermon, USA) and set for exposed energy of 720 mJ/cm². After exposure, the coated wafer was set aside for a 3 hours rehydration step. The exposed wafer was then post baked at 110°C for 5 minutes. The wafer is then set aside for 45 minutes at room temperature for rehydration. The wafer was then developed by immersing in CD-26 (MicroChem, Newton, MA USA) for 30 minutes. The wafer was then rinsed gently with water and dried with compressed nitrogen gas.

Once developed, a reflow process (to achieved parabolic channel profile) was performed. This was accomplished by placing the wafer on a 65°C hot plate and allowing it to gradually heat up to 140°C. Once at 140°C the wafer was left there for 40 minute before removing and cooling at room temperature for 5 minutes. This was followed by a hard bake by placing the wafer on a 135°C hot plate and allowing it to gradually heat up to 190°C. Once at 190°C the wafer was left there for 3 hours (channel features became blackened) before removing and cooling at room temperature for 5 minutes. The height of the channel was then measured using a Veeco Dektak 150 Surface Profilometer.

Once both molds were completed, a 20:1 mass (~45 g) ratio of RTV615 A:B (Momentive, New Smyrna Beach, FL, USA) was measured out and mixed in a plastic cup for 1 minute. The mixture was then placed into a vacuum desiccator for 2 hours to remove air bubbles. The degassed mixture was then poured onto the control mold and
spun 2500 RPM (acceleration: 1000 RPM/s) for 1 min. A 5:1 (~50 g) mass ratio of RTV615 A:B was measured out and mixed in a plastic cup for 1 minute and placed into a vacuum desiccator to remove air bubbles. The fluidic mold was then placed in a foil lined Pyrex petri dish (140 mm ID) (Product#3160101BO, Corning Inc., Corning, NY), USA before pouring the mixture onto it (~ 5 mm thick layer). Both layers were then baked at 80°C for 20 minutes. The fluidic layer was then removed from the wafer mold, trimmed to the size of the chip, and aligned onto the control layer with the assistance of alignment marks. Scotch tape was used to keep the surface of the chip clean before alignment (810 Scotch Tape, 3M, Saint Paul, MN, USA). The alignment was done using a Stemi SV 11 microscope (Zeiss Oberkochen, Germany) equipped with a KL 1500 LCD lamp (Schott, Southbridge, MA, USA). The layers were placed in contact so that there were no air bubbles between them. The aligned chips were placed back in the 80°C oven for a minimum of 2 hours to allow the layers to bond together.

To create the bottom substrate for the chip, a 10:1 mass ratio (~50 g) of RTV615 A:B (Momentive, New Smyrna Beach, FL, USA) was prepared and mixed in a plastic cup for 1 minute and placed into a vacuum desiccator to remove air bubbles. A blank silicon wafer was then placed in a foil lined Pyrex petri dish (140 mm ID) (Product#3160101BO, Corning Inc., Corning, NY), USA before pouring the mixture onto it (~ 5 mm thick layer). The bottom substrate was then placed in an 80°C oven for 2 hours. The bottom substrate was then removed from the blank mold and set aside for later use.

Once the control layer and fluid layer bonding was complete, the chips were removed from the control wafer mold. A Schmidt manual press (Press Type 3/6,
Schmidt, Cranberry Twp., PA, USA) equipped with metal punches was then used to create a buffer well, ports for fluidic and control lines, and a port for a fused silica capillary. The buffer well was formed using a 4.75 mm ID catheter punch (HS1871730P1183S, Syneo, West Palm Beach, FL). A 720 µm ID catheter punch (CR0350255N20R4, Syneo, West Palm Beach, FL) was then used for all other ports except the capillary port. A 330 µm ID punch ID punch (CR0180115N26R4, Syneo, West Palm Beach, FL) was used to create a port for insertion of a capillary. (Using a capillary provided a simple way to connect detectors and measure the peak areas of injected analytes.) A 75 µm I.D., 375 µm O.D. Teflon coated fused-silica capillary with a total length of 20 cm from Polymicro (Phoenix, AZ, USA) was inserted into the capillary port with the capillary end not quite flush with the surface, but ~ 1 mm back from the surface of the PDMS chip. The combined chip (fluid and control layers) was then bonded to the flat PDMS substrate using a Corona Discharge bonder (LM4816-11MS-MSA, Enercon Industries). The completed chip was then baked at 80°C for a minimum of 2 hours.

The thickness of the membrane valve between the control and fluidic was determined as follows. The full thickness of PDMS deposited on the control layer mold after curing was measured as 30 µm using a Veeco Dektak 150 Surface Profilometer. Using the control layer mold feature height measurement 15 µm, the membrane was determined to be 15 µm thick. In operation, approximately 35 psi was needed to fully actuate the valve, which was visually inspected using Nikon SMZ 1500 stereomicroscope (Nikon, Los Angeles, CA, USA). Pressure was transferred into the control channel using polytetrafluoroethylene (PTFE) tubing (#30 AWG, Cole Palmer,
Vernon Hills, Illinois, USA). The pressure was supplied by a house compressed air house supply line.

4.3.2.3 Microchip and capillary conditioning

To condition the hybrid capillary-microchip, water was pushed into the chip though the buffer inlet port via pressure (10 psi) for 30 min to purge all air from the fluidic channels. Afterwards, the PDMS end of the hybrid capillary-microchip was placed in a 3” petri dish with a water dampened Kimwipe (Kimberly-Clark, Roswell, GA, USA), to prevent the chip from drying out, and was sealed and left overnight. 1 M NaOH was then pushed into the chip though the buffer inlet port for 30 minutes to ensure previous liquid is thoroughly removed. The PDMS end was resealed and left overnight to allow complete conditioning of the fused silica capillary and PDMS (to form hydroxyl groups [175]). When the chip was ready to be used, water was first pushed into the chip though the buffer inlet port for 30 minutes to eliminate the NaOH, followed by the BGE (e.g., 30 mM phosphate buffer with 100 mM SDS) for 30 minutes.

4.3.2.4 Microvalve operation and control

The microvalve channels in the control layer of the PDMS device could be filled with either water or air; however, to prevent air from entering the fluidic channel (by permeation through the PDMS valve membrane), the microvalves were filled with water. This was accomplished by connecting each control channel port via #30 PTFE tubing to a vial filled with water and pressurizing at 20 psi until all trapped air in each control channel was eliminated [170]. Once the microvalves are filled with water, the water vial is removed, and the tubing is connected via a valve to the operating pressure line (35 psi).
Each on-chip pneumatic valves was actuated by a computer controlled external solenoid valve (SMC S070B-5DG, SMC, Yorba Linda, CA, USA) [176]. These 3-way valves either direct pressure to the control channel (causing closure of the on-chip valve), or vent the pressure from the control channel (allowing the on-chip valve to open via elastic restoration of the PDMS membrane). A custom-written LabView program was used to control the timing of valve operations for sample injection. The sample was contained in a septum sealed vial with a fixed pressure inlet (1.5 psi) plus an outlet tubing (#30 PTFE tubing) connected to the sample inlet port of the fluidic layer of the chip. The vial end of the tubing was immersed below the liquid sample. Before injection, sample and BGE priming steps were performed to remove any air trapped in the tubing and microchannels as shown later in Figures 4-13 and 4-14.

For the time-dependent volume chip, it is important to know the characteristic response time of the valves (both the solenoid valve controlling air pressure, as well as the on-chip microvalve). To estimate the actual actuation time (time fluidic channel is open to allow sample injection) of the microvalves, an Autolab potentiostat (PGSTAT101, Metrohm, The Netherlands) was used to apply a small voltage (5 V) between the buffer well (ground) and buffer inlet (5 V) of the microchip injector. The potentiostat would then measure the current while the microvalve was momentarily opened for various durations (100, 200 and 400 ms). When the fluidic path was open, an electrical circuit would be established and a stable current would be recorded. When the path was closed, the current would fall back to zero. By taking the difference of the duration of the steady current plateau and the programmed valve actuation time, an estimated delay time could be calculated. Figure 4-11 shows the plot of current vs. time.
for 400 ms valve actuation time. The plateau was measured to be 380 ms long, giving an estimated microvalve delay time of 20 ms. A similar result was observed for the 100

Figure 4-11 Measurement of microvalve response time.

A potential of 5 V was applied between buffer well (ground) and buffer inlet (5V). Current was measured during the actuation (fluidic channel unrestricted) of the microvalve for 400 ms. A steady current plateau of 380 ms was measured, giving the microvalve a response time of 20 ms.

and 200 ms actuation test (data not shown). Therefore, to allow for adequate microvalve actuation time, the operation time for the time dependent volume injector was kept at 100 ms and above (5x the estimated delay time of the microvalve).
4.3.2.5 Microvalve injection and detection

To assess the repeatability of injection, the sample was injected within the chip and then electrokinetically transported through the separation capillary (length: 20 cm, ID: 75 µm) and through the detector (effective length: 16 cm). Detection occurred in the CUV-CCE sample cell (Ocean Optics, Dunedun, FL, USA) coupled to the PX-2 pulsed xenon light source and USB4000 spectrometer. A schematic illustrating the experimental setup is shown in Figure 4-12. The same setup is also used for the fixed volume injection chip.

![Schematic of experiment setup to determine repeatability of injection of PDMS microvalve injection chip.](image)

The chip is connected to a fused silica capillary. The capillary is inserted into a CUV-CCE sample cell (Ocean Optics, Dunedun, FL, USA) for detection.

4.3.2.5.1 Time-dependent volume injection

Time dependent volume injection was achieved by opening the flow path between the sample inlet and separation channel for a preset amount of time at a fixed pressure. A low sample pressure of 1.5 psi was selected to closely mimic the pressure used by Kelly et al. [155], and to ensure a relatively long injection time to minimize error.
in the duration the microvalve remains open. A schematic of the time-dependent volume injection method is shown in Figure 4-13.

Figure 4-13 Schematic of time dependent volume microvalve CE chip valve actuation and injection process.

a) Micro-valve CE chip prefilled with running buffer. Micro-valves (v1 and v2) closed upon completion of filling with buffer.

b) v3 opened to allow filling of sample channel with the sample solution (priming).

c) v3 closed.

d) v2 opened momentarily to inject sample into separation channel.

e) v2 closed, and then CE potential is applied and sample is driven by EOF (blue arrow) towards UV detector.

4.3.2.5.2 Fixed volume injection
For the fixed volume injection chip, the injected volume was determined by prefilling a fixed volume chamber (to volumetrically measure the sample) prior to injection and application of the separation potential. The fixed volume injection chip is comprised of two fixed volume chambers in the injection chip. The dimension of the combined metered portion separation channel is 75 µm wide, 20 µm high, and 4 mm long. This allows a sample volume of 3 nL (half volume) or 6 nL (full volume) to be injected. These volumes could be tuned by changing the chip design, if needed. Only a single volume is needed for chemical purity analysis, but this chip included the option for different volumes as this would enable later optimization of the injection volume.

The procedure for half volume injection is shown in Figure 4-14. The operation of full-volume loading is similar to half-volume loading, except v3, v7, and v4 are opened in step d of Figure 4-14. The sequence of microvalve actuation steps for injection is performed in such a way that the sample pressure (1.5 psi) is not “trapped” in the separation channel. The trapped pressure could otherwise distort the channel and change its volume, due to the elastic nature of PDMS. Once the sample is loaded in the fixed volume, the sample inlet is sealed by actuating v3. An allotted time (~5 s) is then elapsed to allow the sample pressure to be released through sample waste. The waste outlet is then sealed by actuating either v5 (half-volume injection) or v4 (full-volume injection). After the simultaneous opening of v1, v7, and v8, electrophoretic potential is applied. Note that it is important to ensure these valves are fully open prior to applying the separation potential, otherwise it is possible for the full voltage to be momentarily applied across the slowest one of the valves, leading to dielectric breakdown and damage to the chip.
Figure 4-14 Schematic of fixed volume microvalve CE chip valve actuation and injection process.

a) Fixed volume chip primed with BGE. b) Sample is primed from the sample inlet (v3, v6 open, then closed after operation). c) BGE is primed from the buffer inlet (v2, v7, v6 open, then closed after operation). This step is optional. d) The half-chamber is then loaded with sample from the sample inlet (v3, v5 open). When filled, v3 is closed first, then v5, to avoid trapping any pressure inside the chamber. e) The sample is then separated by applying electrophoretic potential (after v1, v7, v8 are fully open).
4.3.2.5.3 Detection and analysis

For both chips, to drive the injected sample towards the detector, a field of 200 V/cm (4 kV) was applied across the microchip using a 0-30 kV power supply obtained from Information Unlimited (Amherst, NH, USA) via platinum electrodes placed in the reservoirs and a stable current was achieved. Chromatograms were collected from the time of injection until the sample had passed the detector. Data analysis was performed using OriginPro 8.5 as described in Section 2.2.2.2.

4.3.3 Results and discussion

4.3.3.1 Time-dependent volume injection

Using a sample pressure of 1.5 psi, a range of injection times was investigated to determine when the maximum peak height would level off, which would signify the point where the sample plug was wide enough that its true concentration was being measured at the peak center, rather than a more dilute version due to diffusive broadening. We arbitrarily chose this as the valve opening time. Figure 4-15 shows peak height for injection times ranging from 200 to 1000 ms of 5 mM thymidine sample
(in water) monitored at 256 nm. It can be seen that the absorbance begins to level off at an actuation time just below 600 ms.

![Plot of Absorbance (au) versus Valve Actuation Time (ms)](image)

**Figure 4-15** Plot of Absorbance (au) versus Valve Actuation Time (ms)

Maximum absorbance (peak height) is shown to start leveling off around 600 ms, and achieve a near-maximum value at 800 ms, which would potentially signify an optimal injection time as the center of the sample plug would closely representative the pure sample with minimal diffusive effects.

Successive injections were then run at 800 ms microvalve actuation times. For each, the peak area was determined, and then the %RSD in peak area of all runs could be computed. Figure 4-16 shows an overlay of eight successive injections of 5 mM thymidine at 800 ms. The peak areas were calculated for each run, and exhibited a peak area %RSD of 3.9% (n=8). This result is higher than the value published by Li et al. (%RSD of 1.77%, n=15) for a very similar chip design and operation [98]. This poorer performance could be attributed dead volume within the capillary-chip junction (which could cause undesired band broadening [177], [178] and a lower signal that is more susceptible noise), or perhaps due to a difference in noise between the setups (e.g.
optical detection system). Optimization of the capillary junction and other system aspects will be explored in Chapter 5.

4.3.3.2 Fixed volume injection

The fixed volume chip was then used to inject successive half-volume (3 nL) into the separation channel. Figure 4-17 shows an overlay of 11 successive half-volume injections of 5 mM thymidine, resulting in a peak area %RSD of 1.7% (n=11).

Successive full-volumes (6 nL) of 5 mM thymidine was also performed, resulting in a peak area %RSD of 2.0% (n=9). Both of these results are similar to that reported by Li et al. (%RSD of 1.77%, n=15), using a time-dependent valve-based approached [98]. If the issues described in the previous section were addressed (capillary-chip junction, and noise in optical system), it is expected that the fixed volume approach could give superior %RSD performance.
4.3.3.3 Comparison of time dependent and fixed volume injection

The chip and setup for the fixed volume approach are more complex; however, once the chip and setup have been assembled, operation is automated and there would be negligible difference to the operator. Comparing peak area %RSD between time-dependent and fixed volume injection shows ~2 fold improvement for fixed volume injections (3.9% for time-dependent volume versus 1.7% for fixed volume). While the fixed volume chip requires additional valves, the extra complexity of these valves is almost negligible, and the reduction in peak area %RSD is highly favorable. While the time-dependent method showed worse performance than has been reported in literature for the same injection method, it is likely this could be improved by reducing the dead volume within the capillary junction and improving the optical system. If the same improvements are then made in the fixed volume chip, then it is expected that the %RSD of the fixed volume chip (currently comparable to literature report of time-dependent injection) would be better than the value reported in literature. It is also

Figure 4-17 Overlay of 8 successive injections of 5 mM thymidine using fixed volume (3 nl) injection chip (n=11).
expected that the fixed volume chip will have a better chip-to-chip performance compared to the time-dependent volume chip as the fixed volume injection method will not be affected by any variability in chip-to-chip valve fabrication or other aspects of the system that can affect response time. This potential advantage will be explored in the future.

4.3.4 Conclusion

The use of microvalves to hydrodynamically inject sample into the separation channel has been shown to be highly repeatable (%RSD = 1.7% for the fixed volume injection method), comparable to best reports in the CE literature (e.g. 1.77% [98]). This %RSD is also below a value (2%) that has been suggested as an acceptance criterion for peak area reproducibility in CE [173]. Due to a novel injector design, further improvements in %RSD are expected after optimization of the capillary/microchip interface and the overall optical system. The prospects for improvement are discussed in Chapter 5.

4.4 On chip sample separation

4.4.1 Background

Having established adequate performance of detection and injection in the microchip format, the third component is to implement the separation itself in the microchip.

To achieve high peak separation resolution, unambiguous determination of species, and accurate peak area, the EOF within the separation channel should be highly uniform. Any spatial or temporal variations in the EOF within the channel could cause peak broadening or shifts in migration time. MCE chips are usually constructed
from either glass or PDMS. PDMS is highly favorable due to its relatively low cost and ease of fabrication, especially during the design phase, when many iterations of the design are needed. Furthermore, the use of PDMS would enable seamless integration of the separation channel with the microvalve-based injection and detection portions of the chip. PDMS can be conveniently bonded by air plasma oxidation (via corona discharge). Corona plasma treatment also modifies the hydrophilic PDMS surface to a more hydrophilic surface, which is needed for stable EOF. Unfortunately, however, it has been shown that the generated hydrophilic surface is fairly short lived [161], [179], regardless of how the surface is made hydrophilic [94], [180]–[182]. Instability of the hydrophilicity results in poor peak separation performance [94], [155], [169], [183], [184]. PDMS is also known to adsorb various materials onto its surface or absorb hydrophobic analytes into the bulk [185], which can also create variations in EOF, affect the amount of sample remaining in solution, or lead to cross-contamination.

Another popular material choice for electrophoresis is fused silica, typically in the form of capillaries. Fused silica has many positive characteristic such as good mechanical and optical properties, high electrical insulation, good EOF stability, and low chemical reactivity. However, fused silica microchips are relatively more expensive and difficult to fabricate than PDMS. Patterning of fused silica typically requires the use of harsh and dangerous chemicals, such as Piranha (a mixture of sulfuric acid and hydrogen peroxide) for cleaning and buffered hydrofluoric acid for etching [186]–[188]. Furthermore, bonding of the fused silica chip to a substrate (to close the channel) can be challenging [189]–[192]. Another downside of glass microchips of course is the
difficulty in integrating microvalves with tiny dead volumes, making it challenging to integrate the valve-based injection approaches investigated in Section 0.

To best leverage the advantages of both platforms, several groups have worked on integrating fused silica capillaries into PMDS microfluidic devices [155], [193], [194]. Koczka and Gáspár integrated a separation capillary into a split flow injection chip by creating a capillary insertion port that is perpendicular to the sample loading channel [194]. This simply approach requires no modification of the typical PDMS chip fabrication process as the capillary is inserted into a narrower version of the same kind of port as normally used for insertion of tubing, and was adopted for our initial studies. However, as will be discussed in Chapter 5, it turns out that this geometry has a significant dead volume and leads to substantial peak broadening. Other, more sophisticated approaches for integrating capillaries into PDMS chips have also been demonstrated. Kelly et al. fabricated a PDMS pneumatic injection chip with a fused silica separation capillary that connects to the side of the chip such that the inside of the capillary is collinear with the sample loading channel [155]. Dimov et al. incorporated a fused silica separation capillary entirely within the PDMS chip itself by fixing a capillary filled with water to the bottom of the chip substrate and pouring uncured PDMS over it before curing the chip [193]. The trapped water within the capillary not only prevents uncured PDMS from entering the capillary, but as the water evaporates during the curing process, the gas creates air bubbles on both ends of the capillary to indicate where the inlets and outlets of the chip should be made.

In this section, the separation properties of both PDMS and fused silica are explored to determine an optimal configuration for the purposes of this feasibility study.
In particular, one configuration consists of a 20 cm long PDMS separation channel with integrated detection region; the other configuration consists of a 20 cm long capillary connected to a PDMS detection chip.

4.4.2 Materials and Methods

4.4.2.1 Reagents

Sodium phosphate monobasic (NaH$_2$PO$_4$), sodium phosphate dibasic dihydrate (Na$_2$HPO$_4$), sodium dodecyl sulfate (SDS), sodium hydroxide (NaOH), thymidine, furfuryl alcohol (FA), 2’,3’-didehydro-3’-deoxythymidine (stavudine), and 3’deoxy-3’-fluorothymidine (FLT) were purchased from Sigma Aldrich (Milwaukee, WI, USA). Zidovudine impurity B (chlorothymidine, CLT) was purchased from LGC Standards (Wesel, Germany).

As described in Section 2.2.1, these compounds are well-known impurities and byproducts from the synthesis and purification of $[^{18}$F]FLT [24], [116]. Sample one was made with a mixture of 5 mM thymidine and 5.8 mM FA to incorporate analytes with different maximum wavelength absorbance (256 for thymidine and 224 for FA) to clearly identify the peaks. Sample two was made with a mixture of thymidine, FLT, and CLT (5 mM each) in order to bracket FLT with the fastest (thymidine) and slowest (CLT) eluting analytes (as observed in Section 2.3.1.2). Samples were made in 18 MΩ deionized water. The separation buffer was 100 mM SDS in 30 mM phosphate buffer (PB), designated as SDS-PB. All buffers were degassed prior to use.

4.4.2.2 Overview

In order to assess the separation performance in PDMS and fused silica, samples one and two were separated in both setups, and the chromatograms analyzed
to calculate separation resolution on both chips. The consistency of migration time was also measured (%RSD) to determine the stability of EOF and the surface over time.

As described earlier, reports have shown drift in migration time using PDMS for CE separation [94], [188]. Using a similar MCE chip design as illustrated in Figure 4-4, Vickers et al. observed a ~14% change in migration time for analytes using a PDMS separation channel after ~60 minutes of continuous run time [94]. Thus, a study was performed to examine this drift over at least 60 min in both setups. (Even in the capillary setup, the presence of the microinjector chip means that ~1 cm of the separation pathway is made from PDMS.)

Finally, a mathematical technique to correct for migration time drift was then investigated to determine the potential to overcome small amounts of drift. The correction technique, described by Bidulock et al. [195], uses two internal standards within the solution to bracket the analyte of interest. Using this technique, Bidulock not only corrected the migration time, and reported a decrease in standard deviation in migration time from 3.60% to 0.57% [195].

4.4.2.3 Microfluidic chip design and fabrication
4.4.2.3.1 Full PDMS chip

The wafer mold containing the design for the full PDMS chip was fabricated as described in Section 4.2.2.2 using SU-2150 negative photoresist. Figure 4-18a illustrates the design used to create the mold, which features a 20 cm long serpentine channel (16 cm effective length) to match the length of the fused silica capillary used in Section 4.3.2.2. All channels were 125 µm deep and 125 µm wide to reduce fabrication complexity, while allowing insertion of 125 µm OD fiber optic cables (ThorLabs).
Tapered turns are implemented (Figure 4-18b) to reduce peak skewing around turns [196]. Paegel et al. [196] demonstrated that a 4:1 ratio (width of straight channel:width of curved channel) produced highest separation resolution compared to smaller ratios tested (2:1 and 1:1) when using serpentine turns.

The PDMS chip was fabricated as described in Section 4.2.2.2. All four wells on the PDMS chip were formed using a 4.75 mm ID catheter punch (HS1871730P1183S, Syneo, West Palm Beach, FL). The PDMS CE chip contains alignment channels for

---

**Figure 4-18 Mask design used for full PDMS separation chip.**

a) Entire chip schematic showing fluidic channel (blue) and optical fiber alignment channels (red). Four wells indicated are 1: Buffer well, 2: Sample well, 3: Sample waste, 4: Buffer waste. b) Inset showing zoomed in view of 4:1 tapered turns used to reduce peak skewing. c) Inset showing zoomed in view of fiber alignment channels, and (non-extended) 125 µm OPL.
easy insertion and alignment of two 125 µm OD fiber optic cables – an illuminating fiber and a detection fiber (Figure 4-18c), as described in Section 4.2.2.2. A PX-2 Pulsed Xenon source (Ocean Optics) provided UV illumination through a 125 µm optical path length (to simplify design and maximize separation resolution) and the detection fiber was coupled to a USB4000 spectrometer (Ocean Optics).

4.4.2.3.1.1 Performing separation in the PDMS microchannel

The conditioning of the PDMS microchip was performed as described in Section 4.3.2.3.

During the experiment, the PDMS chip and samples were maintained at room temperature (22°C). Due to the desire to investigate first with a simple chip architecture, valve-based injection was not used here. Instead, samples were injected electrokinetically at 200 V/cm for 5 s and separation was performed at 200 V/cm (4 kV) using a 0-30 kV power supply obtained from Information Unlimited (Amherst, NH, USA) as shown in Figure 4-4. Sample was driven from sample well (S) towards sample waste (SW) electrokinetically to fill up the intersection with sample by applying potential. Based on the geometry, the injected volume is expected to be <1% of the volume of the separation channel (i.e. a 125 µm segment compared to the 20 cm channel length). The sample plug was then driven towards the detection region by applying potential between the buffer well (B) and buffer waste well (BW). While electrokinetic injection does potentially pose an injection bias, this experiment is concerned only with separation of analytes (which should not be affected by this issue), and not their quantitation. Detection was performed as described in Section 4.2.2.2. Data analysis was performed as described in Section 4.2.2.3.
4.4.2.3.2 Fused silica capillary chip

Fabrication of the fused silica capillary chip was identical to the method described in Section 4.3.2.2, using a hybrid device consisting of a capillary connected to a PDMS microvalve-based injector chip. A 75 µm I.D., 375 µm O.D. Teflon-coated fused-silica capillary (Polymicro, Phoenix, AZ, USA) was used, with a total length of 20 cm (16 cm to detector window, similar to full PDMS chip described in the previous section). A PDMS injector chip with the time-dependent injection design (Figure 4-10) was used to simplify fabrication and setup.

4.4.2.3.2.1 Performing separation in the fused silica channel

The conditioning of the PDMS microchip was performed as described in Section 4.3.2.3. During the experiment, the capillary and samples were maintained at room temperature (22°C). Injection was performed hydrodynamically as described in Section 4.3.2.5 and illustrated in Figure 4-12, but using a 400 ms actuation time to improve separation performance. A potential of 200 V/cm was applied for separation. Since quantification of concentrations/amounts of analytes wasn’t important for these studies, detection was performed using a USB4000 spectrometer coupled to a PX-2 pulsed xenon light source using a CUV-CCE sample cell (all purchased from Ocean Optics, Dunedun, FL, USA). Absorption maxima at 224 and 254 nm were monitored. Data analysis was performed as described in Section 2.2.2.2.

4.4.2.3.3 Migration time drift correction technique

The correction technique, described by Bidulock et al. [195], relies on maintaining the same relative distance between pairs of peaks. Effectively, the time axis (x-axis) is scaled. Mathematically, the migration time (x) for the middle peak is calculated from:
\[ x = \frac{t_1(t_3 - t_2) + t_3(t_2 - t_1)}{t_3 - t_1} \] (4.2)

where \( t_1 \) is the migration time for the first eluting peak, \( t_2 \) is the uncorrected migration time for middle peak, and \( t_3 \) is the migration time for last eluting peak.

From here, the ratio of original migration time to new migration time can be calculated \((t_2:x)\), and the time axis for the whole chromatogram can be scaled accordingly.

This method can correct for EOF difference between one CE separation run and another.
4.4.3 Results and discussion

4.4.3.1 PDMS channel separation

Using sample mixture one, the separation of 5 mM thymidine and 5.8 mM FA was attempted on the full PDMS chip. Though the migration time appeared consistent with results in the silica capillary (see next section), no separation was observed (Figure 4-20). Furthermore, there was noticeable tailing of the peaks, possibly due to analytes sticking or absorbing to the PDMS surface. A reduction in analyte concentration and the use of longer separation channels was attempted to improve separation of the two analytes, but the results were similar (data not shown). Smaller volume injections (<5 s) were also attempted, but produced similar results (data not shown).

Figure 4-19 Separation performance of the PDMS separation channel.

Single Injection of sample containing 5 mM Thymidine and 5.8 mM FA in 30 mM PB with 100 mM SDS into the PDMS separation channel.
Though others have shown that the sticking of analytes to PDMS can be mitigated by coating the PDMS surface with silica [197], this solution was not tried here, and it is unclear if in fact this is the issue. It is also possible that the conditioning of the PDMS channels was very unstable, adversely affecting the resolution. No further experiments were performed with the PDMS.

4.4.3.2 Fused silica channel separation

Using sample one, the separation of 5 mM thymidine and 5.8 mM FA was attempted on the hybrid PDMS fused silica chip. In this case, slight separation between thymidine (peak 1) and FA (peak 2) was achieved (Rs = 0.75) as shown in Figure 4-21. Migration time of the peaks shown in Figure 4-21 was measured at 174 seconds for thymidine (visible in both wavelengths) and 193 seconds for furfuryl alcohol. Note that

![Graph showing separation performance](image)

**Figure 4-20** Separation performance of the silica capillary (with PDMS injector).

Single Injection of sample containing 5 mM Thymidine (peak 1) and 5.8 mM FA (peak 2) in 30 mM PB with 100 mM SDS into the PDMS separation channel.
the migration time of thymidine matches closely the peaks in Figure 4-20 (169 seconds), suggesting that similar EOF occurs in the PDMS channel despite the long tailing of the peaks.

When compared to the migration time obtained using a 60 cm capillary (52 cm effective length, Section 2.3.1.2, thymidine had a migration time of 617 s, resulting in an elution rate of 0.084 cm/s. This is comparable to the elution rate of thymidine obtained using the 20 cm (16 cm effective length) capillary used here (0.092 cm/s). To prevent issues noticed due to excess Joule heating, the use of a smaller ID capillary (50 µm) will be explored and discussed in Section 5.4.

While baseline separation was not achieved, likely due to the shorter capillary length compared to that used in Chapter 2, the fused silica capillary clearly performed better than the full PDMS chip.

The separation resolution was also evaluated between FLT and the slowest and fastest eluting analytes (CLT and thymidine, respectively). Using the fused silica chip, the sample containing thymidine, FLT and CLT (5 mM each) was used, resulting in baseline separation ($R_s > 1.5$) of all 3 compounds (Figure 4-22). The resolution $R_s$ between the two closest peaks (thymidine and FLT) was calculated to be 2.1, and the resolution between FLT and CLT was 3.1. While this demonstrated the ability of the fused silica chip to obtain baseline separation between these three compounds, future optimizations will be required to obtain baseline resolution between all 6 related FLT compounds (thymidine, thymine, FA, stavudine, FLT, and CLT).

To calculate the %RSD in migration time, four successive injections were performed. These experiments resulted in a migration time %RSD of <1% for each of
the three compounds. Peak area %RSD was also calculated to compare to results observed in Section 4.3.3.1 using the time-dependent volume injector. The results here were similar, i.e. ~ 3.3 - 3.6% for the three different species, compared to 3.9% observed previously. Table 4-3 summarizes peak area %RSD, peak width, migration time ($t_m$), and $t_m$ %RSD.
4.4.3.3 Extended study on migration time drift using hybrid fused silica MCE chip

Due to the presence of PDMS for a portion of the separation channel, 12 successive runs were performed using sample two to see if a migration time drift would be observed, as has previously been reported in PDMS channels. Each run lasted about 7 minutes, corresponding to a total run time of ~84 minutes. Figure 4-23 shows an overlay of all 12 runs. Although it is not clear from an overlay, successive experiments showed a steady shift to slower migration times. This is most noticeable for the slowest eluting compound (CLT), which is possibly due to the fact that CLT spends the most time in the PDMS portion of the MCE device. Figure 4-24 shows a drift (increase) in migration time for thymidine, FLT, and CLT shows over the 12 runs. CLT exhibited the highest RSD% in migration time (1.60%). An overall change of 3.3% in migration time from run 1 to run 12 (289 seconds to 300 seconds) was calculated for CLT. This is much lower that the reported 14% by Vickers et al. [94], and is possibly

<table>
<thead>
<tr>
<th></th>
<th>Thymidine</th>
<th>FLT</th>
<th>CLT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak area %RSD</td>
<td>3.3</td>
<td>3.3</td>
<td>3.6</td>
</tr>
<tr>
<td>Peak width (s)</td>
<td>20±0</td>
<td>20±1</td>
<td>19±1</td>
</tr>
<tr>
<td>$t_m$ (s)</td>
<td>197</td>
<td>239</td>
<td>300</td>
</tr>
<tr>
<td>Reproducibility ($t_m$) %RSD</td>
<td>0.36</td>
<td>0.44</td>
<td>0.83</td>
</tr>
</tbody>
</table>
due to the shorter length of PDMS material along the separation channel (~1 cm here
versus 4.2 cm [198]).

Using the migration time correction technique described in Section 4.4.2.2, the time axis was adjusted for each chromatogram. The new overlay of the 12 chromatograms after correction is shown in Figure 4-25. Improvements in %RSD for migration time were seen (<1% for all compounds) and peak area (<2% for all compounds). These results are summarized in Table 4-5. This shows the possibility to use the migration time correction to adjust for drift caused by unstable surface PDMS conditioning.

Figure 4-24 Time corrected overlay of 12 successive injections

5 mM thymidine (peak 1), 5 mM FLT (peak 2), and 5 mM CLT (peak 3) using time dependent volume injector. Separation was performed in a fused silica capillary. Injections performed at 1.5 psi at 400 ms.
In order for this migration time correction technique to be useful, it is necessary to have at least 3 components in the mixture that can be unambiguously identified. For samples containing less than 3 compounds, the use of internal standards would be needed. In the case of the analysis of purified FLT, the impurity profile may be different from run to run. To avoid ambiguity, perhaps thymidine and CLT could be spiked in as internal standards to bracket FLT and allow the use of the correction technique and adjustment of the time-axis. A second run would also have to be performed with different standards so that thymidine and CLT could be accurately quantified.

Typically, in QC analysis of PET tracers, only a single run is performed, in which case drift shouldn’t be an issue, as our observations show that EOF is very consistent for the first 4-6 runs immediately after conditioning the capillary. However, multiple runs may be desirable in order in increase confidence in the data, and then this would become a consideration. Multiple runs are generally not possible with HPLC due to the long duration of each analysis run including cleaning time (that prevents high throughput), and the high cost of the system (that prevents the use of multiple HPLC systems). However, due to the rapid analysis time of CE, and the possibility of integrating multiple CE channels in a compact device, such approach might be practical with CE.

<table>
<thead>
<tr>
<th>%RSD</th>
<th>Migration time ($t_m$) (s)</th>
<th>Peak height (au)</th>
<th>Peak area (au*s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Thymidine</td>
<td>FLT</td>
<td>CLT</td>
</tr>
<tr>
<td>%RSD</td>
<td>0.14</td>
<td>0.03</td>
<td>0.21</td>
</tr>
</tbody>
</table>
4.4.4 Conclusion

While a single microchip containing the injector, separation channel, and detection region would be desired, we observed extremely poor separation in the PDMS channel, perhaps due to unstable EOF and/or the stickiness/absorbing properties of the PDMS channels. Since the performance of the PDMS channel does not appear adequate for separation of the mixed FLT sample (and possibly other PET tracers samples) without significant further efforts, a hybrid microdevice construction was instead selected. The incorporation of a fused silica capillary increases the number and complexity of assembly steps and possible places for errors to occur (e.g. capillary clogging, dead-volume at capillary interface, capillary breakage), as well as an overall larger MCE device than a single integrated chip. However, it provides a highly stable separation medium compared to PDMS. While the separation of only 3 compounds (thymidine, FLT, and CLT) was displayed, the full separation of all 6 compounds of interest in FLT samples could be achieved on a longer fused silica capillary (as explored in Section 4.5.3.1).

4.5 Integrated hybrid microchip CE device

4.5.1 Overview

In previous sections, I have shown that microfluidic detection and microfluidic injection perform as well or better than macroscale counterparts, and that a capillary can be integrated with the microfluidic device and achieve reproducible separation.

In this section, the performance of a device with all components integrated together is explored. For simplicity, the time-dependent volume microvalve injector as described in Section 4.3.3.1 was used for injection, though this could be swapped for
the fixed volume injector in the future. The 500 µm OPL chip as described in Section 4.2.2.2 was used for detection. The separation performance was tested on the complete hybrid MCE device using similar FLT samples used in Section 2.2.2.2.

4.5.2 Materials and methods

4.5.2.1 Reagents

Similar reagents were used as described in Section 2.2.1.

4.5.2.2 Microfluidic system design and fabrication

A schematic of the complete hybrid MCE device is shown in Figure 4-26. The time-dependent volume injection chip and extended optical path length chip are connected together with a fused silica capillary. Each of the PDMS chips (microvalve
and optical path length chips) were fabricated as described in Sections 4.3.2.2 and 4.2.2.2, respectively.

Figure 4-25 **Image and schematic of complete hybrid MCE device**
Photo (top) and schematic (bottom) of hybrid CE platform incorporating optical detection, micro-valve injector, and glass capillary separation channel.
The assembled device, with capillary joining the two chips, was prepared as follows. One end of the capillary was inserted through the capillary port of the injection chip before bonding to the substrate, with the capillary first inserted until flush with channel surface of the PDMS chip, then pulled ~1 mm back from the surface. The microvalve chip was then corona plasma bonded to the PDMS slab substrate and baked at 80°C for 2 hours to maximize bonding. Once removed from the oven, the other end of the capillary was inserted through the capillary port of the optical path length chip before bonding to its substrate. The optical path length chip was then corona plasma bonded to a bottom PDMS substrate.

4.5.2.3 Microchip and capillary conditioning

The conditioning of the PDMS microchip was performed as described in Section 4.3.2.3.

4.5.2.4 Microchip operation

The microvalves were operated as discussed in Section 4.3.2.4.

Absorbance measurements and data analysis were performed as described in Section 2.2.2.2.

4.5.2.4.1 Performing separation in complete hybrid MCE device

Sample was injected for 400 ms at 1.5 psi, and separation voltage was set at 200 V/cm (4 kV). Fused silica length was 20 cm, with an effective length of about 21 cm include a section of separation channel inside the injection chip. Optical fibers were inserted into the extended optical path length chip and coupled to the PX-2 pulsed xenon light source, and USB4000 spectrometer.
The complete hybrid MCE device was first tested with the separation of thymidine, FLT, and CLT (5 mM each in water). It was later tested with a sample containing all six FLT related analytes: 1 mM thymidine, 1 mM thymine, 2.3 mM FA, 1 mM stavudine, 1 mM FLT and 1 mM FLT. A BGE of 30 mM phosphate and 100 mM SDS (pH 7.4) was used for all separations of the 3-component and 6-component sample mixtures.

Since the results of Section 4.4 suggested that the 20 cm capillary may be insufficient, a hybrid MCE device with a 60 cm capillary was also fabricated (61 cm effective length) to improve separation resolution. Maintaining the separation voltage at 200 V/cm, a 6 compound FLT sample was injected. The sample consisted of 5 mM thymidine, 2 mM thymine, 2.5 mM furfuryl alcohol, 5 mM stavudine, 2.6 mM FLT, and 1.4 mM CLT.
4.5.3 Results and discussion

4.5.3.1 Complete hybrid MCE device performance

Using the complete hybrid MCE device with a 20 cm fused silica capillary, the sample containing thymidine, FLT, and CLT (5 mM each) was injected and separated as shown in Figure 4-27.

![CE electropherogram of 5 mM thymidine (peak 1), 5 mM FLT (peak 2), and 5 mM CLT (peak 3) separated on complete hybrid MCE device with 20 cm capillary and 500 µm OPL.](image)

The resolution, Rs, between the two closest peaks (thymidine and FLT) was calculated to be 1.4 (not quite baseline separation), and that between FLT and CLT was 2.0. These separation resolutions are lower than those obtained in Section 4.4.3.2 with use of the MCE device without the detection chip (Rs = 2.1 between thymidine and FLT and Rs = 3.1 between FLT and CLT). This is most likely due to effects associated with an additional capillary junction needed to connect the detection chip. This added junction
adds additional dead volume, known to cause band broadening [177], [178]. Possible improvements to reduce dead volume will be discussed in Section 0.

The hybrid MCE device was then used to attempt the separate 6 FLT related compounds (thymidine, thymine, FA, stavudine, FLT and CLT) as shown in Figure 4-28, which was used to compare to the performance using a longer separation capillary. As expected, baseline separation was not achieved between any compounds except FLT and CLT (Rs = 3.0 for peak 3 and 4). Note that due to the use of lower concentrations, and likely a different alignment of the optical system, the signal is a little too low for accurate analysis of separation; these issues were corrected for future analyses.

Figure 4-27  CE electropherogram of 6 FLT related compounds using complete hybrid MCE device with 20 cm capillary and 500 µm OPL resulting in poor separation resolution.

1 mM thymidine and 1 mM thymine (peak 1), 2.3 mM FA (peak 2), 1 mM stavudine and 1 mM FLT (peak 3), and 1 mM CLT (peak 4).
To improve separation resolution, separation was attempted in the device with 60 cm capillary. As shown in Section 2.3.1.2, baseline separation of the 6-component FLT mixture could be achieved in a capillary (75 µm) with 52 cm effective length, coupled to a capillary UV detection cell. In the hybrid microchip, the separation of the 6 FLT related compounds (thymidine, thymine, FA, stavudine, FLT and CLT) was improved using a 60 cm capillary (62 cm effective length including PDMS separation channel) compared to the use of a 20 cm capillary (21 cm effective length including PDMS separation channel). As shown in Figure 4-29, Rs increases to 5.2 for FLT and CLT compared to 3.0 in the chip with 20 cm capillary). Unfortunately, thymidine, thymine, and furfuryl alcohol were still not fully separated. The performance of separation between these compounds.

![CE electropherogram of 6 FLT related compounds using complete hybrid MCE device with 60 cm capillary (61 cm effective length) and 500 µm OPL.](image)

Figure 4-28 CE electropherogram of 6 FLT related compounds using complete hybrid MCE device with 60 cm capillary (61 cm effective length) and 500 µm OPL.

5 mM thymidine (peak 1), 2 mM thymine (peak 1), 2.5 mM furfuryl alcohol (peak 2), 5 mM stavudine (peak 3), 2.6 mM FLT (peak 4), and 1.4 mM CLT (peak 5) using time dependent volume injector.
analytes using the hybrid MCE device was worse than that shown on the lab-built CE system (Section 2.3.1.2) using a similar capillary length. (In fact, the effective length was slightly longer in the hybrid MCE device.)

While the separation resolution of the complete hybrid MCE was lower than that obtained using a capillary, this work has shown that the three components (injection chip, separation capillary, and detection chip) could be integrated together and achieve separation of several chemical species. As will be discussed in Chapter 5, several optimizations to the geometry of the device to lower dead volume are expected to remedy the poor separation resolution, and enable baseline separation of all components of the FLT mixture. Overall, a novel hybrid MCE device was fabricated and demonstrated the ability to perform the three key components to CE (injection, separation, and detection), with the ability to obtain LOD/LOQ comparable to HPLC systems at a fraction of the cost and in a much smaller footprint.

4.5.4 Conclusion

The use of a hybrid MCE device to link together the microscale CE operations of sample injection, separation, and detection has been demonstrated. While the MCE device yielded poor separation resolution compared to results shown in Section 2.3.1.2 (baseline separation only achieved for CLT and FLT peaks on MCE device compared to baseline separation for all compounds using lab-built CE device), the feasibility of using MCE to chemical purity analysis has been established. Improvements to the design of the hybrid MCE device (discussed in Chapter 5) are expected to resolve this one issue and enhance the separation resolution to a level sufficient for analysis of FLT and other PET tracers.
5 Chapter 5: Hybrid MCE Device Optimizations and Future Work

5.1 Introduction

In chapter 4, the three main components of CE operation (injection, separation, and detection) were implemented successfully into a proof of concept hybrid MCE device and its performance was demonstrated on a sample containing a mixture of FLT and related by-products. However, several areas need improvement and optimization before a hybrid MCE device (instead of an HPLC system) can routinely be used to perform chemical purity tests for PET tracers. Specifically, improvements in separation resolution are necessary. Improvements in peak area repeatability and migration time repeatability are also desirable.

There are several relatively simple parameters of the hybrid MCE device that can be tweaked to optimize the first of these (i.e. separation resolution), including capillary length, electrophoretic field, injection volume, and optical path length. However, adjusting these parameters can have a negative impact on other performance areas of the hybrid MCE device, and thus the tradeoffs need to be considered on the whole system level. For example, an increase in separation resolution can possibly be achieved by reducing the optical path length, however, this would also increase the LOD of the detection portion of the hybrid MCE device as discussed in Section 4.2. Increasing the length of silica capillary can also improve separation resolution (as described by Equation 5.2), but this would increase the analytical time as eluting analytes would need to travel further before being detected. Furthermore, it may become challenging to find a power supply capable of supplying the potential needed to achieve the same electric field strength over the longer capillary. Applying a larger
electrophoretic field can increase separation resolution as well as decrease analytical times due to the dependence of electrophoretic mobility on electrophoretic potential (Equation 1.6). However, this may also increase Joule heating, which can negatively affect peak area and migration time %RSD values due to the dependence of EOF and viscosity on temperature, which will be discussed in Section 5.4. These tradeoffs are discussed in more detail in Section 0. It is also suspected that a large dead-volume at the chip-to-capillary interface may lead to substantial peak broadening that can adversely affect resolution. This issue will be further discussed in Section 0.

In terms of peak area variability and migration time repeatability, it is suspected that the dead volume near the microvalves in the fixed volume injection microchip may lead to substantial variability in injection amount (and thus peak area). This issue will be discussed in Section 0. Additional aspects of the hybrid MCE device can also be modified to improve performance. Several potentially addressable issues where observed during the design, fabrication, conditioning, and operation of the device. These issues include substantial Joule heating under some conditions (Section 5.4), and separation channel conditioning instability and contamination (Section 0).

5.2 Identification of major factors affecting separation resolution

5.2.1 Background

In this section, fundamental equations used to gauge the separation performance of CE will be explored. In particular, the concept of theoretical plates and plate height will be discussed. In capillary or column chromatography, the number of theoretical plates (N) is a measure of separation efficiency of the system, and can be calculated as for each eluting peak as
\[ N = 5.54 \left( \frac{t_m}{w_{1/2}} \right)^2 \quad (5.1) \]

where \( t_m \) is migration time, and \( w_{1/2} \) is peak full width at half the maximum value of the peak height [199]. Theoretical plates can be seen as imaginary segments in the separation capillary/column in which complete equilibration of analytes between stationary and mobile phase occur. The performance of a separation process depends on having a large series of consecutive equilibrium stages. The higher the number of theoretical plates, the greater the separation efficiency [200].

Another measure of efficiency is plate height (\( H \)), which arises from the same concept of equilibrium stages, and is defined as

\[ H = \frac{L}{N} \quad (5.2) \]

where \( L \) is the distance from injection to detection, i.e. the effective length of the separation channel. Basically, \( H \) can be seen as the length of each theoretical plate. As a band passes through a theoretical plate, equilibration leads to the band broadening equivalent to the plate height. Therefore, keeping the value of \( H \) minimal is desirable. \( H \) can also be broken down into individual contributing components, which are due to the injection (\( H_{inj} \)), detection (\( H_{det} \)), diffusion (\( H_{diff} \)), and geometry (\( H_{geo} \)) of the CE device and can be summed up as shown in Equation 5.3 [201].

\[ H = H_{inj} + H_{det} + H_{diff} + H_{geo} \quad (5.3) \]

By reducing the overall plate height of the system, band broadening is reduced, and an improvement in separation can be achieved, corresponding to an increase number of theoretical plates. However, several components of \( H \) are more easily
controlled than others. Both the injection and detection components can be controlled by adjusting the injection plug length ($l_{inj}$) and the detection OPL ($l_{det}$), respectively, as shown in Equation 5.4 and 5.5 [201].

$$H_{inj} = \frac{l_{inj}^2}{12L} \quad (5.4)$$

$$H_{det} = \frac{l_{det}^2}{12L} \quad (5.5)$$

Equation 5.4 shows that the $H_{inj}$ component of the plate height depends on the square of the injection plug length. Intuitively, it makes sense that the length of the initial plug will play a role in the final peak width. Reducing the injection plug length will lead to significant reduction of $H_{inj}$. Similarly, Equation 5.5 shows that the $H_{det}$ component depends on the square of the detection length (i.e. length of OPL). Again, this makes intuitive sense, as a longer detection region increases the length of time the sample is visible to the detector, and thus increases the peak width. Reducing the OPL will thus significantly reduce $H_{det}$.

The contribution of axial diffusion to the band broadening is described using Einstein equation (Equation 5.7) [200], [201], where $D_m$ is the diffusion coefficient of the analyte and $v$ is the linear velocity of the analyte.

$$H_{diff} = \frac{2D_m}{v} \quad (5.7)$$

While the diffusion coefficient of the eluting analytes are constant, velocity of the analyte can be controlled by adjusting the applied electrophoretic potential (E) as
previously shown in Equation 1.6 and discussed in Section 1.2.1. The higher the voltage, the higher the speed, and the less time is permitted for diffusive broadening, thus reducing $H_{\text{diff}}$.

The contribution due to the geometry of the hybrid MCE device is the most difficult to calculate as it depends on the geometry of the entire separation channel, including dead volume, and channel geometry (e.g. serpentine channel, straight channel, turn angles, etc). It is described by Equation 5.8, where $n$ is the number of identical turns, $\omega$ is the width at the top of the channel (peak of the turn), $\theta$ is the turn angle, $\sigma_{ni}$ is band broadening (variance) from non-ideal behavior of injected sample and Joule heating, and $\sigma_{dv}$ represents the variance due to dead volume [177], [201]. Both $\sigma_{ni}$ and $\sigma_{dv}$ are of unknown form that depends of geometric shape of the channel, channel material, and electric field gradients [177].

$$H_{geo} = n \frac{(\omega \theta)^2}{12L} + \frac{\sigma_{ni}^2}{L} + \frac{\sigma_{dv}^2}{L} \quad (5.8)$$

To see where there is the most room for improvement, the efficiency of separation of FLT and by-products performed on three CE systems (lab-built CE, commercial CE, and hybrid MCE with 60 cm capillary) will be calculated and compared to each other. The migration time and full width half max from the fastest and slowest eluting analytes will be used to calculate the range of $N$, $H$, $H_{\text{inj}}$, and $H_{\text{det}}$. By taking the ratios of $H_{\text{inj}}/H$, and $H_{\text{det}}/H$, the relative contributions from the injector and detector can be estimated, potentially guiding where optimization efforts should be focused for maximal impact.
5.2.2 Separation efficiency of lab-built CE system

The fastest and slowest eluting analytes were thymidine and CLT, respectively. The migration time of thymidine was 611 seconds, and had a \( w_{1/2} \) of 5 seconds. Using these values, with an effective capillary length of 52 cm, the number of theoretical plates was calculated to be 82400, and the plate height was 6.31 µm. To calculate \( H_{\text{inj}} \), the length of the injected plug (\( l_{\text{inj}} \)) needed to be determined. This was estimated estimating the velocity (\( L/t_m \)) of thymidine and multiplying it by the injection time (5 seconds), resulting in a plug length of 0.43 cm. (This assumes the injection voltage for EK injection was the same as the separation voltage, which was the case here.) Using Equation 5.4, \( H_{\text{inj}} \) was calculated to be 2.91 µm. To calculate \( H_{\text{det}} \), the OPL of 75 µm was used in Equation 5.5, giving a value of 9.0e-4 µm. The contributions from the injection plug length and detection OPL to \( H \) were then calculated to be 46% and 0.014%, respectively. This leaves ~54% of band broadening associated with the geometry and diffusion.
A similar calculation was performed for CLT, resulting in an 18% contribution for the injection and 0.014% for the detector. A summary of calculated values (N, H, H\textsubscript{inj}, H\textsubscript{det}, H\textsubscript{inj}/H, and H\textsubscript{det}/H) is given in Table 5-1.

<table>
<thead>
<tr>
<th></th>
<th>Thymidine</th>
<th>CLT</th>
</tr>
</thead>
<tbody>
<tr>
<td>t\textsubscript{m} (s)</td>
<td>611</td>
<td>980</td>
</tr>
<tr>
<td>w\textsubscript{1/2} (s)</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>N</td>
<td>82400</td>
<td>82800</td>
</tr>
<tr>
<td>H (μm)</td>
<td>6.31</td>
<td>6.28</td>
</tr>
<tr>
<td>H\textsubscript{inj} (μm)</td>
<td>2.91</td>
<td>1.13</td>
</tr>
<tr>
<td>H\textsubscript{det} (μm)</td>
<td>9.01e-4</td>
<td>9.01e-4</td>
</tr>
<tr>
<td>H\textsubscript{inj}/H (%)</td>
<td>46</td>
<td>18</td>
</tr>
<tr>
<td>H\textsubscript{det}/H (%)</td>
<td>0.014</td>
<td>0.014</td>
</tr>
</tbody>
</table>
5.2.3 Separation efficiency of commercial CE system

Using similar equations in Section 5.2.3, the values of N, H, H_{inj}, H_{det}, H_{inj}/H, and H_{det}/H were calculated for thymidine and CLT. The effective length used for the commercial system was 21 cm with an injection time of 2.5 seconds, and an OPL of 75 µm. A summary of calculated values (N, H, H_{inj}, H_{det}, H_{inj}/H, and H_{det}/H) for thymidine and CLT are summarized in Table 5-2.

<table>
<thead>
<tr>
<th></th>
<th>Thymidine</th>
<th>CLT</th>
</tr>
</thead>
<tbody>
<tr>
<td>t_m (s)</td>
<td>131</td>
<td>252</td>
</tr>
<tr>
<td>w_{1/2} (s)</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>N</td>
<td>42100</td>
<td>39100</td>
</tr>
<tr>
<td>H (µm)</td>
<td>8.86</td>
<td>5.37</td>
</tr>
<tr>
<td>H_{inj} (µm)</td>
<td>6.39</td>
<td>5.37</td>
</tr>
<tr>
<td>H_{det} (µm)</td>
<td>2.23e-3</td>
<td>2.23e-3</td>
</tr>
<tr>
<td>H_{inj}/H (%)</td>
<td>72</td>
<td>32</td>
</tr>
<tr>
<td>H_{det}/H (%)</td>
<td>0.025</td>
<td>0.042</td>
</tr>
</tbody>
</table>

5.2.4 Separation efficiency of hybrid MCE system

Similarly, the values of N, H, H_{inj}, H_{det}, H_{inj}/H, and H_{det}/H were calculated for the hybrid MCE device, but the stavudine peak was characterized instead of thymidine due to the incomplete separation between thymidine and thymine. The effective length used for the hybrid MCE system was 62 cm, and the OPL was 500 µm. The injected plug length (using 400 ms actuation time at 1.5psi) was estimated as follows. Using the data from Section 4.2.3, an absorbance value of 1.52 was obtained for 5 mM stavudine using
a 500 µm OPL when detection region was uniformly filled with this analyte. The peak area for 5 mM stavudine during separation (Section 4.5.3.1) was measured to be 5.35 (au*s). Using the conservation of mass (i.e., area of stavudine plug remains constant during elution), the length of an original, “step” plug could be estimated. Taking the area of 5.35 (au*s) and dividing it by pure absorbance signal of 1.52 au resulted in an equivalent plug length of 3.5 seconds. Stavudine had an elution velocity of 0.066 cm/s; therefore, multiplying 0.066 cm/s by 3.5 s gave a linear plug length of 0.224 cm. CLT had an elution velocity of 0.045 cm/s; therefore, multiplying 0.045 cm/s by 3.5 s gave a linear plug length of 0.160 cm. A summary of calculated values (N, H, H_{inj}, H_{det}, H_{inj}/H, and H_{det}/H) are summarized in Table 5-3.

<table>
<thead>
<tr>
<th></th>
<th>Stavudine</th>
<th>CLT</th>
</tr>
</thead>
<tbody>
<tr>
<td>t_m (s)</td>
<td>966</td>
<td>1360</td>
</tr>
<tr>
<td>w_{1/2} (s)</td>
<td>22</td>
<td>45</td>
</tr>
<tr>
<td>N</td>
<td>10700</td>
<td>5050</td>
</tr>
<tr>
<td>H (µm)</td>
<td>58</td>
<td>122</td>
</tr>
<tr>
<td>H_{inj} (µm)</td>
<td>0.67</td>
<td>0.34</td>
</tr>
<tr>
<td>H_{det} (µm)</td>
<td>0.034</td>
<td>0.034</td>
</tr>
<tr>
<td>H_{inj}/H (%)</td>
<td>1.16</td>
<td>0.279</td>
</tr>
<tr>
<td>H_{det}/H (%)</td>
<td>0.058</td>
<td>0.027</td>
</tr>
</tbody>
</table>

5.2.5 Separation efficiency comparison of CE systems

By comparing the number of theoretical plates obtained for all three CE systems it is clear that hybrid MCE device had the lowest efficiency, which is approximately 16-
fold lower than the lab-built CE system ($N_{CLT} = 82800$ for lab-built CE system, $N_{CLT} = 5050$ for hybrid MCE) and 8-fold lower than the commercial CE system ($N_{CLT} = 39100$ for commercial CE system, $N_{CLT} = 5050$ for hybrid MCE) when comparing CLT. This lower efficiency is due to the wider peak obtained on the hybrid MCE device caused by band broadening. For example, the CLT peak width on hybrid MCE device is 6-fold higher than on the lab-built CE system.

By converting $N$ to $H$, we are able to determine the major contributing factors to band broadening. Table 5-3 also shows that the combined contributions to peak broadening from the injector and detector in the hybrid MCE device are less than 2% combined for stavudine, and less than 1% combined for CLT. This indicates that the major contributors to the broadening of peak width are due to either diffusion of the analytes or to the geometry of the hybrid MCE device. Since $H$ was low and relatively similar in value for the lab-built CE and commercial CE systems (6.31 µm and 8.86 µm, respectively, for thymidine, and 6.28 µm and 5.37 µm, respectively, for CLT), the ~10-22 fold increase in $H$ for the hybrid MCE device is most likely not due to $H_{diff}$. This is because $H_{diff}$ is expected to be similar across all systems since similar analytes, BGE, and temperature were used. Also, the elution velocity was very similar for the lab-built CE system and hybrid MCE device (elution rate of CLT = 0.053 cm/s on lab-built CE system, elution rate of CLT = 0.045 cm/s on hybrid MCE device). Thus the maximum possible contribution of $H_{diff}$ is expected to be on the order of ~6 µm, based on the total $H$ for the lab-built and commercial CE systems. Therefore, it can be assumed that the major contribution to peak broadening in the hybrid MCE device is the geometry of the hybrid MCE device itself. In order to improve the performance of the hybrid MCE
device, optimizations in the geometry should first be explored to reduce band broadening.

5.2.6 Conclusion

By comparing the separation efficiency of FLT and related by products performed on the three CE systems used it was determined that the hybrid MCE device yielded the worst performance. It was also determined that the $H_{geo}$ component of $H$ was most likely the main source of band broadening, using data from the other CE systems to argue that $H_{diff}$ cannot be a major factor. Therefore, several improvements to the geometry of the hybrid MCE device will be discussed in the following sections.

5.3 Dead volume reduction

5.3.1 Background

One possible contributor to peak broadening related to the geometry of the hybrid MCE device is dead volume within the fluidic path. Dead volume can occur when there are sudden changes in geometry (e.g. sudden broadening, sharp corners, etc.). The flow speed can be very inhomogeneous, leading to dispersion. Dead volume within the microfluidic device has been shown to distort peak shape and increase band broadening [177], [178], and it has been reported that a dead volume of just 0.7 nL (with sample plug ~0.18 nL) can have adverse effects (reducing plate number from 40000 to 15000) on the efficiency of separation [177]. This was done by detecting a specified peak at two locations (first on the injection chip itself, and again within a capillary connected to the injection chip via tapered junction containing the dead volume) and comparing the measured N values. When the dead volume of 0.7 nL was removed within the junction, an increase in plate number as much as ~2.4x was observed for
another specified peak (47000 to 112000) [177]. In the case of the hybrid MCE device, there is likely a substantial dead volume at the interface between the chip and the capillary. In fact, there are two junctions: one between the injection chip and the capillary, and another between the capillary and the detection chip. It is suspected that this dead volume leads to substantial dispersion at each interface, leading to peak broadening. By minimizing the dead volume within these interfaces, a decrease in peak width and increase separation performance is expected.

The effect of dead volume at the capillary-chip junctions is discussion in the next section. Dead volume near the microvalves is discussed in the subsequent section; this dead volume can affect the peak area repeatability.

5.3.2 Capillary junction

In this section, I describe experiments performed to determine the effect of dead volume at the capillary junction. Figure 5-1 illustrates the capillary junction within the microchip injector. The inset on the right of figure 5-1 highlights the non-uniformity in dimensions along the fluid path at the capillary-to-chip junction. This non-uniformity creates dispersion [177], as the flow velocity decreases as the channel widens and causes the peak to widen laterally and become shorter in the axial direction. Any difference in flow across the channel cross section can then lead to peak dispersion. An approximate volume of 90 nL is contained in the capillary junction as the fluidic flow experiences a change in channel dimensions (20 μm (H) x 75 μm (W)) PDMS fluidic channel to 1mm section of 330 μM ID capillary port to 75 μm ID capillary).
To investigate the effect of the capillary junction, two configurations were compared: (i) electrokinetic injection into a capillary connected to the PDMS detection chip (500 µm OPL), and (ii) the full hybrid MCE device consisting of PDMS injection chip, capillary, and PDMS detection chip (500 µm OPL). The first has a single capillary-chip junction, while the latter has two. (The flow behaviour at both junctions is presumed to be the same as the geometry is identical, and only the flow is reversed.) Note that the results in Section 5.2.4 suggest that the contribution of injection plug length to the peak broadening is very small compared to other sources. Thus, this difference between the two setups can be neglected.

Figure 5-1 **Schematic of 90° fused silica capillary/PDMS chip junction.**

Inset shows enhanced view of capillary junction with light orange arrows representing fluidic flow in the injection chip to capillary junction. Flow would be in the opposite direction in the capillary to detection chip junction. Approximate volume of capillary junction is ~90 nL.
5.3.2.1 Materials and methods

5.3.2.1.1 Reagents

Reagents used are as described in Section 4.5.2.1.

5.3.2.1.2 Microchip fabrication

The single-junction chip fabrication was performed as described in Section 4.5.2.2, but without using the microvalve injector. The full hybrid chip was already evaluated in Section 4.5.3. Figure 5-2 compares the hybrid MCE device with the experimental setup here (i.e. no injector).

![Diagram](image)

**Figure 5-2** Schematic of a) complete hybrid MCE device with two capillary-chip junctions, and b) experimental setup here incorporating only a single junction.

Hydrodynamic microvalve injection is performed in the top device, while electrokinetic injection is performed in the bottom one.

5.3.2.1.3 Microchip and capillary conditioning
Conditioning was performed as described in Section 4.5.2.3.

5.3.2.1.4 Microchip operation and data analysis

Microchip operation and data analysis as performed in Section 4.5.2.4, however, due to lack in microvalve injector, electrokinetic injection was performed using 200 V/cm for 5 seconds.

5.3.2.2 Results and Discussion

Using the extended optical path length chip with a 60 cm fused silica separation channel, a similar FLT sample as used in Section 4.5.3 was injected electrokinetically and detected. The sample consisted of 5 mM thymidine, 2 mM thymine, 2.5 mM furfuryl
alcohol, 5 mM stavudine, 2.6 mM FLT, and 1.4 mM CLT. The separation chromatogram

Figure 5-3 **Effect of capillary-chip junctions on separation efficiency**

CE electropherograms of (a) complete hybrid chip with two capillary junction [peaks: 5 mM thymidine (peak 1), 2 mM thymine (peak 1), 2.5 mM furfuryl alcohol (peak 2), 5 mM stavudine (peak 3), 2.6 mM FLT (peak 4), and 1.4 mM CLT (peak 5)] and b) hybrid chip with only a single capillary junction [peaks: 5 mM thymidine (peak 1), 2 mM thymine (peak 2), 2.5 mM furfuryl alcohol (peak 3), 5 mM stavudine (peak 4), 2.6 mM FLT (peak 5), and 1.4 mM CLT (peak 6)]. Both chips equipped with 60 cm fused silica capillary and 500 µm OPL PDMS detection chip.
using two capillary junctions is shown in Figure 5-3a, while Figure 5-3b shows the separation chromatogram using one capillary junction.

Figure 5-3 shows an improved resolution between thymidine and thymine when using one capillary junction compared to two. Also, improvement in separation resolution was obtained for stavudine and CLT compared to the complete hybrid MCE device as number of theoretical plates increase and plate height decreased for both compounds (summarized in Table 5.4b). Separation resolution between FLT and CLT also increased from 5.06 to 8.56. In the lab-built CE system with no capillary/PDMS chip junctions (Section 2.3.1.2), baseline resolution was achieved between thymidine and thymine, and separation resolution between FLT and CLT was 15. This shows the potential improvements to be gained by reducing dead volume on the hybrid MCE device.

Table 5-4 shows a summary of performance for $t_m$, $w_{1/2}$, N, and H for setups using zero, one, and two capillary junctions, which clearly shows a very significant increase in band broadening as more junctions are added. This demonstrates the importance of minimizing dead volume within the MCE device. Therefore, in order to effectively use a fused silica capillary for separation purposes, in conjunction with valve-based injector and extended optical path detector, improvements in the capillary junction must be further explored.
Efforts to make the capillary flush with the bottom of the junction to reduce or eliminate dead volume was attempted, but this change caused problems during the bonding process between the chip and the bottom substrate. As the capillary is moved

<table>
<thead>
<tr>
<th>Table 5-4 Migration time, peak full width half max ( w_{1/2} ), number of theoretical plates (N), plate height (H), injection plate height (H_{inj}), and detection plate height (H_{det})</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>(a)</strong> Results for setup with no capillary junction (capillary only); <strong>(b)</strong> Results for setup with one capillary junction (capillary and OPL chip); and <strong>(c)</strong> Results for setup with two capillary junctions (capillary, OPL chip, and injection chip). All setups used a 60 cm capillary.</td>
</tr>
<tr>
<td>No cap. junc.</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>( t_m ) (s)</td>
</tr>
<tr>
<td>( w_{1/2} ) (s)</td>
</tr>
<tr>
<td>N</td>
</tr>
<tr>
<td>H (( \mu )m)</td>
</tr>
</tbody>
</table>

Figure 5-4  **Schematic of 90° fused silica capillary/PDMS chip junction when capillary is inserted too closely to the bottom of the port.**

Stress at the junction leads to poor bonding in the vicinity of the capillary. Inset shows zoomed in view of the region of poor bonding.
closer to the bottom edge of the port, additional stress is created on the PDMS port due to the larger capillary OD compared to the port diameter (capillary OD: 365 µm, capillary port diameter: 330 µm). This added stress made it difficult for region around the port to remain in contact with the bottom PDMS substrate, resulting in poor bonding in that region, and potentially increased junction volume, as shown in Figure 5-4.

Other geometries have been reported for interfacing capillaries and PDMS chips to reduce the dead volume, but fabrication is more complicated. For example, Kelly et al. reported a horizontal capillary/PDMS junction [155] that can eliminate the junction dead volume. In this design, the interior of the capillary is collinear with the microchannel within the PDMS chip as illustrated in Figure 5-5. Ideally, the fluidic channel dimensions will be kept uniform between the silica capillary (i.e. the internal diameter) and PDMS chip (i.e. the microchannel) throughout the entire junction to minimize dead volume. However, this increases the complexity of chip fabrication, as this would require multiple photoresist depositions on the wafer molds to create a

![Illustration of in-plane capillary junction](image)

*Figure 5-5 Illustration of in-plane capillary junction*

In-plane design is used to help eliminate dead volume by keeping the fluidic channel dimension uniform between silica capillary and PDMS chip.
features with multiple heights. DeLaMarre et al. also uses a horizontal capillary junction, but avoids the use of using multiple photoresist depositions by simply tapering the outer wall of the fused silica capillary using a ceramic cleaving stone [202]. By tapering the outer walls, the silica capillary can then be inserted directly into the fluidic channel which it meets the edge of the microfluidic chip. However, initial attempts in our lab to replicate the tapered end proved difficult as the capillary was prone to breaking and cracking during the tapering process. Dimov et al. also employed the use of a horizontal capillary, but by embedding it completely within the PDMS mold itself [193], [203]. This was done by first filling the capillary with water, and then securing it onto a silicon wafer. PDMS was then poured onto the entire wafer and baked as normal (80°C for 2 hours). The water provided two benefits as it would prevent the capillary from clogging up with PDMS, and would also evaporate out both ends of the capillary during the curing process creating two air bubbles within the PDMS. Input and output ports could then be punched out at the locations of the air bubble, creating an opening for the fluidic path. Future work will explore the various designs and implementations of a horizontal capillary junction to determine a practical solution to resolve the issues at this interface in the hybrid MCE device.

5.3.2.3 Conclusion

By reducing the dead volume within the fluidic pathway of the hybrid MCE device, an increase in separation resolution was achieved. The next step would be to perform a comparison of suitable junction designs in terms of fabrication complexity and performance.
5.3.3 PDMS microvalve optimization

5.3.3.1 Background

The use of microvalves to perform fixed volume injection has been shown in Section 4.3.3.2 to provide high reproducibility of peak area (%RSD = 1.7% for 3 nL injection using PDMS fixed volume injector chip). However, the performance was expected to be superior to a literature report using time-dependent valve injection [98]. The lack of improved performance may be due to dead-volumes created due to suboptimal positioning of microvalves in the fixed volume injector.

Figure 5-6a illustrates the current design and placement of the microvalves (orange) in the fixed volume chip. The dead volumes are located between the microvalves and the fluidic intersection. After the chip is first filled with BGE, sample is then loaded, however, the dead volume of BGE remains between the microvalves and the intersection, which can later cause undesired diffusion and mixing between BGE and sample. Using positioning and alignment techniques described by Thorsen et al., the ability to reduce the distance between microvalves and fluidic intersections to 0-25 µm has been demonstrated [133].

Therefore, to reduce the dead volume around the microvalves in the fixed volume injector, the microvalves were designed to be closer to the intersections of the fluidic channel (blue). In order to move the microvalves closer, the amount that the valves overlap the two sides of the channel must be reduced. Using a similar approach to that reported by Tseng et al. [204], a tapered shape was chosen to allow close valve positioning, while maintaining sufficient separation between adjacent valves to allow for bonding (Figure 5-6b). An estimated dead volume reduction was calculated as follows.
Keeping the channel height and width the same in both designs, the only change was the dead volume length indicated in Figure 5-6a. By taking the ratio of the length from the old and new design, an estimation in dead volume was calculated. The old design had an overall total dead volume length of 3 mm, whereas the new design has a total length of 0.4 mm. This results in a 7.5-fold reduction in dead volume (3 mm / 0.4 mm) within the highlighted region in Figure 5-6. Using the channel dimensions of 75 µm width and 20 µm depth, this is a reduction in dead volume of 4.5 nL to 0.6 nL.

The performance of this new design versus the original design will be compared in future work.
5.4 Mitigating Joule heating

5.4.1 Background

In this section, the observed effects of Joule heating (described in Section 1.2.5) and possible improvements will be discussed. Joule heating occurs within the CE/MCE device as the electrical resistance within the fluidic path of the device generates heat during the application of electrophoretic potential. Excess heating can affect electrophoretic mobilities by as much as 2% / °C; therefore, methods to control CE temperature can be vital to achieving high migration time reproducibility [93]. Excess Joule heating has also been shown to cause formation of gas bubbles within the fluidic channel, which interrupts electrical current during application of electrophoretic potential and/or causes electrical arcing, which damages the chip.

The generation of heat within the fluidic channel of the MCE device produced some observable issues during development. Initially, the PDMS microvalve injector chip was corona plasma bonded to a flat 1”x3” glass slide. The use of a glass slides were initially used as it was readily available, bonded strongly to PDMS after plasma treatment, and provided a highly sturdy substrate for the PDMS chips. However, during the operation of glass slide based chips, noticeable fogging and condensation was visible within the bulk PDMS adjacent to the fluidic channel of the PDMS chip after about 30 minutes of use that continued to get worse over time. This led to the formation of vapor bubbles within the channels, which disrupted electrical current after around 40 minutes of use (Figure 5-7). This, in turn, caused electrical arcing within the fluidic channel, sometimes damaging the chip, and led to inconsistent application of voltage
and thus varying EOF. It was suspected that Joule heating was likely the cause of these issues.

![Image of microvalve chip](image.png)

**Figure 5-7 Image of microvalve chip**

*a)* before CE operation and *b)* after 40 mins of use. Microvalves (v1, v2) shown.

The power dissipation can be estimated using Ohm’s Law (Equation 5.9) and the power equation (Equation 5.10), where V is voltage (V) applied between high voltage (HV) and ground, I is current (A), R is resistance (Ω) of the BGE solution contained within the separation channel (Equation 5.11), ρ is the resistivity of the BGE, L is the length of the fluidic channel, w is the width of the channel, h is the height of the channel, and P is power (W), which will be discussed in Section 5.4.2.2.3.

\[ V = IR \]  

\[ P = \frac{V^2}{R} \]  

\[ R = \frac{\rho L}{\pi (wh)^2} \]

These equations can be used to calculate how much heat must be removed during separation if cooling is the means used to ensure a stable temperature. Several
methods including the use of a heat sink, and the implementation of liquid-cooling channels were explored in our setup.

The equations also show that Joule heating can be reduced by changes in operating parameters. For example, power is reduced by reducing the applied voltage; however, this would have an adverse effect on separation time and resolution. Power can also be reduced by increasing the resistance of the capillary (e.g., by increasing L, increasing ρ, or decreasing the dimensions). However, increasing L would affect separation time, and decreasing dimensions would reduce the sample volume that can be injected. Reduction of capillary dimensions was explored in our setup.

Finally, the chip material was also explored in our setup. By changing the bottom substrate of the injection chip to PDMS instead of glass, a more gas-permeable device was produced that was more tolerant of vapor formation (i.e. vapor can escape rather than being trapped and leading to fogging and gas bubble formation).

5.4.2 Materials and methods

5.4.2.1 Reagents

Reagents used are as described in Section 4.5.2.1.

5.4.2.2 Approaches for cooling the chip

5.4.2.2.1 Heat Sink

An aluminum plate, the size of a 96 well plate, was cooled in a 4°C refrigerator for several hours. The aluminum plate was then placed underneath the PDMS chip similar to that used in Section 4.4.2.3.1 during the application of electrophoretic potential (200 V/cm). The PDMS chip was fabricated with a glass slide bottom layer. A thin film of water was place between the glass slide and aluminum plate to ensure good
thermal contact over the entire surface. The use of a heat sink would thermally transfer heat away from the fluidic separation channel during the application of electrophoretic potential.

5.4.2.2.2 Cooling Channels

Cooling channels (inspired by Beckman Coulter CE system) were designed into the chip described in Section 4.4.2.3.1, as shown in Figure 5-8. The use of the cooling channels would allow water to be continuously flushed alongside the fluidic separation channels (~200 µm away to avoid possible electrical breakdown of PDMS (20 V/µm) [163]), and to remain thin enough to allow adequate thermal transfer) to carry generated heat away from the separation channel. Using an applied voltage of 4 kV, the region

![Diagram of PDMS CE microchip with cooling channels](image)

Figure 5-8 Mask pattern for PDMS CE microchip with cooling channels (orange) alongside the separation channel (blue).

Fiber optic alignment channels shown in red. Inset on right shows ports for coolant (water). Though this chip design has multiple inlets and outlets for the coolant, it is possible that these could be connected by channels on the chip.
along the cooling channel will experience only a fraction of the applied potential, thereby, avoiding any electrical breakdown of the PDMS wall. Due to the geometry of the T-channel design, and the presence of fiber optic alignment channels, wrapping the cooling channel along the whole fluidic separation path was not practical. Water was driven through the cooling channels using a syringe pump. Figure 5-9 shows a simplified schematic of the cooling channel in the chip to illustrate flow of coolant (H2O) alongside fluidic channel to transfer heat away from the chip.

![Diagram](image)

**Figure 5-9 Simplified schematic of PDMS CE microchip with cooling channels showing coolant (light blue) alongside fluidic channel**

a) High voltage (HV) not applied, BGE (dark blue) within fluidic channel unheated.  
b) HV applied, EOF flow represented by red arrow, BGE within separation channel and coolant along separation channel is heated (light red)  
c) Coolant (water) flow, represented by black arrow carrying away heated liquid, restores temperature of separation channel.

5.4.2.2.3 Power Reduction

To reduce the amount of heat generated within the PDMS portion of the chip a smaller ID capillary (50 μm) was used to increase the electrical resistance of the capillary and thus reduce the power consumption within the PDMS chip. A time-
dependent volume injection chip was attached to a 50 µm ID fused silica capillary (fabrication process was similar to that described in Section 4.3.2.2) to test the effects of the power reduction. The reduction in power consumption was calculated using Ohm’s Law (Equation 5.9) and the power equation (Equation 5.10).

The resistance of a 20 cm capillary was measured using a digital multimeter (2831E, BK Precision, Yorba Linda, CA, USA). By inserting each end of the BGE filled capillary into two 2 mL vials filled with BGE (30 mM PB width 100 mM SDS), a potential of 4 kV was applied, and a current of 80 µA was measured, resulting in a calculated resistance of 50 MΩ. Using a time-dependent volume injector chip with a 20 cm long capillary (75 µm ID) (Section 4.3.3.1) filled with BGE, a separation voltage of 4 kV was applied, and a current of 55 µA was measured using the digital multimeter. The total voltage drop is divided among the capillary and the injection chip. Using the resistance of 50 MΩ, a voltage drop of 2800 V was calculated for capillary. This means there was a 1200 V drop across the time-dependent volume injection chip, which was difficult to measure directly due to the small dimensions of the capillary port. Using Ohm’s law, the resistance of the time-dependent injection chip was calculated to be 22 MΩ. This corresponds to a power dissipation of 0.066 W within the time dependent volume injector chip. When the same injection chip was fabricated using a 50 µm ID capillary, a current of 30 µA was measured using 4 kV over the whole chip. Using the same resistance for the time-dependent volume injector chip previously obtained (22 MΩ), this corresponded to a voltage drop of 660 V over the PDMS chip, and a power dissipation of 0.020 W in the PDMS chip. Therefore, by replacing the 75 µm ID capillary with a 50
µm ID capillary, a 3.3x reduction in power was achieved, which is expected to lead to a corresponding slowdown in the temperature increase, all else being equal.

5.4.2.2.4 Bottom Substrate Material

The vapor formation due to Joule heating created additional problems when a microvalve control layer was used. Upon microscopic inspection of the hybrid MCE chip with glass substrate after 40 minutes of use, it was apparent that the vapor was becoming trapped between the non-permeable glass slide and the PDMS control layer. The generated vapor could condensate between the two layers as it cooled when contacting the cooler substrate. (To determine the location of the issue, the fluidic layer was carefully removed to keep the control layer intact and attached to the glass slide. The condensate could then be clearly seen between the glass slide and the control layer on the microscope.)

The condensate caused blistering and deformation of the control layer, which could cause irreproducible volume injections as the fluidic channel was compressed by the blisters, and would completely disrupt electrical current if the channel became completely pinched off (Figure 5-10).

It was suspected that using a gas-permeable substrate could potentially eliminate this problem. To test this hypothesis, the glass slide was replaced with a flat PDMS slab in the injector chip. By preventing condensation it is suspected that an additional cooling effect is also gained; the prevention of condensation within the chip means that the heat carried by the vapor is not deposited in the chip, nor the latent heat of condensation. However, it is unclear whether the evaporation may adversely affect the buffer composition and lead to adverse effects.
5.4.3 Results and discussion

5.4.3.1 Heat Sink

By placing the 4°C aluminum plate under a full PDMS MCE device during the application of electrophoretic potential, a reduction of fogging and condensation was noticed. However, this generated an additional issue as the BGE solution (30 mM PB and 100 mM SDS) contained in the wells began to freeze and crystalize, which disrupted the electrical connections of the CE system shown in Figure 5-11. To
effectively use the heat sink, a higher temperature set point for the aluminum block would be required.
5.4.3.2 Cooling Channels

The implementation of cooling channels alongside the fluidic channels was tested and resulted in reduced fogging and condensation within the fluidic channel. Figure 5-12 shows a reduction in channel fogging in the area alongside the cooling
channels, while still showing fogging in regions without cooling channels. While the cooling channels generated positive results, the use of circulating coolant adds complexity, and therefore, simpler methods to mitigate Joule were explored.

5.4.3.3 Power Reduction

![Image of PDMS MCE with cooling channel before application of electrophoretic potential. Blue arrows indicate direction of coolant flow, and red arrow indicates direction of EOF through the separation channel. (b) Same chip after 40 minutes of electrophoretic potential (4 kV). Red box highlights channel region where fogging is noticeable and blue box highlights region where no channel fogging noticed.](image)

Figure 5-12 Effect of cooling channels on fogging near separation channel

(a) Image of PDMS MCE with cooling channel before application of electrophoretic potential. Blue arrows indicate direction of coolant flow, and red arrow indicates direction of EOF through the separation channel. (b) Same chip after 40 minutes of electrophoretic potential (4 kV). Red box highlights channel region where fogging is noticeable and blue box highlights region where no channel fogging noticed.

To lower the voltage drop across the PDMS portion of the hybrid MCE device, a fused capillary with a smaller ID (50 μm vs. 75 μm) was tested. The use of the 50 μm ID capillary reduced the power within the PDMS microvalve chip by 3-fold (as calculated above) from 0.066 W to 0.020 W. The effect of this change was extension of the operating time of the hybrid MCE device from 40 minutes (after which failure normally occurred) to >180 minutes with minimal fogging within the fluidic channel as shown in Figure 5-13. This new operating time is significantly longer than the expected 120 minutes of use (i.e. 3 x 40 minutes). This may be because the reduced power dissipation can be partly removed at ambient conditions rather than all the heat energy...
going toward increasing the chip temperature. The higher power dissipation of 0.066 W was most likely generating heat too quickly, causing the chip to fail.

![Image of time-dependent injection chip after 180 minutes of application of electrophoretic potential (4 kV) using a 50 µm ID fused silica capillary (20 cm).](image)

Minimal fogging was noticed within fluidic channel.

5.4.3.4 Gas-permeable (PDMS) bottom substrate

By replacing the glass slide with a flat PDMS bottom layer, vapor generated from Joule heating was able to dissipate in all directions out of the chip. This significantly reduced the amount of fogging and eliminated blistering as vapor no longer seemed to condense between the control layer and bottom substrate. This increased operating time of the hybrid MCE device with PDMS substrate to >180 minutes (Figure 5-14) compared to only 40 minutes before chip failure in the chip with glass substrate (Figure 5-10).
The value of mitigating Joule heating in improving operating time and robustness of the hybrid MCE device has been demonstrated. By implementing the described methods to remove excess heat, the chip can be operated for a longer time, and presumably the temperature within the chip is more constant, which should lead to more consistent behavior.

By effectively eliminating excess heat, the use of higher separation potential may become practical (though not yet tested), which could help improve separation resolution, and analysis times.
5.5 Improving Surface Conditioning and Reducing Channel Contamination

5.5.1 Background and Discussion

Channel conditioning instability and contamination (due to the absorption of analytes) of the separation channel can cause undesired changes to the EOF during separation. This change in EOF adversely affects peak area and migration time reproducibility. As shown by Vickers et al., a drift of 14% in migration time (from 65 seconds to 75 seconds) was observed over successive CE runs spanning around 60 minutes in a PDMS chip [94]. This causes inconsistencies in detected peak width, migration time, and calculated area. In Section 4.4.3.3, we reported a drift of 3.3% of 289 seconds, in the hybrid MCE device, comprising a 21 cm separation channel of which ~1 cm was PDMS and 20 cm was a silica capillary.

While both silica and PDMS are susceptible to surface fouling [185], [205], it is most predominate in PDMS due to its permeable nature [169]. Furthermore, because PDMS is a polymer, rearrangements of the surface are possible due to motion of polymer chains, or movement of unreacted monomers or oligomers [94]. By exploring alternative silica and PMDS surface conditioning and/or modification methods, an improvement in separation resolution and reduction peak area and migration time %RSD can likely be achieved.

In terms of PDMS surface conditioning/stability, Vickers et al. found that the use of oxygen plasma treatment and extraction of unreacted oligomers improved the formation and stability of SiO₂ groups on the PDMS surface for up to 7 days, and reduced the migration time drift to just 4% (from 53 seconds to 55 seconds) over 4 hours of continuous use (previously 14% drift over 1 hour for untreated/extracted PDMS) [94].
Recently, Fantona et al. published a one-step in-mold method to chemically modify the PDMS surface, where thin films of ionic and non-ionic surfactants are patterned, transferred to a pre-polymer, and subsequently immobilized onto the PDMS surface, resulting in a stable hydrophilic PDMS surface for up to 11 days [182].

Another method to decrease migration time %RSD is to suppress EOF. By suppressing the potentially unstable EOF, the velocity of the eluting analytes will only be dependent on their electrophoretic mobilities as described by Equation 1.6. These mobilities remains constant as long as fluidic viscosity is unchanged (Equation 1.3). Schulze et al. describe the use of poly(ethylene glycol) (PEG) to coat glass channels in order to suppress the unstable EOF, resulting in a migration time %RSD reduction of as much as 3-fold (1.25% in uncoated channel versus 0.4% using channel coated with 5% PEG solution) [206]. By coating the glass channel/capillary with PEG, EOF was suppressed due the ability of PEG to mask the silanol groups in the inner surface of the capillary [207]. However, by suppressing the EOF, the analysis time was increased 3-fold (37 seconds for uncoated channel versus 106 seconds for channel coated with 5% PEG solution [206]). Therefore, care must be taken to implement surface modifications in order to maximize desired performance parameters. The use of additional surface modifications also increases the complexity and cost of MCE device fabrication as more steps, reagents, and time are needed.

Future work will explore various surface coating and modification methods in order to improve the performance, stability, and reproducibility of the hybrid MCE device. Though the stability of the hybrid MCE device is probably already sufficient over the timespan needed for QC testing of chemical purity of PET tracers (a few minutes),
enhanced stability would be useful to enable replicate tests. Furthermore, enhanced understanding of surface stability will be critical in ensuring repeatable performance from one chip to another. In addition, improved understanding of PDMS stability may lead to the possibility of integrating the separation completely into a PDMS format, enabling integration of injection, separation, and detection in a single PDMS chip without the need for a capillary. This would have significant benefits in terms of cost, complexity, size, and robustness of the MCE platform.

5.6 Concluding remarks

Though positron emission tomography (PET) is the most sensitive and well-suited tool for many types of experiments in the study of cancer biology and its treatment, the difficulty and high cost of production of the needed tracers severely limits their accessibility and diversity. This bottleneck slows the discovery and development of new tracers, new diagnostics for cancer, and hinders the use of tracers in research. Simpler and lower cost production of PET tracers, performed at the site of use, could open the door for more researchers to integrate PET into their research. The study and use of PET is important as it has been proven to be highly useful in clinical applications, and has the potential to assist the development and use of modern medicine.

Unique characteristics of microfluidic platforms can eliminate these obstacles by enabling production of PET tracers in the biology lab or the clinic with minimal infrastructure or specially-trained personnel. Microfluidic platforms for radiosynthesis have been actively pursued during the past several years to utilize the advantages of lower cost and reduced complexity. Once the developments of these microfluidic radiosynthesizers has been established, the quality control testing process will still
remain a bottleneck. Therefore, the miniaturization of an effective QC device must also be realized. The use of miniaturization to reduce the equipment size and shielding needed for the chemical purity analysis of PET tracers is expected to be a key part of streamlining the QC testing process, and ultimately the overall tracer production process.

The work contained in this thesis has demonstrated the feasibility of using a miniaturized CE platform to perform chemical purity analysis on PET related compounds using smaller and potentially more affordable device. The separation of PET related compounds such as FLT and related by-products (thymidine, thymine, FA, stavudine, and CLT) has been demonstrated. Also, the separation of both FAC isomers (β-D-FAC and α-D-FAC) has been demonstrated along with the separation and detection of K222. The lowered analytical times (<2 minutes) and LOD (120 µM) obtained for K222 compared to the typical colormetric-spot test used (analytical time: 5-15 minutes, LOD 133 µM) demonstrates that CE can be extended to tracers without strong UV absorbance and can be used to combine multiple QC tests into a single platform. Also, with the potential of adding multiple detection modules to the hybrid MCE device (i.e. radiation, and electrochemical detectors), its use and application can also be expanded (i.e. radiochemical purity analysis). The miniaturized format of the hybrid MCE device will also allow it to be integrated into a microscale device (i.e. miniaturized radiosynthesizer) to perform a large subset of required QC tests.

However, before the full potential can be realized, a thorough optimization process must be performed on the current hybrid MCE device before it can be routinely used as a replacement for HPLC (the current standard method for chemical purity analysis).
While the use of the fixed volume microvalve injection chip allowed for high injection reproducibility (peak area %RSD as low as 1.7%) and the detection chip with extended optical path length achieved high sensitivity (LOD: 2-7 µM for FLT and related by-products), both matching the performance of commercial CE and HPLC systems, the dead volume within the capillary junctions proved to hinder optimal separation of tested analytes. Though baseline separation was achieved in a CE device, this was not successfully translated to the hybrid MCE chip due, primarily, to dead volume at the chip-capillary junctions that leads to dispersion effects. Design optimizations to reduce dead volume and improve the geometry of the hybrid MCE device will allow for improvements in separation resolution, peak area and migration time %RSD, and robustness.

The work I have completed in my doctoral program has given me valuable insight and experience in the field of microfluidics, electrophoresis, and quality testing. I hope to continue to expand my knowledge in these fields as I move forward in my future endeavors.
6 Appendix

6.1 Absorbance data for detection/quantification limits of HPLC system

This section contains calibration curves (absorbance versus concentration) for the experiments described in Section 3.3.1.

Figure 6-1 Absorbance vs. FLT Concentration (StDev noise: 0.5 mAU)

Figure 6-2 Absorbance vs. Stavudine Concentration (StDev noise: 0.5 mAU)
Figure 6-3 Absorbance vs. FA Concentration (StDev noise: 0.1 mAU)

Figure 6-4 Absorbance vs. β-FAC Concentration (StDev noise: 0.1 mAU)
6.2 Absorbance data for detection/quantification limits of commercial CE system

This section contains calibration curves (absorbance versus concentration) for the experiments described in Section 3.3.2.

Figure 6-5 Absorbance vs. Thymidine Concentration (StDev noise: 0.09 mAU)

Figure 6-6 Absorbance vs. Thymine Concentration (StDev noise: 0.09 mAU)
Figure 6-7 *Absorbance vs. FA Concentration (StDev noise: 0.1 mAU)*

\[ y = 13.173x + 39.877 \]
\[ R^2 = 0.9991 \]

Figure 6-8 *Absorbance vs. Stavudine Concentration (StDev noise: 0.09 mAU)*

\[ y = 36.341x + 58.389 \]
\[ R^2 = 0.9995 \]
Figure 6-9 **Absorbance vs. CLT Concentration** (StDev noise: 0.09 mAU)

\[ y = 30.363x + 109.36 \]
\[ R^2 = 0.9982 \]

Figure 6-10 **Absorbance vs. FLT Concentration** (StDev noise: 0.09 mAU)

\[ y = 36.674x + 60.44 \]
\[ R^2 = 0.9994 \]
Figure 6-11 *Absorbance vs. Thymidine Concentration (StDev noise: 0.1 mAU)*

\[ y = 3.8047x + 35.517 \]

\[ R^2 = 0.9861 \]

Figure 6-12 *Absorbance vs. Thymidine Concentration (StDev noise: 0.1 mAU)*

\[ y = 59.274x - 373.29 \]

\[ R^2 = 0.9994 \]
6.3 Absorbance data for detection/quantification limits of lab-built CE system

This section contains calibration curves (absorbance versus concentration) for the experiments described in Section 3.3.3.

Figure 6-13 Absorbance vs. Thymine Concentration (PX-2 xenon light source + USB4000) (StdDev noise: 4 mAU)

Figure 6-14 Absorbance vs. Thymidine Concentration (PX-2 xenon light source + USB4000) (StdDev noise: 4 mAU)
Figure 6-15 **Absorbance vs. FA Concentration** (PX-2 xenon light source + USB4000) (StDev noise: 4.1 mAU)

Figure 6-16 **Absorbance vs. Stavudine Concentration** (PX-2 xenon light source + USB4000) (StDev noise: 4 mAU)
Figure 6-17  **Absorbance vs. FLT Concentration (PX-2 xenon light source + USB4000)** (StDev noise: 4 mAU)

Figure 6-18  **Absorbance vs. CLT Concentration (PX-2 xenon light source + USB4000)** (StDev noise: 4 mAU)
Figure 6-19 Absorbance vs. Thymidine Concentration (DH-2000-BAL deuterium light source + QePro) (StDev noise: 0.35 mAU)

$y = 0.0485x$
$R^2 = 0.9972$

Figure 6-20 Absorbance vs. Thymine Concentration (DH-2000-BAL deuterium light source + QePro) (StDev noise: 0.35 mAU)

$y = 0.051x$
$R^2 = 0.9849$
Figure 6-21  **Absorbance vs. FA Concentration (DH-2000-BAL deuterium light source + QePro) (StDev noise: 0.67 mAU)**

Figure 6-22  **Absorbance vs. Stavudine Concentration (DH-2000-BAL deuterium light source + QePro) (StDev noise: 0.35 mAU)**
Figure 6-23 Absorbance vs. CLT Concentration (DH-2000-BAL deuterium light source + QePro) (StDev noise: 0.35 mAU)

y = 0.014x
R² = 0.9985

Figure 6-24 Absorbance vs. FLT Concentration (DH-2000-BAL deuterium light source + QePro) (StDev noise: 0.35 mAU)

y = 0.0415x
R² = 0.9958
6.4 Absorbance Data for Extended Optical Path Length Chip (Section 4.2)

Figure 6-25 Extended OPL Chip with Thymidine (PX-2 Xenon Light source + USB 4000) (StDev noise listed in Table 4-1)

Figure 6-26 Extended OPL Chip with FA (PX-2 Xenon Light source + USB 4000) (StDev noise listed in Table 4-1)
Figure 6-27  500 µm OPL Chip with FA (DH-2000-BAL deuterium light source + QePro) (StDev noise: 0.67 mAU)

Figure 6-28  500 µm OPL Chip with Thymine (DH-2000-BAL deuterium light source + QePro) (StDev noise: 0.35 mAU)
Figure 6-29 500 µm OPL Chip with CLT (DH-2000-BAL deuterium light source + QePro) (StDev noise: 0.35 mAU)

Figure 6-30 500 µm OPL Chip with Thymine (DH-2000-BAL deuterium light source + QePro) (StDev noise: 0.35 mAU)
Figure 6-31 500 µm OPL Chip with Stavudine (DH-2000-BAL deuterium light source + QePro) (StDev noise: 0.35 mAU)

y = 0.366x  
R² = 0.9993

Figure 6-32 500 µm OPL Chip with FLT (DH-2000-BAL deuterium light source + QePro) (StDev noise: 0.35 mAU)

y = 0.4403x  
R² = 0.9992
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