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Abstract

This paper provides a study of the optimal scheduling of building operation to minimize its energy cost under building operation uncertainties. Opposed to the usual way that describes thermal comfort using a static range of air temperature, the optimization of a tradeoff between energy cost and thermal comfort predicted mean vote (PMV) index is addressed in this paper. In order to integrate the calculation of the PMV index with the optimization procedure, we develop a sufficiently accurate approximation of the original PMV model which is computationally efficient. We develop a model-based periodic event-triggered mechanism (ETM) to handle the uncertainties in the building operation. Upon the triggering of predefined events, the ETM determines whether the optimal strategy should be recalculated. In this way, the communication and computational resources required can be significantly reduced. Numerical results show that the ETM method is robust with respect to the uncertainties in prediction errors and results in a reduction of more than 60% in computation without perceivable degradation in system performance as compared to a typical closed-loop model predictive control.
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1. Introduction

Energy consumption worldwide is continuously increasing with the rise in living standards and the global population. Improving energy efficiency for end-users is an effective way to alleviate the energy crisis [1,2]. Building sector accounts for 40% of all primary energy consumption and more than 70% of electricity consumption [3]. One salient feature of the building operation is that its demand profiles are flexible due to the building thermal storage process and the elastic requirements of occupants. This flexibility provides a huge potential for building energy efficiency. Therefore, the optimization of building operation is becoming a necessity which has attracted more attention in recent years. With the sustaining development of smart microgrid technologies, many efforts have been made to optimize the building operation while satisfying the requirements of occupants. A basic optimization method is to develop building models that capture the system dynamics and requirements of occupants, and proceed to find the optimal solution based on these models.

Generally, there are three ways to develop a building performance/energy model that incorporates mechanical systems (heating, ventilation, and air conditioning – HVAC). First, one can develop a physics-based model using simulation software such as EnergyPlus [4] and TRNSYS [5]. A precise model is obtained this way, but it is time consuming and expensive to develop and requires immense computational resources. Second, the model can be developed using machine learning methods such as artificial neural networks [6] and regression models [7]. Although developing the model in this way is relatively easy and requires less computational resources, a lot of training data is required to produce a model with high prediction accuracies. Third, the model can be developed using simplified physics principles-based state equations of building thermal dynamics such as the models developed in [8–10]. This type of the models is simpler than simulation-based models, but it can address tradeoffs between accuracy and com-
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putational resources. In general, the last two types of the modeling methods are usually used for various optimization and control purposes. For example, based on the second type of the methods, an optimization problem was developed in [6] to capture a tradeoff between energy saving and thermal comfort level, a multi-objective optimization of energy consumption and thermal comfort was formulated in [7], and optimal control problems for HVAC system were developed in [10,24] respectively. Based on the third type of the methods, an optimization problem of a tradeoff between energy saving and air quality was developed in [8], an optimal scheduling problem for energy devices in smart homes was formulated in [9], and an joint control problem of active and passive heating, cooling, lighting, shading, and ventilation in buildings was addressed in [25].

Based on the models mentioned above, many optimization methods have been developed to facilitate building energy efficiency. For example, mixed integer programming is such a conventional method, since the problem always contains both continuous and discrete variables [9,11]. Model predictive control (MPC) is another method usually used to address the problem under uncertainties. Existing results obtained in [10,12,13] showed that MPC features high energy and cost saving since the future evolution of system dynamics is involved in the decision-making process and the optimal solution is obtained based on a rolling horizon basis. Kwadzogah et al. [13] provided a review of MPC for HVAC systems. Event-based optimization methods have recently been applied to building energy efficiency such as in [14,15]. This type of the methods is computationally efficient for solving large-scale problems since their state space can be significantly reduced by the events defined by a set of state transitions. In addition, many other methods, such as genetic algorithms [7,18], fuzzy control [16,17], simulation-based optimization methods [4,5], etc., were attempted. The above literature showed that 10%–30% of energy consumption (costs) can be reduced by the optimization of building operation.

However, building operational optimization still faces many challenges, two of which are that very relevant are a high level of thermal discomfort and uncertainties in building operations. Regardless of the high energy consumption, a majority of occupants are still not satisfied with their thermal environment [19]. Therefore, an elaborate model for describing occupants’ thermal comfort should be involved in the optimization of the building operation. Since the thermal comfort of occupants is mainly determined by the indoor air temperature, mean radiant temperature, humidity, air velocity, metabolic activity and clothing insulation, the selected model needs to reflect the influence of the above factors on thermal comfort, such as in the well-known predicted mean vote (PMV) model [20]. However, it may be computationally expensive to directly integrate the PMV model with the optimization procedure due to its non-convex and nonlinear properties. Building demand profiles feature impactful uncertainties due to random weather conditions and occupants behaviors. Both of these uncertainties have a significant impact on the building energy efficiency and thus need to be addressed. Many methods have been proposed to handle these uncertainties, but most of them, such as MPC and rolling horizon methods, are time-triggered. Through the time-triggered methods, the optimal solution is recalculated once at each sampling stage. However, the recalculation at stages where the building system is operating within a desirable range is clearly a waste of communication and computational resources, which may make the broad deployment of such methods unnecessarily costly, especially for large-scale building systems.

A typical control system for the building operation includes two levels. The goal of the upper level is to obtain an optimal scheduling strategy of the energy devices to minimize energy cost or consumption while satisfying the thermal requirements of occupants. The goal of the lower level is to adjust the local actuators to track the scheduling strategy obtained from the upper level. In this paper, we focus on the scheduling problem of the building operation in the upper level. Through addressing the challenges mentioned before, we make the following contributions. First, an optimal scheduling problem of the building operation is developed based on a steady state model for building energy dynamics to capture a tradeoff between the energy cost and the PMV index. In this problem, we develop a piecewise linearization-based approximation of the original PMV model to predict the thermal comfort of occupants. This approximate PMV model does not introduce significant errors but is computationally efficient for the optimization purpose. It is also found that compared to the usual way that describes the thermal comfort by a static range of indoor air temperature, the proposed model provides more flexibility and hence exhibits more potential on both energy cost savings and demand reduction. Second, we develop a model-based periodic event-triggered mechanism (ETM) to handle the uncertainties in the building operation especially those in the outdoor temperature, solar radiation, usage pattern of electrical appliances, and occupancy. Upon triggering of two events defined by the state transitions of the occupancy and thermal comfort of occupants, the ETM determines whether the optimal strategy should be recalculated at each stage. In this way, the communication and computational resources can be significantly reduced. Third, the performance of the ETM method is tested based on an office–room environment in Singapore. Numerical results show that the ETM method is robust with respect to uncertainties in prediction error, and it can reduce the communication and computational resources by more than 80% without perceivable degradation in the system performance as compared to a typical closed-loop MPC method.

The rest of the paper is organized as follows. The problem formulation is presented in Section 2. The approximate PMV model and the ETM method are developed in Section 3. In Section 4, the performances of the approximate PMV model and the ETM method are evaluated and validated using case studies of an experiment in Singapore. The discussion for the proposed work and the conclusions are given in Sections 5 and 6 respectively.

2. Problem formulation

A daily scheduling problem of the building operation based on a discrete-time formulation is presented in this section. The scheduling horizon, i.e., 24 h, is discretized into K stages. The objective is to minimize the building electricity cost in response to a time-of-use (TOU) electricity price over the scheduling horizon, while satisfying the thermal comfort of occupants. This problem formulation is developed based on an office–room environment in Singapore. In the following, the models for the thermal comfort of occupants and the room energy dynamics are presented in Sections 2.1 and 2.2 respectively. The objective function is shown in Section 2.3.

2.1. Model for thermal comfort of occupants

In most of the existing studies on the optimization of building operation, the thermal comfort of occupants is usually described by a static range of indoor air temperature, since it would not provide any computational challenges to solving the optimization problem. However, describing the thermal comfort by a static range of indoor air temperature is conservative and inadequate since it is determined by six main variables of environmental factors (which are the indoor air temperature, mean radiant temperature, relative humidity, and air velocity) and personal factors (which are the clothing and metabolic rate of the occupant). We select the well-known PMV model in this paper to elaborately describe the thermal comfort of
occupants. It establishes a mapping from the six main factors to the thermal comfort index scale of $[-3, +3]$, which is given by [20]:

$$\text{PMV} = [0.303 \cdot \exp(-0.036 \cdot M) + 0.028] \cdot L,$$  

(1)

where $P_{\text{min}}$ and $P_{\text{max}}$ are the lower and upper bounds of the comfortable range respectively, which can be obtained by statistical sampling of actual data with the occupants’ feedback or by thermal comfort standards, $z^2$ is an integer variable where $z^2 = 1$ means that the room is occupied at $k$, otherwise, $z^2 = 0$.

2.2. Model for building energy dynamics

Since the main focus of this paper is to evaluate the performance of the proposed ETM method in the application of the building operational optimization, in this paper we use two generic models developed in [24,25] to formulate the room energy dynamics. The resistance-capacitance (RC) network-based model developed in [24] is used to describe the temperature dynamics of indoor air and wall surface. This model can be used for different weather conditions. For example, it was validated for winter in [24] and for summer in [33]. The HVAC model developed in [25] is used to formulate the energy consumption and thermal energy supplied by HVAC. Through this HVAC model, the control of indoor air temperature and humidity and natural ventilation can be involved. In order to use these models with high accuracy, the parameters in the two models need to be identified for a specific application. Therefore, we conducted an experiment in an office room in Singapore to identify and verify the two models mentioned above for the case studies in this paper. In other words, the room model developed in this paper is derived from the two generic models with the actual data. Moreover, we notice that any generic/specific room model can be deployed in the proposed ETM method and may have no impact on its performance, since the ETM method does not depend on the room model. The details for this discussion will be provided in Section 5.

Since the building considered in the experiment is pressurized and the corresponding room has a closed window, natural ventilation and infiltration are not involved in the room model. However, we notice that natural ventilation does not provide any particular complexity in the application of the proposed ETM method. The details of the model for natural ventilation can be found in [25]. In the room, the indoor air temperature (i.e., major part of the sensible load) is controlled by the fan coil unit (FCU) and the indoor humidity and air quality (i.e., latent load and other part of the sensible load caused by outdoor air) are controlled by a dedicated outdoor air system (DOAS). Therefore, the energy dynamics of the room can be developed as follows.

In the RC network-based model, indoor air and wall surface temperatures are considered as two types of nodes in the network. For each node, its temperature dynamics is formulated based on the heat exchange with all neighboring nodes. Assume that there are a total of $W$ walls in the room. For the $w$-th ($w = 1,2, \ldots, W$) wall, its temperature dynamics is given by [24]:

$$C_{ww}(t^{k+1} - t^{k}_{ww}) = \tau \cdot \sum_{j \in N_{ww}} (t^{k}_{w} - t^{k}_{ww})/R_{ww,j} + \gamma_{ww}q_{Gw}A_{w}q_{ww},$$  

(8)

where $C_{ww}$, $\theta_{w}$, and $A_{w}$ are the heat capacity (in [J/K]), absorption coefficient, and area (in $m^2$) of the wall $w$ respectively, $t^{k}_{ww}$ is the surface temperature of the wall at $k$ (in °C), $\tau$ is the length of time in each stage (in s), $N_{ww}$ is the set of neighboring nodes to the wall $w$, $t^{k}_{w}$ is the temperature of the $j$-th neighboring node at $k$ (in °C), $R_{ww,j}$ is the thermal resistance between wall $w$ and its $j$-th neighboring node (in K/W), $\gamma_{ww}$ is equal to 0 for internal walls and 1 for external walls, and $q_{ww}$ is the solar radiation density on wall $w$ at $k$ (in W/m$^2$). The first term on the right-hand-side (RHS) of (8) indicates the heat exchange with all neighboring nodes and the second term indicates the thermal gain from solar radiation for external walls.
The temperature dynamics of the indoor air is given by [24]:
\[
C_a(t_a^{k+1} - t_a^k) = \tau \left[ \sum_{j \in N_a} (t_j^k - t_a^k)/R_{a,j} + C_{fcu}^k c_p(t_{fcu}^k - t_a^k) + C_{dooas}^k c_p(t_{dooas}^k - t_a^k) + \beta_{\text{win}} A_{\text{win}} q_{\text{in}}^k + Q_{\text{fan}}^k \right],
\]
(9)
where \(C_a\) is the heat capacity of the indoor air (in J/K), \(t_a^k\) is the indoor air temperature at \(k\) (in °C), \(N_a\) is the set of neighboring nodes to the node of indoor air, \(R_{a,j}\) is the thermal resistance between the node of indoor air and its \(j\)-th neighboring node (in K/W), \(C_{fcu}^k\) and \(t_{fcu}^k\) are the outlet mass flow rate (in kg/s) and outlet temperature (in °C) of the FCU at \(k\) respectively, \(c_p\) is the specific heat of the air (in J/kg°C), \(C_{dooas}^k\) and \(t_{dooas}^k\) are the mass flow rate (in kg/s) and temperature (in °C) of the air supplied by the DOAS at \(k\) respectively, \(\beta_{\text{win}}\) is the transmissivity of the window glass, \(A_{\text{win}}\) is the area of the window (in m²), \(q_{\text{in}}^k\) is the solar radiation density radiant into the room from the window at \(k\) (in W/m²), and \(q_{\text{fan}}^k\) is the internal heat generation at \(k\) (in W), such as heat from occupants, electrical appliances, and furniture. The RHS of (9) formulates the heat exchange with all neighboring nodes, the cooling supplied by the FCU and DOAS, the external heat gain through the window, and the internal heat gain respectively. The parameters in (8)–(9), such as the values of the capacitance and resistance for each node, can be identified with the measured data of the indoor air temperature, wall surface temperature, and external and internal heat gains. The accuracy of this room model is validated in Section 4.2.

The indoor humidity controlled by the DOAS is given by [25]:
\[
m_a(h_a^{k+1} - h_a^k) = \tau \cdot [O^k h_a + C_{dooas}^k (h_{dooas}^k - h_a^k)].
\]
(10)
where \(m_a\) is the mass of the indoor air (in kg), \(h_a^k\) is the indoor humidity ratio at \(k\) (in kg/kg), \(O^k\) is the number of occupants in the room at \(k\), \(h_a\) is the humidity generation rate per person (in kg/s), and \(h_{dooas}^k\) is the set-point of air humidity ratio provided by the DOAS at \(k\) (in kg/kg). Eq. (10) shows that the indoor humidity dynamics is determined by the humidity generated by occupants, the effect of DOAS, and the resultant humidity content in the indoor air [25]. The effect of furnishing and building materials on the humidity level in the space is not considered.

The desired indoor thermal environment is provided and maintained by the HVAC system, and it is also affected by the heat generation of electrical appliances such as lighting, computers, and monitors. The models of these appliances are shown in the following.

The cooling supplied by the FCU and DOAS is equal to the enthalpy between their inlet and outlet air [25], so we have:
\[
Q_{\text{fcu}}^k = \tau \cdot C_{fcu}^k [c_p t_{fcu}^k + h_f(2500 + 1.84 t_{fcu}^k)] - \tau \cdot C_{fcu}^k [c_p t_{fcu}^k + h_{f,\text{in}}(2500 + 1.84 t_{fcu}^k)]/\left(3.6 \times 10^6\right),
\]
(11)
\[
Q_{\text{dooas}}^k = \tau \cdot C_{dooas}^k [c_p t_{dooas}^k + h_{\text{in}}(2500 + 1.84 t_{dooas}^k)] - \tau \cdot C_{dooas}^k [c_p t_{dooas}^k + h_{\text{in}}(2500 + 1.84 t_{dooas}^k)]/\left(3.6 \times 10^6\right),
\]
(12)
where \(Q_{\text{fcu}}^k\) and \(Q_{\text{dooas}}^k\) are the cooling energy supplied (in kWh) by the FCU and DOAS at \(k\) respectively, and \(t_{fcu}^k\) and \(h_{f,\text{in}}\) are the outdoor temperature (in °C) and humidity ratio (in kg/kg) at \(k\) respectively.

The electricity consumption of the fans in the FCU and DOAS can be formulated in the same way. In this paper, we use the FCU as an example to show this energy consumption model. The outdoor mass flow rate of the FCU is typically set at various discrete levels. Without loss of generality, assume that there are a total of \(V\) discrete levels of the outlet mass flow rate, where \(g_v\) indicates the \(v\)-th discrete value. Based on the model developed in [25], the electricity consumption of the fan in the FCU is given by:
\[
\begin{align*}
Q_{\text{fcu}}^k &= \frac{e_{\text{fcu}}^{k} \cdot \tau \cdot \sum_{v=1}^{V} x_v \cdot (g_v/\text{Gated})^2}{3600}, \\
C_{\text{fcu}}^k &= \sum_{v=1}^{V} x_v \cdot g_v - \sum_{v=1}^{V} x_v \leq 1,
\end{align*}
\]
(13)
where \(e_{\text{fcu}}^{k}\) is the electricity consumption of the fan in the FCU at \(k\) (in kWh), \(p_{\text{rated}}^k\) and \(G_{\text{rated}}\) are the rated power (in kW) and rated outlet mass flow rate (in kg/s) of the FCU respectively, and \(x_v\) is an integer variable. \(x_v = 1\) means that the outlet mass flow rate equals to \(g_v\) (in kg/s) at \(k\); otherwise, \(x_v = 0\). For the fan in the DOAS, its electricity consumption, \(e_{\text{dooas}}^{k}\) (in kWh), can be formulated in the same way as in (13) with the corresponding variables and parameters.

Since this paper focuses on the thermal comfort of indoor environment, the electricity consumption of other parts of the HVAC is estimated by the coefficient of performance (COP) of the chiller. It is thus given by:
\[
e_{\text{chiller}} \cdot \text{cop}^{k} = q_{\text{chiller}}^{k} + q_{\text{dooas}}^{k} \leq q_{\text{hvac}},
\]
(14)
where \(e_{\text{chiller}}^{k}\) is the electricity consumption of the chiller in the HVAC at \(k\) (in kWh), \(\text{cop}^{k}\) is the COP of the chiller at \(k\), and \(q_{\text{hvac}}\) is the cooling capacity of the HVAC (in kWh). The COP of the chiller is determined by the cooling load of the HVAC, which can be obtained by fitting the actual data of electricity consumption and cooling supplied by the HVAC. In this paper, a mapping from the electricity consumption to the cooling supplied is developed based on the measured data in different conditions of the cooling load, which is then piecewise linearized with high accuracy. The mapping and its piecewise linearization are shown in Section 4.2.

The electricity consumption of the lighting is determined by the indoor illuminance demand and occupancy. The constraint of the lighting operation is thus given by:
\[
\begin{align*}
Q_{\text{light}}^{k} &= e_{\text{light}}^{k} \cdot \mu_{\text{light}}^{k}, \\
\end{align*}
\]
(15)
where \(f_{\text{light}}^{k}\) is the illuminance supplied by the daylight at \(k\) (in lx), \(e_{\text{light}}^{k}\) is the electricity consumption of the lighting at \(k\) (in kWh), \(Q_{\text{light}}^{k}\) is the illuminance supplied by the lighting per kWh (in lx/kWh), \(I_{\text{light}}^{k}\) is the indoor illuminance demand (in lx), \(Q_{\text{light}}^{k}\) is the heat generation of the lighting at \(k\) (in kWh), and \(\mu_{\text{light}}^{k}\) is the coefficient of heat generation per kWh of the lighting.

Computers and monitors are the most common electrical appliances in an office-room environment. In this paper, their electrical power usage is assumed to be constant during their operation. Since their operation is determined by the presence of occupants, their electricity consumption (in kWh), \(e_{\text{c}}^{k}\), and heat generation (in kWh), \(Q_{\text{c}}^{k}\), are given by:
\[
e_{\text{c}}^{k} = p_{\text{c}} \cdot t \cdot \sigma_{\text{c}}^{k} / 3600, Q_{\text{c}}^{k} = \mu_{\text{c}} \cdot e_{\text{c}}^{k},
\]
(16)
where \(p_{\text{c}}\) is the mean power of the summation of that of the computers and monitors (in kW), and \(\mu_{\text{c}}\) is the coefficient of their heat production per kWh.

The simplifications on the modeling of the heat and mass transfer of the problem introduced in this section are needed for the proper use of optimization [25].
2.3. Objective function

The objective of the scheduling problem is to determine the operation of energy devices in response to a specific electricity price signal such that the overall electricity cost is minimized over the scheduling horizon, while satisfying the thermal requirements of occupants. The objective function is given by:

\[
\min \sum_{k=0}^{K-1} c^k \cdot (e^{h}_{\text{nu}} + e^{f}_{\text{cu}} + e^{c}_{\text{do}} + e^{h}_{\text{light}} + e^{e}_{\text{other}}),
\]

where \( c^k \) is the electricity price at \( k \) (in S$/kWh). The objective function should be subject to the constraints consisting of (1)–(16). The optimization problem consisting of (1)–(17) is a mixed integer nonlinear programming problem due to the presence of the PMV model. In the next section, a piecewise linearization-based approximation of the original PMV model is presented. Based on this approximate PMV model, the problem can be reformulated as a mixed integer linear programming problem which can be efficiently solved.

3. Solution methodology

As mentioned before, it may be computationally expensive or even infeasible to solve the optimization problem involving the PMV model. To overcome this challenge, an approximate PMV model is developed in Section 3.1, which is sufficiently accurate and computationally efficient for the optimization purpose. Furthermore, in order to efficiently handle the uncertainties in the building operation, a model-based periodic ETM method is developed in Section 3.2.

3.1. Piecewise linearization of the original PMV model

As shown in (1)–(6), the PMV model is non-convex and nonlinear due to the presence of the nonlinearities in (2)–(4) and (6). In (2) and (3), there are the same nonlinearities caused by the nonlinear functions of the clothing surface temperature and the mean radiant temperature. Eq. (4) is nonlinear due to the presence of the "if-else" conditions, and (6) is nonlinear due to the product of the relative humidity and the exponential function of the air temperature.

In this paper, we use piecewise linearization to approximate the original PMV model, i.e., the nonlinearities in (2), (3), and (6) are piecewise linearized with respect to the ranges of the indoor air temperature, the mean radiant temperature, and the clothing surface temperature. The usual ranges of these variables are divided into \( F \), \( L \), and \( I \) segments respectively. Within each segment, the nonlinearities are approximated by linear functions. For each segment, the slopes and intercepts of the linear functions can be calculated by the original PMV model with the values of two endpoints in this segment. Through introducing integer variables for each segment, the nonlinearities in (2), (3), and (6) are linearized as follows:

\[
(t_{cl} + 273)^4 - (\bar{t}_{cl} + 273)^4 = \sum_{i=1}^{l} (a_{cl,i} \cdot t_{cl,i} + b_{cl,i} \cdot z_{cl,i})
\]

\[
= \sum_{l=1}^{L} (a_{tr,l} \cdot t_{tr,l} + b_{tr,l} \cdot z_{tr,l}),
\]

\[
P_a = \sum_{f=1}^{F} h_a (a_{ta,f} \cdot t_{ta,f} + b_{ta,f} \cdot z_{ta,f}),
\]

where \( t_{cl,i}, t_{tr,l}, \) and \( t_{ta,f} \) are the values of the clothing surface temperature in the \( i \)-th segment of its range, the mean radiant temperature in the \( l \)-th segment of its range, and the indoor air temperature in the \( f \)-th segment of its range respectively. \( a_{cl,i}, b_{cl,i}, a_{tr,l}, b_{tr,l}, a_{ta,f}, b_{ta,f} \), and \( b_{ta,f} \) are the slopes and intercepts of the linear functions in the corresponding segments for approximating the nonlinearities respectively. \( z_{cl,i}, z_{tr,l}, \) and \( z_{ta,f} \) are integer variables for the clothing surface temperature, the mean radiant temperature, and the indoor air temperature in the corresponding segments respectively. These integer variables are defined in the same way. For instance, \( z_{cl,i} = 1 \) means that the clothing surface temperature is within its \( i \)-th segment, and otherwise, \( z_{cl,i} = 0 \). \( r_{min}, r_{max} \), \( \bar{r}_{min}, \bar{r}_{max} \), \( z_{tr,l} \), and \( z_{ta,f} \) are the lower and upper bounds of the clothing surface temperature, the mean radiant temperature and the indoor air temperature in the corresponding segments respectively. By (18), (20), and (21), the nonlinearities in (2) and (3) are piecewise linearized. However, in (19), the calculation of water vapor pressure is still nonlinear due to the product of the relative humidity and the piecewise linear function of the indoor air temperature.

We use the following method to achieve the linearization of (6) by (19) and (22). Through the ETM method shown in Section 3.2, the operational strategy should be recalculated when the predefined events are triggered. For each recalculation of the optimal strategy, the relative humidity over all stages is calculated based on currently measured data with the optimal trajectory calculated from the last time step in advance, i.e., the relative humidity is regarded as a parameter in the new calculation of the operational strategy. In this way, the water vapor pressure in (19) is a piecewise linear function of the indoor air temperature that is constrained by (22). This approximation of the relative humidity is reasonable since the impact of the variance in the relative humidity on thermal comfort is small at moderate temperatures close to comfort and may usually be disregarded when determining the PMV value [23]. In addition, the mismatch caused by this approximation can be compensated by the triggering of the events and moving horizon scheme used in the ETM method. Therefore, based on the above approximation, the nonlinearities in (2), (3), and (6) can be piecewise linearized by (18)–(22).

Since the difference between the indoor air temperature and the clothing surface temperature is generally small in practice [21,22], the convective heat transfer coefficient is always calculated by the second equation of (4). Therefore, the second equation of (4) is used instead of the “if-else” conditions in (4). In this way, the convective heat transfer coefficient can be calculated with the air velocity in advance and thus be regarded as a parameter in the model.

By calculating the relative humidity and the convective heat transfer coefficient in the above ways and replacing the nonlinearities in the PMV model by (18)–(22), the PMV value can be computed by a piecewise linear model consisting of (1)–(3), (5), and (18)–(22). The accuracy of this approximate PMV model is validated in Section 4.1. Using the above approximate PMV model, the scheduling prob-
lem developed in this paper is a mixed integer linear programming problem, and it can be reformulated as:

$$\min_{k=0}^{K-1} c^k \cdot (e_h + e_{\text{light}} + e_d + e_l),$$

(23a)

s.t. $x^{k+1} = Ax^k + Bu^k + Ed^k,$

(23b)

$y^k = Cx^k,$

(23c)

$U \leq u^k \leq \hat{U}, \chi \leq x^k \leq \hat{X},$

(23d)

$P_{\min} \cdot z_n \leq 3 \cdot (1 - z_n) \leq y^k \leq P_{\max} \cdot z_n + 3 \cdot (1 - z_n),

(23e)

where $x^k$ is the state vector at $k$, which is denoted by: $x^k = [x_a, x_b, \ldots, x_k, \ldots, x_{K}]$, and the decision variables of the problem at $k$, i.e., $[C_{\text{fuel}}, C_{\text{heat}}, C_{\text{light}}, C_{\text{air}}, C_{\text{vent}}, C_{\text{vent}}], \forall \nu = 1, 2, \ldots, W$, $u^k$ is the input vector at $k$, which includes two parts: the intermediate variables of the problem at $k$, i.e., $[C_{\text{fuel}}, C_{\text{heat}}, C_{\text{light}}, C_{\text{air}}, C_{\text{vent}}, C_{\text{vent}}], \forall \nu = 1, 2, \ldots, W$, $d^k$ is the disturbance vector at $k$, which is denoted by: $d^k = [d_a, d_b, \ldots, d_k, \ldots, d_{K}]$, and the decision variables of the problem at $k$, i.e., $[C_{\text{fuel}}, C_{\text{heat}}, C_{\text{light}}, C_{\text{air}}, C_{\text{vent}}, C_{\text{vent}}], \forall \nu = 1, 2, \ldots, W$, $y^k$ is the output scalar at $k$ representing the PMV value, and $A, B, C$, and $E$ are the matrices of proper dimensions which can be obtained from (1)–(22) respectively. Eq. (23a) is the objective function, which is equivalent to (17). Eq. (23b) describes the indoor thermal dynamics corresponding to (8)–(10). Eq. (23c) represents the calculation of the PMV index corresponding to (1)–(3), (5), and (18)–(19). Eq. (23d) describes the constraints of the input and state variables, which corresponds to (11)–(16) and (20)–(22). Eq. (23e) is equivalent to (7), which represents the thermal requirements of occupants at each stage.

3.2. Event-triggered mechanism

Uncertainties are associated with many processes of the building operation. Among them, we consider the uncertainties in the outdoor temperature, solar radiation, occupied time of room, number of occupants, and usage pattern of electrical appliances in this paper, since they have a significant impact on the building demand profiles and thermal comfort. In this paper, a model-based periodic ETM method which is shown in Fig. 1 is developed to handle the uncertainties mentioned above in the optimization of the building operation. Note that based on (16), the uncertainty in the usage pattern of computers and monitors is determined by the room occupancy, so this uncertainty is combined into the uncertainty in the number of occupants.

The uncertainties can be considered to be the difference between the actual and predicted values of the disturbance in (23b), i.e.,

$$d^k = d^k + w^k, \|w^k\|_{\infty} \leq \lambda, k = 0, 1, \ldots, K - 1,$$

(24)

where $d^k$ is the disturbance prediction vector at $k$ representing the predicted values of the disturbance in (23b), and $w^k$ is the stochastic disturbance vector at $k$, which is assumed to be bounded by $\lambda$ as in [10]. Note that for any vector $s=\{s_1, s_2, \ldots, s_n\}, \|s\|_{\infty} := \max(|s_1|, |s_2|, \ldots, |s_n|)$.

The main idea of the model-based periodic ETM method is to determine whether the optimal strategy should be recalculated upon the triggering of the predefined events on a moving horizon scheme. At any stage, if any predefined event is triggered, the scheduling problem should be recalculated with the future evolution of the system dynamics to obtain the optimal solution. This future evolution is obtained by the system model with the current system state and predictions of the disturbance. On the contrary, if no event is triggered, the latest strategy is still executed. In this way, the communication and computational resources may be reduced. The details of the model-based periodic ETM method can be referred to [26].

The key to handle the uncertainties by the ETM method is in defining the proper events that can capture a tradeoff between the system performance and computational efficiency. Since the occupancy and thermal comfort of occupants are strongly related to the performance of the problem considered in this paper, we define the following two events based on the state transitions [27,28] to handle the uncertainties in the disturbance shown in (23b).

Event 1 is linked to occupancy which captures the uncertainty in the occupied time. As shown in (23e), the occupied time determines the lower and upper bounds of the thermal requirements. Hence, the triggering of event 1 caused by the uncertainty in the occupied time guarantees the exact identification of the thermal requirements in the room. We define that event 1 is triggered if the actual value of the occupied time is different from its predicted value. In this paper, when the optimal strategy should be recalculated at any stage $k$, all predicted values of the occupied time from stages $k+1$ to $k+N-1$ are generated with historical data, where $N$ is the prediction horizon. In this way, event 1 may not frequently be triggered since the occupied time is always regular, especially in the office environment.

Since the thermal comfort of occupants, which constrains the system dynamics, may be changed by the variance of the disturbance, event 2 is defined by the state transition of the PMV value when the room is occupied. As shown in (23b)–(23c), event 2 captures the uncertainties in the disturbance vector outside the
occupied time. To define event 2, the range of the PMV index is divided into three intervals: \([-3, P_{\text{min}}], [P_{\text{min}}, P_{\text{max}}], \) and \([P_{\text{max}}, +3]\). In order to satisfy the thermal requirements of occupants, event 2 is triggered when the PMV value deviates from the comfortable interval, i.e., \([P_{\text{min}}, P_{\text{max}}]\). Therefore, the triggering of event 2 guarantees the satisfaction of the thermal comfort of occupants over the scheduling horizon.

Based on these two predefined events, an ETM-based algorithm is developed to solve the optimization problem under the uncertainties in the disturbance.

**Algorithm:**

Step 1: Set \(k = 0\). At stage 0, obtain the initial operational strategy by solving the problem in (23) with currently measured data and predictions of the disturbance over the scheduling horizon.

Step 2: Set \(k = k + 1\). Based on the measured data at stage \(k\) and the current strategy, check if either event 1 or event 2 is triggered. If no event was triggered, apply the current strategy and go to step 4; otherwise, go to step 3.

Step 3: Update the predictions of all variables in the disturbance vector over \(N\) future stages with currently measured data. Then update the strategy by solving the following problem:

\[
\min_{n=0}^{N-1} \sum_{n=0}^{k+N-1} \left( c(n|k)X_{\text{hwc}}(n|k) + e(n|k) + e(n|k) + e(n|k) + e(n|k) \right)
\]

subject to:

\[
\begin{align*}
X(n+1|k) &= A\bar{X}(n|k) + Bu(n|k) + Ed(n|k), \\
y(n|k) &= C\bar{X}(n|k), \\
U(n|k) &= \bar{U}, \bar{X}(n|k) &= X_c(n|k), \\
y(n|k) &= P_{\text{min}} - z_a(n|k) - 3 \cdot (1 - z_a(n|k)), \\
y(n|k) &= P_{\text{max}} - z_a(n|k) - 3 \cdot (1 - z_a(n|k)), \\
n &= k, k + 1, ..., k + N - 1, \\
X^{(k)} = X^c, X^{(k+N|k)} \in X_f,
\end{align*}
\]

where superscript \((n|k)\) indicates the corresponding variable for the stage \(n\) predicted at stage \(k\), and \(X_f\) indicates the constraint of the terminal state. Note that the current state, \(X^c\), can be obtained from sensor networks in the building.

Step 4: If \(k = K - 1\), go to step 5; otherwise, go to step 2.

Step 5: Stop.

**Remarks:**

1. Recall that to solve the problem in (25) at each stage when any event is triggered, we need to calculate the relative humidity based on the optimal trajectory calculated by the latest strategy with currently measured data. For the first calculation of the operational strategy at stage 0, the relative humidity over all stages can be generated with historical data or empirical knowledge.

2. As mentioned before, the problem in (25) is a mixed integer linear programming problem. Many computationally efficient methods have been developed to solve this type of problem, such as CPLEX solver for the small or medium-scale problem and the methods developed in [14,15,29], for the large-scale problem.

3. The measured data at each stage consist of the indoor air temperature, (relative) air humidity, wall surface temperature, occupancy, solar radiation, outdoor temperature, and outdoor humidity, which can be collected by sensor networks in the building. We assume that the measured data are accurate, since the measurement error of the sensor networks is beyond the scope of this paper.

4. In this paper, the occupancy state is detected by the method developed in [34] with information obtained from temperature and CO2 sensors, and it is predicted by a queueing model-based approach developed in [35]. The weather conditions including solar radiation and outdoor temperature and humidity are forecasted by the method presented in [36] with the actual data obtained from the meteorological station [32]. By using these methods with the actual data, the range of the prediction error for the case studies in this paper can be estimated. We evaluate the performance of the proposed algorithm over this range in Section 4.4. Furthermore, since any prediction methods can be deployed in the proposed algorithm, we define the relationship between the actual and predicted values of the disturbance in a general way as shown in (24). In this way, prediction results obtained with any method can be described by (24) with a specific \(\mathbf{w}^k\). Therefore, we can generate representative scenarios by (24) at different prediction error values of the disturbance, in order to provide a comprehensive quantitative performance analysis of the proposed method with respect to a wide range of the prediction error.

Based on this algorithm, the recalculation of the operational strategy is determined by the triggering of the two events so that recalculation can be avoided at any stage when the thermal comfort is satisfied. The latest strategy is applied until any of the two events is triggered. This process is repeated until the scheduling horizon is covered. Since the computational requirement of the ETM method is not more than that of the time-triggered method if their sampling intervals are the same [26], the proposed ETM-based algorithm can perform well in reducing the communication and computational resources without obvious degradation in the building system performance. Furthermore, building system states and environmental conditions vary moderately, which may provide an advantage when applying the ETM method to the optimization of building operation. The performance of the proposed ETM method is demonstrated using case studies in Section 4.4.

4. Case studies and numerical results

4.1. Accuracy analysis of the approximate PMV model

In this subsection, we evaluate and validate the accuracy of the approximate PMV model developed in this paper. As mentioned earlier, the air velocity, metabolic rate and clothing of occupants are given as prior knowledge and the approximation of the relative humidity can be compensated by the triggering of the events and moving horizon scheme, so we test the performance of the approximate PMV model with respect to the indoor air temperature and mean radiant temperature. In practice, the usual ranges of these two temperatures are both within \([15°C, 35°C]\) [23], which is equally divided into 4 segments for the piecewise linearization in both cases. The PMV values obtained with the original PMV model and the approximate PMV model are calculated based on (1)–(6) and (1)–(3), (5), and (18)–(22) over the above-mentioned range respectively. The results are shown in Fig. 2. It is found that the difference between the PMV values obtained by the two models is very small, and the maximal absolute error is less than 0.005, which is negligible from a practical point of view [30]. Generally speaking, the large error occurs in situations when the difference between the indoor air temperature and the mean radiant temperature is larger. But this is an unusual condition in practice. It is also found that when the mean radiant temperature and the indoor air temperature are similar, the error is always less than 0.003. When the mean radiant temperature and the indoor air temperature are both low, the error is about 0.004–0.005. This is because of the approximation of (4).
Since the following case studies are conducted for cooling, the performance of the approximate PMV model is also tested over the usual temperature range of [20 °C, 30 °C] in the mechanically ventilated office environment. In this case, the ranges of the mean radiant temperature and indoor air temperature are also divided into 4 segments. The maximal error of the approximate PMV model is less than 0.002. Therefore, the approximate PMV model is sufficiently accurate for our application and is used to calculate the PMV index in the following case studies with the range partitions mentioned above.

### 4.2. Set-up of the case studies

In order to minimize the effect of the room model accuracy on the evaluation of the proposed method, we conducted an experiment in an office-room environment in Singapore to produce a room model with high accuracy. As shown in Fig. 3, this room has a closed window and is occupied by four occupants. Its dimensions are 6.7 m × 4 m × 2.85 m. In the room, the indoor air temperature is controlled by the FCU and the indoor humidity is controlled by the DOAS. With the given set-point of the humidity ratio provided by the DOAS, there is little variance in the indoor humidity (about 0.012–0.015 kg/kg) during the whole experiment. This keeps the space at a quasi-constant humidity. So we fix the indoor humidity to 0.014 kg/kg in the calculation of the proposed method. In addition, the floor and roof in this experiment are considered to be isolated from rooms on adjacent floors, since we cannot measure the temperatures of their external surface.

We used a set of two-day (Nov. 11–12 2016) measured data of indoor air temperature, surface temperature of all the walls, cooling supplied by HVAC, solar radiation, and outdoor temperature to identify the optimal parameters of the room model by minimizing the error between the measured temperature and the simulated temperature obtained by the room model based on (8)–(9). The typical values of the parameters in (8)–(9), which are obtained from ASHRAE handbook [31], are used as the initial guesses in this optimization program. This parameter identification problem is solved with the finnicom function in MATLAB.

The optimal parameters are shown in Table 1, and the results of the model identification are shown in Fig. 4(a). With these parameters, we used the measured data (Nov. 13 2016) of the same room to validate the model accuracy. The results of the model validation are shown in Fig. 4(b). It is found that the room model is accurate enough for our application, since a root-mean-square error (RMSE) of only 0.156 is obtained between the measured air temperature and the simulated temperature.

As shown in Fig. 5, we established a mapping from energy consumption to cooling supplied by the HVAC system based on (14), with the measured data in different conditions of the cooling load. If we use a quadratic function to fit the mapping, the cooling supplied decreases with a rise in the energy consumption when the electricity power is less than 0.15 kW. However, it does not work this way in reality. Therefore, as shown in Fig. 5, a cubic polynomial function is used in this paper. For this cubic fit, the R-square value is 0.989 and RMSE is 0.185. Furthermore, in order to make a tradeoff between the model accuracy and amount of computation, a piecewise linear function is developed to approximate this cubic function, which does not introduce much error but significantly reduces the computation time. The maximal relative error of this approximation is less than 4%. Hence, we can compute the simulation results based on the following piecewise linear function instead of (14).

\[
\begin{align*}
q_{\text{fcu}}^k + q_{\text{doas}}^k &= 1.414e_{\text{hvac}}^k \cdot \text{if}_{\text{hvac}}^k \in [0, 0.4], \\
q_{\text{fcu}}^k + q_{\text{doas}}^k &= 3.028e_{\text{hvac}}^k - 0.645, \text{if}_{\text{hvac}}^k \in [0.4, 0.6], \\
q_{\text{fcu}}^k + q_{\text{doas}}^k &= 5.283e_{\text{hvac}}^k - 1.998, \text{if}_{\text{hvac}}^k \in [0.6, 0.8], \\
q_{\text{fcu}}^k + q_{\text{doas}}^k &= 8.425e_{\text{hvac}}^k - 4.512, \text{if}_{\text{hvac}}^k \in [0.8, 1.0], \\
q_{\text{fcu}}^k + q_{\text{doas}}^k &= 12.455e_{\text{hvac}}^k - 8.542, \text{if}_{\text{hvac}}^k \in [1.0, 1.2].
\end{align*}
\]

![Fig. 2. The error (original PMV-approximate PMV) of the approximation over a temperature range between 15 and 35 °C; air velocity = 0.18 m/s; relative humidity = 55%; metabolic activity = 1.2 met; and clothing insulation = 0.65 clo.](image1)

![Fig. 3. Structure and configuration of the room.](image2)

**Table 1** Parameter identification of the room model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value (J/K)</th>
<th>Parameter</th>
<th>Value (m² K/W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C_{wall1}</td>
<td>3.87 × 10^6</td>
<td>R_{w}</td>
<td>1.43</td>
</tr>
<tr>
<td>C_{wall2}</td>
<td>6.24 × 10^6</td>
<td>R_{w0}</td>
<td>0.13</td>
</tr>
<tr>
<td>C_{wall3}</td>
<td>3.63 × 10^6</td>
<td>R_{e}</td>
<td>0.09</td>
</tr>
<tr>
<td>C_{w}</td>
<td>3.74 × 10^6</td>
<td>R_{out}</td>
<td>2.91</td>
</tr>
</tbody>
</table>

Note that R_{w}, R_{w0}, R_{e}, and R_{out} are the R-values of wall, window, inside air film and outside air film, respectively.
4.3. Analysis of energy cost saving and flexibility achieved based on the PMV model

In this subsection, based on the deterministic version of the problem, the performance of predicting the thermal comfort based on the PMV model for building operational optimization is tested. The room and HVAC models shown in Section 4.2 are used in this case. The comfortable range of the PMV index is \([-0.5, 0.5]\), obtained from [23]. For the calculation of the PMV index, the metabolic rate of occupants is set to 1.2 met referring to typical office work, the clothing insulation is set to 0.65 clo according to the calculation shown in [22], and the air velocity is set to 0.18 m/s. The occupancy and the time-of-use (TOU) electricity price are shown in Fig. 6. This test was performed on a hot-humid day (Nov. 15, 2016) in Singapore; the weather data are obtained from [32].

The problem with the above data over the scheduling horizon \((K = 48, \text{i.e., } 24 \text{ h are divided into } 48 \text{ stages})\) is solved using the CPLEX solver with a relative error gap of 0.01. The calculation is carried out on a Windows PC with a 2.4 GHz CPU and an 8 GB RAM. The results are shown in the second column of Table 2. To analyze the energy cost saving potential based on the PMV model, the problem of describing the thermal comfort with a static range of indoor air temperature (as the usual way) is also solved to obtain a solution for comparison. The results are shown in the third column of Table 2. Note that this given static range of indoor air temperature is \([23\, {\text{°C}, \, 28\, {\text{°C}}}]\), it is obtained from ISO 7730: 2005 [23] corresponding to the comfortable range of the PMV index mentioned above.

In Table 2, it is found that there is not much of a difference in the computational time for these two solutions, which indicates that the approximate PMV model does not significantly increase the computational cost and is thus efficient in the optimization process. The energy consumption and the energy cost of the solution obtained based on the PMV model are less than 14.6\% and 19.7\% of those obtained with the given range of temperature respectively. These energy and cost savings are achieved by cooling load reduction and load shifting, which are discussed in more detail as follows.

The indoor air temperatures of these two solutions are shown in Fig. 7(a). It is found that the indoor air temperature obtained based on the PMV model is higher than that obtained with the given range of temperature during most of the occupied time. This means that the cooling load of the solution obtained based on the PMV model is lower, and that the energy and cost savings are achieved. It is

<table>
<thead>
<tr>
<th>Proposed solution based on the PMV model</th>
<th>Solution with the given range of temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy consumption (kWh)</td>
<td>16.6</td>
</tr>
<tr>
<td>Energy cost ($$)</td>
<td>18.8</td>
</tr>
<tr>
<td>Computational time (s)</td>
<td>11</td>
</tr>
</tbody>
</table>

Fig. 4. (a) Identification results of the room model (Nov. 11–12, 2016); (b) Validation results of the room model (Nov. 13, 2016).

Fig. 5. HVAC model obtained based on the measured data.
as PMV is a widely accepted index for thermal comfort, we show the PMV values of these two solutions in Fig. 7(c). Note that the PMV value of the solution obtained with the given range of temperature is calculated with values of clothing insulation, metabolic rate and air velocity which are the same as those in the case of using the PMV model. It is found that thermal comfort can be satisfied with both solutions since all PMV values are less than or equal to 0.5 during the occupied time. But in terms of energy consumption and costs, the solution obtained with the given range of temperature is conservative since it is only determined by the indoor air temperature. Therefore, compared to the usual way of describing the thermal comfort by a static range of the air temperature, describing the thermal comfort based on the PMV model can provide more potential on both the energy cost saving for the buildings and the demand reduction for the power grid, since the thermal comfort can be determined by the joint adjustment of the environmental factors through the PMV model and provides more flexibility in response to price signals.

Furthermore, to analyze the flexibility of demand response provided by the PMV model, we solve the problem with the lower bound of the comfortable PMV range (i.e., −0.5) and the lower bound of the given range of temperature (i.e., 23 °C) respectively. The indoor air temperatures of these two solutions are shown in Fig. 7(a). It is found that under the premise of satisfying the thermal requirement, describing the thermal comfort based on the PMV model can provide more availability for demand response as compared to doing so with the given range of temperature, since there are more adjustable range of indoor air temperature (i.e., cooling load) and space for precooling in response to the electricity price signal which can be achieved by using the PMV model. Therefore, the PMV model can not only concretely describe the thermal comfort of occupants, but also provide more flexibility for the optimization of building operation.
Table 3
Performance comparison of the ETM method and MPC method.

<table>
<thead>
<tr>
<th></th>
<th>ETM method</th>
<th>MPC method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean of the energy costs ($)</td>
<td>19.54</td>
<td>19.48</td>
</tr>
<tr>
<td>Standard deviation (STD) of costs ($)</td>
<td>0.57</td>
<td>0.58</td>
</tr>
<tr>
<td>Mean of the number of recalculations</td>
<td>11.32</td>
<td>48</td>
</tr>
<tr>
<td>STD of the number of recalculations</td>
<td>3.48</td>
<td>0</td>
</tr>
</tbody>
</table>

4.4. Performance analysis of the ETM method

In this subsection, the problem described in Section 4.3 is considered under the uncertainties in the outdoor temperature, solar radiation, number of occupants, and occupied time, and it is solved with the ETM method developed in this paper. In order to analyze its performance, we also solve the problem with a typical time-triggered method, i.e., a closed-loop MPC method, to obtain a solution for comparison. The calculation process of the MPC method is: at each stage, the uncertainties are predicted with currently measured data over the next N stages, and the problem is then solved with the measured data and these predictions. Only the strategy at the current stage is applied. This process is repeated until the scheduling horizon is covered [10]. To guarantee fairness, the predictions for the ETM method at any stage when any event is triggered are made the same as those for the MPC method at the same stage. We compare the performance difference of these two methods with a prediction horizon of 48 stages. Then, the impact of the prediction horizon length on the performance of the ETM method is discussed with different combinations of the prediction horizon length and prediction errors. The actual values of the outdoor temperature, solar radiation, number of occupants and occupied time over all stages are assumed to be known in advance, which are the same as those in the case described in Section 4.3. Note that in the following comparisons, the system performance is indicated by the energy costs of the solutions obtained by the ETM and MPC methods, and the computational effort is indicated by the number of recalculations by the two methods over the scheduling horizon.

By applying the prediction methods mentioned in Section 3.2 with the actual data, we found that the prediction error caused by these methods is always less than 20% in our case studies. So, we first evaluate the performance of the ETM method over the range of $\delta \leq 20\%$, where $\delta$ is the prediction error and is defined as: $\delta = \frac{\sum|d - d'|}{\sum d'}$. We randomly generate 50 scenarios based on (24) with $\delta \leq 20\%$. The solutions obtained with the ETM and MPC methods under these 50 scenarios are applied to the case with the actual values. The results are shown in Table 3. As shown in Table 3, the performance of the ETM method is similar to that of the MPC method, since the mean and standard deviations of the energy costs obtained by the two methods under these 50 scenarios are both similar. However, the mean of the number of recalculations by the ETM method is much less than that by the MPC method. Under these 50 scenarios, the maximal number of recalculations by the ETM method is 16. This means that the ETM method results in a significant reduction in computational resources without perceivable degradation in the system performance as compared to the MPC method. Furthermore, it is also found that the solution obtained by the ETM method is robust with respect to the prediction error, since the standard deviations of the cost and number of recalculations are relatively low.

Second, in order to provide a comprehensive quantitative analysis of the proposed ETM method over a wide range of the prediction error, we assess its performance at different prediction error values of the disturbance. We set $\delta$ to 5%, 15%, 20%, 30%, and 50%, and randomly generate predictions by (24) with these prediction errors respectively. For each prediction error, two predictions are randomly generated over all stages. Ten scenarios are thus constructed. The solutions obtained with the ETM method and MPC method under these scenarios are also applied to the case with the actual values, and the results are shown in Fig. 8.

It is shown in Fig. 8(a) that the thermal comfort can be satisfied with both methods during the occupied time. The energy costs of these solutions are shown in Fig. 8(b). It is found that in the scenario of no prediction error, the optimal solution is obtained with the ETM method. The energy cost of the solution obtained with the MPC method is slightly higher. This is caused by computation error, since the calculation of the optimal solution should be performed once at each stage with the MPC method. In the scenarios of large prediction errors (such as 30% and 50%), the ETM method outperforms the MPC method since the calculation of the ETM method is performed when any event is triggered. This may reduce the impact of the imperfect predictions on the system performance. In the scenarios of lower prediction errors (such as 5%–20%), the performance of the ETM method is slightly worse than that of the MPC method in most of these cases, but the degradation is less than 1.9%. Therefore, the two methods have very similar performances with respect to lower prediction errors. The computational efforts by the two methods under these scenarios are also compared. The number of recalculations by the two methods over the scheduling horizon is shown in Fig. 8(c). It is found that the ETM method can significantly reduce the number of recalculations as compared to the MPC method. But along with the increase of prediction error, the number of recalculations increases due to the rise of the number of the events triggered. On average, the ETM method reduces more than
60% of the computational effort of the recalculations as compared to the MPC method. It shows that the ETM method can significantly reduce the communication and computational resources for sensor networks and control systems in buildings.

Since both the prediction error and horizon length have a significant impact on the computational efficiency of the ETM method, we test the computational effort under different combinations of their values, and show the results in Fig. 9. Note that for each combination, the result is obtained by the average value under 50 scenarios. As shown in Fig. 9, generally speaking, the number of recalculations decreases with the rise of the prediction horizon length but increases with the rise of the prediction error. In the scenarios of higher prediction errors (such as 30%), it is found that the number of recalculations is mainly determined by the prediction error. In the scenarios of lower prediction errors (such as 5%–20%), the variance in the number of recalculations is relatively small in all cases of different prediction horizons. But by choosing the shorter prediction horizon length, the computational time of each recalculation can be significantly reduced. Therefore, we should make a tradeoff between the computational cost of each recalculation and the number of recalculations when deciding the prediction horizon length.

5. Discussion

As mentioned in Section 1, mixed integer programming is widely used to formulate the optimization problem of building operation since the continuous and discrete variables are always involved in practice. In addition, to be efficiently solved, the problem is usually approximately or directly formulated as the mixed integer linear programming problem. So in this paper we also formulate the problem this way. In recent literature, the MPC method has emerged as an effective approach to solve the optimization problem of building operation under uncertainties mainly due to its ability to handle constrained optimal control problems and take the prediction of future system behavior into consideration while satisfying the system constraints. However, MPC method is time-triggered and may thus cause a waste of communication and computational resources due to the recalculation at stages when the building system is operating within a desirable range. This waste may have significant impact on the operation of sensor networks and control system, such as the wireless devices with limited energy. Therefore, we develop a model-based periodic event-triggered mechanism (ETM) method in this paper, in order to reduce the communication and computational resources while providing a solution without perceivable degradation in the system performance as compared to the time-triggered methods. Furthermore, based on the numerical results shown in Section 4.4, it is also found that the ETM method may reduce the impact of large prediction errors on the system performance. In this paper, the ETM method is developed and evaluated in the application of building operational optimization under uncertainties. But it could also be applied to other problems. For example, stochastic dynamic programming (SDP) is a possible choice to formulate the problem under uncertainties, but it may face computational challenges because the state and action spaces increase exponentially with the scale of the problem [13]. So it is an interesting future work to overcome this challenge by integrating the ETM method with SDP approach.

The main focus of this paper is to provide a quantitative performance analysis of the ETM method. In order to minimize the impact of the room model accuracy on the evaluation of the ETM method, we conducted an experiment in an office room in Singapore to produce a room model with high accuracy. Due to the high outdoor temperature and humidity, windows in tropical commercial buildings are almost always closed during the occupied time. Therefore, the room considered in this paper is a representative scenario for the tropical buildings. Although natural ventilation is not considered in this paper, we notice that any extension of the room/building model does not limit the application of the proposed ETM method. For example, if natural ventilation is considered, we just need to replace (9)–(10) by the corresponding equations shown in [25], since our model is derived from the model developed in [25] that can involve the natural ventilation. Moreover, if a room/building is supplied by the multiple energy systems, we just need to add energy balance equations for energy flow from supply to demand and operational constraints for energy generation devices to the model. As shown in many references, such as [9, 11, 28], the energy balance equation is always linear and the constraints for the energy generation devices are always formulated by the mixed integer linear programming. Therefore, these extensions can easily be integrated with our problem and would not provide any difficulties to the application of the proposed ETM method.

Furthermore, we notice that the proposed ETM method does not limit the problem formulation and the corresponding solution approach. In other words, the ETM method does not depend on the problem modeling. Based on the triggering of predefined events, the ETM method provides an event-triggered manner to decide whether the strategy should be recalculated at each stage. The problem in (25) in step 3 of the proposed algorithm is formulated in a general way to show how the recalculation works by the ETM method. In general, the objective function in (25) can be formulated for different purposes, such as minimizing the energy cost, consumption, or dissatisfaction of thermal comfort. As shown in (25), the constraints include the system dynamic equations, the constraints for input and state variables, and the constraints for thermal requirement, which can also be formulated for any specific applications with different energy devices. For example, if we consider any specific types of the HVAC system for different weather conditions, we just need to modify the operational constraints of the HVAC (i.e., the constraints of input and state variables) in (25) based on the specific types of the HVAC with the corresponding weather conditions. Also, if we consider the problem for multiple rooms, we just need to modify the room model (i.e., the system dynamic equations) in (25) to include the coupling between energy dynamics of the adjacent rooms. These modifications or extensions for specific applications may provide some challenges to the problem modeling and the corresponding solution approach, but they do not provide any difficulties to the application of the ETM method since the implementation of the ETM method is determined by the predefined events that are determined by the system state rather than the problem modeling.

Actually, predefined events play a crucial role in the performance of the ETM method and they should be defined based on specific applications, in order to maximally improve system performance. For example, this paper focuses on a tradeoff between

![Fig. 9. Computational effort under different combinations of prediction horizon length and prediction error.](image-url)
thermal comfort and energy cost, so we define the two events based on occupancy and thermal comfort index. Based on the numerical results, it is found that these two events are proper since they can provide a huge improvement in computational efficiency as compared to the MPC method. However, these two events may not be suitable for other applications, such as control of the water loop in HVAC system. Therefore, an interesting future work is to study on how to define the proper events for effectively applying the ETM method to different control processes of the building operation. Furthermore, since this paper focuses on the scheduling problem in the upper level of the building control system, another interesting future work is to apply the ETM method to the real-time control in the lower level of the building control system.

6. Conclusions

We proposed and tested a novel building operational optimization approach in which thermal comfort is modeled using the PMV index. We found that describing the thermal comfort based on the PMV model leads to energy and cost savings for the buildings and demand reduction for the power grid. This is due to that it can provide more availability of demand response as compared to doing so using a static range of indoor air temperature. However, directly integrating the PMV model with the optimization of building operation is computationally expensive due to the non-convex and nonlinear properties of the PMV model. We developed an approximation of the PMV model and proved that it is sufficiently accurate and computationally efficient in the optimization of the building operation. We developed and tested a model-based ETM method to efficiently handle the uncertainties in the building operation. The numerical results show that this method is capable of reducing the communication and computational resources, while providing a solution that is robust with respect to the prediction error of the uncertainties.
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