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Abstract

WATER ICE CLOUDS ON MARS: EXPLORING PROCESSES THROUGH MODELING AND LABORATORY WORK

by

Delia Liza Santiago-Materese

Water ice clouds on Mars are an important component of the hydrologic cycle as well as the overall climate system of the planet. The goal of this research is to better understand water ice cloud formation and behavior on Mars. We use modeling and laboratory experiments to explore different processes related to water ice cloud formation and evolution.

The first goal of this work is to examine how well the Martian water cycle is simulated by the NASA Ames Mars General Circulation Model. The simulation predicts atmospheric water vapor amounts approximately half of those observed, globally. We identify water ice clouds as being a major contributor to this discrepancy. The model closely reproduces the convective aphelion cloud belt at the equator, but deviates substantially from observations over the North Polar Cap region. Modifying the nucleation scheme within the cloud microphysical model brings model results closer to observations and affects the surface radiative balance, which affects the annual cycle of sublimation and deposition of water ice at the residual North Polar Cap. The most realistic global water vapor and cloud patterns come from limiting the nucleation rate of particles at the poles. Our simulations show that the North Polar Cap region exhibits atmospheric dynamics where stratiform clouds form. We hypothesize that the modified nucleation scheme compensates for biases in the radiative properties of the stratiform clouds expected over the North Polar Cap. More broadly, this study illustrates the strong sensitivity of the Martian global water cycle to clouds over the North Polar Cap region.

The second goal of this work is to assess the ability of various salts to serve as water ice cloud condensation nuclei under Martian conditions. We use a vacuum chamber
to simulate the cold, lower pressure atmospheric conditions on Mars and find the critical saturation ratios at which the substrates nucleate water ice. We find no significant difference between sodium chloride nucleation and that of the control of a bare silicon wafer. In contrast, sodium perchlorate nucleates at significantly lower saturation ratios than the control, suggesting that some atmospheric salts could serve as effective cloud condensation nuclei on Mars. All substrates examined demonstrate an exponential temperature-dependence for the critical saturation ratio, indicating that at colder temperatures, nucleation requires increasingly higher saturation ratios. Our results suggest that airborne sodium perchlorate may enable water ice cloud formation at partial pressures lower than would otherwise be required in its absence. For example, at 155 K, sodium perchlorate could nucleate water ice at a partial pressure 40 percent lower than other cloud substrates.

The third goal of this work is understand the impacts of temperature-dependent optical parameters on the radiative effects of water ice clouds on Mars. The optical properties of water ice vary with temperature, however, past Mars climate modeling have used optical properties based on water ice refractive indices relevant to Earth’s atmospheric temperatures. In this chapter we use water ice refractive indices at temperatures relevant to the Martian atmosphere with Mie scattering code to provide input into the NASA Ames Mars General Circulation Model. We compare the instantaneous effects of using these optical parameters, versus values that have been traditionally used, on daytime and nighttime radiative fluxes. We find that the updated optical properties amplify existing radiative flux trends over most of the planet, which would lead to increased energy fluxes at the North Polar cap during the Northern hemisphere summer as well as increased atmospheric warming at equatorial clouds. Atmospheric warming is increased at night with more relevant optical parameters and could result in temperatures differences of several Kelvin a day.
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Chapter 1

Introduction

1.1 Background

As one of Earth’s closest neighbors, Mars has long been an object of human fascination and wonder. When 19th century astronomers observed the surface of Mars, they saw features that were originally thought to be canals or other unnatural structures. Years later the first orbiter sent to Mars, Mariner 9, returned data that decisively countered that perspective [Sagan and Fox, 1975]. Mars differs from Earth in a myriad of ways including the current lack of plate tectonics, thin atmosphere, minimal magnetosphere, and no discernible lifeforms. However, Mars does show evidence of fluvial features on the surface and an active climate system. On Mars, two major volatiles change phase and are subject to exchange between the surface and atmosphere: carbon dioxide and water. Clouds on Mars were first identified as being composed of water ice the 1970s (first observations described in Curran et al. [1973]). We have long understood that water clouds on Earth are a key component of the planet’s climate, and affect water transport, air quality, and the planetary energy budget. It is believed that clouds on Mars also play a key role in the climate and this work will explore that topic.

The goal of this dissertation is to further our understanding water ice clouds on Mars, including what influences their formation and how they influence climate. Specif-
ically, this work examines factors that affect cloud formation on a global scale, cloud nucleation events as being substrate-dependent, and the optical properties of clouds as they change with temperature. This research was accomplished through a combination of theoretical and experimental effort including use of a Mars Global Climate Model (MGCM), a 1-dimensional Mars climate model, and laboratory experiments involving a high-vacuum chamber.

1.1.1 Mars climate

Present-day Mars is cold and dry relative to Earth. Unlike Earth, Mars has two volatiles that change between solid and gas phases (and possibly a liquid phase): carbon dioxide and water. The triple point of carbon dioxide is 5.2 bar at 216.55 K [Angus et al., 1976], and the triple point of water is 6.1 mbar at 273.15 K [Guildner et al., 1976]. The surface pressure varies just below 7 mbar to slightly over 10 mbar depending on the location and time of year [Leovy et al., 1985], with variations due to the fact that the major atmospheric constituent, carbon dioxide, condenses out of the atmosphere, in addition to orographic and dynamical effects [Hourdin et al., 1993]. The pressure cycle of Mars is seen in Fig. 1.1. Carbon dioxide comprises 96% of the atmosphere by mass [Mahaffy et al., 2013] and condenses out of the atmosphere both on the surface as well as in the form of clouds. Water also condenses out at both the surface and in clouds on Mars, with mixed water-carbon dioxide clouds believed to exist [Gooding, 1986]. Water is far less abundant on Mars compared to Earth, and comprises less than 1% of the atmosphere by mass [Owen et al., 1977].

The most dramatic example of Martian volatile activity at the surface can be observed at the poles. Early evidence of seasonal variation at the poles was detected by famed astronomer William Herschel. Subsequent ground based observations [Iwasaki et al., 1979] followed later by Hubble images provided a much more detailed understanding of the seasonal variations in the Mars polar cap [James et al., 1994]. In 2008, the Phoenix lander’s robotic arm excavated soil to reveal water ice that sublimed within days [Smith, 2009], demonstrating that water ice was present in the regolith at lower
CO2 deposits on the S Pole and atmospheric pressure decreases

CO2 from S Pole enters the atmosphere and pressure reaches a maximum

Figure 1.1: The seasonal cycle of surface pressure as measured by the Viking landers. The values are daily average pressure values from the duration of the mission [Leovy et al., 1985].
latitudes. This finding was of particular interest because of the ongoing search for life on Mars. Recently, geomorphology from volatile sources has been observed, with both water and carbon dioxide being attributed to causing fluvial-like features such as recurring slope lineae and debris flows [Ojha et al., 2015; Pilorget and Forget, 2015].

The evolution of climate, and water, on Mars is best understood through the context of Martian geologic history, which is divided into three major epochs that are determined by crater counting [Hartmann and Neukum, 2001]. The current epoch, the Amazonian, began ∼2.9-3.3 Gyr and is characterized by having low impact activity and a climate similar to that of today. The previous epoch, the Hesperian, lasted from ∼3.0-3.7 Gyr and is characterized by significant volcanic activity, with fluvial activity dominated by outflow channels. The climate was likely similar today but possibly punctuated by extreme climatic activity [Carr and Head, 2010]. The Noachian occurred prior to 3.5-3.7 Gyr, until Mars’ formation ∼4.65 Gyr, with a pre-Noachian period sometimes distinguished as occurring from the formation of the planet until the formation of Hellas ∼3.8-4.1 Gyr and as a time when the planet still had a magnetic field [Carr and Head, 2010]. The Noachian is when many of the fluvial features, such as valley networks, canyons, and other erosional features, formed, and when impacts were still a common occurrence for the planet. Some hypothesize that fluvial features are evidence that an early, Noachian Mars was warm and wet, with Earth-analog providing a driving force for many of the theories about Noachian features on Mars as reviewed in Chapman [2007].

The history of the Martian climate may be captured in the layered deposits at both poles of the planet. These deposits capture the orbital evolution patterns of Mars with alternating volatile and dust layers that follow orbital climate forcing [Laskar et al., 2002]. The inventory of water in the polar caps may even have been largely in the atmosphere or on the surface at low latitudes (and not at the poles) during certain points in history [Jakosky and Carr, 1985; Milkovich and Head, 2005]. The poles of Mars have been shown to be critical to understanding the climate of Mars, particularly when it comes to water.
1.1.2 Mars water cycle

The global atmospheric water budget is primarily driven by sublimation from the North Polar Cap during aphelion, which is the Northern hemisphere summer solstice, as seen in Fig. 1.2. Both the North [Kieffer and Titus, 2001] and South [Bibring et al., 2004] poles have perennial water ice at the surface. Peak levels of global atmospheric mass are observed for the summer solstices for both Northern and Southern hemispheres, with the larger water ice cap at the North Pole dominating the seasonal atmospheric water cycle. In the Northern hemisphere spring and summer, water ice clouds are seen at the poles and at the equator, with the equatorial aphelion cloud belt containing water ice particles with radii of 3-4 µm and the polar hood cloud particles
with radii reaching about 1-2 µm [Clancy et al., 2003]. Water ice cloud precipitation was only recently directly observed on Mars [Whiteway et al., 2009]. Particle sizes have been extracted from these observations and they are thought to be large enough to be able to hit the ground. However, the nature of these particles (size, structure, phase, optical properties, etc.) is not yet fully understood and is an ongoing area for investigation.

Water ice clouds affect the present Martian climate in a variety of ways. While the clouds may scavenge dust, they largely affect dust layers via strengthened circulation that lofts dust upwards [Navarro et al., 2014; Kahre et al., 2015]. On a local level, dust can be redistributed to lower altitudes by water ice clouds, leading to radiative warming from the dust closer to the surface [Colaprete and Toon, 2000]. Dust feedbacks also enhance polar warming from water ice clouds [Kahre et al., 2015]. Water ice clouds also warm the atmosphere in the tropics [Wilson et al., 2008] and drive circulation there [Heavens et al., 2010, 2011]. On a global level, warming from water ice clouds can result in large scale circulatory changes [Madeleine et al., 2012].

Water ice clouds are also believed to have a profound effect on the long-term water cycle of Mars. The “Clancy effect” [Clancy et al., 1996] suggests that water ice clouds allow for water to migrate to the north pole under the current orbital configuration. This is due to the fact that aphelion summer hemisphere, currently the Northern hemisphere, facilitates cloud formation at low altitudes, which in turn reduces meridional water transport towards the Southern hemisphere. Modeling confirms the role of clouds in this theory [Navarro et al., 2014].

1.1.3 Water physical processes on Mars

Processes relevant to water ice clouds include sublimation/ deposition, efflorescence/ deliquescence, and adsorption. At warmer temperatures on Earth, condensation/ evaporation also play a role. Although these are not all probed by this work, they may contribute to water ice cloud formation and evolution on Mars and are thus discussed here.
Deliquescence occurs when a crystalline solid takes up solvent vapor from the atmosphere to become a solution. Following deliquescence, the water and salt can remain in the liquid phase even beyond the original temperature of deliquescence. In contrast to deliquescence, efflorescence is a process in which a salt precipitates out of the liquid phase as the partial pressure of the solvent liquid is decreased. Overall, the inclusion of salts can have significant effects on the thermodynamic properties of water when in solution. It has been suggested that salt may even allow liquid water to exist on the surface of Mars under conditions where it would otherwise be frozen or sublime [Chevrier et al., 2009].

Adsorption is thought to be an important process to consider on short, cloud microphysical time scales, but less important in terms of long-term surface processes such as movement of water between the subsurface regolith and the atmosphere [Schorghofer and Aharonson, 2005]. For adsorption the specific surface area is what determines the adsorption behavior, not the material [Zent and Quinn, 1997]. It is not clear if we can differentiate adsorption processes, but we should be able to observe a distinction of the following processes: deliquescence, adsorption, and possible ice nucleation.

Another potential process of interest is the formation of thin liquid films (modeling by Boxe et al. [2012], surface conditions). The liquid water comes from adsorbed water vapor and would be several molecules deep (with film thickness on a nanometer scale). It should, however, be noted that this work was not completed under conditions specifically relevant to the Martian atmosphere, and therefore may not be fully applicable.

Finally, the cooling rate is an extremely important factor for ice nucleation, as the critical saturation for the onset of nucleation is lower when cooling is slow [Cziczo et al., 2013]. Slow cooling may also lead to perchlorate glasses instead of crystals [Toner et al., 2014]. Differences in the water structure could lead to large differences in cloud optical properties and affect how surface water deposits reflect sunlight.
1.2 Past (and ongoing) studies of Mars

1.2.1 Observations of Mars

Although a significant portion of the scientific body of knowledge related to the Martian climate has emerged from theoretical models and laboratory experiments, they are fundamentally grounded in observations of Mars itself. Ground-based telescopes have been observing Mars since the 1800s. The modern era of Mars planetary exploration began in the 1960s, with successful orbiting missions established in 1971 by a successful launch of Mariner 9 by NASA. The following discussion of missions to Mars is not exhaustive but highlights those that contributed to science most related to this work.

The Mariner 9 Orbiter mission [Steinbacher, 1972] from 1971-1972 was launched by NASA and included the Infrared Interferometer Spectrometer (IRIS), which provided the first observations of dust storms on Mars. This mission proved to be instrumental to the understanding of the importance of dust to the Martian climate [Hanel et al., 1972]. NASA’s Viking orbiters and landers [Soffen and Young, 1972] surveyed the planet from the late 1970’s to the early 1980’s. The Viking Orbiters 1 and 2, which were based on the Mariner 9 spacecraft, mapped water vapor and other trace gases on Mars via the Mars Atmospheric Water Detector (MAWD) and measured atmospheric temperatures as well as water ice cloud and dust optical depths using the Infrared Radiometers for Thermal Mapping (IRTM). The Viking Landers 1 and 2 provided pressure profiles, wind and temperature data, as well as images from the surfaces at their landing sites in Western Chryse Planitia and Utopia Planitia, respectively.

Two decades after the last successful mission to Mars, NASA returned to the planet with an orbiter and rover in quick succession. The Mars Global Surveyor (MGS) [Albee et al., 1998], an orbiter active 1997-2006, provided a wealth of information from the Thermal Emission Spectrometer (TES), which elucidated global profiles of atmospheric temperatures, water vapor abundance, and dust and water ice cloud optical depths. Additional atmospheric temperature profiles were obtained with the Radio
Science Subsystem. Dust and water ice optical depth values were also captured with the Mars Orbital Camera (MOC), which also captured planetary surface images and most famously the 2001 dust storm. The Mars Pathfinder rover [Golombek, 1997], active in 1996-1997, measured temperatures, wind speeds, and captured images from the surface.

Less than a decade after the successful MGS and Mars Pathfinder missions, a plethora of missions to Mars began, with several continuing to this day. NASA’s Mars Odyssey orbiter [Saunders et al., 2004], whose mission began in 2001 and continues today, has collected additional temperature and mineralogy data via the Thermal Emission Imaging System (THEMIS). The Mars Express Orbiter [Chicarro et al., 2004], operated by the European Space Agency, began its mission in 2003 and included payloads OMEGA, PFS (Planetary Fourier Spectrometer), and SPICAM (Ultraviolet and Infrared Atmospheric Spectrometer).

The Mars Exploration Rovers Spirit [Arvidson et al., 2006] and Opportunity [Squyres et al., 2006], from NASA, began their mission in 2004. Contact with Spirit was lost in 2011, while Opportunity continues to explore the Martian surface. In addition to providing a wealth of surface images, the rovers took spectroscopic measurements, used an instrument called the rock abrasion tool to sample the interiors of surface rocks so their compositions could be analyzed, and took atmospheric measurements with cameras and a mini-TES instrument that complements MGS TES measurements [Lemmon et al., 2004].

NASA’s Mars Reconnaissance Orbiter [Zurek and Smrekar, 2007] began orbiting Mars in 2006 and continues observing Mars to this day. The Compact Reconnaissance Imaging Spectrometer for Mars (CRISM) payload observes in the visible and near-infrared wavelengths, allowing for mineralogical analyses of the surface. The Mars Climate Sounder (MCS) payload takes measurements in the visible and infrared wavelengths to extract profiles of temperature, pressure, water vapor, abundance, and dust optical depth. The MARCI (Mars Color Imager) payload takes images of the surface and relates information on water ice optical depth. Mars Global Surveyor,
Mars Odyssey, and Mars Reconnaissance Orbiter provide complimentary and continuous spectroscopic measurements of the planet over time.

The most recent surface mission to Mars is the Curiosity rover, also known as the Mars Science Laboratory (MSL) [Grotzinger et al., 2012], which landed in Gale Crater in 2012. Curiosity has numerous cameras for detailed imaging and is equipped with various instruments to observe the atmosphere as well as collect and analyze samples from the surface. Finally, the Mars Atmosphere and Volatile EvolutioN Mission (MAVEN) [Jakosky et al., 2015] inserted into Mars’ atmosphere in 2014 and continues with its mission of observing the upper atmosphere to this day, with the goal of understanding the atmosphere’s evolution over time.

1.2.2 Mars climate modeling

With an abundance of data acquired through observations of and missions to the red planet, many important questions remain about the Martian climate, both past and present. To address these questions, models which incorporate these data and draw upon concepts established from terrestrial climate modeling, have been developed to simulate the Martian climate. Models of the Martian climate can help to understand water ice cloud processes that are not currently directly observable. 1-dimensional models have been used to establish dust distribution and radiative effects in water ice clouds for comparison to Viking and Pathfinder data [Colaprete and Toon, 2000; Montmessin et al., 2002]. 3-dimensional models have explored microphysics, radiative effects, and dynamical implications of water ice clouds (for example, Haberle et al. [1993]; Kahre et al. [2008]; Nelli et al. [2009, 2010]; Haberle [2013]; Navarro et al. [2014]; Kahre et al. [2015]) in combination with mission data.

This work uses the NASA Ames Mars General Circulation Model (MGCM). An important aspect of the cloud microphysical scheme used in this work is the radiative transfer scheme, with relevant processes shown in Fig. 1.3. For each level of the atmosphere, the radiative properties of the clouds are calculated in both visible and infrared wavelengths: extinction efficiency, single scattering efficiency, and an asymmetry pa-
Figure 1.3: Radiative processes that are represented in the model. Values for these optical properties are a function of the ice-to-dust ratio, the effective radius of the particle for a given layer in the model, and wavelengths of light. Asymmetry determines the amount of single scattering that is upward or downwards.
Visible wavelengths

<table>
<thead>
<tr>
<th>bin # (model)</th>
<th>start</th>
<th>end</th>
<th>start</th>
<th>end</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.24</td>
<td>4.50</td>
<td>2,222</td>
<td>3,086</td>
</tr>
<tr>
<td>2</td>
<td>2.48</td>
<td>3.24</td>
<td>3,086</td>
<td>4,032</td>
</tr>
<tr>
<td>3</td>
<td>1.86</td>
<td>2.48</td>
<td>4,032</td>
<td>5,376</td>
</tr>
<tr>
<td>4</td>
<td>1.31</td>
<td>1.86</td>
<td>5,376</td>
<td>7,634</td>
</tr>
<tr>
<td>5</td>
<td>0.80</td>
<td>1.31</td>
<td>7,634</td>
<td>12,500</td>
</tr>
<tr>
<td>6</td>
<td>0.40</td>
<td>0.80</td>
<td>12,500</td>
<td>25,000</td>
</tr>
<tr>
<td>7</td>
<td>0.24</td>
<td>0.40</td>
<td>25,000</td>
<td>41,667</td>
</tr>
</tbody>
</table>

Infrared wavelengths

<table>
<thead>
<tr>
<th>bin # (model)</th>
<th>start</th>
<th>end</th>
<th>start</th>
<th>end</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>60.0</td>
<td>1000</td>
<td>10</td>
<td>167</td>
</tr>
<tr>
<td>2</td>
<td>24.0</td>
<td>60.0</td>
<td>167</td>
<td>417</td>
</tr>
<tr>
<td>3</td>
<td>12.0</td>
<td>24.0</td>
<td>417</td>
<td>833</td>
</tr>
<tr>
<td>4</td>
<td>8.0</td>
<td>12.0</td>
<td>833</td>
<td>1,250</td>
</tr>
<tr>
<td>5</td>
<td>4.5</td>
<td>8.0</td>
<td>1,250</td>
<td>2,222</td>
</tr>
</tbody>
</table>

Table 1.1: Spectral intervals in the MGCM for radiation calculations

rameter (for a total of six calculated properties at each layer). The extinction efficiency represents absorption of light by the particle, the scattering efficiency represents reflection of light, and asymmetry reflects what fraction of light is scattered upward or downward. The values of the three radiative properties are each a function of the core-to-mantle (i.e. dust-to-water ice) ratio, the effective radius of the total particle, and the wavelength of interest. The specific wavelengths over which the radiative properties of the water ice clouds are calculated are in Table 1.1.
1.2.3 Experimental studies of Mars

Laboratory experiments have studied volatile behavior at surface and atmospheric conditions on Mars. This work continues Mars atmospheric studies by Iraci et al. [2010] and Phebus et al. [2011], using the laboratory set-up outlined in Fig. 1.4. This configuration uses a vacuum chamber, which reduces pressures to the low $10^{-8}$ Torr, and a liquid nitrogen dewar that cools a copper rod that holds the sample, shown in Fig. 1.5. A silicon wafer is mounted onto the copper and heaters control the temperature near the wafer.

Past Mars cloud laboratory work has focused on silicon and a variety of mineral analogs that may represent lofted dust on the planet. Martian mineral analogs that have been studied for Mars cloud formation in the past include JSC Mars-1, Mojave Mars Simulant (MMS), and Arizona Test Dust (ATD) [Iraci et al., 2010; Phebus et al., 2011;
Figure 1.5: Silicon wafer on copper mount that is used in these laboratory experiments. Wafer has a dust substrate applied to it. Wafer is 25 mm in diameter, with approximately 1 mm overlap by copper mount around the outer edge.

Cziczo et al., 2013. JSC Mars-1 is made from glassy volcanic ash (palagonitic tephra) originating from cinder cones between the Mauna Loa and Mauna Kea volcanoes in Hawaii [Allen et al., 1997]. It is mainly composed of oxides and has particles mainly around 10-1000 microns in diameter [Allen et al., 1997; Allen et al., 1998]. MMS is made of Saddleback Basalt from the Mojave Desert. MMS is mainly composed of oxides, as well as other trace minerals, and has particles mainly 10-100 microns in diameter [Peters et al., 2008]. ATD is dust that settles out of the air in the Salt River Valley, AZ. It is mainly composed of oxides and has particles up to around 60 microns, with various grades available to purchase.

Many Mars laboratory studies have also examined phase changes of water in the presence of salt. This topic receives much attention because of the implications for life on Mars. Salts may allow for the existence of liquid water on the surface of Mars under

---

conditions where it would otherwise sublime or be frozen. Laboratory studies have examined phase changes of water in the presence of salt under Mars surface conditions with the goal of seeing how salts might lower the freezing point of liquid water on the surface. Brines that have been studied include chlorates, perchlorates, sulfates, and chlorides. Perchlorates in particular have been of interest because of their capability for deliquescence on the surface of Mars, as seen with transient brine predictions at Curiosity rover in Gale Crater linked with observed water activity [Martin-Torres et al., 2015] as well as hydrated salt spectra linked with recurring slope linae on Mars [Ojha et al., 2015].

1.3 Summary: Models and laboratory to examine clouds under Martian conditions

The more the scientific community has learned about Mars through missions, the more in-depth questions arise about clouds on the planet. Martian clouds have been the topic of much scientific investigation in the forms of climate modeling, laboratory work, and missions to Mars. Water ice clouds, in particular, have been examined using these methods, as these clouds are an important part of the Martian water cycle and the overall climate cycle. We examine the following questions in this work:

- What processes influence water ice cloud formation and evolution?
- How do source materials influence water ice cloud formation?
- Do clouds on Mars behave, from a radiative forcing perspective, as we might expect?
1.3.1 Water Ice Cloud Processes on Mars using a Mars General Circulation Model

Chapter 2 examines how well the Martian water cycle is simulated by the NASA Ames Mars General Circulation Model. We compare model results to observations of Mars, primarily from MGS TES, and we identify water ice clouds as playing a central role in the discrepancy between the model and observations. Modifications to the water ice cloud microphysics, specifically the nucleation scheme, are made in an attempt to bring model results closer to observations. The role of water ice clouds at the residual North Polar Cap is of particular interest, and this study illustrates the strong sensitivity of the Martian global water cycle to clouds over the North Polar Cap region.

1.3.2 Laboratory studies of salts as condensation nuclei for water ice clouds under Martian conditions

Chapter 3 details laboratory experiments of water ice nucleation onto salt substrates. This research builds on previous laboratory studies of water cloud formation under Martian atmospheric conditions, which are colder, lower pressure, and drier than those experienced on Earth. In recent years, observations of the Martian surface have indicated the presence of chlorine salts, such as chloride-bearing minerals plentiful in the Southern Hemisphere, as shown in Fig. 1.6, and perchlorates observed by the Phoenix lander in the Northern Hemisphere [Hecht et al., 2009]. These salt-bearing minerals would potentially be source material for dust lofted from the surface into the Martian atmosphere, providing potential nucleation sites for water ice clouds. Considering that salts play an important role in cloud formation on Earth, it is important to have a better understanding of how salt may affect nucleation processes under Mars-like conditions. We use a vacuum chamber that simulates the temperatures and pressures observed of the Martian atmosphere. Using infrared spectroscopy we measure the onset of nucleation and calculate the temperature-dependent critical saturation ratio ($S_{crit}$) and resulting contact parameters for water ice nucleation onto salts, specifically sodium chloride and
sodium perchlorate.

1.3.3 Temperature-dependent radiative transfer modeling of Martian water ice clouds

Chapter 4 examines how the energy budget in the Martian atmosphere is affected by temperature-dependent optical properties in Martian water ice clouds. This work was based on laboratory investigations showing a variety of water ice spectral profiles. These spectral profiles were previously explained in part by the work of Clapp et al. [1995] and their consideration may be important for Mars climate modeling because some water ice spectra are indicative of increased scattering, which would have an effect on radiative properties. This work uses laboratory derived measurements within a 3D MGCM to calculate the instantaneous changes in radiative fluxes in the atmosphere in response to using different, temperature-dependent optical parameters.
Chapter 2

Examining Water Ice Cloud Processes on Mars using a Mars General Circulation Model

2.1 Introduction

The Martian climate has captivated peoples’ imaginations almost as long as the planet itself has. While the present Martian climate is characterized as cold and dry, there are many geologic signatures that suggest fluvial processes on the surface (see [Baker, 2001], for a review), suggesting the possibility of a warmer and wetter climate in the past. The water cycle on Mars is of particular interest not only because of the observed fluvial features, but also because of the possible implications for life and because it is the dominant condensable volatile on Earth’s surface.

Clouds have been observed on Mars since telescopes first focused upon the planet centuries ago, and have been observed in every Martian mission to date. Water clouds are an essential element of any Mars climate model, and impact the global energy budget and how water is transported globally. The representation of clouds in Mars climate models is sensitive to a variety of parameters, which this work will address. We aim to
better understand the role of water ice clouds on the Martian climate, with a focus on how processes are currently represented in a three-dimensional Mars General Circulation Model (MGCM) versus how the actual processes occur in real life, as inferred by observations.

### 2.1.1 Mars Climate Overview

On Earth, water is the only major constituent of the atmosphere that is condensable. In contrast, on Mars both water and CO\(_2\) (the most abundant component in the atmosphere) exist as condensable volatiles. Water has a triple point of 273.15 K at 6.1 mbar [Guildner et al., 1976], above which point it will either evaporate or sublime. CO\(_2\) has a lower triple point of 216.55 K at 5.2 mbar [Angus et al., 1976]. At a given temperature, the saturation vapor pressure for water is lower than that of CO\(_2\), causing water to condense out of the atmosphere before CO\(_2\). Thus, as temperatures decrease, water deposits on the surface first, with CO\(_2\) potentially depositing on top. Both poles have seasonal CO\(_2\) caps which are the main drivers of the seasonal pressure fluctuations on the planet and as much as a third of the CO\(_2\) in the atmosphere is exchanged with the surface [Smith, 2001]. At the North Polar Cap (NPC), which is also the primary reservoir of water on Mars that influences climate, CO\(_2\) is deposited annually in a thin layer over the water ice as temperatures decline in the Northern hemisphere fall [Smith, 2001]. This layer of CO\(_2\) persists until temperatures begin to rise again, eventually exceeding the condensation temperature in the summer, causing it to completely sublime [Farmer et al., 1976; Kieffer et al., 1976]. In contrast, the South Polar Cap (SPC) is situated at approximately 6 km higher altitude relative to the NPC, making the conditions colder and the atmosphere more rarified. Under these conditions, CO\(_2\) at the SPC never fully sublimes, even during the summer months.

The surface pressure varies below 6 mbar to over 10 mbar depending on the location and time of year [Leovy et al., 1985]. The annual pressure cycle on Mars is dominated by CO\(_2\), which makes up 95% of the atmosphere [Owen et al., 1977]. The seasons can be defined using Solar longitude (\(L_\odot\)) as a reference. As measured from the Northern
Hemisphere, $L_S = 0^\circ$ corresponds to the spring equinox, $L_S = 90^\circ$ corresponds to the summer solstice, $L_S = 180^\circ$ corresponds to the fall equinox and $L_S = 270^\circ$ corresponds to the winter solstice. During the Southern summer, at perihelion $L_S = 270^\circ$, the CO$_2$ cap on the South Pole sublimes and enters the atmosphere, increasing the atmospheric pressure. Measurements from the Viking Landers, back in the late 1970s and early 1980s [Leovy et al., 1985], and more recently from the Mars Science Laboratory (MSL) mission [Harri et al., 2014] have provided seasonal pressure data for several Mars years.

Water vapor is less than 1% of the atmosphere but has important radiative effects, particularly because of the low overall atmospheric mass. Water ice clouds also have strong radiative effects on the climate, even though there is less water condensed into clouds than as water vapor in the atmosphere. The NPC is mainly water and releases most its water around aphelion ($L_S = 90^\circ$), which is the start of the Northern hemisphere summer. The NPC sublimes and forms visible water ice clouds that are observed at the poles and equator. Halfway through the Martian year, during the Northern hemisphere summer, a single Hadley cell leads to the formation of the Aphelion Cloud Belt, made of strongly forward and side-scattering particles with an effective radius of 3-4 µm [Clancy et al., 2003], which demonstrate variability both seasonally and as temperatures change over the course of the day [Smith, 2009, 2004; McCleese et al., 2010]. In particular, the Aphelion Cloud Belt is formed because there are fewer dust storms leading up to the Northern hemisphere summer, leading to cooler atmospheric temperatures. This results in a lower minimum altitude of water vapor saturation (below 10 km), allowing water ice clouds to form easily where water vapor is lifted around the equator [Clancy et al., 1996]. These water ice clouds tend to cap the dust layer Smith et al. [2013]. Water ice clouds are also observed over the NPC itself, and tend to peak in the Northern hemisphere winter and dissipate before the Northern hemisphere summer, as observed with the MGS Mars Orbiter Camera [Wang and Ingersoll, 2002].
2.1.2 The NASA Ames General Circulation Model

The NASA Ames MGCM, specifically GCM2.1 v. 23, is used to study the sensitivity of water ice clouds on Mars because of its extensive history and use, as well as its sophisticated water ice cloud scheme. The model dynamical core solves the primitive equations (conservation of mass, energy, and momentum). The full physics calculations include atmospheric temperature, radiative transfer calculations, boundary layer properties (including ground heat transfer), carbon dioxide phase changes, and cloud microphysics [Haberle et al., 1999; Nelli et al., 2009].

In the MGCM the atmosphere and surface exchange water and CO$_2$. As a water reservoir, the NPC does not limit the amount of water that can sublime from it and its location is fixed throughout the year. The other key reservoirs of water include atmospheric vapor, ice clouds, and surface ice outside of the the NPC; the amount of water in these reservoirs is constrained by mass conservation. CO$_2$ is uniformly present in the atmosphere when the model initiates and exchanges between atmospheric and surface reservoirs as the model runs. The reservoirs for CO$_2$ are atmospheric vapor and surface ice, and mass conservation applies everywhere. CO$_2$ clouds are not included in this work. In accordance with physical properties of the volatiles, water will deposit at warmer temperatures than CO$_2$. The model allows for water vapor to add to a surface water ice reservoir even in the presence of an overlying CO$_2$ ice layer. However, water is not allowed to sublime from a CO$_2$ covered surface (the CO$_2$ must first sublime).

A default surface albedo for each location is specified from an input file and changes based on surface conditions. If there is CO$_2$ ice on the ground, the albedo is set to a fixed value dependent on whether the location is in the Northern or Southern hemisphere, 0.6 and 0.5 respectively. If there is not CO$_2$ ice but there is water ice, the albedo is set to a value of 0.4, unless the location is in the NPC defined by the model, in which case the albedo is set to the default value.

Because of the temperatures and pressures observed on Mars, water clouds are assumed to be ice in the MGCM. Fig. 2.1\textsuperscript{1} shows longitudinally-averaged atmospheric

\textsuperscript{1}Phase diagram from: http://www1.lsbu.ac.uk/water/water_phase_diagram.html#r1521. Accessed
temperatures observed by the Mars Global Surveyor Thermal Emission Spectrometer (MGS TES) at $L_s = 90^\circ$, along with a phase diagram with water, which demonstrate that water in the Martian atmosphere will be in either the vapor or solid phase. The cloud microphysical scheme includes calculation of cloud particle concentrations, nucleation, depositional growth, and sedimentation [Montmessin et al., 2002, 2004]. Atmospheric components of dust (mass and number), cloud dust core (mass), and water ice (mass and number) and treated as individual tracers, with a mean value for each component. For the nucleation scheme, the dust tracers are expanded into four size bins (as radii) that water can nucleate on to. These particle size bins are determined by a log-normal function and are constrained via user-defined minimum and maximum nucleation particle radii, $r_{\text{min}}$ and $r_{\text{max}}$. After nucleation calculations are complete the model switches back to representing atmospheric components as tracers, at which point particle growth or evaporation rates are calculated.

In the model, water is transported in a variety ways. The first is resolved transport of atmospheric water (vapor and cloud-forming ice particles) by the model’s dynamical core, which incorporates vertical and horizontal advection. Sub-grid scale transport of water is parameterized as eddy mixing and diffusion. Convective adjustment transports water and other tracers vertically in the model when the atmosphere is convectively unstable. Sedimentation of water ice is accounted for. Water can exchange between solid and vapor reservoirs via sublimation and deposition.

The various radiative effects of atmospheric water impact the global water and energy budgets. For water vapor and carbon dioxide, gas absorption coefficients, or $k$-coefficients, are calculated offline and used to determine an optical depth [Lacis and Oinas, 1991]. For water ice clouds, Mie theory is used for calculating absorption and scattering across seven visible and five infrared spectral bands (Table 1.1). The radiative effects of dust are prescribed and vary seasonally in this study.
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Figure 2.1: (a) Longitudinally-averaged atmospheric temperatures at 2PM local time for a 10-degree average about $L_s = 90^\circ$, observed by MGS TES at Mars Year 26. (b) A phase diagram for water, with pressure in mbar/ bar on the right.
2.1.2.1 Previous studies using the NASA Ames MGCM

Various versions of the MGCM developed at Ames have been used extensively to examine dust and volatile distributions on Mars, e.g., [Kahre et al., 2006, 2008]. The model reproduces temperatures and winds near the surface that are in good agreement with Mars Pathfinder observations [Haberle et al., 1999], and has been used to investigate aspects of past Martian climates [Haberle et al., 2003].

The radiation code in the MGCM has been used to calculate the radiative effects of water vapor and CO$_2$ and produces results in line with observations from MGS TES [Nelli et al., 2009] as well as properties observed at the Phoenix Landing site [Nelli et al., 2010]. When used in a 1D framework, the water ice cloud microphysics scheme, with radiatively active clouds, produces water ice cloud opacities consistent with Viking observations [Montmessin et al., 2002]. A layered soil model is included, which allows for depth-dependent soil properties to vary down to 100 meters. This was shown to account for heat conduction to the surface, which leads to a CO$_2$ cycle that more closely matches observations by accounting for heat absorbed and stored in the summer and then released later, reducing CO$_2$ condensation onto the surface [Haberle et al., 2008].

Radiatively active water ice clouds (RAC) have not been extensively used within the NASA Ames MGCM to investigate their impacts on the water and energy cycles, though it has been used to investigate the magnitude of the greenhouse effect on Mars [Haberle, 2013] and to understand dust cycle feedbacks [Kahre et al., 2015]. Early work suggests that the model does not model the water cycle well as a whole when full water ice cloud microphysics and radiative effects are included. This work aims to better understand the water cycle of Mars using the 3D MGCM by examining the water and energy cycles and how cloud microphysics and radiative feedbacks affect the various water reservoirs on Mars. We will do this by removing radiative effects and modifying the cloud microphysics scheme to understand the climate sensitivity to these factors.
2.2 Approach

The MGCM is run at a spatial resolution of 5° latitude by 6° longitude. A sigma coordinate system [Gates et al., 1971] is used for a scaled pressure structure in the vertical dimension. Topography is obtained from the Mars Orbiter Laser Altimeter (MOLA). We use default albedo and thermal inertia maps previously described in Kahre et al. [2015], which are derived from Viking and MGS TES observations and mesoscale modeling. We define the water reservoir of the NPC based on the same datasets, specifically defining the NPC as where thermal inertia is 550 J/m²·K·s¹/² and above, as well as all regions northward of 80°N (Fig. 2.2).

Simulations begin with a uniform ground temperature and isothermal atmosphere set to 170 K and wind values set to zero. The model is not initialized with water in the atmosphere, with the NPC as the sole source of water to the model once the simulation begins. While the model dynamics require only 20-30 sols to equilibrate, we initialize each simulation for 7 Martian years to allow for the atmospheric water cycle to equilibrate from year to year; the last year of the simulation is examined in this work. These simulations are run with a dynamical core time step of three minutes. The full physics in the model, including cloud microphysics, are calculated every four time steps, or 12 minutes. The effects of CO₂ ice clouds are not examined in this work.

MGS TES observations from June 2002-August 2004 (spanning Mars years 26-27) are used to compare with model output. Observed atmospheric water abundances are derived from [Smith, 2002, 2004, 2008]. TES water ice cloud optical depths are measured at 825 cm⁻¹, or 12.1 µm [Smith, 2004, 2008]. These observations are compared with MGCM band 4, which spans a wavelength of 8.0-12.0 µm. The next closest spectral interval in the model is 12.0-24.0 µm. TES water vapor and water ice optical depth data are collected only during the daytime portion of the orbit, nominally 2 PM local time (generally ranging between 1 and 3 PM). Observed atmospheric temperatures are derived from Conrath et al. [2000] and Smith [2004, 2008], and daytime temperatures are primarily used for analyses in this study.
Figure 2.2: NPC defined water source as defined in the model. Dashed lines in both panes represent MOLA topography in km. The top pane shows Viking imagery of the planet with blue denoting the area defined as the residual NPC in the model. The bottom pane shows this same area in yellow on a polar projection of the North Pole, with the dotted lines indicating longitude and latitude.
<table>
<thead>
<tr>
<th>Run name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BASELINE</td>
<td>Radiatively active water vapor (RAV), latent heat effects of water, radiatively active water ice clouds (RAC)</td>
</tr>
<tr>
<td>NORAC</td>
<td>RAV, latent heat effects of water, radiatively inert water ice clouds</td>
</tr>
<tr>
<td>NUCLIMIT</td>
<td>Starting with the BASELINE case, but limiting the number of cloud particles that can be nucleation with the inverse of pressure</td>
</tr>
<tr>
<td>NUCLIMIT_CAPS</td>
<td>The same as NUCLIMIT, but only limiting nucleation +/-70° latitude, over both polar caps</td>
</tr>
<tr>
<td>NUCLIMIT_NPC</td>
<td>The same of NUCLIMIT, but only limiting nucleation +70° latitude, over the North Polar Cap</td>
</tr>
<tr>
<td>NUCLIMIT_SPC</td>
<td>The same of NUCLIMIT, but only limiting nucleation -70° latitude, over the South Polar Cap</td>
</tr>
</tbody>
</table>

Table 2.1: List of simulations performed in this study.

Table 2.1 lists the simulations performed in this study. The default simulation is referred to as the BASELINE case, which includes the default microphysics package and the radiative effects of water ice clouds and water vapor. The NORAC simulation removes the effects of radiatively active clouds (RAC) in order to explore the importance of RAC on the climate system. We explore various constraints on nucleation processes, including both parameterized and process-limited. This involves altering the microphysics scheme outlined in [Montmessin et al., 2002] and assessing the sensitivity to these changes. In NUCLIMIT, an artificial limit is placed on the number of dust particles available for nucleation to form water ice clouds. This relationship is inverse
with pressure, so that there is a stricter limit on nucleation at lower altitudes where optically thick clouds may be hindering water sublimation off of the cap. This was done to explore the possibility that nucleation was occurring at too high a rate near the surface. NUCLIMIT_CAPS applies this nucleation limitation to only the poles, specifically +/- 70° latitude and poleward, to see how sensitive this parameterization was to latitude. NUCLIMIT_NPC and NUCLIMIT_SPC apply the nucleation limit to +70° and higher and -70° and lower, respectively to understand how these processes would affect the two poles differently.

2.3 Results and Discussion

2.3.1 BASELINE simulations compared with observations

The BASELINE simulation, which includes full physics, predicts an overall atmospheric surface pressure that is a good match to observations from the Viking surface landers (Fig. 2.3). The total mass of atmospheric water vapor is approximately half that observed by TES (Fig. 2.4), following the seasonal increases and decreases in water vapor mass over the course of the year. The overall cloud mass fraction of the total atmospheric water inventory (Fig. 2.5) is consistent with previous cloud fraction patterns seen in other Mars climate models [Montmessin et al., 2004].

One possible reason that the model underestimates water vapor mass is that model clouds over the NPC are too optically thick in the infrared compared to observations. From this we infer that the modeled clouds are also too optically thick in the visible, with this bias reducing solar insolation at the surface ice, therefore reducing water subliming into the atmosphere. Lower daytime surface temperatures in the model, as compared to observations, are consistent with this hypothesis, with simulated ground temperatures poleward of 80°N during the summer lower than observations by upwards of 30 K (Fig. 2.6). Overall, the BASELINE version of the model is cooler than observations, but it is particularly noticeably at the poles and in particular the seasonal polar
Figure 2.3: The seasonal cycle of surface pressure for the BASELINE simulation as compared to Viking lander data. Daily average pressure values from the duration of the mission are plotted for both Viking landers, with Viking 1 data represented by triangles and Viking 2 data represented by squares. “GCM V1 BASELINE” and “GCM V2 BASELINE” refer to the pressures from the BASELINE simulation at the same location as the Viking 1 and 2 landers, respectively (using data from a single grid cell approximating lander location and adjusted for the elevation of the landers).
Figure 2.4: The seasonal cycle of the global sum of water vapor mass in the atmosphere, measured at 2 PM local time, for the BASELINE and NORAC simulations, in comparison with TES observations taken at 2 PM local time.
Correspondingly, the water ice cloud optical depth is much higher in the model than observed, particularly during Northern hemisphere summer and fall, when water is subliming from the NPC (Fig. 2.7b). Column water vapor is present in lower amounts in the BASELINE model than observed, particularly at the edge of the NPC (Fig. 2.8). The zonally-averaged temperature profile during Northern hemisphere summer indicates cooler modeled temperatures over the NPC (Fig. 2.9), a time when peak sublimation should be occurring. The connection between atmospheric radiative properties and the water cycle are explored later.
Figure 2.6:  Ground temperature comparisons between the TES and the BASELINE simulation at 2 PM local time. (a) TES values subtracted from BASELINE, as a function of season and latitude; ground temperatures are averaged across longitudes for 2 PM local time. The outlined box, or “NPC box”, indicates a spatial and temporal region particularly sensitive to radiative processes in the model and is examined in more detail in the text. (b) TES values subtracted from BASELINE, as a function of latitude and averaged over one year for 2 PM local time.
Figure 2.7: Optical depth observations and comparisons as a function of season and latitude, averaged across longitudes for 2 PM local time. (a) Optical depth measured by TES at 825 cm$^{-1}$. (b) Optical depth values observed by TES subtracted from the BASELINE simulation (833-1250 cm$^{-1}$). (c) Optical depth values observed by TES subtracted from the NUCLIMIT simulation (833-1250 cm$^{-1}$). For difference plots, positive values indicate higher values in the simulation and negative values indicate lower values in the simulation as compared with TES.
Figure 2.8: A comparison of TES and BASELINE simulation values of column integrated water vapor as a function of season and latitude, averaged across longitudes for 2 PM local time. Differences are calculated as BASELINE minus TES values, divided by TES values and shown as a percent. Positive values indicate BASELINE water vapor levels higher than TES, while negative values indicate values lower than TES.
Figure 2.9: A comparison of TES and BASELINE atmospheric temperatures as a function of latitude and pressure, averaged across longitudes for 2 PM local values for a 30-day average about $L_s = 90^\circ$. Differences are calculated as BASELINE minus TES values; positive values indicate a warm bias in the BASELINE simulation, while negative values indicate a cool bias in comparison to TES.
We define a spatial and temporal region of interest in order to quantify how different scenarios represent processes at the NPC. This “NPC box”, outlined in Fig. 2.6, is defined as the longitudinally-averaged area poleward of 70°N (up to 85°N, the most poleward point in the model), between \( L_s \) 60°-120°, centered around the Northern hemisphere summer solstice. During the time of year when insolation is greatest over the NPC, the model has a greater optical depth than observations and a corresponding lower column water vapor. Where TES observations are available, the NPC box has an average infrared optical depth of 0.028, a water vapor column abundance of 38.5 precipitable µm (pr. µm), and surface temperature of 221 K, while the BASELINE simulation has an average infrared optical depth of 1.28, column water vapor of 8.65 pr. µm, and surface temperature of 193 K.

### 2.3.2 Radiative properties of the atmosphere

The low bias in total water vapor mass could be due to a low bias in the NPC sublimation flux. The latter is controlled by the surface energy budget of the NPC, which in turn can be affected by both water vapor and water ice clouds. Water vapor exerts a greenhouse warming on the surface, but it is much weaker than forcing from water ice clouds. Water ice clouds cause both surface warming at thermal infrared wavelengths, as well as surface cooling at solar wavelengths. We explore these effects with simulations that independently turn off each mechanism.

In the model, the NPC is most sensitive to the effects of water ice clouds. If the shortwave and longwave radiative effects of water ice clouds are excluded (the NORAC simulation), the global water vapor mass increases from half that of TES observations to more than double observations (Fig. 2.4) during to an increased energy flux in the absence of radiatively active clouds. This corresponds to an increase of a factor of between 4 to 9 relative to BASELINE, depending on the time of year. Global water ice cloud mass also increases over tenfold, particularly during the Northern hemisphere summer (now shown). One-dimensional radiative-convective modeling has also shown that the presence of water ice clouds can lead to infrared cooling close to the surface.
Correspondingly, in the NPC box the daytime ground temperature in the NORAC simulation is 216 K, 23 K warmer than the BASELINE simulation and much closer to the TES observations of 221 K in that region. The BASELINE and NORAC simulations also predict different surface albedos in the NPC box, with values of 0.37 and 0.33, respectively. We attribute the surface albedo difference to the difference in temperature, which results in a positive feedback to the areal ice coverage.

Given that the global water cycle is very sensitive to the shortwave properties of water ice clouds over the NPC, we next explore the model processes that govern these properties.

2.3.3 Cloud Nucleation limiting

In order to explore the hypothesis that radiatively active water ice clouds in the model dry the atmosphere by excessively cooling the NPC and suppressing water sublimation, we implement various changes to the cloud formation scheme and evaluate model output sensitivity to these changes. Each of the schemes distributes cloud mass among the predicted nucleated particles, with the number of particles nucleated varying between different scenarios. These tests are all done with radiatively active water vapor and ice clouds. We expect nucleation to modulate cloud particle size and concentration, both of which in turn affect cloud optical depth. All sensitivity simulations reduce the number of nucleated particles at each microphysical timestep of 12 minutes.

One reason the model may overestimate the cloud particle concentration is the assumption that supersaturated conditions are sufficient for particle nucleation. Laboratory studies have shown that at low temperatures similar to those on Mars, a higher saturation ratio is required for nucleation onset, and therefore cloud nucleation is more difficult to achieve relative to classic nucleation theory [Trainer et al., 2009; Iraci et al., 2010; Phebus et al., 2011]. This is consistent with recent observations that have shown water vapor in excess of saturation on Mars [Maltagliati et al., 2011]. We performed a simulation where we use a temperature-dependent critical saturation ratio for nu-
cleation onset, as determined from laboratory experiments [Iraci et al., 2010; Phebus et al., 2011], as opposed to the usual requirement of a saturation ratio simply greater than 1.0. This constraint led to more water vapor in the atmosphere, but the simulation ends due to numerical instabilities. Alternate cloud microphysics schemes may be necessary to incorporate temperature-based critical saturation ratio into the model. In order to circumvent the model instabilities, we perform simulations with modified nucleation schemes that produce the same outcome as temperature-dependent critical saturation ratio, which is to reduce the number of cloud particles nucleated at a given timestep relative to the number of particles nucleated in the BASELINE simulation.

We next implemented a simple scheme of limiting the number of nucleated cloud particles to certain fixed values, such as 500 nucleated particles per kg atmosphere per microphysical timestep. While a greater restriction on the number of nucleated particles does increase the total water vapor mass by sometimes double (approaching observed values), including during the Northern hemisphere fall, total water ice cloud mass decreased by almost 95%, making clouds very scarce in the atmosphere. This was deemed unacceptable and we conclude that simple limits on the number of nucleated particles are not an appropriate method to reduce cloud nucleation to follow temperature-dependent nucleation criteria.

The high bias in simulated cloud optical depths is prominent at higher latitudes, particularly during the Northern hemisphere summer (Fig. 2.7a), with the BASELINE simulation producing optically thick water ice clouds at low altitudes very near to the surface (not shown). To address the high near-surface values of optical depths in the model, we evaluated whether variations in the vertical profile of nucleation rate might affect the atmospheric water mass and surface energy budget. Using pressure as an analog for altitude, we performed a simulation NUCLIMIT, where we lower the number of dust particles nucleated based on the pressure in the atmosphere. The number of nucleated particles per kg air per microphysical timestep is set to 100/log(P), with “P” being pressure in mbar, for pressures greater than 1 mbar. Inversely limiting nucleation with pressure limits new cloud particle formation closer to the ground, which is where opti-
cal depth is overestimated the most. We find that this pressure-based nucleation limiting scheme brings the simulated water vapor abundance closer to observations relative to the BASELINE simulation, particularly during the Northern hemisphere summer (Fig. 2.10). The range of values for the atmospheric vapor mass for BASELINE is too small compared to observations, while the range for NUCLIMIT is closer to observations, though it exceeds observations in the Northern hemisphere. The modified nucleation scheme also greatly reduces the high bias of water ice cloud optical thickness in the North Polar region. This is clearly depicted by comparison of the near polar region with large high bias of optical depth in Fig. 2.7b with the same region in Fig. 2.7c. We attribute the improvement of the water vapor cycle to the more realistic cloud optical depth in the North Polar region. Relative to the BASELINE simulation, the decrease in cloud optical depth also decreases cloud albedo, increasing surface insolation (by ~3 W/m²), thus increasing water sublimation from the surface. While reducing nucleation improves the high bias of water ice cloud optical depths over the NPC, it leads to more discrepancies between the observations in other areas. The NUCLIMIT simulation shows a low bias for water ice cloud optical depth of the aphelion cloud belt over the equator during the Northern hemisphere summer (Fig. 2.5). NUCLIMIT leads to the aphelion cloud belt being reproduced more poorly compared with the BASELINE simulation. The cloud reservoir as a fraction of the total atmospheric water reservoir, seen in Fig. 2.5, is very low relative to values reported by previous studies [Montmessin et al., 2004].

We next explore the sensitivity of the water cycle to clouds only over the polar caps. We perform a simulation where we limit cloud nucleation with pressure only at latitudes where column water vapor was biased low, specifically applying the 100/log(P) nucleation limit to poleward of 70°N (NUCLIMIT_NPC), over the NPC. Additionally, we limited cloud nucleation with height only at latitudes where cloud optical depth was biased high, applying the 100/log(P) nucleation limit to both 70° north and south latitudes (NUCLIMIT_CAPS). These simulations are performed because the formation mechanisms and evolution of water ice clouds at the caps may differ from those of
Figure 2.10: The seasonal cycle of the global sum of water vapor mass in the atmosphere, measured at 2 PM local time, for cases where the water ice cloud nucleation rate was limited, in comparison with TES observations taken at 2 PM local time.

clouds at the equator, with equatorial clouds more well-represented in the BASELINE simulation. These differences could be due to dynamics, cloud particle scavenging (collisional growth), or nucleation source material discrepancies not seen in the model. We find that both NUCLIMIT_NPC and NUCLIMIT_CAPS provide similar water cycles that are a closer to observations, in terms of total water vapor mass, and a cloud percent more reasonable than when nucleation is limited globally (Fig. 2.10), though they still underrepresent water vapor observations outside of the Northern summer season. For both of these cases, the water, cloud, and temperature patterns are closer to observations
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at the poles as well as the equator, implying that setting this limitation globally, as in NUCLIMIT, alters equatorial clouds which are well-represented in the model already. This scenario also leads to a cloud reservoir fraction similar to those observed in other models, such as Montmessin et al. [2004] (Fig. 2.5).

The improvement of simulated cloud optical depth over the caps with the modified nucleation scheme could be due to the cloud regime in this region. In general, at the Northern hemisphere summer solstice vertical velocities over the NPC are negative and weak as compared to positive velocities over the equatorial region with twice the magnitude (as seen in BASELINE and other simulations, not shown). The cold surface of the NPC limits surface heating and convective instability. In addition, a substantial fraction of the incoming radiation results in sublimation rather than a sensible heat flux. Under such conditions on Earth, we would expect stratiform rather than convective clouds, e.g. Arctic stratus [Curry et al., 1996]. Until recently, high resolution Earth climate models have done a poor job of representing such cloud types [Harrington et al., 1999; Harrington and Olsson, 2001; Sednev et al., 2009]. Modifying the nucleation scheme could be producing a more realistic water cycle by offsetting difficulties that the Mars climate model may have in reproducing NPC clouds. These difficulties could include nucleation at low vertical velocities, but may also involve dynamics, e.g. entrainment and turbulent transport. Regardless of the mechanism, the sensitivity of the water cycle to cloud properties over the NPC highlights the importance of accurately representing clouds in this region. These weakly forced clouds over the NPC may not be as well represented by the model’s nucleation scheme as other clouds modeled for the planet, such as those at aphelion over the equatorial region, which are driven by more vigorous dynamics. Different nucleation schemes may be better suited for different circulation schemes, and that could be one reason that the clouds developing over the NPC are not well represented in the model.
2.4 Conclusions

The NASA Ames MGCM models the Martian water cycle well in terms of overall seasonal patterns, temperature patterns, and overall cloud distribution patterns. The water ice microphysics and radiative effects of the water cycle are robust in many ways but also introduce inconsistencies with observations. In particular, the optical properties of the water ice clouds prove to be a difficult feature to reconcile with observations in the northern high latitudes. In contrast, the MGCM produces an aphelion cloud belt similar to observations. The aphelion cloud belt is believed to be controlled by a lower latitude of water vapor saturation during the aphelion season, suggesting that the temperature and minimum altitude of water vapor saturation are well represented in the model, which are largely controlled by radiative warming of dust and atmospheric dynamics.

While the radiative effects of dust and atmospheric dynamics may be well represented in the model, the boundary layer scheme at the NPC in the Northern hemisphere summer may not be properly represented in the model. The radiative balance at the NPC, particularly at summer solstice, is important to the atmospheric water cycle on Mars, due to the local energy budget and the impact on sublimation of water at the cap, and the behavior of radiatively active water ice clouds has a large effect on this energy balance.

Preliminary work shows that limiting nucleation rates inversely with pressure near the surface may lead to water fractionation patterns more similar to observations than with the BASELINE model. While this approach was chosen because the model has a high bias for optical depth near the surface as compared to observations, overall this suggests that the vertical profile of nucleation matters and that a better understanding is needed of model’s vertical sensitivity to nucleation conditions and criteria. One possible physical explanation for how this approach brought results closer to observations is that cloud particle scavenging near the surface may be faster that the model suggests. Additionally, limiting nucleation rates with pressure near the surface specifically over
the polar caps (NUCLIMIT_CAPS and NUCLIMIT_NPC) leads to water release at the Northern summer solstice closer to observations than applying this limit globally (NUCLIMIT). This may be explained by the fact that clouds over the caps and clouds in the aphelion cloud belt form at different temperatures, and temperature dependent effects on nucleation onset are not accounted for in the model. Aphelion clouds often form at cooler temperatures, and though they are currently well represented in the model, it is possible that including temperature dependent limits on nucleation would improve modeled cloud microphysics at the poles but lead to new problems resolving equatorial clouds. Another possibility is that cloud nuclei source material at the North Pole is not well represented in the model. Additionally, changes in nucleation related to the low vertical velocities at the NPC may not be represented in the model. These different physical explanations for the sensitivity of cloud formation at the NPC may be related to differences in dynamics, and thus cloud formation processes, at the NPC versus other locations on the planet.

The water cycle in the model may also differ from observations because the model does not include all of the physical phenomenon known to exist on Mars. The planet has water ice exposed year-round on the South Polar Cap of Mars [Titus et al., 2003; Bibring et al., 2004] which presents a water source not currently included in the model. Since alterations to the water ice cloud nucleation scheme in the model do not seem to alter the water cycle at the South Pole very much, this is unlikely to have a strong affect on the global water cycle, but it is worth noting regardless. Another reservoir of water not included in the model is atmospheric water that is adsorbed on and desorbed from the regolith. Observations from the Phoenix lander mission show that over 10 pr. µm of water may adsorb onto the surface at night [Zent et al., 2010; Stillman and Grimm, 2011]. The regolith may thus be a source of water at latitude lower than the perennial North Polar Cap, which would provide a source of water for the atmosphere that the model does not currently take into account. Additional physics would need to be added to the model in order to test this hypothesis.

We propose that a better understanding of the water ice microphysics above a cold
polar cap are required to more properly represent clouds over the NPC in the model. As suggested by modeling stratus cloud formation on Earth, limited convective instability may benefit from different nucleation schemes that used for modeling clouds elsewhere in the Mars climate system. Circulatory regime specific cloud microphysics may be an area of improvement for Mars climate models, which may require more observations over the polar regions, since observations are limited in these regions. Having a more robust understanding of polar clouds will lead to a better understanding of the atmospheric water cycle on Mars as a whole due to the large impacts that radiatively active water ice clouds have on the energy budget of the water-rich NPC.
Chapter 3

Salts as Water Ice Cloud Nuclei on Mars

3.1 Introduction

The history, stability, and physical form of water on Mars over the course of the planet’s history is a topic of much scientific investigation in the forms of missions, observations, climate modeling, and laboratory work. Water ice clouds, in particular, have been examined using these methods, as these clouds are an important part of the Martian water cycle and the overall climate cycle. This work examines the role of salt aerosols as atmospheric water nucleation sites and the implications this may have for cloud formation and the climate of Mars. Salts have not yet been examined under Martian atmospheric conditions as possible water ice cloud nuclei.

Interactions between salts and water have been explored under conditions relevant to the planet’s surface, but the temperature and pressure ranges examined to date are not representative of conditions in cloud-forming regions of the atmosphere. The research described here builds on previous laboratory studies of water cloud formation under Martian atmospheric conditions, which are colder, drier, and at a lower pressure relative to Earth’s atmosphere and the Martian surface. Controlled test chambers have been
used to create Mars atmospheric conditions and observe cloud nucleation processes on various cloud nuclei analogs [Trainer et al., 2009; Iraci et al., 2010; Phebus et al., 2011; Ladino and Abbatt, 2013; Cziczo et al., 2013]. These experimental methods have also been used to study regolith-water interactions [Chevrier et al., 2007, 2008; Pommerol et al., 2009; Beck et al., 2010]. Studies of water interactions under Martian surface conditions have used similar materials as used in cloud research, but also included several salts [Chevrier et al., 2009; Gough et al., 2011]. Research efforts have also focused on the characteristics of water ice on and under the surface [Chevrier et al., 2007; Siegler et al., 2012]. While Earth-focused research has studied salts as aerosols (for example, Tang and Munkelwitz [1993]), to date, they have not been investigated in laboratory studies as Mars cloud analogs.

### 3.1.1 Salts as cloud condensation nuclei

The presence of salts as cloud particle nuclei could change the nature of the cloud particle formation compared to dust substrates typically considered as cloud seed nuclei. On Earth, salt aerosols can undergo phase transformation in accordance with known deliquescence properties [Tang and Munkelwitz, 1993, 1994], taking up water more easily than other substrates while in the atmosphere. Thus, atmospheric salts on Mars could also provide a more hygroscopic substrate than cloud nuclei considered to date.

We assume that the Martian surface composition is representative of lofted dust that supports cloud particle nucleation. While studies have observed the mineral composition of airborne dust (for example, Goetz et al. 2005; Hamilton et al. 2005) via infrared and Mössbauer spectroscopy, salt is often not identifiable with these methods, so atmospheric salt may be overlooked by instruments observing atmospheric composition. Salts are observed on the surface in abundance, including chloride-bearing minerals [Osterloo et al., 2008; Glotch et al., 2010; Osterloo et al., 2010] and perchlorates [Hecht et al., 2009; Leshin et al., 2013; Glavin et al., 2013]. It is important to note that some surface composition analyses omit dusty covered regions [Osterloo et al., 2010]
because it is harder to assess the actual surface composition under these conditions. In the absence of observations focused on identifying salts in the atmosphere, we take the surface observations as a proxy for dust composition.

We will examine the nucleation processes of water ice on sodium chloride and sodium perchlorate salt particles under Mars atmospheric conditions to examine cloud formation in various temperature and pressure regimes. Pressures referred to are partial pressures of water vapor, since we are considering water ice cloud nucleation. Perchlorate was chosen as a focus because of the recent observations \cite{Hecht et al., 2009; Leshin et al., 2013; Glavin et al., 2013} and the research done on perchlorate stability to date \cite{Chevrier et al., 2009; Gough et al., 2011}, including a possible link to deliquescence on the surface \cite{Ojha et al., 2015}. The formation of perchlorates on Mars could be similar to that on Earth or be from surface sources. For example, ClO radicals can adsorb onto ice to form precursors to perchlorates \cite{Catling et al., 2010}. Sodium perchlorate in particular is one of the possible perchlorates observed on Mars \cite{Hecht et al., 2009; Ojha et al., 2015}. Chlorides were chosen based on emissivity observations integrated with spectral laboratory data and models that suggest that the presence of small chloride salt deposits on Mars \cite{Jensen and Glotch, 2011; Glotch et al., 2013}. Note that these salts are often seen in dusty areas with fine particles, conducive to providing cloud nuclei. Sodium was chosen as the cation for both.

### 3.1.2 Previous Mars cloud studies

The critical saturation ratio ($S_{\text{crit}}$) is the saturation ratio at which water ice begins to nucleate onto a substrate. Note that $S_{\text{crit}}$ here refers to the saturation ratio and not the supersaturation value. The temperature-dependent $S_{\text{crit}}$ values for Martian cloud analog materials have been previously studied with the same laboratory equipment and methods employed in this work \cite{Iraci et al., 2010; Phebus et al., 2011}, by placing martian mineral analogs onto a silicon substrate within a vacuum chamber. These and other studies of water nucleation demonstrated that at temperatures similar to those found on Mars, the observed $S_{\text{crit}}$ values were higher than those predicted by classical
nucleation theory [Trainer et al., 2009; Iraci et al., 2010; Phebus et al., 2011]. Recent observations have shown water vapor in excess of saturation on Mars [Maltagliati et al., 2011], consistent with the laboratory findings.

Materials used for Mars cloud nuclei laboratory studies in the past include the Mars dirt simulant JSC Mars-1 [Phebus et al., 2011; Ladino and Abbatt, 2013], Mojave Mars Simulant (MMS) [Cziczo et al., 2013; Ladino and Abbatt, 2013], Arizona Test Dust (ATD) [Iraci et al., 2010], and silicon wafers [Iraci et al., 2010; Trainer et al., 2009]. Other experimental methods have been used to test Martian surrogates for ice nucleation. Ladino and Abbatt [2013] tested nucleation on suspended aerosols (MMS and JSC Mars-1) inside a continuous flow diffusion chamber with a sheath flow of nitrogen. Cziczo et al. [2013] tested nucleation on freely suspended particles (MMS) in an inert nitrogen atmosphere. Both studies define $S_{crit}$ as when a 1% of dust particles are nucleated. Because the methodology we use to observe nucleation uses a silicon substrate to hold the sample, it is assumed that our experiments would result in comparatively lower $S_{crit}$ values because of the fact that our procedure identifies the earliest case of ice formation, while the suspended particle method requires 1% (or other fractions, as chosen) as a threshold for declaring nucleation to have occurred [Ladino and Abbatt, 2013]. However, this effect may be partially offset because of the fact that suspended particles also have a larger amount of surface area available for nucleation, which could allow for earlier nucleation. Earlier nucleation compared to our methods would have a higher equilibrium vapor pressure because of the higher temperature (since temperature is decreased over time during the experiments), and thus potentially result in lower $S_{crit}$ values from these other experimental methods.

### 3.2 Methods

The experiments presented here used a methodology that has been previously published [Iraci et al., 2010; Phebus et al., 2011] and is briefly discussed here. Samples were prepared on silicon wafers (Lambda Optics) and installed into a vacuum cham-
ber, which was evacuated with a Pfeiffer TCP 300 turbomolecular pump to achieve chamber pressures in the high $10^{-8}$ Torr range. The chamber was cooled using liquid nitrogen, and the temperature was controlled by an Omega cNi8A Temperature & Process Controller with Minco flexible heaters. Pressure was adjusted by adding Milli-Q™ (ultrapure) water vapor through a needle valve into the chamber; this water source was freeze-pumped in an ethanol/ dry ice bath at the start of each experimental day to remove volatile impurities. Pressure was measured with an ion gauge (Terranova 934), and temperature data was collected using K-type thermocouples and a thermocouple data logger (TC-08, Pico Technology). Pressure data was collected as a voltage signal using TracerDAQ Pro, and temperature data from the thermocouples was collected using PicoLog Recorder (Pico Technology) software.

Infrared spectra were collected using a Nicolet Nexus 670 Fourier transform infrared (FTIR) spectrometer with a DTGS (deuterated triglycine sulfate) detector and Omnic software. 25 scans were co-added with 4 cm$^{-1}$ resolution and collected every 33 seconds. The background spectrum was collected within 20 K of the anticipated nucleation temperature (with nucleation examined in the range of 150-180 K), at the desired pressure for the experiment. Reductions in temperature of 0.5-1.0 K were made approximately every 10 minutes to determine the temperature at which nucleation occurred for a given water partial pressure. Nucleation was identified by observing the infrared peak area integrated from 3500-3000 cm$^{-1}$ with a 3500-3000 cm$^{-1}$ baseline. The nucleation temperature ($T_{\text{nuc}}$) was assumed to be a value between the last temperature before nucleation and the first temperature after nucleation. In between nucleation events, the temperature was raised to $\sim$213 K and additional water vapor was prevented from entering the chamber for a full hour in order to ensure that all ice was removed from the chamber.

The ion gauge was calibrated for water with a Baratron capacitance manometer (MKS model 127AA). Temperature was calibrated each experimental day by growing ice and adjusting the temperature until the integrated area for the ice feature remained constant. The equilibrium vapor pressure for ice is used to calculate the sample tem-
perature (using equation (7) from *Murphy and Koop* [2005]). The offset between the calculated temperature at equilibrium and the measured temperature was applied to data collected throughout the day in order to achieve a calibrated temperature profile.

We used sodium chloride (NaCl, Redi-Dri™, anhydrous, free-flowing, ACS reagent, ≥99% from Sigma-Aldrich, product # 746398) and sodium perchlorate hydrate (NaClO₄ ⋅ H₂O, 99.99% trace metals basis, from Sigma-Aldrich, product # 381225). For each salt, the dry salt was mixed with Milli-Q™ (ultrapure) water and pipetted onto a clean silicon wafer and subsequently dried with a heat gun. A trace amount of salt was left on the wafer (sub-mg). After installing a silicon wafer with salt sample, the chamber was evacuated for at least two days before experiments began in order to achieve ∼1.0 x 10⁻⁷ Torr base pressure.

### 3.2.1 Data analysis

Data for a typical experiment is shown in Fig. 3.1. Nucleation temperature $T_{nucl}$ was calculated as the average of the temperatures before and after nucleation occurred, $T_{pre}$ and $T_{post}$. $T_{nucl}$ was used to calculate the equilibrium vapor pressure over hexagonal ice using equation 7 of *Murphy and Koop* [2005], which is appropriate for temperatures down to 110 K. $S_{crit}$ with respect to hexagonal ice was calculated using the partial pressure of water vapor prior to nucleation divided by the equilibrium vapor pressure calculated from $T_{nucl}$:

$$S_{crit} = \frac{P_{observed}}{P_{equilibrium}}$$

The partial pressure of water prior to nucleation was used, as opposed to an average of values before and after nucleation, since this measurement may decrease post-nucleation due to water uptake onto the substrate.

Nucleation is identified by observing the growth of water-related infrared features at 3500—3000 cm⁻¹ associated with the O—H stretch. Fig. 3.1(a) shows how the saturation ratio changes over time during an experiment, and Fig. 3.1(b) shows spectra
Figure 3.1: Data from a typical nucleation event is shown for a NaClO₄ experiment with a partial pressure of water of 3.8E-6 Torr. (a) Temperatures were reduced in approximately half-Kelvin steps, which correspond to increases in the saturation ratio over water ice. The temperature prior to nucleation, from 34-39 minutes, was 165.6 K with a saturation ratio of 1.8. Post-nucleation, the temperature was 164.7 K, with a saturation ratio of 2.1. (b) Spectra from the same experiment at different points in time. Spectra are offset by .002 absorbance units, each, starting from the first time show at 38.8 minutes. The key feature of crystalline water ice is at \(~\)3 microns, or 3225 wavenumber (cm\(^{-1}\)), shown with the vertical grey line. At 38.8 minutes (purple), no feature was visible at these frequencies, while by 48.6 minutes (light blue) water uptake was visible. A clear OH-stretching feature is seen by 63.4 minutes (yellow) which is indicative of crystalline ice. The baseline for the peak area calculations is 3000-3500 cm\(^{-1}\), denoted by the vertical black lines at the bottom of the plot.
that correspond to different points in time during the experiment. Prior to the final temperature decrease (saturation increase) at 41 minutes, there was no observable O—H stretch. Within minutes after the temperature reduction, the O—H stretching feature became observable and continued to grow steadily for the remainder of the experiment. The band position and shape indicate that the O—H stretch was associated with crystalline water ice [Warren and Brandt, 2008]. The majority of these spectra had a single sharp peak at 3220 cm$^{-1}$, but in some spectra the peak was broadened and right-shifted to $\sim$3000 cm$^{-1}$, and in others the band at 3500—3000 cm$^{-1}$ was slightly broadened and had a flattened peak at the top from $\sim$3220-3120 cm$^{-1}$. These varieties of peak shapes were observed occasionally on all substrates, and are consistent with crystalline ice spectra predicted with increased scattering, as discussed in Clapp et al. [1995]. Both forms of crystalline ice, hexagonal and cubic, have similar spectra [Warren, 1984; Mastrapa et al., 2009].

Error bars for $S_{\text{sat}}$ are calculated for each experiment based on the propagation of experimental uncertainties [Taylor, 1997]. The two sources of uncertainty come from temperature and pressure measurements. Sources of uncertainty for temperature measurements include error from averaging the temperatures $T_{\text{pre}}$ and $T_{\text{post}}$, uncertainty due to drift, and uncertainty due to calibration of the thermocouples. These temperature uncertainties are combined to result in uncertainties of vapor pressure, which result in positive and negative uncertainties in $S_{\text{sat}}$. Contributions to uncertainty of the partial pressure of water include uncertainty in the gas factor of water, the gas factor of air, base pressure observations, and raw uncertainty of the observed nucleation pressure. The uncertainties in vapor pressure and partial pressure of water are combined to yield a total uncertainty for $S_{\text{sat}}$. Temperature error bars are less than a degree on average and not shown.

The importance of temperature and substrate composition on $S_{\text{sat}}$ were tested with multiple linear regression, treating temperature as a continuous variable and the three substrate types as categorical levels. Nucleation temperature values were log-transformed to enable fitting of linear models.
Figure 3.2: Temperature dependence of $S_{\text{crit}}$ with respect to hexagonal ice for water ice nucleation on salts in this study; y-axis is a log scale. For bare silicon, $S_{\text{crit}} = 2.32E4*e^{-0.055T_{\text{nucl}}}$. For NaCl, $S_{\text{crit}} = 1.69E5*e^{-0.068T_{\text{nucl}}}$. For NaClO$_4$, $S_{\text{crit}} = 3.32E2*e^{-0.031T_{\text{nucl}}}$. 

3.3 Results and Discussion

Experimental data for water ice nucleation experiments on bare silicon and salt substrates are shown in Table 3.1. Each data point is a single nucleation experiment. The temperature dependent nucleation behaviors of water ice on sodium chloride and sodium perchlorate are shown in Fig. 3.2.

The $S_{\text{crit}}$ required for nucleation on our salts is temperature dependent, as was previously demonstrated for dust analogs [Iraci et al., 2010; Phebus et al., 2011; Cziczo et al., 2013; Ladino and Abbatt, 2013]. Our results also demonstrate different nucle-
<table>
<thead>
<tr>
<th>( T_\text{nucl} ) (K)</th>
<th>( S_\text{crit} )</th>
<th>( P_\text{nucl} ) (Torr)</th>
<th>( A ) value</th>
<th>Contact parameter ( m )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>On silicon</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>154.1</td>
<td>6.3</td>
<td>8.6E-07</td>
<td>6.9E+14</td>
<td>0.77</td>
</tr>
<tr>
<td>155.7</td>
<td>3.7</td>
<td>7.6E-07</td>
<td>6.0E+14</td>
<td>0.83</td>
</tr>
<tr>
<td>167.5</td>
<td>2.6</td>
<td>8.3E-06</td>
<td>6.0E+15</td>
<td>0.86</td>
</tr>
<tr>
<td>168.8</td>
<td>2.1</td>
<td>8.6E-06</td>
<td>6.2E+15</td>
<td>0.89</td>
</tr>
<tr>
<td>172.5</td>
<td>1.9</td>
<td>1.8E-05</td>
<td>1.3E+16</td>
<td>0.90</td>
</tr>
<tr>
<td>173.5</td>
<td>1.6</td>
<td>1.8E-05</td>
<td>1.2E+16</td>
<td>0.93</td>
</tr>
<tr>
<td>174.5</td>
<td>2.5</td>
<td>3.5E-05</td>
<td>2.4E+16</td>
<td>0.85</td>
</tr>
<tr>
<td>178.0</td>
<td>1.2</td>
<td>3.2E-05</td>
<td>2.2E+16</td>
<td>0.98</td>
</tr>
<tr>
<td><strong>On sodium chloride</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>153.3</td>
<td>7.1</td>
<td>7.8E-07</td>
<td>6.3E+14</td>
<td>0.75</td>
</tr>
<tr>
<td>154.8</td>
<td>4.3</td>
<td>7.0E-07</td>
<td>5.5E+14</td>
<td>0.82</td>
</tr>
<tr>
<td>155.1</td>
<td>3.9</td>
<td>6.7E-07</td>
<td>5.3E+14</td>
<td>0.83</td>
</tr>
<tr>
<td>161.3</td>
<td>2.9</td>
<td>2.3E-06</td>
<td>1.7E+15</td>
<td>0.86</td>
</tr>
<tr>
<td>161.5</td>
<td>2.5</td>
<td>2.1E-06</td>
<td>1.6E+15</td>
<td>0.88</td>
</tr>
<tr>
<td>162.3</td>
<td>4.0</td>
<td>4.0E-06</td>
<td>3.0E+15</td>
<td>0.80</td>
</tr>
<tr>
<td>163.0</td>
<td>2.5</td>
<td>2.9E-06</td>
<td>2.2E+15</td>
<td>0.88</td>
</tr>
<tr>
<td>165.9</td>
<td>2.3</td>
<td>5.1E-06</td>
<td>3.8E+15</td>
<td>0.88</td>
</tr>
<tr>
<td>166.1</td>
<td>2.1</td>
<td>5.0E-06</td>
<td>3.7E+15</td>
<td>0.89</td>
</tr>
<tr>
<td>167.5</td>
<td>1.8</td>
<td>5.9E-06</td>
<td>4.3E+15</td>
<td>0.91</td>
</tr>
<tr>
<td>169.2</td>
<td>2.1</td>
<td>9.7E-06</td>
<td>7.0E+15</td>
<td>0.89</td>
</tr>
<tr>
<td><strong>On sodium perchlorate</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>152.3</td>
<td>3.2</td>
<td>2.7E-07</td>
<td>2.2E+14</td>
<td>0.86</td>
</tr>
<tr>
<td>153.7</td>
<td>2.7</td>
<td>3.4E-07</td>
<td>2.7E+14</td>
<td>0.88</td>
</tr>
<tr>
<td>154.0</td>
<td>3.1</td>
<td>4.1E-07</td>
<td>3.2E+14</td>
<td>0.86</td>
</tr>
<tr>
<td>154.6</td>
<td>2.8</td>
<td>4.3E-07</td>
<td>3.4E+14</td>
<td>0.87</td>
</tr>
<tr>
<td>156.2</td>
<td>3.0</td>
<td>6.9E-07</td>
<td>5.4E+14</td>
<td>0.86</td>
</tr>
<tr>
<td>157.2</td>
<td>2.4</td>
<td>7.2E-07</td>
<td>5.6E+14</td>
<td>0.89</td>
</tr>
<tr>
<td>157.6</td>
<td>2.7</td>
<td>8.6E-07</td>
<td>6.7E+14</td>
<td>0.87</td>
</tr>
<tr>
<td>158.1</td>
<td>2.2</td>
<td>7.9E-07</td>
<td>6.2E+14</td>
<td>0.90</td>
</tr>
<tr>
<td>163.8</td>
<td>1.8</td>
<td>2.5E-06</td>
<td>1.8E+15</td>
<td>0.92</td>
</tr>
<tr>
<td>165.2</td>
<td>2.0</td>
<td>3.8E-06</td>
<td>2.8E+15</td>
<td>0.90</td>
</tr>
<tr>
<td>166.9</td>
<td>1.8</td>
<td>5.0E-06</td>
<td>3.6E+15</td>
<td>0.92</td>
</tr>
<tr>
<td>167.8</td>
<td>1.7</td>
<td>5.8E-06</td>
<td>4.2E+15</td>
<td>0.93</td>
</tr>
<tr>
<td>167.9</td>
<td>1.7</td>
<td>5.8E-06</td>
<td>4.2E+15</td>
<td>0.93</td>
</tr>
<tr>
<td>171.8</td>
<td>2.6</td>
<td>2.1E-05</td>
<td>1.5E+16</td>
<td>0.85</td>
</tr>
<tr>
<td>174.6</td>
<td>1.3</td>
<td>1.9E-05</td>
<td>1.3E+16</td>
<td>0.96</td>
</tr>
<tr>
<td>177.0</td>
<td>1.5</td>
<td>3.3E-05</td>
<td>2.3E+16</td>
<td>0.94</td>
</tr>
<tr>
<td>177.1</td>
<td>1.3</td>
<td>3.1E-05</td>
<td>2.1E+16</td>
<td>0.96</td>
</tr>
</tbody>
</table>

Table 3.1: Experimental Conditions and Results
ation behaviors for NaCl salt, NaClO₄ salt, and the bare silicon wafer. These results suggest that not only may salts play a role as nucleation sites, but that the specific chemical properties of the salt may alter the nucleation behavior.

It is worth noting that while we calculate the vapor pressure of water with respect to hexagonal ice, it is possible that cubic ice or amorphous ice (the later particularly at colder temperatures) may be forming, and would results in different $S_{\text{crit}}$ values than shown. Hexagonal ice is the most stable form of ice, and even if ice nucleated as another phase of ice it would later convert to hexagonal ice. If cubic ice formed initially, it could result in an $S_{\text{crit}}$ that is $\sim 0.3$ less than that of hexagonal ice, while amorphous ice could have an $S_{\text{crit}}$ that is $\sim 1.5$ less than that calculated with hexagonal ice (using approximations based on vapor pressure ratios of $\exp(\triangle G/RT)$ from Murphy and Koop [2005], where $\triangle G$ is the Gibbs energy difference between the different phases of ice). It is not possible to distinguish the phase of ice present in our experiments with the instrumentation used, but variation is data could be attributed to different types of ice forming at different vapor pressures.

### 3.3.1 Water ice nucleation on sodium chloride

Results for 11 water ice nucleation experiments on NaCl are represented by open circles in Fig. 3.2. We compare our results for NaCl with results from 8 bare silicon experiments, which are shown as small open diamonds. Both NaCl and the silicon control show a strong temperature-dependence, where at colder temperatures nucleation requires a relatively higher saturation ratio. NaCl experimental results show a temperature-dependence of nucleation with $S_{\text{crit}} = 1.69E5*e^{-0.068T_{\text{nucl}}}$, For silicon, the temperature-dependent profile is $S_{\text{crit}} = 2.32E4*e^{-0.055T_{\text{nucl}}}$. We use exponential fits for both of these temperature-dependent profiles, which is consistent with the functional form of $S_{\text{crit}}$ with temperature from Trainer et al. [2009]. While some linear fits have been used for nucleation studies in the past, the sub-155 K data points suggest that more extreme cold temperatures require even higher saturation ratios than might be predicted from earlier work. In addition, exponential fits are better supported for
these data, as tested with a maximum likelihood estimation. The exponential fit to Si data has a log-likelihood of -7.63, compared to a log-likelihood of -8.51 for the linear fit. NaCl data is also better explained by an exponential model, with a log-likelihood of -11.88, compared to -13.02 for the linear model. We note that our silicon wafer results showed nucleation at slightly lower $S_{crit}$ values than some other studies, but this was a consistent result within the time of these experimental runs.

Multiple regression indicates no significant difference of NaCl relative to Si (p=0.58), suggesting that NaCl does not significantly facilitate water ice nucleation preferentially in comparison with the control of a bare silicon wafer. As such, it is unknown whether water ice first nucleated onto the NaCl or onto uncovered parts of the wafer that contained the NaCl. Since silicon is chosen as the control substrate because of its tendency to not nucleate easily, our results suggest that NaCl may not facilitate water ice nucleation more than the absence of a substrate.

3.3.2 Water ice nucleation on sodium perchlorate

Results for 17 water ice nucleation experiments on NaClO$_4$ are represented by filled squares in Fig. 3.2. $S_{crit}$ values for nucleation on to NaClO$_4$ were significantly lower at a given temperature than those for the control of bare silicon (p=0.001). NaClO$_4$ has a more shallow and linear temperature dependence than NaCl and silicon substrates. An exponential fit of temperature-dependent nucleation is $S_{crit} = 3.32E2*e^{-0.031T_{nucl}}$, which is shown in Fig. 3.2, while a linear fit would have a temperature dependence of $S_{crit} = -0.065T_{nucl} + 12.8$. Like for NaCl and Si, NaClO$_4$ data are better fit by an exponential model (log-likelihood of -3.56) than by a linear model (log-likelihood of -4.34), although the difference in likelihoods is smaller than for the other substrates. To explore the functional form of our temperature-dependent nucleation behavior, other physical descriptors of the nucleation process are explored.

Our results can be expressed in terms of temperature-dependent contact parameter values, $m$, shown in Fig. 3.3. The contact parameter $m = \cos \theta$, where $\theta$ is the contact angle. A larger contact parameter means that it is energetically easier to nucleate a
Figure 3.3: Contact parameter for nucleation experiments on salts and a silicon substrate in this study as a function of temperature, compared to a temperature dependent model of contact parameter for bare silicon; y-axis is a log scale. An exponential fit for previous bare silicon experiments provided the best fit for colder temperatures, shown here in blue. [Määttänen et al., 2013].
particle. The contact parameter is a useful term in cloud microphysics models, and has a marked effect on the particle mass distribution size [Iraci et al., 2010]. The functional form of the temperature-dependence of the contact parameter is of prime interest, as discussed in Määttänen et al. [2013], due to the application to cloud modeling and the fact that laboratory datasets may have a limited temperature range.

To calculate $m$, a planar approximation was used, as macroscopic particles larger than 8 µm were present in all samples, with a flat surface dominating the particle shape. The contact parameter $m$ was identified by solving for the matching function $f$, using equation (9-18) from Pruppacher and Klett [1997]:

$$ f(m) = \frac{(2 + m)(1 - m)^2}{4} $$

$f$ was calculated using the equations (2) and (3) from Fortin et al. [2003], which were derived from Pruppacher and Klett [1997], with:

$$ \triangle F = -kT_{\text{nucl}}\ln\left(\frac{J}{A}\right) $$

$$ f = \frac{3\triangle F(RT_{\text{nucl}}\rho\ln(S_{\text{crit}}))^2}{16\pi M^2\sigma^3} $$

where is $\triangle F$ is the decrease in Gibb’s free energy due to condensation and $T_{\text{nucl}}$ and $S_{\text{crit}}$ are observed values. Nucleation rate $J$ was set to a constant value of 1 cm$^{-2}\text{s}^{-1}$, with $m$ being insensitive to this value [Fletcher et al., 2011]. The prefactor $A$ was calculated using equations (3) and (4) of Trainer et al. [2009], which was derived from equation (9-8a) in Pruppacher and Klett [1997] and modified for lower temperatures. For matching function $f$, Boltzmann constant $k = 1.38 \times 10^{-23}$ J K$^{-1}$; gas constant $R = 8.314$ J K$^{-1}$ mol$^{-1}$; molecular weight of water $M = 18.015$ g mol$^{-1}$; hexagonal ice density $\rho$ was calculated from equation (3-2) of Pruppacher and Klett [1997] (for temperatures 93-273 K); and $\sigma$ is the temperature-dependent surface tension for hexagonal ice calculated using Hale and Plummer [1974]. The prefactor $A$, or “kinetic coefficient”, along with contact parameter $m$, are shown in Table 3.1.
Our NaCl and silicon results show a similar exponential pattern for temperature-dependence of contact parameter modeled by [Määttänen et al., 2013], which was the best fit for both silicon and JSC-1 dust, while other dusts (ATD and smectite) were modeled to have a more hyperbolic tangent temperature-dependence for contact parameter. Our NaClO₄ contact parameter results are less clearly exponential in form. Without extending the data collection range to lower temperatures, it is not possible to distinguish what provides the best fit for NaClO₄ contact parameter data at this time, but it is possible that sodium perchlorate’s contact parameter has a variability in temperature-dependence similar to other substrates, particularly one that nucleates water ice more easily than silicon.

3.4 Conclusions

Airborne NaClO₄ is a possible nucleation site for water ice clouds on Mars. NaClO₄ supports depositional nucleation at lower saturation ratios than NaCl and a bare silicon control. While NaCl may serve as a nucleation site for water clouds on Earth [Tang and Munkelwitz, 1993], under Martian atmospheric conditions it does not facilitate nucleation any more easily than our control.

It is unclear why the two salts studied here behave differently under Martian atmospheric conditions, but looking at other physical properties of the salts may provide context. The relative ease of taking up water between NaCl and NaClO₄ is a similar pattern to their deliquescence relative humidities, with NaClO₄ taking up liquid water more than NaCl. Other research has shown that NaClO₄ deliquesces around 43-48% relative humidity (RH) [Zhao et al., 2005; Lu et al., 2008] and NaCl deliquesces around 72-83% RH [Cziczo et al., 1997; Lu et al., 2008; Davila et al., 2010] at room temperature, with some of this variability due to the annealing of the particles [Lu et al., 2008]. The deliquescence RHs for both NaCl and NaClO₄ have been shown to increase for decreased temperatures (Cziczo and Abbatt 2000 and Gough et al., 2011, respectively). At 273 K, the deliquescence RH was found to be 78% for NaCl [Cziczo and Abbatt,
2000] and 51% for NaClO$_4$ [Gough et al., 2011], while at 253 K, the deliquescence RH was found to be 80% for NaCl [Cziczo and Abbatt, 2000] and 56% for NaClO$_4$ [Gough et al., 2011]. While deliquescence is not the same process as nucleation, the relative hygroscopicity of the two substances suggests that NaClO$_4$ takes up and holds water molecules more easily than NaCl, perhaps due to the high chlorine oxidation state of NaClO$_4$. NaCl and NaClO$_4$ also have different crystal lattice structures and thermo-chemical radii [Johnson, 1968], which could affect how well water molecules stick to them in order for nucleation to occur.

Our findings have important implications for actual cloud formation patterns on Mars. Recent laboratory work comparing mixes of basalts and salts on Earth with observations from Mars Odyssey suggest the surface could be up to 25% chloride salts in certain regions on Mars [Glotch et al., 2016]. Chlorides may be a precursor to perchlorate on Mars [Catling et al., 2010], providing an substrate that could nucleate at substantially lower saturation levels. For example, at 155 K airborne NaClO$_4$ could nucleate water ice at partial pressures 40% lower than other substrates examined in this study. If clouds could nucleate at lower saturation levels, they may form higher in the atmosphere. Additionally, the presence of salt is very geographically variable [Osterloo et al., 2008; Hecht et al., 2009; Glotch et al., 2010; Osterloo et al., 2010; Leshin et al., 2013; Glavin et al., 2013]. Since salts potentially require lower saturation levels than other, dust substrates reported [Iraci et al., 2010; Phebus et al., 2011], water clouds could be forming more easily than previously thought in areas where salt is uplifted in the atmosphere. Certain areas on Mars could form clouds with lower atmospheric supersaturation if salts are indeed present in the local region.

This work can also be explored with microphysical climate models of Mars. If salt is indeed a component of the atmospheric particulate population on Mars, the temperature-dependent $S_{crit}$ and contact parameters presented here could provide alternative values for Mars climate modelers to use in cloud microphysics schemes. Regional differences in dust population may also be explored with regional climate models with different temperature-dependent $S_{crit}$ values and contact parameters that are most
relevant to the region.
Chapter 4

Temperature-dependent radiative transfer modeling of Martian water ice clouds

4.1 Introduction

The radiative effects of water ice clouds can warm or cool Mars depending on the time of day, cloud location, and cloud thickness [Wilson et al., 2008; Heavens et al., 2010; Madeleine et al., 2012; Kahre et al., 2015]. Radiative transfer modeling of these clouds is highly dependent on the optical parameters input into the models. Previous studies have used optical parameters, specifically the refractive indices, that were obtained from water ice at -7° C (266.25 K) regardless of the temperatures simulated by the model. In this study, we used optical parameters for ice measured at temperatures most relevant to Martian clouds to see the potential impacts on the Martian atmosphere’s radiative balance. We use output from a Mars General Circulation Model (MGCM) to examine the instantaneous effects of having different water ice cloud optical parameters on the radiative budget of the planet.

The refractive indices of crystalline water ice, which have a real and imaginary com-
ponent, are intensive properties that are a function of temperature and wavelength. The real component, \( n \), is the refractive index for the bulk material and primarily influences scattering. The imaginary component, \( k \), is the extinction coefficient, which is representative of absorption by the bulk material. These measured parameters can then be used by a light scattering and absorption code to estimate optical properties of atmospheric particles. Climate models utilize these optical properties for computing atmospheric radiative transfer. The majority of the values used for Martian radiative transfer modeling are based on data collected for clouds closer to the atmospheric temperature ranges of Earth.

One of the most widely cited sources for water ice optical constants is Warren and Brandt [2008], which compiled and made corrections for optical constant references for water ice for the microwave through ultraviolet region of the spectrum. Ices were assumed to all be hexagonal and the optical constants are assumed to be essentially identical for cubic ice [Warren, 1984; Mastrapa et al., 2009]. As previously stated, for the majority of the infrared spectrum, which is what is commonly used in laboratory and orbital spectroscopy of ice, the optical parameters provided and used by others are from ices measured at -7°C (266.25 K). These values have been used in a wide range of Mars climate applications, from comparing orbiter observations to spectral model predictions to providing inputs for full 3D models of the Martian climate (e.g. Montmessin et al., 2002; Clancy et al., 2003; Madeleine et al., 2012). Other relevant measurements of hexagonal ice in the infrared were examined by Toon et al. [1994], who measured optical constants at 163 K. While these measurements are relevant, the spectral and temperature range are limited.

Clapp et al. [1995] measured the refractive indices of ice in the infrared spectra between 130 and 210 K, at 10 K intervals. This temperature range was studied because of the application to studies of polar stratospheric clouds, but these temperatures are relevant to Mars cloud formation as well. Clouds on Mars have been seen at a range of temperatures. For example, contemporaneous cloud and temperature observations have identified clouds at \( \sim 205-215 \) K [Whiteway et al., 2009] by the Phoenix lander.
and \( \sim 160-175 \) K \cite{Christensen1998} by MGS TES. \cite{Clancy1996} suggest that water ice clouds were likely forming below 140 K, temperatures that are cooler than previously expected. We hypothesize that accounting for the temperature dependence of water ice refractive indices could have a noticeable impact on the simulated radiative behavior of water ice clouds on Mars.

### 4.2 Methods

We use the NASA Ames MGCM, specifically GCM2.1 v.23, to explore the impact of temperature-dependent optical constants on the energy balance on Mars. We examine the instantaneous effects of changing the optical properties of the water ice clouds in a Martian climate simulation to the radiative fluxes in each layer for the day time and night time. This is done to identify first-order effects of the water ice cloud radiative properties across a wide energy spectrum. The following assumptions are made:

- Radiative fluxes are examined instantaneously at 2 PM and 2 AM local time. 2 PM is chosen because of the large amount of incoming solar radiation to the planet, while 2 AM is chosen to understand the infrared energy behavior at nighttime.

- Cloud properties (cloud number, mass, effective radius) and temperature are fixed between cases.

- Feedbacks are not included, though implied effects of changes in radiative fluxes are referred to as warming or cooling as appropriate.

- We only examine the effects on radiative transfer in water ice clouds. CO\(_2\) clouds are not included in this simulation.

We use output from the BASELINE simulation described in Chapter 2, which includes the default microphysics package and the radiative effects of water ice clouds and water
vapor. Output from the seventh year of the run is used since the annual atmospheric wa-
ter cycle has equilibrated. For the solar longitudes ($L_s$) of 0°, 90°, 180°, and 270° (cor-
responding to the Northern hemisphere spring equinox, summer solstice, fall equinox,
and winter solstice, respectively), we calculate the radiative fluxes for two scenarios at
both 2 PM and 2 AM local time: 1) using input for optical properties that were based
on optical constants measured at -7 C [Warren 1984], which are the default properties
for this model ; and 2) using temperature-dependent optical properties [Clapp et al.,
1995]. We shall refer to these cases as the WARREN and CLAPP cases, respectively.
Results are averaged from data for two days, ten days apart, about the solar longitude
of interest.

Optical properties of the water ice clouds in the model are determined by an input
table that is read into the model. This table provides properties for extinction, scatter-
ing, and asymmetry in both the visible and infrared. Extinction incorporates absorption
and scattering, scattering is when incident energy is reflected upward or downward, and
asymmetry determines what fraction of light is scattered upward and what fraction is
scattered downward. These properties in turn are used to calculate the radiative fluxes
in the atmosphere.

4.2.1 Optical parameter calculations

The key aspect of this study is that the radiative properties of the water ice particles
are calculated using different optical parameters for water ice than previously used for
Mars cloud studies. Existing work uses values that are based on Warren [1984], which
were measured at 266.25 K for wavelengths of interest. We use the refractive indices
for water ice from Clapp et al. [1995], which are from 130-210 K and measured in 10 K
intervals. Clapp et al. [1995] provided values between 800-4000 cm$^{-1}$ (12.5-2.5 µm); for
spectral calculations outside of this range, refractive indices from Warren [1984]
were used.

The relevant water ice refractive indices for each case were used to generate optical
properties for extinction, scattering, and asymmetry using Mie scattering code devel-
oped by Toon and Ackerman [1981]. In addition to using the refractive indices of water ice, the optical properties of dust from Wolff et al. [2009] are used to account for the dust center of the cloud particles. These calculations assume that energy is distributed via a Planck distribution and scales the parameters accordingly, with the assumption of a black body with an incident solar radiation of 6000 K in the visible and 215 K in the infrared to approximate the global atmospheric temperature.

Tables were thus generated for temperatures between 130 and 210 K that were then accessed by the climate model. For atmospheric temperatures that were below 130 K in the model, the indices at 130 K were used, and for temperatures above 210 K in the model, the 210 K indices were used. Values are tabulated of the optical properties for extinction, scattering, and asymmetry in both the visible and infrared. Each of those six properties are a function of three variables: the cloud core-to-mantle ratio (dust core, water ice mantle), the cross-section weighted size bin of the particle, and the wavelength bin of the particle.

4.2.2 MGCM radiative calculations

For a given timestep, the optical properties for all size bins and wavelength bins are used for calculations, while one core-to-mantle ratio value is used. The first step in the radiative calculations is to use water ice cloud properties (ice core mass, particle number, and water ice mass) to calculate a single cloud core-to-mantle ratio for the layer. There are 15 possible core-to-mantle ratio bins (or indices), ranging from a particle being primarily water to be primarily dust. The representative core-to-mantle ratio index is subsequently used to select the appropriate values for extinction, scattering, and asymmetry. Once this core-to-mantle ratio is calculated and the appropriate index selected, the model calculates a weighting coefficient across the 20 particle size bins. The weighting coefficient is the fraction of cloud particles at a given particle size bin; summing the coefficients across all 20 indices equals 1.

With the representative core-to-mantle ratio index chosen and the weighting coefficient calculated across all size bins, the cloud optical properties, or coefficients, can
now be calculated across all wavelengths. The optical coefficients $Q_{\text{ext}}$, $Q_{\text{scat}}$, and $g$, representing the extinction efficiency, scattering efficiency, and asymmetry parameter respectively, are calculated for visible and infrared wavelengths. The visible optical efficiencies are integrated over 7 wavelength bins and the infrared optical efficiencies are integrated over 5 wavelength bins. Optical coefficients are calculated with visible or infrared designations since they interact with matter in separate ways within the model.

The key point in this study is that the optical properties, which are calculated offline as described in Section 4.2.1, differ between the CLAPP and WARREN cases, resulting in different optical coefficients. A sample of how the values of optical coefficients are calculated is as follows:

$$Q_{\text{ext}}(\text{visible}) = \sum_{\text{surf}}(i) \ast q_{\text{extv}}(\text{irap}, i, iw)$$

In this case, $Q_{\text{ext}}$ for the visible value is summed across 20 particle size and 7 visible wavelength indices, where $\text{surf}$ is the size bin weighting coefficient, $q_{\text{extv}}$ is the extinction parameter, $\text{irap}$ is the selected core-mantle-ratio for cloud at this time step, $i$ is the particle size index, and $iw$ is the wavelength index. The end result is that each layer has an extinction efficiency, a scattering efficiency, and an asymmetry parameter in both the visible and infrared wavelengths.

Once these optical coefficients are calculated they are used to determine the optical depth for each layer. The optical depth is also affected by additional factors such as water vapor and dust which remain identical between the WARREN and CLAPP cases. Finally, these values are used to calculate the radiative fluxes at each layer of the atmosphere, including the fluxes at the top of the atmosphere and at the surface. We refer to fluxes as either $V$ for visible wavelengths, $IR$ for infrared wavelengths, and $T$ for the total of visible and infrared wavelength fluxes. Superscripts refer to the location of the flux value (toa for the top of atmosphere, srf for the surface, and atm for the total atmospheric energy budget, unlabeled for layers in the atmosphere) and subscripts referring to the directionality of the flux (up for upwards, dn for downwards, and net for the sum of upward and downward fluxes).
4.3 Results and Discussion

Refractive indices for the CLAPP case (130 K-210 K) are normalized to the indices for the WARREN case (266 K) for the visible (Fig. 4.1) and infrared (Fig. 4.2) wavelengths. Since Clapp and Miller [1993] did not measure refractive indices at as many wavelengths as provided by Warren [1984], some indices are the normalized to 1, resulting in several of the bands overlapping at 1.0 on the y-axis. In most cases, indices for the CLAPP case have higher values than the WARREN case, which in general would increase scattering and absorption. The imaginary index values differ the most between the two cases in both the visible and infrared.

To demonstrate the possible magnitude of these differences, we calculate the differences in the absorption efficiency, by subtracting the scattering efficiency from the extinction efficiency, between the WARREN case and two end members of the CLAPP case. We consider a high altitude cloud at 0.5-2.5 mbar and a cloud at the lowest 2 mbar at the surface. We assume an effective cloud particle radius of 3 \( \mu m \) and a core-to-mantle ratio of 0.5, both values that frequently occur in the modeled water ice clouds. With both idealized scenarios, the absorption efficiency coefficient increases in the CLAPP case, with a 15% increase at 130 K and a 10% increase at 210 K, at the 8-12 \( \mu m \) infrared band within the model. As seen in Fig. 4.2, this band infrared band has the largest difference between the WARREN and CLAPP cases, so differences of 10-15% in absorption could be considered an upper limit for cloud particles of this size and composition ratio, but larger particles could have even larger differences in absorption with the CLAPP values.

4.3.1 Global energy budgets

The global radiative fluxes at the top and bottom of the atmosphere, and net changes in the atmospheric energy budget, are calculated for the WARREN and CLAPP cases. Because we are looking at two specific times of day at specific points during the year, we focus on differences between the WARREN and CLAPP cases since the total energy
Figure 4.1: Refractive indices used to calculate optical properties used in the radiative transfer modeling of the water ice clouds. Values are shown for the seven visible wavelength bins used in the model. The WARREN case used the values at 266 K, and the CLAPP case used values at 130 K. Values are divided by the WARREN values for scale. (a) The real part of the refractive index, $n$, which influences particle scattering. (b) The imaginary part of the refractive index, $k$, which primarily influences absorption.
Figure 4.2: Refractive indices used to calculate optical properties used in the radiative transfer modeling of the water ice clouds. Values are shown for the five infrared wavelength bins used in the model. The WARREN case used the values at 266 K, and the CLAPP case used values at 130 K. Values are divided by the WARREN values for scale. (a) The real part of the refractive index, $n$, which influences particle scattering. (b) The imaginary part of the refractive index, $k$, which influences absorption.
budget of the atmosphere changes throughout the day. Differences between the cases at 2 PM are shown in Table 4.1. Fluxes from the model are calculated in Watts per square meter (W/m²), and global values are calculated by multiplying fluxes for each grid cell by the surface area at that latitude. Differences and percent differences are calculated by subtracting WARREN from CLAPP values and dividing the differences by the absolute values from the WARREN case.

During the day, differences in the globally integrated $T_{\text{net}}^{\text{atm}}$ between the WARREN and CLAPP cases are less than 1% for each of the four cardinal seasons (Table 4.1). The largest difference occurs at the Northern summer ($L_s 90^\circ$), where there is a 0.35% increase in $T_{\text{net}}^{\text{atm}}$ with the CLAPP case as compared to the WARREN case. At the spring and fall equinoxes ($L_s 0^\circ$ and $180^\circ$), the CLAPP case is 0.10% and 0.04% greater than WARREN for $T_{\text{net}}^{\text{atm}}$, while at the Northern winter solstice ($L_s 270^\circ$) the CLAPP case is 0.09% lower than WARREN for $T_{\text{net}}^{\text{atm}}$.

However, at nighttime the differences in $T_{\text{net}}^{\text{atm}}$ are much more apparent, as seen in Table 4.2. The largest difference is seen at $L_s 180^\circ$, with a 28% increase of energy into the atmosphere. $L_s 0^\circ$ and $90^\circ$ showed a 23% and 15% increase in atmospheric energy, respectively, and $L_s 270^\circ$ actually had a decrease of energy into the atmosphere with a -2.5% change. The $T_{\text{net}}^{\text{toa}}$ values at night are also large, with more downward forcing in the CLAPP case and $T_{\text{net}}^{\text{atm}}$ differences of -2.1%, -1.2% and -2.8% at $L_s 0^\circ$, $90^\circ$, and $180^\circ$, respectively. These values are are similar to the anthropogenic forcing attributed to well-mixed greenhouse gases like carbon dioxide on Earth [Collins et al., 2006].

This work focuses on the changes at $L_s 90^\circ$ and $180^\circ$ because of the larger presence of water ice clouds at these times. At $L_s 90^\circ$, a large amount of water is sublimated from the North Polar Cap into the atmosphere, and a strong equatorial cloud belt develops [Clancy et al., 2003]. A longitudinal-averaged zonal profile of simulated water ice cloud optical depth at $L_s 90^\circ$ is shown in Fig. 4.3 for 2 PM and indicates substantial water ice cloud formation over the equator and the North Pole. We also look at clouds optical effects at $L_s 180^\circ$ since this is time of year when the North polar hood is at its thickest [Benson et al., 2011]. Because of the distribution of clouds at these seasons,
<table>
<thead>
<tr>
<th>Global energy fluxes: % difference</th>
<th>Ls 0</th>
<th>Ls 90</th>
<th>Ls 180</th>
<th>Ls 270</th>
</tr>
</thead>
<tbody>
<tr>
<td>Net at surface ($T_{\text{SRF NET}}$)</td>
<td>-0.07%</td>
<td>-0.21%</td>
<td>-0.10%</td>
<td>-0.14%</td>
</tr>
<tr>
<td>Net surface down ($T_{\text{SRF DN}}$)</td>
<td>-0.01%</td>
<td>-0.04%</td>
<td>-0.02%</td>
<td>-0.02%</td>
</tr>
<tr>
<td>Visible Up at Surface ($V_{\text{UP SRF}}$)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Visible Down at Surface ($V_{\text{DN SRF}}$)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Infrared Up at Surface ($IR_{\text{UP SRF}}$)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Infrared Down at Surface ($IR_{\text{DN SRF}}$)</td>
<td>0.11%</td>
<td>0.38%</td>
<td>0.15%</td>
<td>0.17%</td>
</tr>
<tr>
<td>Net at top of atmosphere ($T_{\text{TOA NET}}$)</td>
<td>-0.08%</td>
<td>-0.26%</td>
<td>-0.07%</td>
<td>-0.04%</td>
</tr>
<tr>
<td>Net at top of atmosphere up ($T_{\text{TOA UP}}$)</td>
<td>-0.03%</td>
<td>-0.09%</td>
<td>-0.03%</td>
<td>-0.01%</td>
</tr>
<tr>
<td>Visible Up Top of Atm. ($V_{\text{TOA UP}}$)</td>
<td>0.01%</td>
<td>0.02%</td>
<td>0.02%</td>
<td>–</td>
</tr>
<tr>
<td>Infrared Up Top of Atm. ($IR_{\text{TOA UP}}$)</td>
<td>-0.05%</td>
<td>-0.13%</td>
<td>-0.05%</td>
<td>-0.02%</td>
</tr>
<tr>
<td>Net energy into atmosphere ($T_{\text{ATM NET}}$)</td>
<td>0.10%</td>
<td>0.35%</td>
<td>0.04%</td>
<td>-0.09%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>North Pole energy fluxes: % difference</th>
<th>Ls 0</th>
<th>Ls 90</th>
<th>Ls 180</th>
<th>Ls 270</th>
</tr>
</thead>
<tbody>
<tr>
<td>Net at surface ($T_{\text{SRF NET}}$)</td>
<td>-0.38%</td>
<td>-0.39%</td>
<td>-1.73%</td>
<td>-6.07%</td>
</tr>
<tr>
<td>Net surface down ($T_{\text{SRF DN}}$)</td>
<td>-0.09%</td>
<td>-0.16%</td>
<td>-0.41%</td>
<td>-42.58%</td>
</tr>
<tr>
<td>Visible Up at Surface ($V_{\text{UP SRF}}$)</td>
<td>0.01%</td>
<td>0.02%</td>
<td>–</td>
<td>N/A</td>
</tr>
<tr>
<td>Visible Down at Surface ($V_{\text{DN SRF}}$)</td>
<td>0.01%</td>
<td>0.02%</td>
<td>–</td>
<td>N/A</td>
</tr>
<tr>
<td>Infrared Up at Surface ($IR_{\text{UP SRF}}$)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.00%</td>
</tr>
<tr>
<td>Infrared Down at Surface ($IR_{\text{DN SRF}}$)</td>
<td>0.50%</td>
<td>0.72%</td>
<td>0.83%</td>
<td>42.58%</td>
</tr>
<tr>
<td>Net at top of atmosphere ($T_{\text{TOA NET}}$)</td>
<td>1.34%</td>
<td>0.16%</td>
<td>-2.18%</td>
<td>-1.05%</td>
</tr>
<tr>
<td>Net at top of atmosphere up ($T_{\text{TOA UP}}$)</td>
<td>0.02%</td>
<td>0.05%</td>
<td>-0.11%</td>
<td>-1.05%</td>
</tr>
<tr>
<td>Visible Up Top of Atm. ($V_{\text{TOA UP}}$)</td>
<td>0.04%</td>
<td>0.07%</td>
<td>0.06%</td>
<td>N/A</td>
</tr>
<tr>
<td>Infrared Up Top of Atm. ($IR_{\text{TOA UP}}$)</td>
<td>-0.01%</td>
<td>0.01%</td>
<td>-0.35%</td>
<td>-1.05%</td>
</tr>
<tr>
<td>Net energy into atmosphere ($T_{\text{ATM NET}}$)</td>
<td>-0.68%</td>
<td>-9.45%</td>
<td>-1.30%</td>
<td>-43.04%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Equatorial energy fluxes: % difference</th>
<th>Ls 0</th>
<th>Ls 90</th>
<th>Ls 180</th>
<th>Ls 270</th>
</tr>
</thead>
<tbody>
<tr>
<td>Net at surface ($T_{\text{SRF NET}}$)</td>
<td>-0.43%</td>
<td>-0.48%</td>
<td>-2.06%</td>
<td>-5.72%</td>
</tr>
<tr>
<td>Net surface down ($T_{\text{SRF DN}}$)</td>
<td>-0.10%</td>
<td>-0.18%</td>
<td>-0.41%</td>
<td>-39.85%</td>
</tr>
<tr>
<td>Visible Up at Surface ($V_{\text{UP SRF}}$)</td>
<td>0.02%</td>
<td>0.03%</td>
<td>0.01%</td>
<td>N/A</td>
</tr>
<tr>
<td>Visible Down at Surface ($V_{\text{DN SRF}}$)</td>
<td>0.02%</td>
<td>0.03%</td>
<td>0.01%</td>
<td>N/A</td>
</tr>
<tr>
<td>Infrared Up at Surface ($IR_{\text{UP SRF}}$)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.00%</td>
</tr>
<tr>
<td>Infrared Down at Surface ($IR_{\text{DN SRF}}$)</td>
<td>0.53%</td>
<td>0.71%</td>
<td>0.86%</td>
<td>39.85%</td>
</tr>
<tr>
<td>Net at top of atmosphere ($T_{\text{TOA NET}}$)</td>
<td>1.71%</td>
<td>0.12%</td>
<td>-1.61%</td>
<td>-1.04%</td>
</tr>
<tr>
<td>Net at top of atmosphere up ($T_{\text{TOA UP}}$)</td>
<td>0.02%</td>
<td>0.03%</td>
<td>-0.09%</td>
<td>-1.04%</td>
</tr>
<tr>
<td>Visible Up Top of Atm. ($V_{\text{TOA UP}}$)</td>
<td>0.04%</td>
<td>0.07%</td>
<td>0.06%</td>
<td>N/A</td>
</tr>
<tr>
<td>Infrared Up Top of Atm. ($IR_{\text{TOA UP}}$)</td>
<td>-0.01%</td>
<td>-0.06%</td>
<td>-0.31%</td>
<td>-1.04%</td>
</tr>
<tr>
<td>Net energy into atmosphere ($T_{\text{ATM NET}}$)</td>
<td>-0.74%</td>
<td>-5.82%</td>
<td>-2.82%</td>
<td>-40.41%</td>
</tr>
</tbody>
</table>

Table 4.1: Differences in radiative fluxes between the WARREN and CLAPP cases at the cardinal seasons for 2 PM local time. North Pole fluxes are for 80°N and poleward. Net values sum visible and infrared sources. Percent differences are calculated by subtracting WARREN from CLAPP values and dividing the differences by the absolute values of the WARREN case. Dashed symbols indicate values that are below 0.01%.
Table 4.2: Differences in radiative fluxes between the WARREN and CLAPP cases at the cardinal seasons for 2 AM local time. North Pole fluxes are for 80°N and poleward. Net values sum visible and infrared sources. Percent differences are calculated by subtracting WARREN from CLAPP values and dividing the differences by the absolute values of the WARREN case. Dashed symbols indicate values that are below 0.01%.
Figure 4.3: Longitudinally-averaged water ice cloud optical depth for the simulated climate of Mars at $L_s$ 90°. The optical depth is calculated at the $0.4$-$0.8 \mu m$ band, which is the wavelength interval at which there is peak solar emission.
we will focus on clouds at the equator (0°) and at the North Pole (85°).

A few key principles are illustrated throughout these results. Water ice clouds are Mars are generally optically thin [Pearl et al., 2001]. Changes in cloud scattering properties can affect the redistribution of the energy upwards or downwards, but does not affect temperature in the atmosphere directly. Changes in the energy budget of the atmosphere itself must be due to absorption. The largest differences between the CLAPP and WARREN cases are seen in the infrared (Tables 4.1 and 4.2), particularly at night, emphasizing the importance in the temperature of clouds and at the surface in comparing the two cases. In the case of warm clouds over a cool surface, the clouds will lead to more radiation emitted toward the surface. Clouds that are cold relative to the atmosphere, a scenario particularly present with clouds that are higher in the atmosphere, are more likely to warm from surface emissions. We see both of these scenarios in the clouds we examine, and the CLAPP case serves to exacerbate already existing emissivity patterns. This is due to the higher values of the imaginary portion of the refractive index in the thermal infrared for CLAPP, which would result in more absorption, and thus also more emission, by water ice in the CLAPP case.

Looking at the changes in the energy balance at the atmospheric boundaries illustrates that scattering and absorption both play a role in the differences between the two cases. Fig. 4.4 shows the longitudinally-averaged differences between WARREN and CLAPP cases at 2 PM for $T_{\text{srf}}^{\text{net}}$ and $T_{\text{toa}}^{\text{net}}$ at $L_s$ 90° and 180° at 2 PM, and Fig. 4.5 shows these differences at 2 AM. $T_{\text{srf}}^{\text{net}}$ and $T_{\text{toa}}^{\text{net}}$ are calculated by summing fluxes due to both visible and infrared sources. We use the sign convention of upward fluxes (towards the top of the atmosphere) having a positive value and downward fluxes (towards the surface) having a negative value. Thus a negative $T_{\text{toa}}^{\text{net}}$ means the planet is gaining energy, and a negative $T_{\text{srf}}^{\text{net}}$ means that the surface is warming. Differences between $T_{\text{srf}}^{\text{net}}$ and $T_{\text{toa}}^{\text{net}}$ in Figs. 4.4 and 4.5 for a given season are assumed to be due to differences in absorption, since the scattering differences between the two cases would equally impact the surface and top of atmosphere. During the day (Fig. 4.4), the differences in $T_{\text{srf}}^{\text{net}}$ show mainly negative differences, indicating more energy is gained by the surface
Figure 4.4: Longitudinally-averaged differences between the WARREN and CLAPP cases at 2 PM, with the WARREN values subtracted from the CLAPP values. (a) Differences for $T_{\text{toa}}^{\text{net}}$ at $L_s 90^\circ$. (b) Differences for $T_{\text{net}}^{\text{srf}}$ at $L_s 90^\circ$. (c) Differences for $T_{\text{toa}}^{\text{net}}$ at $L_s 180^\circ$. (d) Differences for $T_{\text{net}}^{\text{srf}}$ at $L_s 180^\circ$. 
Figure 4.5: Longitudinally-averaged differences between the WARREN and CLAPP cases at 2 AM, with the WARREN values subtracted from the CLAPP values. (a) Differences for $T_{\text{toa}}^{\text{net}}$ at $L_s 90^\circ$. (b) Differences for $T_{\text{net}}^{\text{srf}}$ at $L_s 90^\circ$. (c) Differences for $T_{\text{net}}^{\text{net}}$ at $L_s 180^\circ$. (d) Differences for $T_{\text{net}}^{\text{srf}}$ at $L_s 180^\circ$. 
in the CLAPP case. Most differences are due to scattering as opposed to absorption, since the differences are similar between the boundaries of the atmosphere, but absorption does play a role since there is a discrepancy in the difference values between $T_{\text{net}}^{\text{sr}}$ and $T_{\text{net}}^{\text{loa}}$ at the equator for both $L_s$ 90° and 180°. At night (Fig. 4.5), the differences between $T_{\text{net}}^{\text{sr}}$ and $T_{\text{net}}^{\text{loa}}$ for both seasons are much more noticeable, suggesting strong absorption of infrared energy by the clouds is much greater in the CLAPP case, as demonstrated by the 15% and 28% increases in atmospheric energy at $L_s$ 90° and 180° respectively. While differences are seen at the South Pole, we do not examine those in detail since there are very few water ice clouds at this location and we do not believe that the differences seen in the model are physically realistic.

We examine the global differences between the two cases at $L_s$ 90° in further detail. Changes in $T_{\text{net}}^{\text{atm}}$ are found by subtracting $T_{\text{net}}^{\text{loa}}$ from $T_{\text{net}}^{\text{sr}}$, with a net positive value reflecting an increase of energy into the atmosphere and a net negative value reflecting a loss of energy from the atmosphere. Looking at the 2 PM global differences in $T_{\text{net}}^{\text{atm}}$ between the two cases at $L_s$ 90°, in Fig. 4.6, using the more relevant temperature-dependent optical inputs of CLAPP results in amplification of warming at the equator and cooling at the poles. Similar global patterns are seen at the other cardinal seasons (not shown). At 2 AM for $L_s$ 90°, these changes are larger by an order of magnitude, as shown in Fig. 4.7, with atmospheric warming concentrated to the transitional climate zones.

During the daytime, both visible and infrared radiative flux patterns differ between the WARREN and CLAPP cases, with the infrared changes playing a stronger role. Differences in $V_{\text{net}}^{\text{atm}}$ and $I_R_{\text{net}}^{\text{atm}}$ between the two cases at 2 PM are shown in Fig. 4.8. The CLAPP clouds show an increased $V_{\text{net}}^{\text{loa}}$, particularly at the North Pole, and overall results in less visible light energy remaining in the atmosphere as seen in Fig. 4.8(a). These data suggest that the CLAPP clouds may be more reflective than the WARREN clouds. Differences between the CLAPP and WARREN cases are even more pronounced when looking at the differences in $I_R_{\text{net}}^{\text{atm}}$, as seen in Fig. 4.8(b). The CLAPP case strengthens the existing warming in the equatorial region of the atmo-
Figure 4.6: (Left) Global map of the differences in net changes to the atmospheric energy budget between the CLAPP and WARREN cases at $L_s$ 90°. The dashed lines in both panes represent MOLA topography in km. Values are for instantaneous fluxes at 2PM local time, averaged over two days about $L_s$ 90°. Positive values indicate more net warming of the atmosphere in the CLAPP case and negative values indicate more net cooling of the atmosphere in the CLAPP case. (Right) Longitudinally averaged differences.
Figure 4.7: (Left) Global map of the differences in net changes to the atmospheric energy budget between the CLAPP and WARREN cases at $L_s$ 90°. The dashed lines in both panes represent MOLA topography in km. Values are for instantaneous fluxes at 2AM local time, averaged over two days about $L_s$ 90°. Positive values indicate more net warming of the atmosphere in the CLAPP case and negative values indicate more net cooling of the atmosphere in the CLAPP case. (Right) Longitudinally averaged differences.
Figure 4.8: Global map of the differences in net changes of energy into the Martian atmosphere at $L_s$ 90° between the CLAPP and WARREN cases, with WARREN values subtracted from the CLAPP values. Dashed lines represent MOLA topography in km. Values are for instantaneous fluxes at 2PM local time, averaged over two days about $L_s$ 90°. Positive values indicate more energy into the atmosphere in the CLAPP case and negative values indicate less energy into the atmosphere in the CLAPP case. (a) Differences in the visible wavelengths, with zonally (longitudinally) averaged values on the right. (b) Differences in the infrared wavelengths, with zonally (longitudinally) averaged values on the right.
sphere by increasing the amount of infrared radiation retained by the atmosphere. Over most of the planet, the CLAPP case results in less infrared radiation being lost at the top of the atmosphere as compared to the WARREN case, while at the North Pole the CLAPP case loses slightly less infrared radiation than the WARREN case. At the surface, the CLAPP case has a larger negative $IR_{net}^{srf}$, meaning that clouds in the CLAPP case emit more energy into the surface than the WARREN case. This would result in surface warming and mean that the CLAPP clouds emit larger amounts of energy in the infrared. Fig. 4.2 shows that the CLAPP infrared indices are either equal to or greater than the WARREN indices, suggesting greater scattering and absorption occurs in the infrared. Overall, at 2 PM the CLAPP case loses more visible and infrared light energy compared to WARREN at the poles, but has increased energy at the equator, showing that the atmospheric energy gain is magnified at the equator in the CLAPP case. At 2 AM, differences in $V_{net}^{atm}$ are negligible considering visible light only reaches the atmosphere in very small amounts at the North Pole, and differences in $IR_{net}^{atm}$ show a similar geographic pattern as daytime $IR_{net}^{atm}$ (not shown). We next examine the geographic differences in cloud radiative properties in more detail.

4.3.2 North Polar Cap

Differences in radiative fluxes between the WARREN and CLAPP cases at 80°N and poleward are shown in Tables 4.1 and 4.2. As with the global energy distribution patterns, both cases have similar overall patterns for radiative fluxes at the North Pole. At all times of year the energy differences between the CLAPP and WARREN cases at the North Pole are greater than the differences observed for the planet as a whole, emphasizing the sensitivity of the climate’s energy budget to water ice clouds over the North Polar water ice cap. Nighttime differences in radiative fluxes are even greater than daytime fluxes. The largest difference in $T_{net}^{atm}$ at the North Pole is at $L_s 270°$, with the CLAPP case having 86% less energy stay in the atmosphere in comparison with the WARREN case during the day and 43% less energy at night. However, since $L_s 90°$ is the beginning of the peak of the water cycle, we focus on that season to examine the
impacts to the water cycle.

At the summer solstice, the CLAPP case loses -9.5% more energy from the atmosphere than does the WARREN case during the day; nighttime atmospheric energy loss is only -1.43%, but the $T_{\text{dn}}^{\text{srf}}$ grows to a 0.78% change in downward flux which could hinder water deposition back onto the surface at night in the CLAPP case. The $T_{\text{dn}}^{\text{srf}}$ (entirely IR) during the night actually increases by 82% in the CLAPP case, but most of that energy is re-emitted back into the atmosphere. The overall flux of energy into the surface is greatest during the daytime, due to increases of both $V_{\text{dn}}^{\text{srf}}$ and $I_{\text{dn}}^{\text{srf}}$, with a larger $I_{\text{dn}}^{\text{srf}}$, dominating the signal. We estimate the possible impact of this increase of $T_{\text{dn}}^{\text{srf}}$, assuming water ice clouds with the radiative properties of the CLAPP case. $4.6 \times 10^{11}$ additional Watts (or J/s) of energy are assumed to fall onto a water ice surface for this area 80 and poleward in the CLAPP case. The amount of water that could be liberated with this excess of energy would be $\sim 1.4 \times 10^6$ kg of water per second. The CLAPP case would thus result in increasing the sublimation flux by 0.4% at the North Pole, a small direct perturbation to the global atmospheric water budget.

We look at atmospheric profiles of radiative fluxes for the CLAPP and WARREN cases to understand how the water ice clouds in both cases are influencing the energy budgets at the boundary layers. For atmospheric profiles, data is for the given latitude averaged over ±5° of the designated latitude, in accordance with the model resolution. As with the global surface and top of atmosphere radiative flux distributions, both CLAPP and WARREN have similar overall patterns in the distribution of energy. A sample of what the overall energy flux patterns look like during the day is seen in Fig. 4.9, which shows the fluxes in the atmosphere at $L_s$ 90° at 85° N for the CLAPP case at 2 PM; the WARREN case is very similar at the scales shown and not shown here. Solid lines show downward fluxes, which are negative, and dashed lines represent upward fluxes, which are positive. The solid black line shows the net change in atmospheric fluxes. We also calculate differences in projected atmospheric heating rates between the CLAPP and WARREN cases using the radiative flux profiles.

The differences in fluxes and projected atmospheric heating rates at 2 PM between
Figure 4.9: The zonally averaged radiative fluxes in the atmosphere for the CLAPP case at 85N at $L_s$ 90. The WARREN case has very similar flux patterns, with the differences shown in Fig. 4.10(c). Upward fluxes have positive values and downward values have negative values. The light grey line represents zero for clarity.
the CLAPP and WARREN cases at $L_s$ 90° at the North Pole are seen in Fig. 4.10, along with cloud properties and the atmospheric temperature profile. Nighttime values are extremely similar and not shown. The cloud is most dense near to the surface, with cloud particle radii of $\sim 3\ \mu m$, and the atmospheric temperature at the clouds is warmer than at the surface. Net negative differences indicate increased radiative flux downwards near the surface in the CLAPP case, and an increased flux upwards higher in the atmosphere, also seen in Fig. 4.4a and b. The CLAPP case has a slightly larger $V_{dn}$ compared to WARREN, and a larger $V_{up}$ as compared to WARREN, suggesting that the CLAPP optical parameters lead to clouds that are reflecting more visible light or that less visible light is absorbed and emitted in the infrared. In fact, the largest difference between the CLAPP and WARREN cases is in the infrared: The CLAPP case greatly increases the (negative) IR$_{dn}$, particularly at lower altitudes where water ice clouds may form. The relatively warm clouds close to the surface emit infrared radiation to the surface and also increase backscatter of infrared toward the surface, with this effect exacerbated in the CLAPP case. This is seen by the -0.39% change in $T_{srf}^{net}$ at 2 PM and -0.78% change in $T_{srf}^{net}$ at 2 AM (Tables 4.1 and 4.2), with the negative values indicating more energy going downward toward the surface in the CLAPP case. The CLAPP case would result in a relative warming of the surface, as well a decrease the heating rate of the atmosphere above the surface. Overall, during the Northern hemisphere summer solstice, the CLAPP case would lead to increased atmospheric cooling within low altitude clouds at the North Pole. While the negative heating rate change is not very large, it could result in positive feedbacks on cloud formation. If the CLAPP case results in cooler clouds, the vapor pressure would decrease, which would increase the cloud nucleation and growth rates.

The daytime differences in fluxes and projected atmospheric heating rates between the CLAPP and WARREN cases at $L_s$ 180° at the North Pole are seen in Fig. 4.11; nighttime values are extremely similar and are not shown. Both 2 PM and 2 AM atmospheric temperature profiles do not have large gradients, aside from some warming nearing the surface. The clouds are thickest near the surface and have particle radii near-
Figure 4.10: Atmospheric properties as a function of pressure at 2PM at 85N at $L_s$ 90. (a) Atmospheric temperature profile, both cases have identical values for a given time and location. (b) The number of cloud particles/kg atmosphere and the effective radius of the cloud particles ($\mu$m), which are identical between cases. (c) Differences in the radiative fluxes in the atmosphere between the CLAPP and WARREN cases, with the WARREN case subtracted from the CLAPP case. The net difference is seen in black, and the light grey line represents zero for clarity. (d) The difference in heating rate between the CLAPP and WARREN cases, showing an increase in cooling with the CLAPP case.
Figure 4.11: Same as Fig. 4.10, but at 85N at \( L_s \) 180 at 2 PM.
ing $4 \mu m$ for both times of time. At this time of year, the CLAPP case shows minimal differences at 2PM in visible fluxes up or down as compared to the WARREN case, but does show a larger difference in the infrared fluxes. CLAPP’s $IR_{dn}$ become increasingly stronger than WARREN’s near the surface, while $IR_{up}$ for CLAPP is stronger up towards the top of the atmosphere. Overall, CLAPP has a larger $T_{dn}$ than the WARREN case during both day and night, which would result in slight cooling in most of the atmosphere when compared to WARREN, except for very close to the surface.

4.3.3 Equatorial Cloud Belt

At both $L_s$ 90° and 180° at 2PM, the CLAPP case has a larger negative $T_{toa}^{loa}$ than $T_{net}^{srf}$ at the equator (Fig. 4.4), indicating that absorption plays a stronger role in equatorial cloud behavior in the CLAPP case during the day. This is apparent when looking at atmospheric profile data at the equator for both of these seasons. The 2 AM $T_{toa}^{loa}$ and $T_{net}^{srf}$ values (Fig. 4.5) also lead to increases in energy of the atmosphere of even greater magnitudes, but the peak changes in energy are not over the equator and are between the tropics and the poles.

The daytime differences in fluxes and projected atmospheric heating rates between the two cases at $L_s$ 90° for the equator are seen in Fig. 4.12. The daytime clouds are at a higher altitude and cooler than the clouds at the North Pole at this time of year, and the surface is warmer than the clouds, a scenario where the clouds would net gain energy from the surface. The particles are slightly larger than at the North Pole, with larger effective radii $\sim 3.5 \mu m$. The CLAPP case results in less $IR_{up}$ in the upper atmosphere, showing an increase in the radiative warming at the aphelion cloud belt and suggesting increased absorption at these high altitude clouds. This would lead to minimal differences in heating at the surface between the CLAPP and WARREN case. Nighttime fluxes are seen in Fig. 4.13. While the clouds are thinner at higher altitudes, there is some level of cloud throughout the column, which results in warming near the surface an order of magnitude larger than with the daytime case. Fig. 4.14 shows the heating rates and differences between the two cases at 2 AM, and shows warming
Figure 4.12: Same as Fig. 4.10, but at the equator at $L_e$ 90 at 2 PM.
Figure 4.13: Same as Fig. 4.10, but at the equator at $L_s$ 90 at 2 AM.
Figure 4.14: Heating rates and difference at 2 AM for $L_s$ 90° for the equator. (a) WARREN heating rate. (b) CLAPP heating rate. (c) Difference in heating rate, calculated by subtracting WARREN from CLAPP and dividing by the absolute value of WARREN.
near the surface increased up to 5% in the CLAPP case. Overall, during the Northern hemisphere summer solstice, the CLAPP case would lead to increased atmospheric warming within the aphelion cloud belt during the day over the equator and warming near the surface during the night over the equator.

Differences in fluxes and projected atmospheric heating rates between the two cases at $L_s$ 180° at the equator are seen in Fig. 4.15 for 2 PM and in Fig. 4.16. As with the equatorial clouds at $L_s$ 90°, the atmosphere cools linearly with height and cloud increase in thickness near the top of the atmosphere for both day and night. While the clouds
Figure 4.16: Same as Fig. 4.10, but at the equator at $L_s$ 180 at 2 AM.
are less dense than other times and locations examined, the particle sizes are slightly larger at around 4.5 \( \mu m \) at the top of the atmosphere. During the day, the CLAPP and WARREN cases mainly differ in the upper atmosphere in the infrared, where clouds in the CLAPP case have less \( IR_{up} \) in the atmosphere, which results in the CLAPP clouds having a higher heating rate in the upper atmosphere. This pattern is similar to the aphelion cloud effects seen at \( L_s \) 90°. The nighttime effect is similar to the aphelion cloud effects seen at \( L_s \) 90°, as well. Infrared emissions from the surface dominate the signature at night, with warming near the surface up to 1 K/hour; within a few hours, a heating rate like this could drive new convective patterns. The differences in heating between CLAPP and WARREN at night, shown in Fig. 4.17, show that heating rates could increase by up to 45% in the lower middle half of the atmosphere with the CLAPP case.

### 4.4 Conclusions

Using temperature-dependent refractive indices relevant to the temperatures of water ice clouds on Mars results in the amplification of existing radiative flux trends that would affect both surface and atmospheric temperatures. Changes in both the visible and infrared wavelengths occur, with infrared changes dominating the differences seen between the CLAPP and WARREN cases. Globally, infrared atmospheric warming would be amplified by using the more temperature-appropriate CLAPP optical parameters, except during perihelion. At the North Pole, the atmosphere would generally emit more infrared radiation with the CLAPP case, though some of this energy would result in a larger flux downward at the surface.

Using more appropriate temperature-dependent refractive indices for water ice cloud optical parameters affects the radiative transfer of the clouds by changing both scattering and absorption. This work suggests that radiatively active water ice clouds may have more scattering than previously thought, which could warm or cool the surface depending on the location and thickness of the cloud. At the highly reflective North
Figure 4.17: Heating rates and difference at 2 AM for $L_s$ 180° for the equator. (a) WARREN heating rate. (b) CLAPP heating rate. (c) Difference in heating rate, calculated by subtracting WARREN from CLAPP and dividing by the absolute value of WARREN.
Polar Cap, clouds could warm the surface by backscattering energy reflected from the high albedo surface that would normally pass through the clouds and out of the planet. These polar clouds in the CLAPP case may scatter light more effectively back toward the surface, which would lead to increased energy uptake at the surface and cooling of the atmosphere. A positive feedback on the cloud radiative effects could occur. The aphelion cloud belt has larger particles which may forward scatter more effectively [Clancy et al., 2003]. This work suggests that scattering in the infrared by these larger cloud particles, as well as increased absorption using CLAPP optical parameters, could lead to increased warming in those equatorial clouds. While warming would occur where clouds form during the day to achieve a stabilizing effect, the differences in heating rate between WARREN and CLAPP are most pronounced during the night at the equator, when increases of warming up to 45% can occur at $L_\odot 180^\circ$ in the lower half of the atmosphere. The warming closer to the surface at night could lead to increased atmospheric instabilities at the equator, which could lead to changes in cloudiness and thus in the climate.

Future work should examine how the changes in the CLAPP case would affect cloud evolution and the climate in a full 3D climate simulation. Clouds over the cap could lead to more atmospheric cooling and surface warming, which together could increase cloud formation and further amplify the effects of the CLAPP case. Changes in atmospheric dynamics at the equator will also require additional examination with new temperature-dependent optical properties, as the differences in how daytime and nighttime temperatures change along the atmospheric column could alter the temperature structure of the atmosphere at the equator.
Chapter 5

Summary

The research presented in this dissertation furthers the understanding of the formation and impacts of water ice clouds on Mars. This work closely examines two important topics related to the Martian water ice clouds, namely, cloud formation and radiative effects. Chapters 2 and 3 examine the initiation of water ice clouds on Mars, a process that varies depending on cloud type and nucleation source material, while Chapter 4 tests the variability of the modeled radiative effects of these clouds with temperature. The atmospheric water cycle on Mars is very sensitive to water ice clouds, and this work demonstrates that small changes in how water ice clouds form and behave optically can have a significant impact on these clouds and in turn, their impact on overall climate.

This work is accomplished through a combination of modeling and laboratory experiments. Climate modeling is an important tool in furthering our understanding of Martian climate because of the stochastic nature of climate as well as our relatively limited ability to observe it compared to Earth, despite a plethora of mission data. Additionally, modeling allows us to directly probe the underlying physics and characterize the consequences of altering different parameters. In Chapters 2 and 4, 3D climate modeling is used to explore cloud formation, evolution, and radiative effects. Laboratory experiments are essential for elucidating some the fundamental concepts of cloud
microphysics. They provide the foundation for understanding theory and observations and often are the primary source for the parameterization of physical properties. In Chapter 3, experiments build upon earlier research used to extrapolate water ice nucleation patterns into lower pressure and temperature ranges that are more relevant to Mars. Additionally, this work identifies salts, specifically perchlorates as a promising substrate for water ice nucleation.

The work in Chapter 2 identifies that the specific nucleation mechanisms at the polar caps and at the equator are distinct and either require different nucleation schemes or additional levels of control in order for nucleation to initiate within the model. While some of the differences in cloud formation between these locations cannot be discerned with current observations, one large discrepancy can be explored by looking to Earth cloud research. Better understanding the difference between nucleation behavior in convective versus stratiform clouds on Earth can contribute to further understanding how these different types of clouds form on Mars.

In Chapter 3, sodium perchlorate is identified as a substrate that nucleates water ice at substantially lower levels of water vapor than other substrates. A major implication of this is that water ice cloud formation could vary greatly depending on location and what surface materials are lofted into the atmosphere. Water ice clouds could form in drier regions of the atmosphere than we currently project if sodium perchlorate is present. Future work can assess the relative ease of nucleation of sodium perchlorate in comparison to other substrates on Mars, as well as use the calculated contact parameters in climate models to determine the impact of the presence of sodium perchlorate on water ice nucleation patterns. Differences in substrate contact parameters are currently absent in climate models, and a long term goal of this work would be to introduce them and evaluate their effects on the Martian water cycle.

Chapter 4 explores how the introduction of more physically-realistic temperature-dependent optical parameters suggests that the radiative effects of water ice clouds on Mars are largely misrepresented in climate models. Infrared differences dominate the changes seen with the updated optical parameters, with either warming or cooling
effects in the atmosphere depending on cloud altitude and temperature relative to the surface. At the equator, nighttime atmospheric heating rate changes of up to 1 K/ hour are projected; changes of this magnitude could lead to altered dynamics. At the pole, increased energy fluxes would lead to surface warming. The atmospheric energy budget changes at night could be very large, with the new optical parameters leading to a 15% and 28% increase of atmospheric energy at $L_s$ 90° and 180°, respectively. Future work shall incorporate the optical parameters for colder water ice into a full 3D climate model and include feedbacks, which will more appropriately warm or cool the atmosphere and surface and allow for a better understanding of the energy balance of the Martian atmosphere. This is expected to enhance atmospheric instability in some places, while stabilizing the atmosphere elsewhere. Over the North Pole, cloud formation would be expected to increase with cooler temperatures and the optical effects would increase.

This thesis builds on a substantial body of knowledge about water ice clouds on Mars, and isolates processes that impact cloud formation as well as the overall climate of the planet. This work also combines different bodies of knowledge, such as Earth water cloud processes and modeled Martian climate, as well as Martian surface mineralogy with nucleation processes, to bring new approaches to existing scientific problems. Much work remains in the realm of understanding water ice clouds on Mars, in both the laboratory and in modeled space, and water ice clouds remain a familiar yet enigmatic presence on the planet.
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