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Abstract

Developmental dyslexia is a neurobiological deficit characterized by persistent difficulty in learning to read in children and adults who otherwise possess normal intelligence. Functional and structural connectivity data suggest that developmental dyslexia could be a disconnection syndrome. However, whether abnormalities in connectivity exist in beginning readers at-risk for reading difficulties is unknown. Using graphtheoretical analysis, we investigated differences in global and regional topological properties of structural brain networks in 42 beginning readers with (FH+) and without (FH−) familial risk for reading difficulties. We constructed separate structural correlation networks based on measures of surface area and cortical thickness. Results revealed changes in topological properties in brain regions known to be abnormal in dyslexia (left supramarginal gyrus, left inferior frontal gyrus) in the FH+ group mainly in the network constructed from measures of cortical surface area. We also found alterations in topological properties in regions that are not often advertised as dyslexia but nonetheless play important role in reading (left posterior cingulate, hippocampus, and left precentral gyrus). To our knowledge, this is the first report of altered topological properties of structural correlation networks in children at risk for reading difficulty, and motivates future studies that examine the mechanisms underlying how these brain networks may mediate the influences of family history on reading outcome.
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Introduction

Developmental dyslexia, the most common form of all learning disabilities, is a neurobiological deficit characterized by persistent difficulty in learning to read (Shaywitz,
While the neurobiological etiology of developmental dyslexia is a matter of debate, the most accepted model, derived from both functional and structural neuroimaging studies reporting impairment in the left temporoparietal (including the inferior parietal lobule) and occipito-temporal regions, suggests a dysfunction in neural circuits associated with phonological and orthographic processing (Eckert et al., 2005; Hoeft et al., 2006, 2007; van der Mark et al., 2009) [see (Maisog et al., 2008; Richlan et al., 2009) for a review]. These regions are also abnormal in beginning readers at familial risk for reading difficulties (Brem et al., 2010; Maurer et al., 2007; Raschle et al., 2011, 2012; Specht et al., 2009).

Recent data suggest that developmental dyslexia could be a disconnection syndrome. Specifically, individuals with developmental dyslexia have shown disrupted functional connectivity in the language-dominant left-hemisphere (Horwitz et al., 1998; Pugh et al., 2000; van der Mark et al., 2011), altered effective connectivity between the left-hemisphere language regions and bilateral frontal regions (Cao et al., 2008), and decreased fractional anisotropy in the left-hemisphere white matter tracts, fronto-temporal and temporoparietal white matter (Frye et al., 2010a, 2010c; Odegard et al., 2009; Steinbrink et al., 2008). This body of evidence suggests that developmental dyslexia is associated with alterations in connectivity of diffuse regions that might affect the topological properties of brain networks.

An abundance of research has shown that dyslexia is highly familial [see (Petryshen and Pauls, 2009) for a review]. Children with family history of reading difficulties have a 34–65% chance of developing dyslexia (Pennington and Lefly, 2001). Therefore, alterations in brain networks might be evident in beginning readers at familial risk for reading difficulties. In the present study, we applied graph theoretical analysis to investigate differences in global and regional topological properties of structural brain networks in children with and without familial risk for reading difficulties as they were beginning formal reading instruction in kindergarten. The unique feature of graph-theoretical analysis, compared with traditional connectivity analysis, is that it provides a unique framework to directly test the differences in topological properties of brain networks. Coordinated variations in brain morphology have been proposed as a valid measure to infer large-scale structural brain networks (He et al., 2007). The structural networks constructed from morphometric correlations of cortical volume, thickness, and surface data are consistent with those constructed from tract-tracing data (Bernhardt et al., 2008; He et al., 2007; Lerch et al., 2006; Sanabria-Diaz et al., 2010), and have been shown to follow small-world characteristics in healthy individuals (Bassett et al., 2008; Chen et al., 2008; Fan et al., 2011; He and Evans, 2010). A small-world architecture reflects a network that is simultaneously highly segregated and integrated and allows more efficient rates of information processing and learning (Simard and Nadeau, 2005). Since quantitative description of small-worldness has been presented for brain networks (Watts and Strogatz, 1998), a large number of studies have shown alterations in topological properties of brain structural networks associated with Alzheimer's disease, schizophrenia, and multiple sclerosis (Bassett et al., 2008; He et al., 2008, 2009).

While still under debate, recent evidence suggests that the two independent measures of cortical volume, i.e. cortical surface area and thickness, may be driven by distinct cellular mechanisms that are genetic in their origins (Eyler et al., 2011; Kapellou et al., 2006; Rimol et al., 2010; Sanabria-Diaz et al., 2010). Perhaps driven by these effects, previous neuroimaging studies found more pronounced association between alterations in surface-area measures, rather than thickness measures, and history of dyslexia (Frye et al., 2010b) as well as severity of family history of reading difficulties (Black et al., 2012). Thus, we constructed separate structural networks based on surface area and cortical thickness data to further account for these mechanistic/genetic differences. We predicted alterations in
topological properties in the left-hemisphere reading network that would be more pronounced in the surface area network.

**Materials and Methods**

**Participants**

A total of 42 (22 males, 38 right-handed) healthy, native English-speaking children (aged 5.59±0.39) participated in this study. Children (with and without family history of reading difficulties based originally on parental self-report) were recruited from local newspapers, school mailings (including both schools for children with learning disabilities and conventional schools), flyers, and mother's clubs. The participants’ data used in this study is a subset of data used in our recent study (Black et al., 2012).

Family history of reading difficulty was operationally defined as parental report of reading disability in a first-degree relative (either biological parent or sibling). The children did not have any neurological or psychiatric disorders, were not on medication, and had no contraindications to MRI. The Stanford University Panel on Human Subjects in Medical Research approved the study and written informed consent was obtained from the parent/legal guardian of participants. Children were between 5 and 6 years of age and hence did not complete an assent form.

**Assessment of family history and behavioral, cognitive and environmental measures**

Once recruited, as in previous literature, family risk was assessed using the Adult Reading History Questionnaire (ARHQ) (Lefly and Pennington, 2000). An ARHQ cut-off score of 0.39 was used to determine the existence of family history based on previous literature (Black et al., 2012; Maurer et al., 2003, 2007, 2009) and in our prior paper where we established reliability and performed receiver operating characteristic (ROC) analysis using Test of Word Reading Efficiency Phonemic Decoding Efficiency (TOWRE PDE), a timed measure of reading non-words (Black et al., 2012). There were no significant correlations identified between ARHQ scores (maternal and paternal) and demographic information such as socio-economic status (SES) (or any of the individual factors such as education and occupation) or percentage of time spent with child generally and related to educational activities specifically (all $p$s>0.05) [refer to (Black et al., 2012) for the details].

SES was measured based on the procedure and questionnaire of Noble et al. (2006). Parents completed a brief questionnaire with items related to parental education, occupation and income. Parental education was defined as the average education of any parents (and step-parents/guardians) in the home. We used the 9-point Hollingshead Index Occupational Status Scale (Bornstein and Bradley, 2003) to score parental occupation, and used only the highest score of any parent, step-parent or guardian in the home. The income score was defined as the total family income divided by the official federal poverty threshold for a family of that size. Thus, for each family, an income-to-needs ratio was computed whereby the total family income was divided by official poverty threshold. Finally, a composite SES score was calculated for each child by factor analyzing the three scores (parental education, occupation, and income) using principal component analysis. A single principal component emerged, accounting for 57.1% of the variance. SES in our study refers to the factor loading score (mean 0; SD 1) that was computed for each child and entered into our subsequent analyses (Table 1).

In addition, the Home Observation for Measurement of the Environment (HOME) Inventory (Caldwell and Bradley, 1984) was used to measure the quality and quantity of stimulation and support available to the child in the home environment. The focus of HOME is on the child in the environment, child as a recipient of inputs from objects, events, and transactions.
occurring in connection with the family surroundings. We did not find any significant
difference between groups in learning materials, language stimulation and academic
stimulation in the home (all p’s > 0.05) (Table 1).

Among those with a family history (FH+ group, N=22, age: mean, 5.65; SD, ±0.46, 3 left-
handed), 13 children had paternal history, 9 had maternal history. In those without a family
history (FH− group, N=20, age: mean, 5.51; SD, ±0.30, 1 left-handed), there was no
reported history of reading impairment in any family member and both parents’ ARHQ were
less than 0.39. The demographics of the two family history groups (FH+ vs. FH−) (e.g.,
child age, parent age, SES, maternal and paternal education level, percentage of time spent
with mother and father overall and related to education) were not significantly different
(Table 1).

For parents without reading disabilities (as based on ARHQ less than 0.39) there were no
significant differences between ARHQ scores and between the TOWRE PDE scores of the
two groups (those labeled as FH+ and FH− but all without indication of reading disabilities
as based on ARHQ less than 0.39) (Table 1).

It is noteworthy that the FH+ group showed significantly lower scores in phonological
awareness, letter knowledge and verbal IQ compared with FH− group. These measures are
known as predictors of reading outcome (Lyytinen et al., 2006, 2008; Puolakanaho et al.,
2007), and hence it is no surprise that these measures were significantly lower in the FH+
group.

MRI data acquisition

Imaging data were acquired at the Richard M. Lucas Center for Imaging at Stanford
University. Imaging data was acquired using GE Healthcare 3.0 Tesla 750 scanner 20. x
software revision and an 8-channel phased array head coil (GE Healthcare, Waukesha, WI).
Images acquired included an axial-oblique 3D T1-weighted sequence with the following
parameters: fast spoiled gradient recalled echo (FSPGR) pulse sequence, inversion recovery
preparation pulse TI= 400 ms; repetition time (TR)= 8.5 ms; echo-time (TE)= 3.4 ms; flip
angle= 15°; Receiver bandwidth +32 kHz; slice thickness= 1.2 mm; 128 slice locations;
number of excitations (number of signals averaged)= 1; field-of-view (FOV)= 22 cm; Phase
FOV= 0.75; acquisition matrix= 256x192; one scan per subject. The total time of scan was
4:34. To prepare for the scan, families received a packet of materials, including a CD of
scanner noises and a DVD of a child going into a scanner, designed to desensitize him/her to
the scanner sounds and environment. Children also participated in simulated MRI sessions at
the center.

Image processing and cortical thickness and surface area extraction

Cortical reconstruction and volumetric segmentation were performed with the FreeSurfer
image analysis suite version 5.0.0, which is documented and freely available for download
online (http://surfer. nmr.mgh.harvard.edu/). The technical details of these procedures are
described in prior publications (Dale and Fischl, 1999; Dale and Sereno, 1993; Fischl and
Dale, 2000; Fischl et al., 1999a, 1999b, 2001, 2002, 2004a, 2004b; Han et al., 2006;
Segonne et al., 2004). Briefly, this processing includes motion correction, removal of non-
brain tissue using a hybrid watershed/surface deformation procedure (Segonne et al., 2004),
automated Talairach transformation, segmentation of the subcortical white matter and deep
gray matter volumetric structures (including hippocampus, amygdala, caudate, putamen, and
ventricles) (Fischl et al., 2002, 2004a), intensity normalization (Sled et al., 1998),
tessellation of the gray matter white matter boundary, automated topology correction (Fischl
et al., 2001; Segonne et al., 2007), and surface deformation following intensity gradients to
optimally place the gray/white (main) and gray/cerebrospinal fluid (pial) borders at the location where the greatest shift in intensity defines the transition to the other tissue class (Dale and Fischl, 1999; Dale and Sereno, 1993; Fischl and Dale, 2000). The main and pial surfaces were visually inspected, and where needed, the appropriate manual corrections were performed as per the FreeSurfer Tutorial (http://surfer.nmr.mgh.harvard.edu/fswiki/FsTutorial). All FreeSurfer surfaces were inspected and adjusted by a single rater (blinded to subject group) with experience editing more than one hundred brains after passing an inter-rater reliability program with \( \geq 0.95 \) (intraclass correlation coefficient) to gold-standard datasets for volumetric regions of interest. A senior staff member (MR) who was blind to the participant's FH status and who has inspected over one thousand FreeSurfer subjects verified all final surfaces.

Once the models are complete, a number of deformable procedures can be performed for further data processing and analysis including surface inflation (Fischl et al., 1999a), registration to a spherical atlas which utilized individual cortical folding patterns to match cortical geometry across subjects (Fischl et al., 1999b), parcellation of the cerebral cortex into units based on gyral and sulcal structure (Desikan et al., 2006; Fischl et al., 2004b), and creation of a variety of surface based data including maps of curvature and sulcal depth. This method uses both intensity and continuity information from the entire three dimensional MR volume in segmentation and deformation procedures to produce representations of cortical thickness, calculated as the closest distance from the gray/white boundary to the gray/CSF boundary at each vertex on the tessellated surface (Fischl and Dale, 2000). The maps are created using spatial intensity gradients across tissue classes and are therefore not simply reliant on absolute signal intensity. The maps produced are not restricted to the voxel resolution of the original data thus are capable of detecting sub-millimeter differences between groups. Procedures for the measurement of cortical thickness have been validated against histological analysis (Rosas et al., 2002) and manual measurements (Kuperberg et al., 2003; Salat et al., 2004). Freesurfer morphometric procedures show good test–retest reliability across scanner manufacturers and across field strengths (Han et al., 2006).

While previous studies adopting graph analysis used cortical thickness or cortical (subcortical) volumes as input, we also included cortical surface area and cerebellar volumes in the analyses, since thickness (surface area) allow us to examine distinct properties of interactions between brain regions as we describe below, and since cerebellar–cortical (subcortical) networks play important roles in reading development (Ben-Yehudah and Fiez, 2008). This analytic approach resulted in a total of 86 regions for each of the cortical thickness and surface area analyses (Desikan–Killiany Atlas) (Desikan et al., 2006). The names of the included regions are given in Fig. S1. Finally, surface areas, cortical thicknesses, and cerebellar and subcortical volumes were corrected for total surface area, mean cortical thickness, total cortical gray matter volume, and total subcortical gray matter volume, respectively, using linear regression analyses and obtaining residuals. Normalizations by correcting global measures in such a way remove the individual differences in morphometric measures affected by overall brain size and are a prerequisite for construction of structural correlation networks (Bernhardt et al., 2011; Fan et al., 2011; Hosseini et al., 2012b). These corrected measures were used for subsequent graph analyses.

### Construction of structural correlation network

Data from 86 brain regions were used to construct surface area-based and cortical thickness-based structural correlation networks. For each group, an 86×86 correlation matrix \( R \) was generated with each entry \( r_{ij} \) defined as the Pearson correlation coefficient between the extracted residuals of regions \( i \) and \( j \) (Bernhardt et al., 2011; Fan et al., 2011; He et al., 2007). These morphometric correlations reflect connectivity, as axonally connected regions...
are believed to be influenced by common developmental, trophic and maturational effects (Bernhardt et al., 2011; Cheverud, 1984; Wright et al., 1999; Zhang and Sejnowsky, 2000). Previous studies have shown that the structural correlation networks are estimable with tens of subjects (Fan et al., 2011; Hosseini et al., 2012a, 2012b; van den Heuvel et al., 2009).

A binary adjacency matrix $A$ was derived from each association matrix where $a_{ij}$ was considered 1 if $r_{ij}$ was greater than a specific threshold and zero otherwise. The diagonal elements of the constructed association matrix were also set to zero. The negative correlation values are replaced by zero in the above procedure. Although we lose some information regarding the negative correlations, this procedure is common for binary network analysis of structural brain networks (Bernhardt et al., 2011; Fan et al., 2011). Constructing weighted networks would be more informative but there are still some methodological challenges to analyze and compare weighted and directed networks (Rubinov and Sporns, 2011).

The resultant adjacency matrix represented a binary undirected graph $G$ in which regions $i$ and $j$ were connected if $g_{ij}$ was unity. Therefore, a graph was constructed with $N=86$ nodes (ROIs), with a network degree of $E$ equal to number of edges (links), and a network density (cost) of $D=E/(N(N–1)/2)$ representing the fraction of present connections to all possible connections. It has been shown that thresholding the association matrices of different groups at an absolute threshold results in networks with different number of nodes (and degrees) that influences network measures and reduces interpretation of between-group results (van Wijk et al., 2010). Therefore, based on previous studies (Bassett et al., 2008; Bernhardt et al., 2011; He et al., 2008; Hosseini et al., 2012a, 2012b) two approaches were implemented for thresholding the constructed association matrices: (1) at a minimum network density in which the networks of both groups were not fragmented, and (2) at a range of network densities and comparing the network topologies across that range. For the latter, we thresholded the constructed association matrices at a range of network densities ($D_{\text{min}}$: 0.01: 0.45) and compared the network topologies across that range. For densities above 0.45, the graphs became increasingly random (small-world index<1.2) and connections above this density are less likely biological for anatomical networks (Kaiser and Hilgetag, 2006).

Global network measures

Small-world network is an architecture that is simultaneously highly segregated and integrated (Bassett and Bullmore, 2006). Segregation reflects the ability of a network in processing information locally while integration characterizes the ability of a network in processing information globally. Therefore, a small-world network reflects an architecture with optimal balance between local and global information processing. The small-worldness of a complex network is identified by two key metrics: the clustering coefficient $C$ and the characteristic path length $L$ of the network. The clustering coefficient of a node is a measure of the number of edges that exist between its nearest neighbors. The clustering coefficient of a network is the average of clustering coefficients across nodes and is a measure of network segregation. The clustering coefficient thus reflects the overall specialization of a network in information processing. The characteristic path length of a network is the average shortest path length between all pairs of nodes in the network and is the most commonly used measure of network integration (Rubinov and Sporns, 2010). The characteristic path length thus measures the ability of a network in distributed information processing. To evaluate the topology of the brain network, these parameters must be compared to the corresponding mean values of a random graph with the same number of nodes and edges and same degree distribution as the network of interest (Maslov and Sneppen, 2002). Thus, we obtained the small-worldness index of a network as $S=(C/C_{\text{rand}})/(L/L_{\text{rand}})$ where $C_{\text{rand}}$ and $L_{\text{rand}}$ are the mean clustering coefficient and the characteristic path length of 20 random networks (Bassett and Bullmore, 2006; Hosseini et al., 2012b). In a small-world network, the
clustering coefficient is significantly higher than that of random networks ($C/C_{\text{rand}}$ ratio greater than 1) while the characteristic path length is comparable to random networks ($L/L_{\text{rand}}$ ratio close to 1).

Regional network measures

Since dyslexia is a neurological condition, which might affect a specific regional network, we also investigated the nodal characteristics of the constructed structural networks to identify differences in regional topological parameters between groups. Nodal betweenness centrality and nodal degree were calculated for each of the anatomical ROIs. Nodal betweenness centrality is defined as the fraction of all shortest paths in the network that pass through a given node and is used to detect important anatomical or functional connections. Nodes that bridge disparate parts of the network have a high betweenness centrality (Rubinov and Sporns, 2010). On the other hand, nodal degree is defined as the number of connections that a node has with the rest of the network and is considered a measure of interaction of a node, structurally or functionally, with the network. The quantified nodal degree and betweenness were normalized by the mean network degree and betweenness, respectively, and were then compared between groups (Bernhardt et al., 2011; Hosseini et al., 2012a, 2012b).

Network hubs

Hubs are the most globally connected regions in the brain and are essential for coordinating brain functions through their connectivity with numerous brain regions (Cole et al., 2010). Hubs are not only considered as important regulators of information flow but also play a key role in network resilience to brain injury (Rubinov and Sporns, 2010). We considered a node as a hub if its nodal betweenness centrality was at least 1 SD higher than mean network betweenness centrality (Bassett et al., 2008).

Between-group comparison and statistical analysis

A non-parametric permutation test with 1000 repetitions was used to test the statistical significance of the between-group differences in global and regional network measures (Bassett et al., 2008; He et al., 2008; Hosseini et al., 2012a, 2012b). In each repetition, the residuals for each participant were randomly reassigned to one of the FH+ and FH− groups so that each randomized group had the same number of subjects as the original groups. Then, we obtained an association matrix for each randomized group. The association matrices were then thresholded at a range of network densities that led to a binary adjacency matrix at each threshold. The network measures were then calculated for all the binary adjacency matrices at each density. The differences in network measures between randomized groups were then calculated resulting in a permutation distribution of difference under the null hypothesis. The actual between-group difference in network measures was then placed in the corresponding permutation distribution and a two-tailed p-value was calculated based on its percentile position (Bernhardt et al., 2011). The employed non-parametric permutation test inherently accounts for multiple comparisons ($p<0.05$) (Nichols and Hayasaka, 2003; Nichols and Holmes, 2001). Brain Connectivity Toolbox (Rubinov and Sporns, 2010) was used for quantification of network measures and our in-house Graph Analysis Toolbox (Hosseini et al., 2012b) was used for comparing the structural networks between groups.

It should be noted that we could not statistically explore the relationship between cognitive–behavioral measures and the extracted network properties. This is because the extracted network measures using T1 structural MRIs can only be generated per group and not on an individual basis. Therefore, we could not perform analysis such as correlations to examine relationships between network properties and cognitive-behavioral outcomes. Future studies...
using different MRI measures such as high resolution diffusion weighted imaging would circumvent this issue.

Results

Within-group global network measures

The minimum network density in which the networks of both groups were not fragmented was 0.080 for surface area network and 0.074 for thickness network. The association matrices for each group and corresponding binary adjacency matrices thresholded at the minimum density are shown in Fig. S1.

In order to investigate changes in the network topology as a function of network density, we also thresholded the constructed association matrices at a range of network densities (0.01: 0.01: 0.45). For densities above 0.45 the graphs become increasingly random (small-world index <1.2). Additionally, for anatomical networks, connections above this density are less likely biological (Kaiser and Hilgetag, 2006). Changes in global network measures as a function of network cost are shown in Fig. 1. Both the surface area and thickness networks in both groups follow a small-world organization across the range of densities; i.e. normalized characteristic path length (a measure of integration) of the networks was close to one while the normalized clustering coefficient (a measure of segregation) was higher than one. This pattern results in a small-world index of higher than one across the range of network densities.

Between-group differences in global network measures

We compared the networks thresholded at the minimum density. For the surface area network, there were no significant differences between groups in global network measures including normalized clustering coefficient ($p=0.31$), normalized path length ($p=0.20$), and small-world index ($p=0.12$). Similarly, for the thickness network, no significant between-group differences were found in normalized clustering coefficient ($p=0.31$), normalized path length ($p=0.40$), and small-world index ($p=0.21$).

We also examined the between-group differences in network measures across a range of densities (Fig. 2) for both thickness and surface area networks. The results showed no significant difference in global network measures between groups across the range of densities.

Between-group differences in regional network measures

Between-group differences in regional network measures (for networks thresholded at minimum density in which the networks of both groups were not fragmented) including nodal betweenness and nodal degree are shown in Fig. 3. For the surface area network, a number of reading-related regions showed significantly lower betweenness and/or degree in FH+ network including left supramarginal gyrus, left pars orbitalis, and left caudal middle frontal gyrus (Table 2). For the thickness network, brain regions including right pars triangularis and right fusiform gyrus showed significantly higher betweenness and/or degree in FH+ network (Table 3).

Network hubs

Network hubs were also identified for each group separately (Table 4). For the surface area network, several hubs were found for the FH+ network including right thalamus, left superior temporal sulcus, bilateral precuneus, right caudal anterior cingulate, and right lingual gyrus. Hubs in the FH− network included bilateral superior temporal sulcus, left caudal middle frontal, left posterior cingulate, bilateral supramarginal gyrus, and left insula.
For the thickness network, FH+ network hubs included left inferior temporal, bilateral isthmus cingulate, right inferior parietal, and right parstriangularis. FH− network hubs comprised of bilateral ventral diencephalon, right thalamus, right hippocampus, left transverse temporal, and right caudal anterior cingulate. Fig. 4 shows the hubs on groups' network layout mapped on ICBM152 surface template. The identified hubs in the FH− group are consistent with the results of previous graph-theoretical analysis involving healthy subjects (Bassett et al., 2008; He et al., 2008; Hosseini et al., 2012a, 2012b).

Discussion

We investigated differences in structural brain networks between beginning readers with (FH+) and without (FH−) family history for reading difficulties. We constructed separate structural correlation networks based on measures of surface area and thickness that have been shown to be driven by distinct cellular mechanisms that are genetic in their origins (Eyler et al., 2011; Kapellou et al., 2006; Rimol et al., 2010; Sanabria-Diaz et al., 2010). The results showed topological property changes in the FH+ group in several brain regions including those that repeatedly reported to be abnormal in dyslexia (left supramarginal gyrus, left inferior frontal gyrus) as well as other regions that are not often advertised as dyslexia regions but are important contributors in reading (left posterior cingulate, hippocampus, left precentral gyrus). Additionally, alterations in the left-hemisphere reading network were mainly observed for the surface-area network. To our knowledge, this is the first report of altered topological properties of structural correlation networks in children at risk for reading difficulties.

Global network measures

Both the surface area and thickness networks of both the FH+ and FH− groups followed a small-world organization across a wide range of network densities (Fig. 1); both of the networks had a path length identical to random networks while having a clustering coefficient that was higher than that in random networks. Such a network allows for efficient information processing by providing an optimal balance between segregation and integration (He et al., 2008). The results are in line with previous graph analysis studies that have consistently shown a small-world architecture in structural brain networks in healthy individuals (Bassett et al., 2008; Fan et al., 2011; He and Evans, 2010), and in patients with regional brain network deficits such as temporal lobe epilepsy (Bernhardt et al., 2011).

There were no significant between-group differences in global network properties of the surface area and thickness networks. This suggests that the global network segregation and integration is intact in children at familial risk for reading difficulties. These results further corroborate the notion that developmental dyslexia is a reading-specific problem (Ferrer et al., 2010; Tanaka et al., 2011) and is not related to more general cognitive abilities such as intelligence and learning that are associated with global network properties (Li et al., 2009; van den Heuvel et al., 2009).

Regional network measures

We tested differences in centrality and interaction of brain regions by comparing nodal betweenness centrality and nodal degree between FH+ and FH− groups. We observed significant lower betweenness and degree in the left-dominant hemisphere associated with reading in FH+ surface area network. On the other hand, the thickness network results revealed greater interaction and centrality of the right hemispheric regions, often implicated in compensatory processes, in the FH+ compared to the FH− group at an early age.
Surface area network

Betweenness in the left supramarginal gyrus, left pars orbitalis, and left posterior cingulate was significantly lower in the FH+ surface area network. Supramarginal gyrus is part of the reading network associated with analytic processing necessary for the integration of orthographic with phonological features of printed words (Pugh et al., 2000; Simos et al., 2011a). A recent meta-analysis study on reading-related processes reported a consistent hypoactivation in this region in children with developmental dyslexia (Richlan et al., 2011). Lesions in the left supramarginal gyrus have been shown to predict impairments in reading and spelling of words in a cohort lesion study (Philipose et al., 2007). The observed lower betweenness in this region in the FH+ group identifies that the number of shortest paths passing through this region is lower than those for the FH−group. It implies that the information transfer through the left supramarginal gyrus is less efficient in the FH+ group presumably because of lack of proper connections with other reading-related regions. The latter idea is supported by the results of previous functional connectivity analysis that showed impaired connectivity between this region and occipito-temporal regions involved in visual word processing in children with developmental dyslexia (van der Mark et al., 2011).

Left pars orbitalis (Brodmann area 11) was the other region that showed significantly lower betweenness in the FH+ surface area network. This region, though commonly not regarded as part of the reading related network, is part of the inferior frontal circuit (Habib, 2000) associated with phonological processing of single word reading (Turkeltaub et al., 2002) and semantic processing (Vigneau et al., 2005). Activity in this region has been associated with semantic processing during reading (Binder et al., 2003; McDermott et al., 2003; Vigneau et al., 2005). Our observation is in line with the results of a recent meta-analysis on functional neuroimaging studies of reading alphabetic languages that reported significant hypoactivation in the left pars orbitalis in adults with developmental dyslexia (Maisog et al., 2008). It further corroborates previous findings that showed decreased fractional anisotropy of white matter connecting inferior frontal regions and posterior language processing areas in dyslexic adults (Steinbrink et al., 2008) as well as altered effective connectivity between these regions during rhyming judgments of conflicting phonology-orthography trials (Cao et al., 2008).

Another region that showed significantly lower betweenness in FH+ surface area network was the left posterior cingulate. Activation of this region in reading and auditory processing tasks have been linked to language comprehension (Simos et al., 2011b; Stoitsis et al., 2008; Whitney et al., 2009) and attention (Vannest et al., 2009). Hypoactivation of this region in poor-readers has been identified in previous neuroimaging studies on category reading and silent passage reading tasks (Shaywitz et al., 2003; Simos et al., 2011a). Our results suggest that the left posterior cingulate in FH+ surface area network is less efficient in facilitating communication between different brain regions.

Comparison of nodal degree between groups showed significant lower degree in caudal middle frontal gyrus in the FH+ surface area network. This region has long been associated with verbal working memory (Baddeley, 2003) and has recently been shown to play an important role in phonological awareness (Kovelman et al., 2012), an ability that predicts later success in reading in preliterate children (Ziegler and Goswami, 2005). Kovelman et al. (2012) showed that greater demand on phonological awareness caused by an auditory rhyming task resulted in increased activation in the left dorsolateral prefrontal region in typically developing readers but not in children with dyslexia. They argued that children with dyslexia do not engage this region for phonological processing. Our observations both corroborate and extend their findings by suggesting that the impairment in engaging left middle frontal regions in reading tasks in children with reading difficulties might arise from lower overall connectivity of this region with the rest of the network.
Thickness network

For the thickness network, right pars triangularis showed significantly higher degree and betweenness and right fusiform gyrus showed significantly higher degree in the FH+ group. The hyperactivation of these regions in dyslexic readers have been previously reported in several neuroimaging studies on reading and have been associated with a compensatory mechanism. Shaywitz and Shaywitz (2003) reported that during difficult phonologic tasks (nonword rhyming), dyslexic readers engaged the right inferior frontal gyrus in contrast to normal readers. They also reported a negative correlation between reading skill and brain activation in the right fusiform. Activation of these right hemispheric regions has also been reported after experimental intervention in children with reading difficulties (Bach et al., in press; Shaywitz et al., 2004), consistent with our previous study where activation in this region predicted reading outcome in children with dyslexia (Hoeft et al., 2011).

Finally, we also found a number of regions that showed significant differences in betweenness and degree between networks but the exact role of them in developmental dyslexia is still a matter of debate. The higher betweenness in the left caudate nucleus in FH+ surface area network is consistent with the results of previous meta-analysis in adults with dyslexia (Richlan et al., 2011). The observed lower betweenness in other regions including hippocampus, temporal pole in FH+ thickness network and in right putamen in FH– surface area network is also in line with the results of previous studies (Brambati et al., 2009; Casanova et al., 2005; Eliez et al., 2000; Nicolson et al., 1999). Since these structures are part of the implicit learning network, it might reflect differences in nondeclarative aspects of reading between groups (Vicari et al., 2005). Specifically, several studies have reported a significant decrease in left hippocampal volume and/or activity in dyslexia (Casanova et al., 2005; Eliez et al., 2000; Nicolson et al., 1999), emphasizing the important role of this region in word recognition and reading (Papanicolau et al., 2003). Additionally, left precentral gyrus showed significantly lower degree in FH+ thickness network. Precentral gyrus plays an important role in reading and has been consistently linked to articulation and phonologic retrieval (Carreiras et al., 2007; Houde et al., 2010; Mechelli et al., 2005; Turkeltaub et al., 2003). Our observation is also corroborated by recent evidence that showed significant correlation between resting-state functional connectivity of left precentral gyrus and reading standard scores in children and adults (Koyama et al., 2011).

Together, our results support previous findings that reported disrupted functional and structural connectivity between reading-related regions associated with developmental dyslexia and further suggest that (1) the altered connectivity is evident even in beginning readers at familial risk for reading difficulties and (2) the pattern of altered connectivity is so diffuse that affects the topological properties of reading-related network in structural correlation networks.

Network hub analysis

The results of network hub analysis corroborated the findings of regional topology analysis. While both the FH+ and FH– networks showed a number of common hubs, left supramarginal gyrus was among the highly connected hubs that presents only in FH– surface area network. Conversely, right pars triangularis only presents in the FH+ network hubs. In addition, an interesting finding was a tendency in lateralization of distribution of hubs in the FH+ surface area network (χ²(2.28)=1.5, p=0.2). In the FH+ network, a few hubs were identified in the left-hemisphere while hubs were equally distributed between hemispheres in FH– surface area network. This observation supports the results of regional network analysis and suggests that aberrations in reading-related network are more pronounced in the surface-area network.
Surface area vs. thickness networks

Aberrations in topological properties of reading-related network were more pronounced in FH+ surface-area networks while augmentation in connectivity of right-hemispheric regions were observed in FH+ thickness network. While surface area and thickness are both strongly influenced by developmental processes including the genetic/prenatal and postnatal factors, there is some evidence suggesting that the surface area is influenced more by genetic/prenatal factors while thickness showing more changes across life span (Eyler et al., 2011; Im et al., 2008; McGinnis et al., 2011; Rimol et al., 2010; Seo et al., 2007; Wang et al., 2009). While this is still somewhat controversial and speculative, together with previous literature (Black et al., 2012; Frye et al., 2010b), it is tempting to consider these differences reflecting a greater role of genetic/prenatal influence that account for the differences found in this study. Cortical surface area has been shown to be highly heritable (Eyler et al., 2011; Rimol et al., 2010) and increase exuberantly relative to cerebral volume during late fetal development (Kapellou et al., 2006). On the other hand, cortical thickness is more influenced by factors such as aging and disease and changes across the life span (Im et al., 2008; McGinnis et al., 2011; Seo et al., 2007; Wang et al., 2009). Frye et al. (2010b) examined the relationship between phonological skills with cortical thickness and surface area, separately, and reported that only surface area relates to dyslexia. They argued that surface area reflects cortical folding patterns that are mainly determined prenatally. In addition, in our previous study, we also showed that only cortical surface area, and not thickness, relates to severity of maternal history of reading difficulties (Black et al., 2012).

Potential postnatal factors that might influence the results include child’s experience due to parental and school environment. Among various prenatal factors (e.g. prenatal environment, genetic and epigenetic phenomena), we speculate that genetic factors may bear on the observed network differences in dyslexia. Previous studies have shown that genetic variation is an important determinant of individual differences in cortical surface area and reported that 89% of variance in surface-area is attributable to genetic factors (Eyler et al., 2011; Panizzon et al., 2009). Specific mutations in humans have been linked to excessive gyrification of the cortex and an increase in the cortical surface area and suggest that the genes that influence surface area are critical to the early growth and development of the brain (Jansen and Andermann, 2005; Panizzon et al., 2009; Piao et al., 2004). Previous studies on dyslexia also support the predominant influence of genetic factors (rather than postnatal factors) in dyslexia. Studies show that parents’ reading scores correlate with that of offspring (Torppa et al., 2011; van Bergen et al., 2012). We have also shown that maternal history of reading disability correlated with literate children’s frontoparietal structures, most likely due to genetic or prenatal environmental influences (Black et al., 2012). While the underlying mechanism of these associations is unclear, genetic liability is thought to play a major role (Naples et al., 2009, 2012), consistent with a meta-analysis that showed high heritability estimates of 41–74% (Grigorenko, 2004). Further support comes from a study in adoptive families that showed lack of parent-offspring relationship in reading (Wadsworth et al., 2002), and animal studies that showed lack of intrauterine transmission of ectopia in rodents (Denenberg et al., 1991, 1992). In rodents, ectopia is often used as a ‘proxy’ for animal models of dyslexia (Kaufmann and Galaburda, 1989). Ectopia has been associated with DYX1C1, a candidate gene for dyslexia that causes neuronal migration abnormalities (Rosen et al., 2007). Another candidate gene, the ROBO1 gene, regulate midline crossing of major nerve tracts and have been associated with abnormal auditory cortex responses in individuals with dyslexia (Lammimäki et al., 2012). In another recent study, FOXP2, a gene that causes a severe form of language impairment and KIAA0319, another candidate gene, were associated with the left frontal and parieto-temporal activation patterns, respectively (Pinel et al., 2012). These studies point to the important role of genetic variation in the neural pathways important for dyslexia, reading and phonological processing. On the
other hand, not many studies have shown the influence of prenatal and postnatal environment. In one study, intrauterine serum factors caused rodent offspring's abnormal behavior and brain metabolism that were consistent with the magnocellular theory of dyslexia, implicating the role of prenatal environment in the development of dyslexia (Vincent et al., 2002). Collectively, while still not conclusive, current evidence supports a major genetic influence in the development of dyslexia. Future research is needed to directly test the observed distinctions and to investigate how cortical structure relates to early development and the genotype.

**Genetic etiology**

Previous studies have identified a number of genetic loci and candidate genes related to dyslexia [see (Poelmans et al., 2011) for a recent review]. DCDC2, ROBO1, DYX1C1 and KIAA0319 are among the candidate genes that have been previously associated with developmental dyslexia. These genes could be directly or indirectly linked to processes involved in neuronal migration and/or directed outgrowth of neuritis/axons and thus suggest that dyslexia is a neuronal migration deficit (Petryshen and Pauls, 2009). While there is some evidence of links to cortical patterning in language related regions (e.g. Meda et al., 2008 for DCDC2), the reports are on regional volumes without differentiation between surface and thickness. MECP2 is one of the main determinants of brain morphology and its mutations are associated with a number of neurodevelopmental disorders such as autism and mild learning disabilities (Shibayama et al., 2004). The relationship between variations in the MECP2 and brain morphology has been shown in primates and human (Belichenko et al., 2008; Kankirawatana et al., 2006). Recent evidence suggests that variations in this gene are associated with cortical surface area but not cortical thickness (Joyner et al., 2009). This allele could be a candidate explaining the dysfunction of surface area network in FH+ group in language-related regions. Previous evidence has shown that variations in MECP2 were found in Klinefelter's Syndrome individuals that often show reading impairment (Vawter et al., 2007). Uchino et al. (2001) also reported a strong correlation between the loci of mutation in the MECP2 gene and language ability in subjects with Rett Syndrome. In addition, variation in this allele has been shown to affect surface area of brain regions specific to reading comprising pars triangularis (Joyner et al., 2009). Future research might shed light on the influence of the MECP2 gene on developmental dyslexia.

Together, our results suggest that topological properties of large-scale structural brain networks could be informative for predicting the risk of reading difficulties in children. However, there are a number of limitations and future work is warranted that overcomes these limitations. First, the demographics of the group show that most of the standard scores are within average range, and hence while half of the children have a family history for reading disabilities, they are not necessarily at risk based on their behavioral characteristics. However, these children might still be at risk for late emerging reading disabilities and we are planning to follow them to a later age. Second, we could not perform correlation analysis between these measures and the network results because of the nature of the underlying data (in that we used structural T1 MRIs that does not allow us to estimate one graph per participant). Recent studies have shown the possibility of constructing such a network at an individual level using high resolution diffusion weighted imaging (Gong et al., 2009; van den Heuvel et al., 2009) which will overcome this limitation. Finally, in our current study, we used the traditional approach to define groups based on overall family history status; it may be interesting to examine the effect of maternal and paternal history on network characteristics separately in future studies in line with our previous work (Black et al., 2012).
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Fig. 1.
Changes in global network measures as a function of network density. A) Normalized clustering (top), normalized path length (middle), and small-world index (bottom) for surface area network. B) Normalized clustering (top), normalized path length (middle), and small-world index (bottom) for thickness network.
Fig. 2.
Between-group differences in global network measures as a function of network density. A) The 95% confidence intervals and between-group differences in normalized clustering (top), normalized path length (middle), and small-world index (bottom) for surface area network. B) The 95% confidence intervals and between-group differences in normalized clustering (top), normalized path length (middle), and small-world index (bottom) for thickness network.
(A) **Surface Area Network: Between-group Differences in Regional Network Measures**

- **Betweenness**
  - FH- vs. FH+
  - Null (mean)
  - Null (upper bound 95% CI)
  - Null (lower bound 95% CI)

- **Degree**
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  - FH- > FH+
  - FH- < FH+
Fig. 3.
Between-group differences in regional network topology. A) Between-group differences in nodal betweenness centrality (top) and nodal degree (bottom) for surface area along with the 95% confidence interval of the mean difference. B) Between-group differences in nodal betweenness centrality (top) and nodal degree (bottom) for thickness network along with the 95% confidence interval of the mean difference. For clarity, only regions in the left-hemisphere are labeled and the right hemisphere regions are shown immediately below/to the right of their corresponding left-hemisphere regions and left unlabeled. The color bar represents log(1/p-value). Yellow-color identifies the regions that have significantly higher nodal betweenness/degree in FH− compared with FH+ while blue-color identifies regions with significantly higher nodal betweenness/degree in FH+ compared to FH−. In the betweenness graphs, the hub regions that were significantly different between groups are underscored by solid (FH− hubs) and dashed (FH+ hubs) lines. Specifically, for the surface
area network, left posterior cingulate, supramarginal gyrus and paracentral lobule were the FH− hubs that also showed significantly higher betweenness compared with FH+ while the right precuneus was the FH+ hub region that also showed significantly higher betweenness compared with FH−. For the thickness network, right hippocampus and left precentral gyrus were the FH− hubs that also showed significantly higher betweenness compared with FH+ while the right pars triangularis was the FH+ hub region that also showed significantly higher betweenness compared with FH−.
Fig. 4.
Network hubs: A) Surface area network for FH+ (top) and FH− (bottom) groups. B) Thickness network for FH+ (top) and FH− (bottom) groups. Network hubs are labeled on each scheme separately. The volume of the spheres represents the betweenness centrality of the corresponding brain region. The INS: insula; TrT: transverse temporal; STS: superior temporal sulcus; PCUN: precuneus; LNG: lingual gyrus; THS: thalamus; PoCL: postcentral gyrus; cACC: caudal anterior cingulate; CAN: caudate nucleus; PHIP: parahippocampal gyrus; PTr: pars triangularis; PCL: paracentral lobule; SMG: supramarginal gyrus; iCNG: isthmus cingulate; ENL: entorhinal cortex; cMFG: caudal middle frontal gyrus; PCC: posterior cingulate cortex; CUN: cuneus; HIP: hippocampus; AMG: amygdale; IPL: inferior
parietal lobule; ACM: accumbens area; IOFC: lateral orbitofrontal cortex; ITG: inferior temporal gyrus; mOFC: medial orbitofrontal; PUT: putamen; VDC: ventral DC; LOC: lateral occipital; PrCL: precentral gyrus.
Table 1

Demographics of the two groups (FH+ vs. FH−).

<table>
<thead>
<tr>
<th>Measure</th>
<th>FH+ [mean (SD)]</th>
<th>FH− [mean (SD)]</th>
<th>T-Tests t(1,40); p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Child Age</td>
<td>5.65 (0.46)</td>
<td>5.51 (0.30)</td>
<td>1.17; 0.25</td>
</tr>
<tr>
<td>Gender</td>
<td>9 female/13 male</td>
<td>11 female/9 male</td>
<td></td>
</tr>
<tr>
<td>Socioeconomic status (SES)</td>
<td>0.09 (0.94)</td>
<td>−0.15 (1.11)</td>
<td>0.73; 0.468</td>
</tr>
<tr>
<td>Woodcock Johnson III brief intellectual ability-ss (IQ)</td>
<td>116.64 (10.86)</td>
<td>121.95 (10.09)</td>
<td>1.64; 0.109</td>
</tr>
<tr>
<td>Woodcock Johnson III visual matching-ss (Processing Speed-PS)</td>
<td>104.05 (12.21)</td>
<td>107.60 (11.07)</td>
<td>0.99; 0.331</td>
</tr>
<tr>
<td>Woodcock reading mastery test letter ID-ss (LID)</td>
<td>105.95 (8.73)</td>
<td>115.50 (9.73)</td>
<td>3.35; 0.002</td>
</tr>
<tr>
<td>Rapid automatized naming color and object-ss (RAN)</td>
<td>96.89 (17.07)</td>
<td>101.30 (14.32)</td>
<td>0.90; 0.372</td>
</tr>
<tr>
<td>CTOPP phonological awareness-cs (PA)</td>
<td>106.45 (14.18)</td>
<td>118.80 (12.15)</td>
<td>3.01; 0.004</td>
</tr>
<tr>
<td>CTOPP phonological memory-cs (PM)</td>
<td>104.27 (12.26)</td>
<td>110.95 (11.02)</td>
<td>1.85; 0.072</td>
</tr>
<tr>
<td>Total gray matter volume (TGMV)</td>
<td>709.84 (65.53)</td>
<td>711.88 (57.68)</td>
<td>0.11; 0.916</td>
</tr>
<tr>
<td>Total white matter volume (TWMV)</td>
<td>453.61 (46.29)</td>
<td>451.31 (36.29)</td>
<td>0.18; 0.859</td>
</tr>
<tr>
<td>HOME I (learning materials subscale) mean score</td>
<td>0.87 (0.09)</td>
<td>0.85 (0.08)</td>
<td>0.73; 0.469</td>
</tr>
<tr>
<td>HOME II (language stimulation subscale) mean score</td>
<td>0.98 (0.05)</td>
<td>0.99 (0.44)</td>
<td>0.42; 0.676</td>
</tr>
<tr>
<td>HOME V (academic stimulation subscale) mean score</td>
<td>0.92 (0.28)</td>
<td>1.00 (0.00)</td>
<td>1.22; 0.230</td>
</tr>
<tr>
<td>FES (achievement subscale) mean score</td>
<td>2.99 (0.42)</td>
<td>3.02 (0.52)</td>
<td>0.19; 0.854</td>
</tr>
<tr>
<td>FES (intellectual-cultural subscale) mean score</td>
<td>3.68 (0.57)</td>
<td>3.77 (0.43)</td>
<td>0.61; 0.547</td>
</tr>
<tr>
<td>Maternal Age (Age-M)</td>
<td>40.26 (4.12)</td>
<td>37.58 (4.14)</td>
<td>2.10; 0.042</td>
</tr>
<tr>
<td>ARHQ (MFamRI)</td>
<td>0.36 (0.17)</td>
<td>0.25 (0.09)</td>
<td>2.41; 0.021</td>
</tr>
<tr>
<td>Percent educational time with child (ET-M)</td>
<td>68.86 (15.17)</td>
<td>67.71 (21.15)</td>
<td>0.20; 0.839</td>
</tr>
<tr>
<td>Education level (Ed-M)</td>
<td>17.30 (1.91)</td>
<td>17.13 (2.41)</td>
<td>0.26; 0.800</td>
</tr>
<tr>
<td>WAIS-R-ss (IQ-M)</td>
<td>112.00 (6.26)</td>
<td>113.75 (4.82)</td>
<td>1.01; 0.320</td>
</tr>
<tr>
<td>Paternal Age (Age-P)</td>
<td>42.83 (5.61)</td>
<td>40.79 (5.07)</td>
<td>1.21; 0.232</td>
</tr>
<tr>
<td>ARHQ (PFamRI)</td>
<td>0.40 (0.16)</td>
<td>0.26 (0.09)</td>
<td>3.55; 0.001</td>
</tr>
<tr>
<td>Percent educational time with child (ET-P)</td>
<td>31.10 (15.16)</td>
<td>32.27 (21.15)</td>
<td>0.21; 0.836</td>
</tr>
<tr>
<td>Education level (Ed-P)</td>
<td>16.36 (1.62)</td>
<td>17.00 (2.64)</td>
<td>0.95; 0.347</td>
</tr>
<tr>
<td>WAIS-R-ss (IQ-P)</td>
<td>110.95 (6.55)</td>
<td>113.37 (4.39)</td>
<td>1.35; 0.186</td>
</tr>
<tr>
<td>Parental characteristics with history of reading disorder (RD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARHQ (of parents with ARHQ ≥0.4)</td>
<td>0.52 (0.09)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Test of Word Reading Efficiency–Phonological Decoding-ss (TOWRE-PDE-ss)</td>
<td>87.24 (10.99)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Parental characteristics without history of RD</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARHQ (of parents with ARHQ ≤0.4)</td>
<td>0.25 (0.10)</td>
<td>0.26 (0.6)</td>
<td>0.26; 0.793</td>
</tr>
<tr>
<td>Test of Word Reading Efficiency–Phonological Decoding-ss (TOWRE-PDE-ss)</td>
<td>95.53 (8.10)</td>
<td>97.34 (8.40)</td>
<td>0.63; 0.532</td>
</tr>
</tbody>
</table>

*a* ss represents standard score and cs represents composite score. Refer to Black et al., 2012 for further details of measurements.

*b* Refers to the Home Observation for Measurement of the Environment.

*c* Refers to the Family Environment Scale.
**Table 2**

Between-group differences in normalized nodal degree and nodal betweenness centrality for the surface area network.

<table>
<thead>
<tr>
<th>Betweenness</th>
<th>FH− &gt; FH+</th>
<th>FH+</th>
<th>FH−</th>
<th>P</th>
<th>FH+ &gt; FH−</th>
<th>FH+</th>
<th>FH−</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>L pars orbitalis</td>
<td>0</td>
<td>2.83</td>
<td>0.043</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L posterior cingulate</td>
<td>0.33</td>
<td>6.92</td>
<td>0.002</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L supr marginal gyrus</td>
<td>0</td>
<td>3.18</td>
<td>0.038</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R paracentral lobule</td>
<td>0.59</td>
<td>4.54</td>
<td>0.030</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FH+ &gt; FH−</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L caudate</td>
<td>3.42</td>
<td>0.38</td>
<td>0.040</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R pericalcarine</td>
<td>2.30</td>
<td>0.13</td>
<td>0.042</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R precuneus</td>
<td>2.77</td>
<td>0</td>
<td>0.035</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

L: left, R: right; the average nodal betweenness (degree) was 165.1(6.8) in FH+ and 181.2(6.8) in FH− surface area networks.
Table 3

Between-group differences in normalized nodal degree and nodal betweenness centrality for the thickness network.

<table>
<thead>
<tr>
<th>Betweenness</th>
<th>FH− &gt; FH+</th>
<th>FH+</th>
<th>FH−</th>
<th>P</th>
<th>FH− &gt; FH+</th>
<th>FH+</th>
<th>FH−</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>L ventral DC</td>
<td>1.10</td>
<td>4.68</td>
<td>0.036</td>
<td></td>
<td>1.10</td>
<td>4.68</td>
<td>0.036</td>
<td></td>
</tr>
<tr>
<td>R hippocampus</td>
<td>1.01</td>
<td>6.36</td>
<td>&lt;0.001</td>
<td></td>
<td>1.01</td>
<td>6.36</td>
<td>&lt;0.001</td>
<td></td>
</tr>
<tr>
<td>L precentral gyrus</td>
<td>0.97</td>
<td>3.84</td>
<td>0.043</td>
<td></td>
<td>0.97</td>
<td>3.84</td>
<td>0.043</td>
<td></td>
</tr>
<tr>
<td>R cuneus</td>
<td>0.039</td>
<td>4.94</td>
<td>0.007</td>
<td></td>
<td>0.039</td>
<td>4.94</td>
<td>0.007</td>
<td></td>
</tr>
<tr>
<td>R temporal pole</td>
<td>0.021</td>
<td>3.04</td>
<td>0.049</td>
<td></td>
<td>0.021</td>
<td>3.04</td>
<td>0.049</td>
<td></td>
</tr>
<tr>
<td>FH+ &gt; FH−</td>
<td>3.97</td>
<td>0</td>
<td>0.010</td>
<td></td>
<td>3.97</td>
<td>0</td>
<td>0.010</td>
<td></td>
</tr>
<tr>
<td>R pars triangularis</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>R fusiform gyrus</td>
<td>1.40</td>
<td>0</td>
<td>0.016</td>
</tr>
<tr>
<td>R pars triangularis</td>
<td>1.64</td>
<td>0</td>
<td>0.008</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

L: left, R: right; the average nodal betweenness (degree) was 171.2(6.33) in FH+ and 156.2(6.33) in FH− thickness networks.
Table 4

List of network hubs for surface-area and thickness networks for each group.

<table>
<thead>
<tr>
<th>Surface-area network</th>
<th>FH− network</th>
<th>FH+ network</th>
<th>Thickness network</th>
<th>FH− network</th>
<th>FH+ network</th>
</tr>
</thead>
<tbody>
<tr>
<td>FH− network</td>
<td>L hippocampus</td>
<td>L superior temporal</td>
<td>bilateral diencephalon</td>
<td>L putamen</td>
<td></td>
</tr>
<tr>
<td>FH− network</td>
<td>L amygdala</td>
<td>L precuneus</td>
<td>L precentral</td>
<td>R caudate</td>
<td></td>
</tr>
<tr>
<td>FH− network</td>
<td>L superior temporal</td>
<td>L transverse temporal</td>
<td>L transverse temporal</td>
<td>R accumbens</td>
<td></td>
</tr>
<tr>
<td>FH− network</td>
<td>L caudal middle frontal</td>
<td>L insula</td>
<td>R thalamus</td>
<td>L inferior temporal</td>
<td></td>
</tr>
<tr>
<td>FH− network</td>
<td>L cuneus</td>
<td>R thalamus</td>
<td>R hippocampus</td>
<td>L isthmus cingulate</td>
<td></td>
</tr>
<tr>
<td>FH− network</td>
<td>L posterior cingulate</td>
<td>R caudate</td>
<td>R anterior cingulate</td>
<td>L medial orbitofrontal</td>
<td></td>
</tr>
<tr>
<td>FH− network</td>
<td>L supramarginal</td>
<td>R accumbens</td>
<td>R lateral occipital</td>
<td>L parahippocampal</td>
<td></td>
</tr>
<tr>
<td>FH− network</td>
<td>L insula</td>
<td>R anterior cingulate</td>
<td></td>
<td>R inferior parietal</td>
<td></td>
</tr>
<tr>
<td>FH− network</td>
<td>R entorhinal</td>
<td>R lingual</td>
<td></td>
<td>R isthmus cingulate</td>
<td></td>
</tr>
<tr>
<td>FH− network</td>
<td>R isthmus cingulate</td>
<td>R parahippocampal</td>
<td></td>
<td>R lateral orbitofrontal</td>
<td></td>
</tr>
<tr>
<td>FH− network</td>
<td>R lingual</td>
<td>R parstriangularis</td>
<td></td>
<td>R paracentral</td>
<td></td>
</tr>
<tr>
<td>FH− network</td>
<td>R parahippocampal</td>
<td>R postcentral</td>
<td></td>
<td>R pars triangularis</td>
<td></td>
</tr>
<tr>
<td>FH− network</td>
<td>R paracentral</td>
<td>R precuneus</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FH− network</td>
<td>R superior temporal</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FH− network</td>
<td>R supramarginal</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

L: left, R: right.