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ABSTRACT OF THE DISSERTATION

Decoding the ionic basis of neuronal diversity in the medial vestibular nucleus

by

Aryn Hilary Gittis

Doctor of Philosophy in Neurosciences

University of California, San Diego 2008

Professor Sascha du Lac, Chair

Somatic excitability plays a key role in the patterning of action potential
generation by shaping the integration of synaptic information with recent neuronal
activity, however its importance has been neglected in a number of systems. An
exception is in spontaneously firing neurons of the vestibular system, where
intrinsic excitability is central to adaptive plasticity and diversifies the firing
properties of distinct cell types in the medial vestibular nuclei (MVN).
Experiments revealed that MVN neurons express sodium currents with similar
biophysical properties but exhibit different ratios of potassium currents that likely
underlie cell type diversity. Recordings of ionic currents during firing
demonstrated that high expression of $\text{Ca}^{2+}$-dependent potassium currents
decreases neuronal excitability and limits sodium current availability while Kv3-
type potassium currents mediate rapid action potential repolarization and protect
sodium current availability at high firing rates, creating a broad spectrum of
neuronal firing properties in the MVN.
I. Introduction

Intrinsic excitability determines the responsiveness of neurons to their inputs in a functioning network. It is regulated by the expression patterns of ionic currents, whose wide diversity reflects the extensive degree of molecular tuning which optimizes neuronal function (Hille, 2006). The well studied networks of neurons in the neocortex and the hippocampus are largely populated by cells that fire at low rates, making an understanding of how synaptic inputs alter the probability of an action potential important. By contrast, in networks of spontaneously firing cells, information is encoded not in the integration of inputs to fire a single spike but rather by changing rates of action potentials.

The vestibular system provides an ideal model for studying intrinsic excitability because it is a simple system where the activity of neurons is directly related to animal behavior (du Lac et al., 1995). The system processes information with extreme temporal precision, making the rate of action potential firing important. Changes in intrinsic excitability could therefore have profound effects on the dynamics of network function and several studies show that plasticity of intrinsic excitability has direct behavioral relevance for the system (Darlington and Smith, 2000; Darlington et al., 2002; Straka et al., 2005; Gittis and du Lac, 2006). The vestibular nuclei consist of a heterogeneous population of excitatory and inhibitory neurons that are differentially regulated during plasticity (Beraneck et al., 2003; Beraneck et al., 2004). Understanding how changes in intrinsic excitability are distributed throughout the network requires an understanding of the ionic currents regulating excitability in these different cell
types. In this dissertation, I examine the ionic basis of intrinsic excitability in distinct cell types in the MVN with different functions in vestibular circuitry. In the following sections, I will summarize the scientific context motivating the experiments presented in Chapters 2-5.

Vestibular circuitry

The vestibular system transforms sensory information about head and image motion into temporally and spatially precise motor commands that move the eyes in a compensatory manner to stabilize objects on the retina, the biological equivalent of an image stabilizer on a camera. Behaviors mediated by this system are the vestibulo-ocular reflex (VOR) which drives compensatory eye movements in the opposite direction of head motion and the optokinetic reflex (OKR), in which the eyes move to track full field image motion (Faulstich et al., 2006). The neuronal backbone of this rapid sensory -> motor converter is a simple circuit consisting of three components: (1) sensory neurons in the inner ear canals that convert head or image motion into neuronal firing patterns (2) neurons in the vestibular nuclei that process the information and (3) motor neurons that convert the neuronal firing pattern to muscle contractions that move the eyes (Fig. 1). This basic neural circuitry is highly conserved, from goldfish to humans and is subject to multiple forms of plasticity to maintain proper functioning over the lifetime of an organism (du Lac et al., 1995; Gittis and du Lac, 2006).
*Plasticity of the VOR*

The vestibular nuclei are optimally positioned in the vestibular circuit to integrate information from accessory areas required for plasticity. Inhibitory inputs from Purkinje cells in the floccular lob of the cerebellum are a primary example (Langer et al., 1985; Sekirnjak et al., 2003). These inputs are required to initiate plasticity of the vestibulo-ocular reflex (VOR) (Lisberger et al., 1984; Blazquez et al., 2004; De Zeeuw and Yeo, 2005). Purkinje neurons, themselves are sites of convergence for information about head and image motion, conveyed by parallel fibers from granule cells and climbing fibers from the inferior olive, respectively (Fig. 1). When there is a discrepancy between head and image motion, Purkinje cells provide the necessary error signal to initiate VOR plasticity (Frens et al., 2001). Disrupting Purkinje cell activity or their inputs to vestibular nucleus neurons blocks adaptive plasticity of the VOR but does not strongly affect baseline VOR performance (De Zeeuw et al., 1998; Shutoh et al., 2003; Carter and McElligott, 2005; Shutoh et al., 2006).

The importance of the cerebellum in initiating adaptive VOR plasticity is firmly established, but the site of long-term storage of oculomotor memories is still an issue of debate. Two independent studies found that during memory consolidation, long-term memory storage shifts from the cerebellum to the vestibular nuclei (Kassardjian et al., 2005; Shutoh et al., 2006). Another form of vestibular learning occurs when loss of peripheral vestibular function acutely reduces neuronal activity in the ipsilateral vestibular nucleus, creating severe
postural symptoms and almost completely abolishing VOR and OKR behaviors. Although peripheral vestibular function is never restored, recovery of VOR and OKR behaviors are nearly complete within 1-2 weeks. This recovery is termed vestibular compensation. Although vestibular compensation is dependent on the cerebellum (Johnston et al., 2002), electrophysiological recordings suggest that it is driven by changes in the intrinsic excitability of vestibular nucleus neurons (Smith and Curthoys, 1989; Darlington et al., 2002) that can persist for up to 1 month (Beraneck et al., 2003; Beraneck et al., 2004). The cellular basis of this plasticity is not know but some hypotheses include reduced sensitivity to inhibitory neurotransmitters (Vibert et al., 2000; Yamanaka et al., 2000; Johnston et al., 2001) or changes in ionic currents that regulate membrane excitability (Beraneck et al., 2003; Beraneck et al., 2004).

*Cellular mechanisms of plasticity*

Studies probing more deeply into the cellular basis of plasticity in vestibular nucleus neurons have uncovered mechanism of both synaptic and intrinsic plasticity (Fig. 1). Synaptic plasticity (both LTP and LTD) has been identified at the synapses from the vestibular nerve (axons of primary sensory neurons) onto vestibular nucleus neurons (Capocchi et al., 1992; Grassi et al., 1995; Grassi et al., 1998; Grassi and Pettorossi, 2001; Grassi et al., 2002; Grassi et al., 2004; Grassi et al., 2005). The directionality of this plasticity is likely to be cell-type specific, as demonstrated by the observation that vestibular nerve stimulation paired with somatic hyperpolarization (simulating coincidence
detection of head motion and error signals from Purkinje cells) induced LTD of vestibular nerve inputs onto GABAergic interneurons but LTP onto non-GABAergic neurons (L. McElvain, unpublished).

Vestibular nucleus neurons also show robust plasticity of intrinsic excitability, triggered by inhibitory synaptic stimulation or direct membrane hyperpolarization (Nelson et al., 2003). These stimuli reduce intracellular calcium levels, triggering a persistent increase in spontaneous firing rates and sensitivity to depolarizing inputs, termed firing rate potentiation (FRP) (Nelson et al., 2003). FRP is induced by decreases in CaMKII activity, triggered by decreases in intracellular calcium levels that ultimately cause a reduction of currents through BK-type K channels (Nelson et al., 2003; Nelson et al., 2005). BK currents regulate neuronal excitability by contributing to the early after-hyperpolarization (AHP) (Smith et al., 2002) and increases in excitability following FRP induction were occluded by iberiotoxin, a specific blocker of BK currents (Nelson et al., 2003).

The notion that this plasticity could be triggered by decreases rather than increases in CaMKII activity represents a novel role for this already multifaceted kinase. Although decades of research have formulated a comprehensive description of how CaMKII activity is regulated by complex phosphorylation patterns (Schulman, 1993), little is known about how the kinase behaves in spontaneously firing neurons. This question is addressed through a combination of biochemical and electrophysiological experiments in Chapter 2. The results show that CaMKII activity in MVN neurons is distinct from that previously
characterized in hippocampal and cortical neurons. MVN neurons expressed predominantly β-isoforms of CaMKII which were maximally activated by spontaneous activity at baseline. Additionally, changes in neuronal excitability were accompanied by decreases in phosphorylation on residue T287, rather than increases which are required for plasticity in hippocampal and cortical neurons (Silva et al., 1992b; Silva et al., 1992a; Glazewski et al., 1996; Glazewski et al., 2000; Frankland et al., 2001). These results demonstrate that learning rules in spontaneously firing neurons can differ substantially from those previously established in non-spontaneously firing neurons and emphasizes the importance of conducting studies on a variety of cell types throughout the brain.

**Identifying distinct cell types with unique roles in vestibular circuitry**

Targeting inhibitory and excitatory neurons in the vestibular circuit has been historically challenging due to a lack of morphological distinctions or laminar organization in the vestibular nuclei. The rules governing plasticity vary across cell types, demonstrated by variability in the expression of FRP (Nelson et al., 2003), changes in excitability during behavioral plasticity (Beraneck et al., 2003; Beraneck et al., 2004), or the direction of synaptic plasticity observed across neurons (Grassi and Pettorossi, 2001; McIlvain, unpublished). The firing properties of MVN neurons form a continuous distribution with no obvious divisions between classes of neurons (du Lac and Lisberger, 1995; Sekirnjak and du Lac, 2002), although several groups have historically divide the population into Type A and Type B neurons on the basis of their intrinsic firing properties.
(Serafin et al., 1991b; Johnston et al., 1994). However, this classification scheme is insufficient to track changes in intrinsic excitability during plasticity (Beraneck et al., 2003; Nelson et al., 2003; Beraneck et al., 2004).

The development of transgenic technology has revolutionized the ability to reliably target specific populations of neurons in the vestibular circuit to understand their roles in basic information processing and plasticity. Neurons that receive direct input from the cerebellum can be identified using a mouse line that drives GFP expression specifically in Purkinje cells, under control of the L7 (Pcp2) promoter (Sekirnjak et al., 2003). More recently 2 mouse lines were discovered that divide the MVN into physiologically distinct populations with different transmitter phenotypes (Bagnall et al., 2007). The GIN line of transgenic mice (Oliva et al., 2000) labels a subset of GAD-67 expressing neurons in the MVN with intrinsic firing properties similar to Type A neurons while the YFP-16 line of transgenic mice (Feng et al., 2000) labels a subset of glycineric and glutamatergic neurons in the MVN with intrinsic properties similar to Type B neurons (Takazawa et al., 2004; Bagnall et al., 2007).

The majority of projections from the vestibular nuclei are either glutamatergic or glycineric (McCrea et al., 1980; Spencer et al., 1989; Graf et al., 1997; Graf et al., 2002), but some GABAergic projections have also been observed (Holstein, 2000). Based on these studies and the distribution of GIN and YFP-16 neurons in the dorsal and ventral portions of the MVN, respectively, GIN neurons represent local inhibitory, GABAergic neurons and YFP-16 neurons represent non-GABAergic projection neurons in the circuit (Bagnall et al., 2007).
Experiments in Chapters 3-5 take advantage of these recent advances in our ability to target GABAergic and non-GABAergic neurons in the vestibular nuclei with unique roles in vestibular circuitry. The results demonstrate that ionic currents are specifically tuned in these classes of neurons to provide non-GABAergic neurons with greater temporal precision and GABAergic neurons with greater sensitivity to fluctuations in Ca levels, which might lower their threshold for plasticity.

**Ionic mechanisms regulating intrinsic excitability of MVN neurons**

The firing properties of MVN neurons are well tuned to meet the rapid and accurate signaling requirements of the vestibular system. MVN neurons fire spontaneously both *in vitro* and *in vivo* at rates ranging between 5-50 Hz (Cullen and Roy, 2004). During head rotation, their firing rates modulate over a 100 – 200 Hz range (Cullen and Roy, 2004) and in slice preparations they can be driven to fire action potentials as high as 100 – 600 Hz for 1 s with DC depolarization (Smith et al., 2002; Bagnall et al., 2007). One of the most interesting properties of MVN neurons is their ability to linearly modulate their firing rates in response to changes in input current, acting as linear filters across their dynamic range. This ensures that information will be propagated faithfully through the nucleus without distortions that could compromise the tight relationship between head and image motion.

Classes of ionic currents that regulate excitability in MVN neurons have been hypothesized through pharmacologically-induced changes in firing
properties (Serafin et al., 1991a; Johnston et al., 1994; Smith et al., 2002) or computational models (Quadroni and Knopfel, 1994; Av-Ron and Vidal, 1999). The slope of a neuron’s linear input-output curve (gain) is affected by apamin-sensitive SK currents and iberiotoxin-sensitive BK currents (Smith et al., 2002) but changes in intrinsic excitability during FRP are driven specifically by changes in BK currents (Nelson et al., 2003; Nelson et al., 2005).

Grouping neurons as either Type A or Type B on the basis of their intrinsic firing properties led to the hypothesis that different classes of MVN neurons express distinct currents. In Type A neurons, the presence of an A-like rectification (a delay in the rebound firing normally observed after acute hyperpolarization) was attributed to the selective expression of a hyperpolarization-activated K current (Serafin et al., 1991b). In Type B neurons, the presence of plateau potentials was attributed to the selective expression of a persistent Na current (Serafin et al., 1991a). However, a computer model was able to reproduce differences in firing properties of Type A and Type B neurons by simply changing the relative conductance of a fast K current (Quadroni and Knopfel, 1994), creating controversy as to the precise mechanisms underlying cell-type diversity in firing properties.

Insights into the ionic mechanisms of intrinsic excitability in MVN neurons can also be made from recordings of fast firing neurons in other brain regions, including deep cerebellar nucleus (DCN) neurons (Raman et al., 2000; Aman and Raman, 2007), cerebellar Purkinje cells (Raman and Bean, 1997, 1999), fast firing neurons from the cortex or hippocampus (Martina and Jonas,
1997; Massengill et al., 1997; Martina et al., 1998), subthalamic nucleus neurons (Bevan and Wilson, 1999; Do and Bean, 2003), basal ganglia (Baranauskas et al., 1999; Baranauskas et al., 2003), and auditory cortex (Leao et al., 2005; Song et al., 2005; Song and Kaczmarek, 2006). These studies reveal the presence of several ionic mechanisms that are conserved in fast firing neurons across the brain. These include the expression of Kv3-type K currents, identified by their high sensitivity to TEA [1 mM] (Perney et al., 1992; Weiser et al., 1994; Martina and Jonas, 1997; Massengill et al., 1997; Erisir et al., 1999; Hernandez-Pineda et al., 1999) and the expression of Na channels with unique biophysical properties that minimize accumulation of inactivation (Martina and Jonas, 1997; Raman and Bean, 1997; Raman et al., 2000; Do and Bean, 2003; Afshari et al., 2004; Mercer et al., 2007).

In Chapters 3-4, I use voltage clamp recordings to make the first direct measurements of ionic currents expressed in MVN neurons. These experiments, carried in YFP-16 and GIN lines of transgenic mice to identify specific cell types, show that all MVN neurons express the same ionic currents, but that the ratios of these currents vary 4 – 5- fold across neurons. All MVN neurons express Kv3 and Na currents, consistent with their classification as fast firing neurons. Na currents were similar in all MVN neurons, but Kv3 currents varied systematically with intrinsic firing properties and distinguished GABAergic from non-GABAergic neurons.
Regulation of currents in MVN neurons

The contribution of ionic currents to intrinsic excitability depends not only on the level of expression, but also on how their activity is regulated by rapid changes in membrane voltage and the influence of other currents during firing (Ma and Koester, 1996; Marder, 1998; Bean, 2007). In some neurons, voltage-dependent interactions of ionic currents shift a neuron’s firing pattern between bursting, tonic, and silent modes (Llinas, 1988; Turrigiano et al., 1994; Womack and Khodakhah, 2004). Adaptive changes in intrinsic excitability are often mediated by concerted changes in multiple currents to maintain a critical balance required for appropriate neural output (Alkon, 1984; Turrigiano et al., 1995; Desai et al., 1999; Swensen and Bean, 2005).

These coordinated changes in current expression create both stability and flexibility in neural systems. For example, the firing properties of identified neurons in the lobster somatogastric ganglion are nearly identical from animal to animal, despite 2 - 4 fold variations in current expression (Schulz et al., 2006). The stability of firing properties is achieved through the coordination of expression of multiple ionic currents (Goldman et al., 2001; Schulz et al., 2006). At the other extreme, variability in action potential waveforms required to differentiate individual EOD frequencies of electric fish is achieved through the coordinated expression of Na and K currents with co-varying kinetics (McAnelly and Zakon, 2000).

Although all neurons in the medial vestibular nuclei (MVN) exhibit tonic,
spontaneous firing and respond to depolarizing inputs with linear increases in firing rate (du Lac and Lisberger, 1995; Ris et al., 2001; Smith et al., 2002), there is considerable variability in the more specific details of their intrinsic firing properties, including differences in action potential waveforms, rebound burst firing, spike adaptation, and maximum firing rates that set the dynamic range of a neuron (Serafin et al., 1991b; Sekirnjak and du Lac, 2002; Bagnall et al., 2007). This raises the question of how ionic current expression in MVN neurons is coordinated to create diversity yet stability in their firing properties. This question is the focus of experiments in Chapter 5 which reveal differences in the functional regulation of ionic currents between GABAergic and non-GABAergic MVN neurons during firing. In non-GABAergic neurons, Kv3 currents engage a novel mechanism of Na current protection at high firing, allowing them to function over broader firing ranges than GABAergic neurons. This provides projection neurons with the ability to operate with greater temporal precision than the local inhibitory neurons, which may have important functional implications for the network.
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Fig. 1.1: Sites of plasticity in the vestibular circuitry. The basic neural connections underlying the vestibulo-ocular reflex (VOR) are indicated with a thick black line and labeled 1-3. Head movement information is carried from sensory neurons in the inner ears to the vestibular nucleus via the vestibular nerve. These neurons then excite ocular motoneurons to drive compensatory eye movements. VOR plasticity involves a cerebellar circuit in which Purkinje cells serve as the site of integration about head and image motion, carried by parallel fibers from granule cells and climbing fibers from neurons in the inferior olive, respectively. LTD at the parallel fiber synapse onto Purkinje cells (circled in red) could underlie early stages of vestibular learning. Additional sites of synaptic plasticity that contribute to consolidation and long-term storage of vestibular memories lie within the vestibular nuclei (circled in red). High frequency stimulation of the vestibular nerve induces LTP or LTD at its synapses onto vestibular nucleus neurons. Synaptic plasticity might also occur at the projections from Purkinje cells onto vestibular nucleus neurons. Additionally, vestibular nucleus neurons exhibit a form of intrinsic plasticity, termed firing rate potentiation (FRP). Abbreviations: FRP, firing rate potentiation; GC, granule cell; LTD, long-term synaptic depression; LTP, long-term synaptic potentiation; PC, Purkinje cell; pf, parallel fibers; cf, climbing fibers; VN, vestibular nucleus neuron.
II. CaMKII regulates intrinsic excitability of MVN neurons

Abstract

Ca\(^{2+}\)/CaM-dependent protein kinase II (CaMKII) is traditionally described as a biological switch that is turned on by increases in intracellular calcium to mediate plasticity. A more recent study in spontaneously firing neurons demonstrated that this switch works in both directions and that turning CaMKII off can also mediate a form plasticity called firing rate potentiation (FRP). High levels of CaMKII activity keep baseline excitability of MVN neurons low. Blocking CaMKII in spontaneously firing neurons increased neuronal excitability and adding constitutively active CaMKII to non-spontaneously firing neurons decreased neuronal excitability. Consistent with the role of CaMKII as a modulator of BK currents during FRP, blocking CaMKII activity slightly reduced the amplitude of the whole cell Ca\(^{2+}\)-sensitive K\(^+\) currents measured in acutely dissociated MVN neurons, over half of which is attributable to current through BK channels. However, the reduction of BK currents by CaMKII was small, suggesting that there may be other changes that accompany the downregulation of BK currents to increase neuronal excitability during FRP. Western blots probing the phosphorylation state of residue T287 in β-CaMKII, the dominant isoform in MVN neurons, suggested that reductions in CaMKII activity during FRP persisted for up to 30 minutes after induction. However, the presence of synaptic blockers, kynurenic acid and picrotoxin, blocked changes in phosphorylation at this residue
without blocking the induction and maintenance of FRP, raising the possibility that reductions phosphorylation on T287 are not necessarily related to FRP.

**Introduction**

Cellular mechanisms of long term plasticity have been extensively studied in cortical and hippocampal neurons and learning rules established in these neurons are frequently extended to other cell types. Although plasticity is certainly analogous in some of these cell types, generalizations should not extend too broadly given the similar properties of hippocampal and cortical neurons. Both cell types are relatively silent under baseline conditions and plasticity is induced by depolarizing stimuli that increase internal Ca\(^{2+}\) concentrations. In contrast, long term plasticity in medial vestibular nucleus (MVN) neurons that are spontaneously active, is triggered by decreases in intracellular Ca\(^{2+}\) concentrations. This demonstrates that the canonical rules for plasticity can differ substantially in spontaneously firing neurons and suggests that spontaneously firing neurons utilize novel molecular mechanisms for long term plasticity.

Ca\(^{2+}\)/calmodulin-dependent protein kianse II (CaMKII) is a ubiquitous protein with elegantly complex biochemistry that can encode a ‘memory’ of neuronal activity. CaMKII is activated by Ca\(^{2+}\)/CaM and subsequently autophosphorylates on residue T287, which keeps the kinase active even after Ca\(^{2+}\) levels have returned to baseline (Schulman and Hanson, 1993; Lisman, 1994; Hudmon and Schulman, 2002; Lisman et al., 2002). High frequency stimulation of hippocampal neurons activates CaMKII, a necessary step for the
induction of long-term potentiation (LTP) (Fukunaga et al., 1995; Barria et al., 1997). In the MVN, where neurons are spontaneously active at 5-50 Hz in the absence of synaptic input, decreases, rather than increases in CaMKII induce a form of plasticity called firing rate potentiation (FRP) (Nelson et al., 2003; Nelson et al., 2005).

In MVN neurons, FRP leads to a long term increase in intrinsic excitability, characterized by increases in spontaneous firing rates and increases in a neuron’s firing rate sensitivity to depolarizing inputs, referred to as neuronal gain (Nelson et al., 2003). These changes in neuronal excitability were occluded by application of iberiotoxin (ibtx), which blocks BK-type Ca$^{2+}$-activated K$^+$ (KCa) currents. BK currents contribute to action potential repolarization and are particularly prominent during the early phase of the afterhyperpolarization (AHP) (Smith et al., 2002). Downregulation of these K$^+$ currents during FRP, therefore, increases neuronal excitability. Under baseline conditions, Ca$^{2+}$ influx due to the spontaneous activity of MVN neurons, was sufficient to activate CaMKII. It was only when Ca$^{2+}$ levels dropped that CaMKII could be turned off, directly or indirectly decreasing BK currents.

The contribution of CaMKII during FRP defined a novel role for the kinase in neuronal plasticity and raised questions about normal function and regulation in spontaneously firing neurons. In this paper, we address the following questions: (1) How does constitutively active CaMKII regulate the initial excitability of MVN neurons (2) To what extent does it affect the amplitude
of the whole cell BK current, and (3) Is CaMKII activity permanently decreased following FRP or does its activity return to baseline levels?

**Methods**

*Electrophysiology:* Slices from mice aged 17-24 days old were placed in a submersion chamber perfused with carbogenated ACSF at 31-33°C, supplemented with kynurenic acid (2 mM) and picrotoxin (100 µM) to block ionotropic glutamatergic and GABAergic neurotransmission, respectively. Neurons in the MVN were visualized with differential interference contrast optics under infrared illumination. Neurons were patched in the whole-cell, current-clamp mode using an Axoclamp 2B amplifier. Membrane potential was sampled at 3 kHz for continuous measurement of firing rate; 20-40 kHz sampling was used for all other measurements. Pipet and access resistances were bridge-balanced throughout each experiment, and voltage offsets were corrected after removing the electrode from the neuron. Membrane potential traces were corrected by subtracting a liquid junction potential of -14 mV. Electrodes contained an internal solution of (in mM) 140 K gluconate, 10 HEPES, 8 NaCl, 0.1 EGTA, 2 MgATP, 0.3 Na₂GTP.

*Western blots:* The medial vestibular nucleus (MVN) was dissected from mouse brainstem slices, prepared as above, and homogenized in buffer containing: 10 mM Tris-HCl pH 6.8, 2.5% SDS, 2 mM EDTA, 5 mM β-glycerophosphate, 0.5 µg/mL aprotinin, 10 µg/mL leupeptin, and 100 µM PMSF (Sigma). Samples were separated on a 7.5% SDS PAGE and transferred to
nitrocellulose membrane (BioRad). The membrane was blocked with 5% nonfat milk and blotted with antibody. Anti-αCaMKII (Chemicon) was used at a concentration of 1:1000, anti-βCaMKII (Zymed) at 1:200, Anti-phospho-CaMKII (Novus) at 1:1000. Protein was visualized using an HRP-conjugated goat anti-mouse or anti-rabbit antibody with a chemiluminescent reaction (kit, Amersham Biosciences).

*Histology:* Immunohistochemistry was performed on slices prepared as above. The tissue was fixed overnight at 4°C in 4% paraformaldehyde then treated in 30% sucrose at room temperature for 1 hour before re-sectioning. The tissue was re-sectioned into 30µm sections, blocked in phosphate-buffered saline containing: 2% normal goat serum, 1% BSA, 0.3% Triton-X-100 and incubated in primary antibody overnight at 4°C. Anti-phospho-CaMKII was used at a concentration of 1:2500; anti-NeuN was used at 1:200. Goat anti-rabbit secondary, conjugated to Cy3 (1:200, Chemicon) and goat anti-mouse secondary, conjugated to Alexa-fluor 488 (1:500, Molecular Probes), were used to visualize each primary antibody.

**Results**

*CaMKII activity contributes to baseline neuronal excitability*

The finding that FRP requires decreases in CaMKII activity suggests that high CaMKII activity at baseline negatively regulates the excitability of MVN neurons.
Consistent with this hypothesis, decreasing CaMKII activity in spontaneously firing MVN neurons increased their excitability (Fig. 1A-B). Application of the CaMKII inhibitor, KN-62, in the extracellular solution increased the slope of a neuron’s input-output curve (neuronal gain) by 42% ± 10% (p = 0.0008, n = 16) and inclusion of a peptide inhibitor, CaMKIIi290-309, in the pipet increased neuronal gain by 36% ± 14% (p = 0.008, n = 10).

In another experiment, a truncated version of CaMKII was constitutively activated in vitro (see methods) then introduced to neurons through the recording pipet. Because it took 9-10 minutes for active CaMKII to have an effect, baseline neuronal excitability could be measured within 1 min of break-in. Changes in excitability in neurons patched with activate CaMKII were compared with control data from neurons patched with heat inactivated CaMKII. Introducing constitutively active CaMKII to spontaneously firing MVN neurons had no effect on intrinsic excitability, suggesting CaMKII was already maximally active in these neurons (Fig. 1B). Alternatively, when constitutively active CaMKII was introduced to silent MVN neurons, which should have very low basal Ca\(^{2+}\) levels, it caused a decrease in neuronal excitability (-12 ± 9 %, n = 11, p = 0.001). These results indicate that CaMKII activity negatively regulates excitability in MVN neurons.

*CaMKII inhibition decreases KCa currents*

CaMKII is thought to exert its influence on neuronal excitability in the MVN through regulation of BK-type K channels. To determine the extent to
which BK currents were reduced by decreases in CaMKII activity, the amplitude of KCa currents were compared in acutely dissociated neurons, patched with either control internal or with internal containing CaMKIIi290-309. Acutely dissociated neurons were used because the accurate voltage control of this prep allows for more accurate measurements of whole cell current amplitudes than in slice preparations. To further reduce variability in current amplitudes, recordings were restricted to GABAergic MVN neurons which tend to have large BK currents (Gittis and du Lac, 2007).

Currents were elicited with 300 ms voltage steps between -55 and +15 mV and KCa currents were isolated by subtraction after extracellular CaCl$_2$ [2 mM] was replaced with MgCl$_2$ [2 mM] (Fig. 2A). Over half of this current is likely to be through BK channels (Gittis and du Lac, 2007). Robust KCa currents were still observed in the presence of CaMKIIi290-309. KCa currents under both conditions showed typical kinetics with a fast, transient phase followed by a slower, non-inactivating phase. The peak amplitudes of the currents (measured at +15 mV) tended to be smaller in neurons containing CaMKIIi290-309 (5.4 ± 2.9 nA, n = 21 vs 4.0 ± 1.6 nA, n = 8, p = 0.26).

Figure 2B shows average IV curves for the family of KCa currents recorded in control neurons and those patched with CaMKIIi290-309. Inhibiting CaMKII activity did not change the voltage-dependence of the current. In both conditions, KCa currents activated between -45 and -35 mV with sigmoidal relationships to voltage, reflecting the influence of Ca$^{2+}$ on the gating properties of the channel.
These data suggest that inhibiting CaMKII decreases the whole cell KCa current by about 25%, with no changes in its voltage dependence or kinetics of activation. Although the decrease in current amplitude was not significant, this parameter varied 5-fold across cells, making small effects on amplitude hard to distinguish from the noise.

$\beta$-CaMKII is the dominant isoform in MVN neurons

To understand the molecular expression and regulation of CaMKII in the MVN, tissue homogenates from mouse MVN were immunobotted with antibodies against the $\alpha$- and $\beta$- subunits of CaMKII, the predominant neuronal isoforms (Miller and Kennedy, 1985). As shown in Fig. 3A, both $\alpha$-CaMKII and $\beta$-CaMKII were detected in the MVN. A doublet in the $\beta$-CaMKII position (58 kDa and 60 kDa) suggests the presence of multiple splice variants of $\beta$-CaMKII in the MVN. A single band at 58 kDa was observed in a forebrain sample prepared and run in parallel with the MVN samples (data not shown).

Consistent with the electrophysiological evidence for constitutively active CaMKII, signal was detected under basal conditions with an antibody against phosphorylation at T287, the residue associated with persistent CaMKII activity. Fig. 3A shows strong expression of this phospho-CaMKII in the MVN, particularly prominent at the molecular weight corresponding to $\beta$-CaMKII.

The high level of phosphorylated $\beta$-CaMKII in MVN neurons was confirmed by immunolabeling. The majority of MVN neurons contained $\beta$-CaMKII but not $\alpha$-CaMKII (Fig. 3B-C). For comparison, images were taken
from the proximal cerebellum in which α-CaMKII labeling in Purkinje cells was strong. Staining for phosphorylated CaMKII was strong in both MVN and Purkinje neurons which have high basal levels of activity, but not in granule cells which have lower spontaneous activity (Fig. 3D). The phospho-CaMKII signal colocalized with β-CaMKII in the MVN and α-CaMKII in the cerebellum (Fig. 3E).

Changes in CaMKII phosphorylation

To determine whether decreases in CaMKII activity during FRP correspond with changes in the phosphorylation state of the kinase, tissue samples were probed with the phospho-T287 antibody following the global induction of FRP, either by incubating slices in Ringer’s + 1.5 mM glycine to silence firing or by replacing extracellular CaCl₂ with MgCl₂ which increases firing but reduces intracellular Ca²⁺ levels (Nelson et al., 2003). Both protocols produced modest increases in neuronal excitability, measured as increases in spontaneous firing rate (10 ± 54% in 1.5 mM glycine, n = 8; 29 ± 19% in 0 Ca²⁺, n = 8), gain (14 ± 10% in 1.5 mM glycine; 13 ± 8% in 0 Ca²⁺), and decreases in the AHP (-15 ± 8% in 1.5 mM glycine; -14 ± 7% in 0 Ca²⁺).

Protein samples were collected at 2 time points after FRP induction: (1) immediately after the 10 min. incubation in 0 Ca²⁺ / glycine solutions and (2) after a 30 minute recovery period in Ringer’s solution. As shown in Fig. 4A, the signal for phospho-CaMKII at the predicted molecular weight for β-CaMKII decreased
immediately following treatment with either 0 Ca\textsuperscript{2+} or 1.5 mM glycine. This decrease in phosphorylated CaMKII does not simply reflect changes in the firing rate of the neurons because in the presence of 0 Ca\textsuperscript{2+}, neurons increase their firing rate but in the presence of 1.5 mM glycine, neurons are silenced. Furthermore, these changes in CaMKII phosphorylation persisted 30 minutes after FRP induction, when the spontaneous firing rates of neurons are higher than before. This suggests that FRP is associated with persistent decreases in CaMKII activity as assessed by phosphorylation at T287.

Further support for persistent changes in CaMKII phosphorylation following FRP induction came from immunostaining of slices treated with 0 Ca\textsuperscript{2+}, either immediately following treatment or 30 minutes later. The number of β-CaMKII-expressing neurons in the MVN that were positive for phosphoT287 decreased from 78% (216 / 267) to 58% (131/224) (p = 0.02) immediately after FRP induction and remained at 60% (136/227) (p = 0.04) 30 minutes later (Fig. 4B).

Although this data indicated a decrease of CaMKII phosphorylation during FRP induction and maintenance, the experiments were not done in the presence of the synaptic blockers, kyneurin acid [uM] and picrotoxin [uM] which are always present during electrophysiological experiments of FRP. Puzzlingly, when the global induction experiment was repeated in the presence of these synaptic blockers, decreases in CaMKII phosphorylation at T287 were no longer observed (Fig. 4C). Phosphorylation of β-CaMKII was still strong under control conditions, but showed no evidence of decreasing intensity either
immediately after or 30 minutes following treatment with 0 Ca\(^{2+}\) or 1.5 mM glycine. This finding derailed the project.

**Discussion**

The results of this study demonstrate that \(\beta\)-CaMKII is the predominant isoform in the MVN and that basal Ca\(^{2+}\) levels in spontaneously firing MVN neurons maximally activate CaMKII. Activated CaMKII acts as a negative regulator of excitability, revealed by decreased excitability after its activation in non-spontaneously firing neurons and increased excitability after its inhibition in spontaneously firing neurons. Transient reduction of intracellular Ca\(^{2+}\) levels, consistent with those required to induce FRP, persistently decreased CaMKII phosphorylation on T287. However, the synaptic blockers kyneurinonic acid and picrotoxin blocked reductions in T287 phosphorylation without blocking FRP, raising the possibility that these two processes are dissociable.

*Role of \(\beta\)-CaMKII in MVN neurons*

CaMKII is a ubiquitous protein and its two major isoforms, \(\alpha\) and \(\beta\), associate into heteromeric holoenzyme complexes composed of 10-12 CaMKII molecules linked through an association domain. The ratio of \(\alpha:\) \(\beta\) isoforms varies across brain regions and although the isoforms exhibit a great deal of structural similarity, their binding partners and biochemical properties differ in significant ways. Only the \(\beta\) isoform contains an f-actin binding domain which is important for targeting and anchoring the holoenzyme complex to synapses (Shen
et al., 1998). Additionally, the β isoform has a higher affinity for Ca^{2+}/CaM which makes it more sensitive to low calcium levels (Brocke et al., 1999) and more responsive to brief Ca^{2+} spikes (De Koninck and Schulman, 1998). MVN neurons have strong endogenous Ca^{2+} buffers that likely restrict Ca^{2+} influx to temporally and spatially precise windows during action potentials (I. van Welie, personal communication). β-CaMKII isoforms might provide a necessary sensitivity to these rapid Ca^{2+} fluctuations. The sensitivity of β-CaMKII isoforms to Ca^{2+} spikes can be further refined by alternative splicing (Bayer et al., 2002), and western blots suggest the presence of at least two splice variants of β-CaMKII.

*Mechanisms of CaMKII regulation during FRP*

Are persistent decreases in CaMKII activity required for the maintenance of FRP or does its activity decrease only transiently during FRP induction? Phosphorylation at T287 was reduced immediately after FRP induction by 2 different methods: (1) replacing extracellular CaCl₂ with MgCl₂ and (2) silencing neurons with 1.5 mM glycine. MVN samples harvested after a 30 minute recovery period in Ringer’s solution still showed reduced levels of T287 phosphorylation, suggesting that CaMKII activity is locked into a lower activity state after FRP induction. However, decreases in T287 phosphorylation were not observed when FRP was induced in the presence of the synaptic blockers, kyneurinic acid and picrotoxin. It is not clear why this should change the effect of the FRP induction protocol on CaMKII phosphorylation. Synaptic activity is not
required to induce FRP (Nelson et al., 2003) and should already be blocked by the induction protocols. Nevertheless, the different results in the presence or absence of synaptic blockers were reproducible and raised concerns about whether the decreases observed in T287 were necessary for FRP.

The finding that CaMKII might not change its phosphorylation state on T287 during FRP was surprising given strong electrophysiological evidence that FRP induction requires decreases in CaMKII activity (Nelson et al., 2005). However, phosphorylation at T287 is not a direct correlate of CaMKII activity and there are other ways that the kinase could be regulated. One possibility is autophosphorylation at the inhibitory residue T305/306, triggered by abrupt reductions in Ca$^{2+}$ levels (Kuret and Schulman, 1985; Hashimoto et al., 1987; Colbran and Soderling, 1990; Patton et al., 1990; Hanson and Schulman, 1992; Lu et al., 2007). Phosphorylation at this residue disrupts the ability of CaMKII to bind Ca$^{2+}$/CaM, and changes its subcellular distribution, distancing it from calcium sources and molecular targets at the membrane (Elgersma et al., 2002; Fox, 2003; Griffith, 2004; Lu et al., 2007; Shen and Meyer, 1999; Schulman, 2004). We performed a series of experiments using a phospho-specific T305/306 antibody to look for changes in phosphorylation after FRP induction, but the results of this study were inconclusive. We also performed activity assays to directly measure CaMKII activity after FRP induction, but these, too, were inconclusive.
CaMKII regulation of BK currents

An important molecular target of CaMKII in MVN neurons are BK channels, which are likely down-regulated during FRP to increase neuronal excitability (Smith et al., 2002; Nelson et al., 2003; Nelson et al., 2005). BK currents recorded from acutely dissociated MVN neurons were slightly smaller in the presence of CaMKII inhibitors, but not dramatically so. This supports the hypothesis that CaMKII inhibits BK currents to induce FRP, but suggests that either (1) only a small percentage of BK currents are affected during FRP or (2) CaMKII inhibitors have differential effects on somatic vs. dendritic BK currents.

In support of the first explanation, the effect of CaMKII inhibitors on BK currents in slice was only measured for the small fraction of BK currents activated by a brief depolarization to mimic an action potential (Nelson et al., 2005). This represents a tiny percentage of the total BK current in the cell, consistent with the notion that changes to a small number of BK channels might be sufficient to induce FRP.

Support for the second possibility comes from the fact that the dissociated preparation is limited to the study of somatic currents. A significant portion of the somatic KCa current in MVN neurons is BK (Gittis and du Lac, 2007), but it is unknown how much additional BK current is found on the dendrites. The observation that BK blockers reduce the magnitude of the AHP much more in slice than in dissociated neurons suggests that contribution from dendritic BK currents in slice might be large (Gittis, unpublished observations). This raises the possibility that during FRP, there are large reductions in dendritic BK currents but
only small reductions in somatic BK currents. Further experiments would be required to distinguish between these 2 possibilities.
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Fig 2.1: CaMKII activity negatively regulates baseline excitability of MVN neurons. A. Linear input-output curve (gain) of a representative neuron, before and after inhibition of CaMKII activity with KN-62. The gain of the neuron increased from x to x. B. Changes in neuronal gain recorded across the population of MVN neurons after decreasing CaMKII activity with the peptide inhibitor, CaMKIIii290-305 (CaMKII Inhib) or increasing CaMKII activity with a constitutively active form of the kinase (CaMKII Act). Changes in gain over the first 10 minutes were normalized to changes in gain over the first 10 minutes in control neurons, patched with regular internal or internal containing a heat-inactivated version of the constitutively active kinase. The effect of constitutively active CaMKII was different in spontaneously firing vs. silent neurons. It had no effect on the gain of spontaneously firing neurons but significantly decreased the gain of silent neurons C. Representative spontaneously firing neuron in which adding constitutively active CaMKII had no effect on gain. D. Representative silent neuron showing decrease in gain induced by the addition of constitutively active CaMKII.
Fig 2.2: Decreases in CaMKII activity reduce KCa currents in acutely dissociated neurons. **A.** Whole cell KCa currents measured by digital subtraction after replacing extracellular calcium with magnesium. Currents were elicited with a 300 ms voltage step from -65 mV to +15 mV. Recordings were made with standard internal (left) or internal containing the CaMKII peptide inhibitor CaMKIIi290-305 (right). No changes in current kinetics were observed in the presence of CaMKIIi290-305. **B.** Average IV curves of KCa currents measured in the presence or absence of CaMKIIi290-309. Inhibiting CaMKII had no effect on the voltage-dependence of KCa currents which activated between -45 and -35 mV and were sigmoidally related to voltage. The amplitude of KCa currents were reduced by inhibiting CaMKII activity from 5.4 ± 2.9 nA (n = 21) to 4.0 ± 1.6 nA, (n = 8; p = 0.26)
Fig 2.3: β-CaMKII is constitutively phosphorylated on residue T287 in MVN neurons. **A.** Homogenates of medial vestibular nuclei (MVN), immunoblotted with anti-βCaMKII (left), anti-αCaMKII (center), and anti-phospho-T287 CaMKII (right). Both αCaMKII (55kDa) and βCaMKII (58 and 60kDa) were detected in the MVN but only βCaMKII was phosphorylated on T287. **B.** Results of immunostains with anti-αCaMKII in the MVN (left) and cerebellum (right). Purkinje cells in the cerebellum were labeled. **C.** Results of immunostains with anti-βCaMKII in the MVN (left) and cerebellum (right). Neurons in the MVN and cerebellar granule cells were labeled. **D.** Results of immunostain with anti-phospho-T287 in the MVN (left) and cerebellum (right). **E.** Overlay of images from C & D (left) and B & D (right).
Fig 2.4: Changes in phosphorylation of βCaMKII on T287 after FRP induction. 
A. Top: Western blot of tissue homogenates from medial vestibular nuclei (MVN), probed with a phospho-specific antibody against T287. Molecular weights of 58 kDa and 60 kDa were consistent with phosphorylation of βCaMKII isoforms. Homogenates were harvested from slices incubated in control ACSF (Ctl), 0 Ca$^{2+}$ ACSF (0 Ca$^{2+}$), or ACSF + 1.5 mM glycine (Glycine). Homogenates were collected immediately after a 10 min FRP induction period (10'), or after a 30 min recovery period in ACSF (30'). Bottom: Actin loading control. B. Percentage of neurons in the MVN labeled with an anti-βCaMKII antibody that were also labeled with the phospho-T287 antibody in control slices (Ctl) or in slices that had been treated with 0 Ca$^{2+}$ ACSF to induce FRP. The percentage of phospho-labeled neurons dropped from 78% in control slices to 58% immediately after FRP induction (10') and remained at 60% after a 30 min recovery period in ACSF (30'). C. Same experiment as described in A, but ACSF contained the synaptic blockers kyneurinic acid and picrotoxin. Under these conditions, no changes were observed in T287 phosphorylation.
III. Firing properties of GABAergic vs. non-GABAergic vestibular nucleus neurons conferred by a differential balance of potassium currents

Abstract

Neural circuits are composed of diverse cell types whose firing properties reflect their intrinsic ionic currents. GABAergic and non-GABAergic neurons in the medial vestibular nuclei, identified in GIN and YFP-16 lines of transgenic mice, respectively, exhibit different firing properties in brain slices. The intrinsic ionic currents of these cell types were investigated in acutely dissociated neurons from 3-4 week-old mice, where differences in spontaneous firing and action potential parameters observed in slice preparations are preserved. Both GIN and YFP-16 neurons express a combination of four major outward currents: Ca\(^{2+}\)-dependent K\(^+\) currents (\(I_{K\text{Ca}}\)), 1 mM TEA-sensitive delayed rectifier K\(^+\) currents (\(I_{\text{ITEA}}\)), 10 mM TEA-sensitive delayed rectifier K\(^+\) currents (\(I_{10\text{TEA}}\)), and A-type K\(^+\) currents (\(I_A\)). The balance of these currents varied across cells, with GIN neurons tending to express proportionately more \(I_{K\text{Ca}}\) and \(I_A\) and YFP-16 neurons tending to express proportionately more \(I_{\text{ITEA}}\) and \(I_{10\text{TEA}}\). Correlations in charge densities suggested that several currents were coregulated. Variations in the kinetics and density of \(I_{\text{ITEA}}\) could account for differences in repolarization rates observed both within and between cell types. These data indicate that diversity in the firing properties of GABAergic and non-GABAergic vestibular nucleus neurons arises from graded differences in the balance and kinetics of ionic currents.
Diverse classes of neurons have evolved to perform specific functions in complex circuits, requiring specialization of their ability to process inputs into meaningful patterns of firing. The ability of a neuron to processes and transmit information depends on its intrinsic ionic currents. An emerging question is how these currents are regulated to produce the appropriate pattern of output. Recent studies in invertebrates have shown that the level of channel expression can vary considerably within the same cell from animal to animal, but the output pattern is kept constant through correlated channel expression that maintains a target balance of currents that are unique to a particular cell type (Prinz et al. 2004; Schulz et al. 2006).

Spontaneously firing neurons in the medial vestibular nuclei (MVN) respond linearly over a wide dynamic range and are capable of sustaining firing rates of hundreds of spikes/s (Sekirnjak and du Lac 2002; 2006; Sekirnjak et al. 2003; Smith et al. 2002). Action potential and firing properties form a continuum across MVN neurons (du Lac et al. 1995; Sekirnjak and du Lac 2002; Straka et al. 2005). Initial studies subdivided the continuum into two broad types defined by canonical properties of action potentials at the extremes (Johnston et al. 1994; Serafin et al. 1991). Subsequent studies combining electrophysiological recordings with anatomical (Sekirnjak and du Lac 2006; Sekirnjak et al. 2003) or molecular (Takazawa et al. 2004) analyses revealed a diversity of cell types with graded differences in firing properties. Experience-dependent changes in intrinsic excitability of MVN neurons can be evoked by synaptic inhibition
(Nelson et al. 2003) or by unilateral labyrinthectomy, the vestibular equivalent of monocular deprivation (Beraneck et al. 2003; Beraneck et al. 2004; Cameron and Dutia 1997; Guilding and Dutia 2005; Him and Dutia 2001). Progress in dissecting the mechanisms and functional consequences of such intrinsic plasticity, however, has been hampered by a lack of knowledge about the ionic currents expressed in specific cell types.

Recently, two lines of transgenic mice have been identified that label different classes of MVN neurons: GIN mice (Oliva et al. 2000) express GFP in GABAergic neurons, and YFP-16 mice (Feng et al. 2000) express YFP in non-GABAergic, glutamatergic and glycinergic neurons (Bagnall et al. 2007). YFP-16 neurons have narrower action potentials and can sustain higher firing rates than GIN neurons. These differences in firing properties could be achieved via a number of alternative mechanisms, including expression of distinct ionic currents, as observed in regular spiking pyramidal cells vs. fast-spiking interneurons in the cortex (Martina et al. 1998), differences in dendritic morphology (Mainen and Sejnowski 1996), or variations in the ratio of current expression, as in somatogastric ganglion neurons (Schulz et al. 2006).

To investigate mechanisms that underlie differences in firing properties between GIN and YFP-16 neurons, somatic whole cell currents were measured in an acutely dissociated cell preparation that preserves both spontaneous firing and differences in action potential properties between the two cell classes. The results suggest that graded differences in the balance of ionic currents underlie the
continuous variations in firing properties of GABAergic and non-GABAergic vestibular nucleus neurons.

**Materials and Methods**

*Cell preparation:* 350-400 μM coronal slices through the rostral 2/3 of the MVN were prepared as described in Sekirmjak et al., 2003 from 24-39-day-old mice (average = 29 ± 4 d), either c57bl6 wild-type, GIN (Oliva et al. 2000), or YFP-16 (Feng et al. 2000) lines of mice both in c57bl6 backgrounds. Neurons were enzymatically dissociated at 30°C for 10 minutes in a solution of 9.4 mg/mL MEM powder (Gibco), 10 mM Hepes, 0.2 mM cysteine, and 40 U/mL papain (Worthington), pH 7.2. The vestibular nuclei were dissected out in a similar ice cold solution in which papain was replaced by 1 μg/mL BSA and 1 μg/mL Trypsin inhibitor. The nuclei were triturated with fire polished Pasteur pipets of decreasing diameter in 500 μL of Tyrode’s solution (see Electrophysiological Recording) and plated on the glass slide of the recording chamber. The cells were allowed to settle for 10 minutes, then were continuously perused with oxygenated Tyrode’s solution for the duration of the recording (2-3 hours).

*Electrophysiological recording:* Whole cell patch recordings were made at room temperature under continuous perfusion with oxygenated Tyrode’s solution (in mM: 150 NaCl, 3.5 KCa, 2 CaCl₂, 1 MgCl₂, 10 Hepes, 10 glucose). Borosilicate pipettes (2-4 MΩ) were filled with a KMeSO₄-based intracellular solution (in mM: 140 KMeSO₄, 8 NaCl, 10 Hepes, 0.02 EGTA, 2 Mg₂-ATP, 0.3 Na₂-GTP, and 14 Tris-creatine PO₄). The measured liquid junction potential was
+15 mV and was corrected off-line. Data were collected and analyzed using IGOR software with a MultiClamp 700B amplifier (Axon Instruments) and an ITC-16 interface (Instrutech).

Action potentials recorded in current clamp mode were filtered at 10 kHz and digitized at 40 kHz. Action potential width, rate of repolarization, afterhyperpolarization (AHP), and afterdepolarization (ADP) were calculated from the average action potential shape over a 5 s window during which the cell was made to fire at 5 ± 2 spikes/s with DC current injection. For experiments in which the action potential was measured in different drug conditions, the firing rate of the neuron was maintained at ~5 spikes/s by adjusting the level of DC current injection as needed. Cells included for analysis had action potential heights greater than 50 mV (avg = 71.8 ± 7.9 mV) and could fire spontaneously. Action potential threshold was defined as the voltage at which the rate of change exceeded 10 V/s. Action potential height was calculated as the change in voltage from threshold to the peak of the action potential. Action potential width was measured half way between action potential threshold and peak.

The rate of repolarization was measured as the greatest rate of change (minimum derivative V/s) during the falling phase of the action potential. The amplitude of the AHP was measured as the peak drop in membrane voltage (Vm) below action potential threshold. The ADP was calculated as the maximum derivative of Vm within 3 ms of action potential repolarization below threshold.

After action potentials were collected in current clamp, the amplifier was switched into voltage clamp mode. Recordings of whole cell currents were made
in voltage clamp mode with a 6 kHz filter, and digitized at 20 kHz. Whole cell capacitance was compensated through the amplifier and series resistance ($R_{\text{series}}$) was compensated at 70%. The average series resistance read off the dial was 9 ± 3 MΩ and cells were excluded if they had a series resistance > 20 MΩ. The capacitance was measured by integrating the area of the transient following a step from -65 mV to -95 mV with whole cell capacitance and series resistance compensation turned off.

To evaluate stability in currents during the recording, the waveform of each component current was added together and compared to the outward current measured in TTX at the beginning of the experiment at nominal +15 mV. The error between the summed wave and measured wave was calculated by dividing the integral of the summed wave by the integral of the measured wave. The average error was 2 % and cells with greater than 3% error were excluded.

*Corrections for voltage errors:* MVN neurons had large whole cell outward currents, often reaching 10 nA or more in response to a +15 mV command potential. The actual voltage experienced by the cell deviated from the command voltage of the amplifier by the product of the amplitude of the evoked current and the uncompensated series resistance, which averaged 2 ± 1 MΩ. In response to the highest nominal voltage command used in this study (+15 mV), the average evoked current was 10 ± 3 nA, so the actual voltage used to evoke $I_{\text{total}}$ and $I_{Kca}$ deviated from the command voltage by 20 ± 6 mV. As drugs were applied and currents got smaller, this voltage error got smaller; the voltage error for $I_{1\text{TEA}}$ was 11 ± 6 mV and for $I_{10\text{TEA}}$ and $I_A$ was less than 5 mV. $I_{\text{total}}$ and $R_{\text{series}}$
did not differ significantly between GIN and YFP-16 neurons, enabling comparison of the balance of currents in response to the same nominal (+15 mV) voltage step.

Boltzmann fits for $I_{\text{total}}$, $I_{\text{KCa}}$, and $I_{\text{1TEA}}$ were corrected for errors in voltage due to uncompensated $R_{\text{series}}$, resulting in shifts of 3 mV on average in $v_{1/2}$ and 3 mV on average in the slope. The remaining currents, $I_{A}$ and $I_{10\text{TEA}}$ were small enough that the voltage error was typically less than 5 mV different from the command voltage and therefore, no corrections were made to their Boltzmann fits.

**Pharmacology:** GIN and YFP-16 neurons were targeted for recording using fluorescence. After formation of a gigohm seal, the cell was lifted off the bottom of the recording chamber and positioned directly in front of a small piece of tubing through which pharmacological solutions were delivered to isolate ionic current components of the TTX-insensitive current in the cell ($I_{\text{total}}$). Solutions were rapidly exchanged using a gravity-driven, VC-6 perfusion valve control system (Warner) and were applied in the following order:

1. Tyrode’s
2. Tyrode’s + 300 nM TTX
3. 0 Ca$^{2+}$ Tyrodes (Tyrode’s in which 2 mM CaCl$_2$ was replaced with 1.7 mM MgCl$_2$ and 0.3 mM CdCl$_2$) + 300 nM TTX
4. 0 Ca$^{2+}$ Tyrode’s + 300 nM TTX + 1 mM TEA
5. 0 Ca$^{2+}$ Tyrode’s + 300 nM TTX + 10 mM TEA.
(6) In some neurons, a sixth solution was applied containing 0 Ca$^{2+}$
Tyrode’s +

300 nM TTX + 10 mM TEA + 5 mM 4-AP.

The transient Na current ($I_{NaT}$) was measured by subtracting the currents
between solutions (1) and (2). The Ca$^{2+}$-dependent K$^+$ current ($I_{KCa}$) was
measured as the difference current between solution (2) and (3). The 1 mM TEA-
sensitive current was measured as the difference current between solution (3) and
(4), and the 10 mM TEA-sensitive current was measured as the difference current
between solution (4) and (5). $I_A$ was insensitive to 10 mM TEA and was isolated
as the difference current inactivated by a pre-depolarizing step to -45 mV
compared to a pre-hyperpolarizing step to -75 mV. This divided the 10 mM
TEA-insensitive current into $I_A$ and a small current that could not be resolved
further, termed $I_{other}$ that made up < 5% $I_{total}$. The A current isolated in this
manner was similar in amplitude and kinetics to the 4-AP-sensitive current.

In some cells, $I_{KCa}$ was further divided into $I_{BK}$ and $I_{SK}$. In these cells, the
following solutions were applied:

(1) Tyrode’s

(2) Tyrode’s + 300 nM TTX

(3/4) Tyrode’s + 120 nM IBTX

(3/4) Tyrode’s + 100 nM apamin

(5) 0 Ca$^{2+}$ Tyrode’s + 300 nM TTX.

IBTX was slower to block current compared to other drugs used in this
study, so IBTX was applied to the cell for ~2 min while looping the voltage
protocol 3 times. The current remaining during the last voltage protocol was subtracted from $I_{\text{total}}$ measured in TTX to calculate $I_{\text{BK}}$. A similar protocol was used to measure $I_{\text{SK}}$. In some cells, both IBTX and apamin were applied. In all of these cells, 0.3 mM CdCl$_2$ blocked outward current that had not been previously blocked by IBTX or apamin.

The solutions for measuring Ca$^{2+}$ currents were adapted from Swensen and Bean, 2005. The solution consisted of (in mM): 50 NaCl, 3.5 KCl, 2 CaCl$_2$, 1 MgCl$_2$, 10 Heps, 100 TEA-Cl, 300 nM TTX, 10 glucose + 5 4-AP, and 100 nM apamin. Ca$^{2+}$ currents were isolated by subtraction following application of a similar solution in which 2 mM CaCl$_2$ was replaced by 2 mM MgCl$_2$.

TTX, and IBTX were purchased from Tocris. TEA, CdCl$_2$, 4-AP, and apamin were from Sigma. Stock solutions were diluted in water and stored at 4°C, except 4-AP, IBTX, and apamin which were stored at -20°C.

*Calculations and statistics:* To control for the different soma sizes of MVN neurons, current magnitudes were compared across cells in terms of current density. Current density was calculated by dividing the current amplitude (pA) by the cell capacitance (pF).

Because the data was not normally distributed, statistical differences were tested with the non-parametric Wilcoxon test for unpaired data with the exception of changes in action potential shape following CdCl$_2$ or 1 mM TEA application where a Wilcoxon test for paired data was used. The strength of a correlation was measured with the Pearson correlation ($r$) and was tested for significance against
the critical values on a two-tailed test. Errors reported in text are standard deviations.

**Results**

*Firing properties of dissociated MVN neurons*

Acutely dissociated MVN neurons were isolated from mice, age 24-39 days-old (average = 29 ± 4 d). At this age, the intrinsic firing dynamics of MVN neurons are mature (Dutia et al. 1995; Johnston and Dutia 1996; Murphy and Du Lac 2001). Soma sizes ranged from 15-30 μm along the long axis, with short, proximal processes (<30 μm) (Fig. 1A). The neurons had an average input resistance ($R_{\text{input}}$) of 1662 ± 602 MΩ and capacitance of 7.9 ± 2.3 pF (n = 129).

Dissociated MVN neurons exhibited intrinsic pacemaking capabilities and fired regular, spontaneous action potentials (Fig. 1B & C). All recordings were done at room temperature because recordings from dissociated cells were unstable at more physiological temperatures. Compared to neurons recorded from slice at room temperature, dissociated MVN neurons had taller action potentials (71.8 ± 7.9 mV vs. 68.4 ± 7.4 mV; p = 0.008), wider action potentials (0.80 ± 0.19 ms, n = 124 vs. 0.64 ± 0.26 ms, n = 72; p < 0.0001) and more hyperpolarization between action potentials, measured as deeper afterhyperpolarizations (AHPs) (33.6 ± 4.5 mV, n = 124 vs. 22.5 ± 3.1 mV, n = 50; p < 0.0001), suggesting that these properties are influenced by dendritic conductances which are absent in the dissociated preparation. Despite these differences, dissociated MVN neurons
exhibited similar spontaneous firing rates (12 ± 6 spikes/s, n = 129) as neurons in slice (13 ± 9 spikes/s, n = 32; p = 0.86).

To specifically target different cell types in this study, recordings were made from fluorescently labeled neurons from GIN (Oliva et al. 2000) and YFP-16 lines of transgenic mice (Feng et al. 2000), which in the MVN label GABAergic and non-GABAergic neurons, respectively (Bagnall et al. 2007) YFP-16 and GIN neurons fired spontaneous action potentials, with YFP-16 neurons exhibiting somewhat higher firing rates than GIN neurons (Table 1). R_{input}, capacitance, and R_{series} did not differ significantly between GIN and YFP-16 neurons, indicating that cell size and recording quality were equivalent (Table 1).

Action potentials were similar in the two cell types but tended to be faster in YFP-16 than in GIN neurons. Examples of action potentials from dissociated GIN and YFP-16 neurons are shown in Fig. 1D. In both cell types, the action potential is followed by an afterhyperpolarization (AHP), which was smaller on average in YFP-16 neurons (Table 1). The trajectory of the interspike membrane potential varied considerably across neurons (Fig. 1D). An afterdepolarization (ADP) that separated the AHP into two components was apparent in some neurons of both types but was larger on average in YFP-16 neurons (Table 1). The parameter that best distinguished the two populations was action potential width, which was significantly narrower in YFP-16 vs. GIN neurons as a consequence of faster rise and fall rates (Table 1). As is evident in Fig. 1E, action potential width and the magnitude of the AHP vary continuously across MVN
neurons, with YFP-16 neurons tending to populate one end of the spectrum and GIN neurons tending to populate the other, but with no clean division between the two populations. Variations in action potential parameters observed in YFP-16 and GIN neurons spanned the range of those observed in unidentified neurons, confirming that the population of MVN neurons is well represented by neurons recorded in the two transgenic mouse lines (Bagnall et al. 2007).

**Inward and outward whole cell currents**

The preservation of the intrinsic differences in action potentials between GIN and YFP-16 neurons in the dissociated preparation implies differences in the underlying somatic currents. To identify these differences, whole cell somatic currents were elicited from dissociated neurons with 150 ms voltage steps from -55 to +15 mV from a holding potential of -65 mV, and pharmacology was used to isolate multiple currents within each neuron.

The transient Na current ($I_{\text{NaT}}$) was defined as the large, fast inward current isolated by subtraction after application of 300 nM TTX (Fig. 2A). The voltage at which $I_{\text{NaT}}$ reached its peak varied across cells, but tended to occur between -45 and -35 mV and was not significantly different between GIN (-36 ± 8.9 mV, n = 35) and YFP-16 neurons (-36 ± 8.8 mV, n = 39). Although $I_{\text{NaT}}$ density, measured at -35 mV, tended to be larger in YFP-16 neurons, this difference was not significant, $p = 0.10$ (Fig. 2B).

The ‘total outward’ current ($I_{\text{total}}$) refers to the combination of currents that were insensitive to 300 nM TTX (Fig. 2C). Although $I_{\text{total}}$ includes small inward
currents through Ca\textsuperscript{2+} channels, I\textsubscript{Ca} density was only 35.4 ± 7.2 pA/pF in GIN neurons (n = 9) and 33.0 ± 11.5 pA/pF in YFP-16 neurons (n = 5), about 1/40 the size of I\textsubscript{total}, suggesting that the majority of I\textsubscript{total} was the result of outward current through K\textsuperscript{+} channels. Therefore, I\textsubscript{total} was a reasonable estimate of the total TTX-insensitive K\textsuperscript{+} current in the cell.

I\textsubscript{total} had a similar time course between GIN and YFP-16 neurons and a similar rate of activation, calculated as the peak derivative over the rising phase of the current (GIN = 6090 ± 2553 pA/ms, n = 19; YFP-16 = 6640 ± 2728 pA/ms, n = 20). The density of I\textsubscript{total} varied by > 2.5-fold across cells but did not differ significantly between GIN and YFP-16 neurons, p = 0.29 (Fig. 2D). The voltage-dependence of I\textsubscript{total} was measured by its voltage of half maximal activation (\(v_{1/2}\)) and the steepness of its voltage-dependence (k), measured by fitting the normalized conductance graph with a Boltzmann fit. The \(v_{1/2}\) and slope (k) values of I\textsubscript{total} in GIN and YFP-16 neurons were similar (Table 2), suggesting that differences in firing properties between the two cell types arise from differences either in specific current subtypes or in the balance of currents.

\textit{Ca\textsuperscript{2+}-dependent K\textsuperscript{+} currents}

The Ca\textsuperscript{2+}-dependent K\textsuperscript{+} current (I\textsubscript{KCa}) was measured by subtraction after replacing extracellular Ca\textsuperscript{2+} with a mixture of Mg\textsuperscript{2+} (1.7 mM) and Cd\textsuperscript{2+} (0.3 mM). I\textsubscript{KCa} varied in timecourse and magnitude across the population of recorded neurons. In most neurons, I\textsubscript{KCa} had a prominent transient component that decayed within the first 10 ms, revealing a steady-state sustained component (Fig. 3A\textsubscript{1}).
The rate of activation of I_{KCa}, described as the maximum derivative during the rising phase of the current was not different between the cell types (3541 ± 1825 pA/ms (GIN) vs. 3030 ± 1240 pA/ms (YFP-16), p = 0.38). Although both components of I_{KCa} tended to be larger in GIN neurons, the current density was not significantly different between cell types (Fig. 3B-C).

At least two types of currents contribute to I_{Kca} in MVN neurons: BK and SK (Smith et al. 2002); (du Lac 1996; Johnston et al. 1994). These currents can be distinguished using the specific blockers, iberiotoxin (IBTX) for BK currents, and apamin for SK currents (Coetzee et al. 1999; Smith et al. 2002). BK currents displayed the same time course as I_{KCa}, with a fast transient and slower sustained component (Fig. 3A2). SK currents were smaller and did not inactivate during the 150 ms step (Fig. 3A3).

The relative contribution of I_{BK} and I_{SK} to I_{KCa} varied considerably across neurons but did not differ between GIN and YFP-16 neurons. In GIN neurons, 63 ± 18 % of I_{KCa} was sensitive to IBTX and 11 ± 14 % was sensitive to apamin; in YFP-16 neurons, 62 ± 15% of I_{KCa} was sensitive to IBTX and 20 ± 23% was sensitive to apamin (Fig. 3D). Although over half of I_{KCa} in MVN neurons tended to be IBTX-sensitive, this proportion ranged from 38-85% in GIN neurons and from 34-73% in YFP-16 neurons. This high variability could reflect differences in channel expression or in the relative insensitivity to IBTX conferred by some BK channel β-subunits (Brenner et al. 2005; Meera et al. 2000). The remaining Ca^{2+}-sensitive K^{+} current could reflect a combination of BK and SK insensitive to IBTX and apamin (Brenner et al. 2005; Coetzee et al. 1999; Meera et al. 2000).
but suggests there is likely to be a third type of $I_{K\text{Ca}}$ in MVN neurons, as has been described in other cell types (Joiner et al. 1998; Limon et al. 2005; Sah and Faber 2002; Vergara et al. 1998). Taken together, these results suggest that BK is the dominant somatic current that contributes to $I_{K\text{Ca}}$ in MVN neurons.

Boltzmann fits revealed differences in the gating properties of $I_{K\text{Ca}}$ current between GIN and YFP-16 neurons. The $V_{1/2}$ was more hyperpolarized in YFP-16 neurons than GIN neurons ($p = 0.006$) and showed a steeper voltage dependence compared to GIN neurons ($p = 0.0002$) (Table 2). This could reflect differences in the channel subunits contributing to $I_{K\text{Ca}}$ or differences in $Ca^{2+}$ currents. Since the $Ca^{2+}$ concentration influences the probability of opening of BK and SK channels, the voltage-dependent properties of $I_{K\text{Ca}}$ should be related to the voltage-dependence of $I_{Ca}$. The $Ca^{2+}$ current reached its peak voltage at -15 mV in 3/5 YFP-16 neurons and at -5 mV in 7/9 GIN neurons, consistent with the lower $V_{1/2}$ of YFP-16 neurons compared to that of GIN neurons.

$TEA$-sensitive $K^+$ currents

A subset of $K^+$ currents can be identified based on their high sensitivity to tetraethylammonium (TEA, 1 mM), including BK-, Kv1-, and Kv3-currents (Coetzee et al. 1999). In dissociated MVN neurons, in the presence of CdCl$_2$ (which blocks $I_{BK}$), 1 mM TEA blocked a non-inactivating current with a depolarized $V_{1/2}$ that activated between -25 and -15 mV (Fig. 4B, Table 2). In 14/14 cells, this current was insensitive to 50 nM dendrotoxin, a specific blocker of non-inactivating, Kv1-containing channels (Gamkrelidze et al. 1998; Grissmer
et al. 1994; Khavandgar et al. 2005). Based on its voltage-dependence and pharmacology, the 1 mM TEA-sensitive current in MVN neurons likely represents current through Kv3-containing channels (Coetzee et al. 1999).

In most cells, \( I_{\text{TEA}} \) did not inactivate during the 150 ms step (Fig. 4A), but its rate of activation was faster in YFP-16 neurons, \( p = 0.01 \) (Fig. 4D). In 2/20 YFP-16 neurons, an additional \( I_{\text{TEA}} \) component was seen that activated rapidly, then decayed within the first 50 ms, similar to the kinetics observed for Kv3.4-containing channels (Baranauskas et al. 2003). The density of the sustained component of \( I_{\text{TEA}} \) was greater in YFP-16 than GIN neurons, \( p = 0.04 \) (Fig. 4C). Despite these differences in the activation rate, neither the \( v_{1/2} \) or \( k \) values of \( I_{\text{TEA}} \) differed in YFP-16 vs. GIN neurons, indicating that the current had similar voltage-dependent properties in both cell types (Table 2).

The second component of the delayed rectifier current in MVN neurons was measured by subtraction following application of 10 mM TEA (\( I_{\text{10TEA}} \)) (Fig. 4E). YFP-16 neurons expressed a greater density of \( I_{\text{10TEA}} \) than GIN neurons, \( p = 0.05 \) (Fig. 4F), but the current did not exhibit different activation rates (351 ± 189 pA/ms, \( n = 20 \), YFP-16 vs. 283 ± 167 pA/ms, \( n = 19 \), GIN) or different voltage dependences (Table 2) between the cell types. The depolarized activation voltage of \( I_{\text{10TEA}} \) (between -25 and -15 mV) and depolarized \( v_{1/2} \) are consistent with values reported for Kv2-containing channels (Coetzee et al. 1999; Kerschensteiner and Stocker 1999; Murakoshi et al. 1997; Murakoshi and Trimmer 1999).
**TEA-insensitive K\(^+\) currents**

The remaining current in MVN neurons was insensitive to 0.3 mM CdCl\(_2\) and 10 mM TEA. A portion of this current inactivated rapidly upon depolarization, was blocked by 5 mM 4-AP (n = 25), and had the classic fast inactivation kinetics of an A current (I\(_A\)). Because of the unique voltage-dependent properties of I\(_A\), it was possible to isolate the current without pharmacology. I\(_A\) was maximally activated with a 500 ms pre-hyperpolarizing step to -75 mV then inactivated with a pre-depolarizing step to -45 mV. The current obtained by subtraction between these two protocols was I\(_A\) (Fig. 5A) and the remaining current, not blocked by depolarization to -45 mV, was referred to as I\(_{\text{other}}\).

I\(_A\) density did not differ significantly between GIN and YFP-16 neurons, p = 0.25 (Fig. 5B) and there were no differences in its activation kinetics (234 ± 144 pA/ms, GIN vs. 282 ± 132 pA/ms YFP-16), p = 0.12, inactivation kinetics (18.5 ± 2.8 ms, n = 18, GIN vs. 16.3 ± 3.8 ms, n = 19, YFP-16), p = 0.07, or voltage dependence (Table 2) between the cell types.

I\(_{\text{other}}\) was insensitive to CdCl\(_2\), TEA, 4-AP, did not inactivate upon depolarization and contributed about 5% to I\(_{\text{total}}\) (Fig. 5C-D). The expression of this current was not significantly different between GIN and YFP-16 neurons, p = 0.22, and given its small size and lack of specific identification, it was not analyzed further in this study.
Balance of outward currents differs between GIN and YFP-16 neurons

GIN and YFP-16 neurons express the same outward currents yet exhibit different action potential and firing properties. The analyses thus far have only considered the absolute levels of current density expression and demonstrate that YFP-16 neurons express more \( I_{1TEA} \) and \( I_{10TEA} \) than GIN neurons. However, these analyses do not address the relative expression levels of currents within neurons, which might better distinguish cell types than the absolute expression level of any individual current.

To determine whether the relative expression levels of outward currents differed between GIN and YFP-16 neurons, the ratios of \( I_{KCa} \), \( I_{1TEA} \), \( I_{10TEA} \), and \( I_A \) were compared across the two populations. The balance of currents in each neuron was quantified by normalizing each isolated outward current by \( I_{total} \), obtained at nominal +15 mV (see Methods). Currents were quantified using the integral rather than the peak over the first 30 ms, to compare currents with different time courses. Qualitatively similar results were also observed over the first 10 ms and the first 50 ms.

The balance of currents varied considerably within and between cell types (Fig. 6). Overall, \( I_{KCa} \) and \( I_{1TEA} \) dominated, however some neurons had a prominent contribution from \( I_A \). \( I_{10TEA} \) was a small fraction of \( I_{total} \) in all neurons. Although there was a high degree of variability, the expression pattern of currents differed significantly in GIN neurons compared to YFP-16 neurons. GIN neurons had proportionately more \( I_{KCa} (p = 0.006) \) and \( I_A (p = 0.03) \) while YFP-16 neurons had proportionately more \( I_{1TEA} (p = 0.004) \) and \( I_{10TEA} (p = 0.04) \) (Fig.
GIN and YFP-16 neurons were best distinguished by the ratio of $I_{KCa} : I_{1TEA}$. In 84% (16/19) of GIN neurons, the $I_{KCa} : I_{1TEA}$ ratio was greater than 1.6 (0.55-3.6, avg. = 2.3 ± 0.9) and in 86% (18/21) of YFP-16 neurons, the $I_{KCa} : I_{1TEA}$ ratio was less than 1.6 (0.07-4.1, avg. = 1.2 ± 1.0).

The differences in the balance of currents across cells likely stems from correlated current expression, as evidenced by correlations in the charge densities of several pairs of currents. The strongest correlations were between $I_{KCa}$ and $I_A$ in YFP-16 neurons (Fig. 7A) and between $I_{1TEA}$ and $I_{10TEA}$ in GIN neurons (Fig. 7B). Weaker correlations were also observed for $I_{KCa}$ and $I_A$ in GIN neurons and $I_{1TEA}$ and $I_{10TEA}$ in YFP-16 neurons (Fig. 7A-B). Correlations in GIN but not YFP-16 neurons were also observed between $I_{KCa}$ and $I_{1TEA}$ (Fig. 7C) and between $I_{KCa}$ and $I_{10TEA}$ (Fig. 7D). These results suggest that although the density of current varies across MVN neurons, currents are co-regulated to achieve a target balance.

*Density and kinetics of $I_{1TEA}$ underlie differences in the rate of action potential repolarization*

How does the differential balance of currents in GIN vs. YFP-16 neurons relate to differences in action potential and firing properties of these two cell classes? The AHP in MVN neurons influences firing response gain and depends predominantly on Ca$^{2+}$-dependent K$^+$ currents (Johnston et al. 1994; Smith et al. 2002) (Fig. 9A & B), with additional contributions from 4-AP and TEA-sensitive currents (Johnston et al. 1994). The relatively larger contribution of $I_{KCa}$ and $I_A$ to
outward currents in GIN vs. YFP-16 neurons is consistent with relatively larger AHP in GIN neurons. Across individual neurons, however, neither the amplitude nor density of $I_{\text{KCa}}$ (or any of the other outward current measured in this study) correlated with the magnitude or integral of the AHP (data not shown). The lack of correlations with individual outward currents are consistent with the AHP waveform depending on voltage dependent interactions of multiple currents, including potentially critical contributions from sodium currents (Akemann and Knopfel 2006; Swensen and Bean 2005).

The predominant differences between action potentials in GIN and YFP-16 neurons are in the rates of rise and repolarization (Table 1), which are correlated in both cell types (GIN: $r^2 = 0.72$, $p<0.0001$, $n=35$; YFP-16: $r^2 = 0.5$, $p<0.0001$, $n=39$) and underlie differences in the ability of YFP-16 and GIN neurons to sustain high firing rates (Bagnall et al. 2007). The current that differed most between GIN and YFP-16 neurons was $I_{\text{ITEA}}$, likely corresponding to current through Kv3-type channels which promote fast firing in neurons in other parts of the brain (Rudy and McBain 2001). In MVN neurons, the peak rate of rise of $I_{\text{ITEA}}$ (in response to +15 mV step) correlated with action potential repolarization rates in both GIN ($r^2 = 0.85$) and YFP-16 neurons ($r^2 = 0.28$) (Fig. 8). These data indicate that variations in $I_{\text{ITEA}}$ currents may account for differences in action potential repolarization rate both within and between cell types.

To directly test the contributions of potassium currents to action potentials, neurons were allowed to fire in current clamp and action potentials
were compared in control solution and in the presence of pharmacological blockers of the two dominant currents, $I_{\text{KCa}}$ and $I_{\text{ITEA}}$. As exemplified in Figs. 9A and B, blocking $I_{\text{KCa}}$ with CdCl$_2$ (0.3 mM) had no effect on the width of the action potential or rate of repolarization (Fig. 9C) but significantly reduced the magnitude of the AHP in both GIN (by $7.2 \pm 2.8$ mV; n = 7; $p = 0.004$) and YFP-16 neurons (by $6.7 \pm 2.2$ mV; n = 7; $p = 0.008$). In contrast, blockade of $I_{\text{ITEA}}$ with 1mM TEA broadened the action potential, increasing action potential width in both GIN (by $0.5 \pm 0.3$ ms, n = 7; $p = 0.03$) and YFP-16 neurons (by $0.4 \pm 0.2$, n = 7; $p = 0.008$). The increase in action potential width was due specifically to slower repolarization (Fig. 9D), as TEA had no effect on action potential rise rates (Fig. 9F). Interestingly, the effects of TEA on repolarization rate were well correlated with initial repolarization rate (Fig. 9E). Furthermore, 1 mM TEA abolished the differences in repolarization rates of YFP-16 and GIN neurons ($p = 0.26$). Taken together, these results demonstrate that differences in density and kinetics of $I_{\text{ITEA}}$ account for differences in repolarization rates between GIN and YFP-16 neurons, and that $I_{\text{ITEA}}$ affects repolarization rates in a graded manner across MVN neurons.

Discussion

In this study, recordings from dissociated vestibular nucleus neurons from transgenic mouse lines indicate that heterogeneity in the firing properties of MVN neurons reflects variations in the balance of potassium currents. GABAergic neurons recorded in GIN mice tended to have wider action potentials, deeper
AHPs, and lower spontaneous firing rates than did non-GABAergic neurons recorded in YFP-16 mice. GABAergic and non-GABAergic neurons expressed the same four major potassium currents, but GABAergic neurons expressed relatively more $I_{KCa}$ and $I_A$ and relatively less $I_{TEA}$ and $I_{hTEA}$ than non-did GABAergic neurons. Variations in the expression of $I_{TEA}$, which likely corresponds to current carried through Kv3 channels, accounted for differences in action potential repolarization rates both within and between the two classes of neurons. Shifts in the balance of currents in vestibular nucleus neurons could mediate activity-dependent changes in intrinsic excitability which have been observed in response to acute synaptic inhibition (Nelson et al. 2003) or after loss of peripheral vestibular function (Beraneck et al. 2003; Beraneck et al. 2004; Cameron and Dutia 1997; Guilding and Dutia 2005; Him and Dutia 2001).

*Intrinsic firing properties are preserved in dissociated MVN neurons*

Although acutely dissociated MVN neurons had slower action potential kinetics and deeper AHPs than those recorded in slice at room temperature (Bagnall et al. 2007) differences in spontaneous firing rates and action potential waveforms observed in slice between GIN and YFP-16 neurons were largely preserved in the dissociated preparation. Together with the observation that YFP-16 neurons have more dendrites and lower input resistances than GIN neurons in slice (Bagnall et al. 2007) but not in dissociated neurons, these results indicate that dendritic currents contribute to action potential repolarization, but that the predominant currents underlying the differences in the firing properties of GIN
and YFP-16 MVN neurons are located on the soma and proximal processes (and are not greatly altered by enzymatic or mechanical stress during the dissociation processes). In support of this, the voltage-dependence of the currents, measured by the $v_{1/2}$ and slopes of the Boltzmann fits were within the range of reported values for each current, with the exception of $I_A$ whose voltage of activation and $v_{1/2}$ was slightly depolarized compared to more commonly reported values (Bekkers 2000; Molineux et al. 2005; Sacco and Tempia 2002; Song et al. 1998) but see also (Martina et al. 1998). This could reflect the presence of CdCl$_2$ in the perfusion solution, which has been shown to shift the voltage-dependence of $I_A$ (Song et al. 1998).

Variations in $I_{1TEA}$ density and kinetics underlie differences in action potential repolarization rates

A previous model of firing mechanisms in MVN neurons indicated that differences between action potential waveforms across neurons could be attributed predominantly to differences in the kinetics of a fast voltage-gated K$^+$ current (Quadroni and Knopfel 1994). Consistent with the predictions of this model, YFP-16 neurons expressed more $I_{1TEA}$ and $I_{10TEA}$ than did GIN neurons. Variations in $I_{1TEA}$ accounted entirely for differences in action potential repolarization rates between and within cell types. Based on its depolarized voltage of activation, Boltzmann parameters, and insensitivity to CdCl$_2$ and dendrotoxin, the 1 mM TEA-sensitive current in MVN neurons likely flows through Kv3-containing channels.
Kv3 currents are expressed in neurons specialized for high frequency firing (Akemann and Knopfel 2006; Erisir et al. 1999; Hernandez-Pineda et al. 1999; Martina et al. 1998; Massengill et al. 1997; McDonald and Mascagni 2006; McKay and Turner 2004; Perney et al. 1992; Rudy and McBain 2001; Song et al. 2005; Weiser et al. 1995) and their voltage-dependence and fast decay kinetics are precisely tuned to facilitate the rapid repolarization of action potentials (Erisir et al. 1999; Raman and Bean 1999). In the cortex, the presence of I_{Kv3} distinguishes fast-spiking GABAergic interneurons from excitatory pyramidal cells (Martina et al. 1998; Massengill et al. 1997). In the cerebellar and vestibular nuclei, in contrast, both GABAergic and non-GABAergic neurons are capable of sustaining very fast firing rates (Bagnall et al. 2007; Uusisaari et al. 2007), indicating a role for Kv3 in both cell types in these nuclei. Each of the 4 major Kv3 family subunits are expressed in MVN neurons (Weiser et al. 1995; Weiser et al. 1994). Differences in kinetics across MVN neurons might arise from the expression of different subunits (Baranauskas et al. 2003; Lewis et al. 2004; McCrossan et al. 2003; Murakoshi et al. 1997; Murakoshi and Trimmer 1999), regulation of mRNA transcript levels (Schulz et al. 2006), or different phosphorylation states (Song et al. 2005).

Although I_{Kca} was expressed strongly in MVN neurons and exhibited rapid activation during voltage steps, action potential repolarization was dominated by I_{ITEA}. Results from MVN neuronal recordings in brain slices similarly indicate a prominent role for I_{Kca} in generation of the AHP but not in action potential repolarization (Smith et al. 2002). Analysis of currents
regulating burst firing in Purkinje neurons showed that calcium influx occurs during the falling phase of the action potential, and that the peak of I_{KCa} is delayed compared to the peak of TEA-sensitive repolarizing currents (Swensen and Bean 2003), consistent with pharmacological results in MVN neurons. Thus, although voltage step protocols can provide valuable information about current expression levels, assessing how specific currents interact to shape neuronal excitability is facilitated by the use of more natural stimuli, such as action potential waveforms (Raman and Bean 1999; Swensen and Bean 2003).

Coregulation of currents in MVN neurons

Given that firing properties are shaped by the interplay of intrinsic currents, neurons must be able to actively monitor and adjust the balance of currents accordingly. In support of such a mechanism in MVN neurons, correlations were observed in charge densities of several currents. In both GIN and YFP-16 neurons, significant positive correlations existed between I_{1TEA} and I_{10TEA} and between I_{KCa} and I_A. Additional correlations between I_{KCa} and I_{1TEA} and between I_{KCa} and I_{10TEA} were observed in GIN neurons but not in YFP-16 neurons. These data suggest that outward currents are functionally coregulated in MVN neurons but that the rules for this coregulation differ across cell types.

Non-inactivating Na⁺ currents are likely to play a prominent role in shaping the firing properties of MVN neurons, as is the case for cerebellar neurons (Khaliq et al. 2003; Raman and Bean 1997; Raman et al. 2000). Although no correlations were observed in MVN neurons between transient I_{NaT}
and $I_{\text{TEA}}$ kinetics or densities, action potential rise and fall rates were well-matched (Fig. 9D), suggesting an interaction between Na$^+$ and K$^+$ currents that might only be revealed during natural spiking behavior (Akemann and Knopfel 2006; Swensen and Bean 2005). Coregulation of Na$^+$ and K$^+$ currents have been observed in neurons of the electric fish, where the kinetics of the currents co-vary as a function of the neuronal output properties (McAnelly and Zakon 2000). Coregulation of currents might occur at the transcriptional level (MacLean et al. 2005; Schulz et al. 2006), by post-translational modifications (Park et al. 2006; Song et al. 2005) or by functional interactions via voltage dependence of the currents themselves (Akemann and Knopfel 2006; Swensen and Bean 2005).

*Implications for plasticity*

MVN neurons express a novel form of intrinsic plasticity, termed firing rate potentiation (FRP), which produces increases in spontaneous and evoked firing rates via decreases in the AHP (Nelson et al. 2003). FRP is accompanied by a decreased sensitivity to IBTX and is occluded by blockade of CaMKII, which reduces BK currents (Nelson et al. 2005). Most neurons in the MVN have the capacity to express FRP, but its expression varies across neurons (Nelson et al. 2005; Nelson et al. 2003). This finding is better understood in light of the variability of $I_{\text{KCa}}$ expression across the population of MVN neurons. The presence of other currents, such as $I_A$, might compensate functionally for the loss of BK currents in some neurons.
The finding that GABAergic and non-GABAergic neurons possess the same major outward currents is significant because it suggest that both cell types express currents required for a broad range of firing properties. Long-term changes in the ratio of ‘Type A’ and ‘Type B’ neurons in the MVN, which appear to correspond to GIN and YFP-16 neurons in slice, respectively (Bagnall et al. 2007), have been reported during recovery from unilateral labyrinthectomy (Beranek et al. 2003; Beranek et al. 2004). The data from the present study would suggest that a GIN neuron with a ‘Type A’ action potential shape could adopt a ‘Type B’ action potential shape if there were a shift in the $I_{\text{KCa}} : I_{\text{ITEA}}$ ratio, induced either by a down-regulation of BK currents, which occurs during FRP, or an increase in the kinetics or expression of $I_{\text{ITEA}}$. Rapid shifts in the balance of currents, and by extension in firing properties, could be induced by phosphorylation-dependent changes in current kinetics or channel conductances, as has been shown for each of the predominant potassium currents expressed in MVN neurons (Jerger et al. 2004; Koh et al. 1999; Liu and Kaczmarek 1998; Nelson et al. 2005; Park et al. 2006; Sansom et al. 2000; Sergeant et al. 2005; Smith et al. 2002; Song et al. 2005). Regulation of the firing properties of neurons on a fast time scale might be especially important in systems with high levels of activity, such as the vestibular system in which neurons fire at rates of hundreds of action potentials/s in vivo. Activity-dependent shifts in the balance of currents would provide rapid, online regulation of firing properties, maintaining the balance of activity across the network.
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Fig 3.1: Acutely dissociated MVN neurons fire spontaneously and exhibit differences in action potential parameters between GIN and YFP-16 neurons. **A.** DIC images of dissociated MVN neurons. Typically, processes did not extend beyond 30 µm and soma sizes ranged from 15-30 µm in diameter. **B.** An example of the spontaneous, tonic firing pattern recorded from a dissociated MVN neuron. **C.** Histogram of the spontaneous firing rates across the population of dissociated MVN neurons (avg. = 12.7 ± 6.8 spikes/s, n = 126). **D.** Representative action potentials recorded from GIN (right) and YFP-16 neurons (left). Dashed lines are at -55 mV. **E.** Peak AHP amplitude is plotted vs. action potential width (defined at half-height, see Methods) for GIN neurons (open circles), YFP-16 neurons (filled triangles) and a population of unidentified MVN neurons (small, grey dots). GIN neurons tended to have wider action potentials and larger AHPs than YFP-16 neurons. Action potential parameters from GIN and YFP-16 neurons overlap with those from unidentified neurons, forming a continuum.
Fig 3.2: Whole cell inward and outward currents are similar in GIN and YFP-16 neurons. A. A family of TTX-sensitive transient $\text{Na}^+$ currents ($I_{\text{NaT}}$) recorded from a GIN neuron. The voltage protocol used to evoke the currents is illustrated: neurons were held at -65 mV and stepped for 150 ms to voltages between -55 and +15 mV in 10 mV increments. B. Plot of the peak current density of $I_{\text{NaT}}$ in GIN and YFP-16 neurons at each voltage. There was no difference in $I_{\text{NaT}}$ density between GIN (956 ± 313 pA/pF; n = 35) and YFP-16 neurons (1085 ± 353 pA/pF; n = 40) at -35 mV (p = 0.10). C. The TTX-insensitive current ($I_{\text{total}}$) recorded from the same neuron as in A. D. Plot of the current density of $I_{\text{total}}$ in GIN and YFP-16 neurons at each voltage, measured as the average steady-state current density over the last 50 ms of the trace. The density of $I_{\text{total}}$ did not differ significantly between GIN (1239 ± 524 pA/pF) and YFP-16 (1423 ± 532 pA/pF) neurons at +15 mV, p = 0.29. Error bars represent sem.
Fig 3.3: Ca$^{2+}$-dependent K$^+$ currents ($I_{KCa}$) in GIN and YFP-16 neurons. A1-3. Family of Cd-sensitive $I_{KCa}$, divided into IBTX-sensitive $I_{BK}$ (A2) and apamin-sensitive $I_{SK}$ (A3) components from the same YFP-16 neuron. B. Plot of the current density of the transient component (peak amplitude within the first 10 ms) of $I_{KCa}$ at each voltage in GIN and YFP-16 neurons. There was no difference in $I_{KCa}$ density of the transient component between GIN (678 ± 351 pA/pF; n = 19) and YFP-16 neurons (585 ± 243 pA/pF; n = 20) at + 15 mV, p = 0.34. C. Plot of the peak current density of the sustained component (average over the last 50 ms) of $I_{KCa}$ at each voltage in GIN and YFP-16 neurons. There was no difference in $I_{KCa}$ density of the sustained component between GIN (616 ± 404 pA/pF) and YFP-16 neurons (455 ± 221 pA/pF, ) at + 15 mV, p = 0.42. D. Bar graph showing fraction of $I_{KCa}$ that was sensitive to IBTX and apamin in YFP-16 (0.62 ± 15; 0.20 ± 23) and GIN neurons (0.63 ± 18 ; 0.11 ± 14) at + 15 mV, calculated as the average current density over the entire 150 ms step. Error bars represent sem.
Fig 3.4: TEA-sensitive K⁺ currents in GIN and YFP-16 neurons. A. Family of 1 mM TEA-sensitive \( I_{\text{TEA}} \) with typical kinetics, recorded from a YFP-16 neuron. B. Plot of the current density of \( I_{\text{TEA}} \) in GIN and YFP-16 neurons at each voltage, measured as the average steady-state current density over the last 50 ms of the trace. There was more \( I_{\text{TEA}} \) in YFP-16 (634 ± 361 pA/pF; \( n = 20 \)) than in GIN neurons (406 ± 186 pA/pF; \( n = 19 \)) at +15 mV, \( p = 0.05 \). C. Average current waveforms at +15 mV from GIN and YFP-16 neurons. \( I_{\text{TEA}} \) from GIN neurons was scaled by a factor of 1.6 to match the steady-state value of \( I_{\text{TEA}} \) from YFP-16 neurons. Note the faster kinetics of \( I_{\text{TEA}} \) in YFP-16 neurons. D. Quantification of faster rise time of \( I_{\text{TEA}} \) in YFP-16 neurons. The rate of rise was calculated as the maximum derivative over the rising phase of the current at +15 mV. The rate of rise of \( I_{\text{TEA}} \) was faster in YFP-16 (2121 ± 1444 pA/ms) than in GIN neurons (999 ± 328 pA/ms, \( p = 0.01 \)). E. Family of the 10 mM TEA-sensitive \( I_{10\text{TEA}} \) from a YFP-16 neuron. \( I_{10\text{TEA}} \) displayed similar kinetics in GIN and YFP-16 neurons. F. Plot of the current density of \( I_{10\text{TEA}} \) in GIN and YFP-16 neurons at each voltage, measured as the average steady-state current density over the last 50 ms of the trace. There was more \( I_{10\text{TEA}} \) in YFP-16 (201 ± 115 pA/pF; \( n = 20 \)) than in GIN neurons (123 ± 42 pA/pF; \( n = 19 \)) at +15 mV, \( p = 0.05 \). Error bars represent sem.
Fig. 3.5: TEA-insensitive K⁺ currents in GIN and YFP-16 neurons.  

**A.** Family of $I_A$ from a GIN neuron, isolated as the difference current inactivated by a 500 ms pre-depolarizing step to -45 mV, voltage protocol shown.  

**B.** Plot of the current density of $I_A$ at each voltage in GIN and YFP-16 neurons, measured as the peak amplitude over the first 50 ms. There was no difference in $I_A$ density between GIN (468 ± 179 pA/pF; $n = 19$) and YFP-16 neurons (400 ± 234 pA/pF; $n = 20$) at +15 mV, $p = 0.25$.  

**C.** Representative trace of $I_{other}$ from a YFP-16 neuron.  

**D.** Plot of the current density of $I_{other}$ in GIN and YFP-16 neurons, measured as the average steady-state current density over the last 50 ms of the trace. The density of $I_{other}$ was greater in YFP-16 (91 ± 48 pA/pF; $n = 20$) than in GIN neurons (59 ± 20 pA/pF; $n = 19$) at +15 mV, $p = 0.01$. Error bars represent sem.
Fig. 3.6: The balance of outward current expression is different in GIN and YFP-16 neurons. The charge density of each current was calculated by integrating the current at +15 mV over the first 30 ms of the trace. The charge densities of the four major current components were normalized by the charge density of $I_{\text{total}}$ to control for differences in $I_{\text{total}}$ density across cells. All four currents were found in GIN and YFP-16 neurons, but GIN neurons had proportionately more $I_{\text{KCa}}$ and $I_{\text{A}}$ and YFP-16 had proportionately more $I_{\text{1TEA}}$ and $I_{\text{10TEA}}$. * $p < 0.05$, ** $p < 0.01$, *** $p < 0.005$. 
Fig. 3.7: The expression of currents is correlated in GIN and YFP-16 neurons.  
A. The charge density of $I_{\text{KCa}}$ over the first 30 ms was correlated with the charge density of $I_A$, weakly in GIN neurons ($r^2 = 0.22$, $n = 19$, $p = 0.04$) and strongly in YFP-16 neurons ($r^2 = 0.64$, $n = 20$, $p < 0.0001$).  B. The charge density of $I_{\text{TEA}}$ over the first 30 ms was correlated with the charge density of $I_{10\text{TEA}}$, strongly in GIN neurons ($r^2 = 0.62$, $n = 19$, $p < 0.0001$) and weakly in YFP-16 neurons ($r^2 = 0.29$, $n = 20$, $p = 0.01$).  C. The charge density of $I_{\text{KCa}}$ over the first 30 ms was correlated with the charge density of $I_{1\text{TEA}}$ in GIN ($r^2 = 0.26$, $n = 19$, $p = 0.03$) but not YFP-16 neurons ($r^2 = 0.17$, $n = 20$, $p = 0.46$).  D. The charge density of $I_{\text{KCa}}$ over the first 30 ms was correlated with the charge density of $I_{10\text{TEA}}$ in GIN ($r^2 = 0.42$, $n = 19$, $p = 0.001$) but not YFP-16 neurons ($r^2 = 0.01$, $n = 20$, $p = 0.71$).  GIN = open circles.  YFP-16 = filled triangles.
Fig. 3.8: The rate of action potential repolarization correlated with the rate of rise of $I_{	ext{ITEA}}$ in both GIN and YFP-16 neurons. Rate of rise was calculated as the maximum derivative over the rising phase of the current (see Fig. 4C). This correlation was stronger in GIN neurons ($r^2 = 0.85, n = 19, p < 0.001$) than in YFP-16 neurons ($r^2 = 0.28, n = 20, p = 0.02$).
Fig. 3.9: Variability in $I_{\text{TEA}}$ underlies diversity in action potential repolarization in GIN and YFP-16 neurons.  

A. Action potential from an example GIN neuron in control solution (thick, black line); in 0 Ca$^{2+}$ 0.3 mM CdCl$_2$ (dotted line); and in 1 mM TEA (grey line).  

B. Same as A but from a YFP-16 neuron.  

C. Rate of action potential repolarization was not slowed in the presence of CdCl$_2$. Solid line represents no change in repolarization rate between Tyrode’s and CdCl$_2$.  

D. Rate of action potential repolarization was slowed in the presence of 1 mM TEA. Solid line represents no change in repolarization rate between control and 1 mM TEA solutions. Before application of 1 mM TEA, YFP-16 neurons repolarized more quickly than GIN neurons (162 ± 30, n = 7; 119 ± 42, n = 7; p = 0.05), but in 1 mM TEA, GIN and YFP-16 neurons repolarized at the same rate (68 ± 16, n = 7; 61 ± 23, n = 7; p = 0.46).  

E. The extent to which 1 mM TEA slowed action potential repolarization was correlated with the initial rate of repolarization. Neurons that repolarized faster in 1 mM TEA were more strongly affected by 1 mM TEA than those that initially repolarized slower ($r^2 = 0.79$, p < 0.001).  

F. Summary of the effects of 1 mM TEA and CdCl$_2$ on the rate of action potential (AP) rise and fall. Blocking neither $I_{\text{KCa}}$ nor $I_{\text{TEA}}$ affected the rate of action potential rise. The action potential fall rate was significantly slowed in 1 mM TEA (p = 0.0002) but not CdCl$_2$ (p = 0.17), indicating the effect of 1 mM TEA on action potential fall rate is specific to $I_{\text{TEA}}$.  

Table 3.1 Differences in the firing properties of GIN and YFP-16 neurons are preserved in dissociated cells. The table lists averages and standard deviations of parameters used to quantify action potential (AP) shapes and firing properties in dissociated YFP-16 (n = 39) and GIN (n = 35) neurons. Spont FR = spontaneous firing rate; CV = coefficient of variation of the inter-spike interval. Cell health, size, and quality of the recording, assessed with input resistance (R_{input}), whole cell capacitance, and series resistance (R_{series}), respectively were not different between the two populations of neurons.

<table>
<thead>
<tr>
<th></th>
<th>YFP-16 (n = 39)</th>
<th>GIN (n = 35)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>AP half width, ms</td>
<td>0.69 ± 0.19</td>
<td>0.88 ± 0.13</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>AP height, mV</td>
<td>73.2 ± 7.9</td>
<td>70.3 ± 7.8</td>
<td>0.11</td>
</tr>
<tr>
<td>AP peak, mV</td>
<td>37.8 ± 6.2</td>
<td>36.2 ± 5.4</td>
<td>0.24</td>
</tr>
<tr>
<td>AP Rise rate, V/s</td>
<td>263 ± 66</td>
<td>218 ± 63</td>
<td>0.005</td>
</tr>
<tr>
<td>AP Fall rate, V/s</td>
<td>142 ± 39</td>
<td>107 ± 33</td>
<td>0.0001</td>
</tr>
<tr>
<td>ADP, V/s</td>
<td>0.96 ± 0.8</td>
<td>0.47 ± 0.7</td>
<td>0.008</td>
</tr>
<tr>
<td>AHP, mV</td>
<td>33.3 ± 3.0</td>
<td>35.4 ± 4.7</td>
<td>0.04</td>
</tr>
<tr>
<td>Spont FR, Hz</td>
<td>13.9 ± 5.8</td>
<td>10.5 ± 5.1</td>
<td>0.02</td>
</tr>
<tr>
<td>CV</td>
<td>0.077 ± 0.099</td>
<td>0.063 ± 0.05</td>
<td>0.88</td>
</tr>
<tr>
<td>R_{input}, MΩ</td>
<td>1626 ± 760</td>
<td>1685 ± 582</td>
<td>0.48</td>
</tr>
<tr>
<td>Capacitance, pF</td>
<td>8.0 ± 2.3</td>
<td>7.2 ± 1.6</td>
<td>0.13</td>
</tr>
<tr>
<td>R_{series}, MΩ</td>
<td>8.1 ± 3.3</td>
<td>9.8 ± 3.9</td>
<td>0.07</td>
</tr>
</tbody>
</table>
Table 3.2  Voltage-dependent properties of somatic currents recorded from YFP-16 (n= 20) and GIN ( n = 19) neurons, measured by fitting normalized conductance graphs with a Boltzmann fit: g_{max} / (1 + \exp(v_{1/2}-v)/k), where g_{max} is the normalized maximum conductance, v_{1/2} is the voltage at which half of the channels are open or closed, v is the voltage at which conductance was calculated, corrected for R_{series} errors, and k is the slope, a measure of the voltage-dependence of the channel. Averages and standard deviations of v_{1/2} and k are shown for each current in YFP-16 and GIN neurons. Significant differences are indicated with asterisks, ** p < 0.01, ***p < 0.0005.

<table>
<thead>
<tr>
<th>Current</th>
<th>YFP-16 (n = 20)</th>
<th>GIN (n = 19)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I_{total} (TTX-insensitive)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>v ½ (mV)</td>
<td>-18.2 ± 3.8</td>
<td>-17.4 ± 6.0</td>
</tr>
<tr>
<td>k (mV)</td>
<td>7.1 ± 1.9</td>
<td>8.1 ± 2.8</td>
</tr>
<tr>
<td>I_{KCa} (Cd-sensitive)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>v ½ (mV)</td>
<td>-27.0 ± 4.9</td>
<td>-22.1 ± 5.3**</td>
</tr>
<tr>
<td>k (mV)</td>
<td>5.3 ± 2.8</td>
<td>8.2 ± 2.5***</td>
</tr>
<tr>
<td>I_{Kv3} (1mM TEA-sens)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>v ½ (mV)</td>
<td>-9.3 ± 2.4</td>
<td>-7.6 ± 3.2</td>
</tr>
<tr>
<td>k (mV)</td>
<td>7.4 ± 1.3</td>
<td>8.2 ± 1.8</td>
</tr>
<tr>
<td>I_{Kd} (10mM TEA-sens)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>v ½ (mV)</td>
<td>-4.3 ± 5.0</td>
<td>-2.8 ± 4.3</td>
</tr>
<tr>
<td>k (mV)</td>
<td>8.6 ± 1.5</td>
<td>9.1 ± 1.6</td>
</tr>
<tr>
<td>I_A (10mM TEA-insens)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>v ½ (mV)</td>
<td>-12.5 ± 3.8</td>
<td>-13.3 ± 4.2</td>
</tr>
<tr>
<td>k (mV)</td>
<td>10.0 ± 1.4</td>
<td>10.3 ± 2.4</td>
</tr>
</tbody>
</table>
IV. Similar Properties of Transient, Persistent, and Resurgent Na Currents in GABAergic and non-GABAergic MVN neurons

Abstract

Sodium currents in fast firing neurons are tuned to support sustained firing rates > 50-60 Hz. This is typically accomplished with fast channel kinetics and the ability to minimize the accumulation of Na channels into inactivated states. Neurons in the medial vestibular nuclei (MVN) can fire at exceptionally high rates, but their Na currents have never been characterized. In this study, Na current kinetics and voltage dependent properties were compared in two classes of MVN neurons with distinct firing properties. Non-GABAergic neurons (fluorescently labeled in YFP-16 transgenic mice) have action potentials with faster rise and fall kinetics and sustain higher firing rates than GABAergic neurons (fluorescently labeled in GIN transgenic mice). A previous study showed that these neurons express a differential balance of K currents. To determine whether the Na currents in these two populations were different, their kinetics and voltage dependent properties were measured in acutely dissociated neurons from 24 - 40 day-old mice. All neurons expressed persistent Na currents and large transient Na currents with resurgent kinetics tuned for fast firing. No differences were found between the Na currents expressed in GABAergic and non-GABAergic MVN neurons, suggesting that differences in properties of these neurons are tuned by their K currents.
Introduction

Different firing properties of neurons are established by the tuning of ionic currents, apparent at the molecular level in the diversity of potassium (K) channel and sodium (Na) channel expression across cell types (Catterall et al. 2005; Coetzee et al. 1999). Historically, the kinetic properties of voltage-gated Na channels were considered to be relatively homogeneous, but more recently, important differences in their kinetic and voltage dependent properties have been identified across cell types with different firing properties (reviewed in Bean 2007). For example, Na currents in regular spiking hippocampal neurons have different inactivation kinetics and voltage dependences than Na currents in fast firing interneurons in the hippocampus (Martina and Jonas 1997) and Purkinje cells in the cerebellum (Raman and Bean 1997).

During firing, Na current availability is limited by the accumulation of Na channels into fast (Armstrong 1981; Stuhmer et al. 1989; Vassilev et al. 1988) and slow inactivated states (Mitrovic et al. 2000; Ong et al. 2000; reviewed in Ulbricht 2005). Na currents in fast firing neurons are slower to enter and faster to recover from these inactivated states than Na currents in slower firing neurons (Martina and Jonas 1997). Additionally, Na currents in many fast firing neurons are protected from inactivation by an endogenous blocking particle that competes for position in a Na channel pore with the channel’s inactivation gate (Grieo et al. 2005; Raman and Bean 1997). This mechanism is revealed in voltage clamp experiments by the presence of a resurgent Na current (Afshari et
al. 2004; Aman and Raman 2007; Baufreton et al. 2005; Do and Bean 2003; Raman and Bean 1997; Raman et al. 2000).

Neurons in the medial vestibular nuclei (MVN) rapidly encode changes in head and image motion with linear changes in firing rate and can sustain firing rates up to hundreds of Hz. In contrast to the cellular framework in the hippocampus and cortex, both GABAergic and non-GABAergic neurons in the MVN are fast firing, and non-GABAergic neurons have narrower action potentials and higher maximum firing rates than GABAergic neurons (Bagnall et al. 2007). Although GABAergic and non-GABAergic MVN neurons express a different balance of K currents that contributes to differences in their action potential repolarization (Gittis and du Lac 2007), the properties of their Na currents have never been characterized.

Neurons from the same structure with different firing properties often express Na currents with distinct properties (Afshari et al. 2004; Aman and Raman 2007; Martina and Jonas 1997), however all MVN neurons are expected to express Na currents with properties tuned to support fast firing. To determine whether Na currents are differentially tuned between GABAergic and non-GABAergic MVN neurons, the amplitude and kinetic properties of Na currents, including persistent and resurgent currents, were measured from acutely dissociated MVN neurons. The results of this study show that Na currents in MVN neurons are similarly tuned to support fast firing in both GABAergic and non-GABAergic MVN neurons.
Methods

Cell preparation: 350 µM coronal slices through the rostral 2/3 of the MVN were prepared with a DSK-1500E or Leica VT1000S Vibratome in carbogenated ACSF containing (in mM) 125 NaCl, 26 NaCHO₃, 5 KCl, 1.3 MgCl₂, 2.5 CaCl₂, 1 NaH₂PO₄, and 11 glucose. Slices were heated for 10-30 minutes at 34°C then maintained at room temperature. Neurons were enzymatically dissociated as described in Gittis and du Lac, 2007 from 24-40-day-old mice, either GIN (Oliva et al. 2000) for GABAergic neurons, or YFP-16 (Feng et al. 2000) for non-GABAergic neurons, both in c57bl6 backgrounds. Briefly, slices were treated with 40 U/mL papain (Worthington) in 9.4 mg/mL MEM powder (Gibco), 10 mM Heps, 0.2 mM cysteine, for 10 min at 30°C. The bilateral vestibular nuclei were removed from a slice, triturated with fire polished Pasteur pipets, and dissociated neurons were plated on the glass slide of the recording chamber.

Electrophysiological recording: For the duration of a recording session (2-3 hours), neurons were continuously perfused with oxygenated Tyrode’s solution (in mM: 150 NaCl, 3.5 KCl, 2 CaCl₂, 1 MgCl₂, 10 Heps, 10 glucose) and all recordings were done at room temperature. Whole cell recordings were made with Borosilicate pipettes (2-4 MΩ), filled with a K-gluconate based intracellular solution (in mM: 140 Kgluc, 8 NaCl, 10 Heps, 0.02 EGTA, 2 Mg₂-ATP, 0.3 Na₂-GTP, and 14 Tris-creatine PO₄). The measured liquid junction potential was +15 mV and was corrected off-line. Sodium currents were isolated by digital subtraction following application of 1
μM TTX (Tocris) in the presence of Tyrode’s solution containing 20 mM TEA, 5 mM 4-AP, and 2 mM MgCl₂ substituted for 2 mM CaCl₂ (Sigma).

Data were collected and analyzed using IGOR software with a MultiClamp 700B amplifier (Axon Instruments) and an ITC-16 interface (Instrutech). Ionic currents were recorded in voltage clamp mode, filtered at 8 kHz and digitized at 40 kHz. Whole cell capacitance was compensated through the amplifier circuitry and series resistance (Rseries) was compensated at 70-90%. The average uncompensated series resistance was 1.9 ± 1.0 MΩ (n = 25) in GABAergic and 1.6 ± 0.8 MΩ (n = 25) in non-GABAergic neurons (p = 0.27). The capacitance was measured off the amplifier or by integrating the area of the transient following a step from -65 mV to -75 mV with whole cell capacitance and series resistance compensation turned off. Average cell capacitance was 7.2 ± 2.8 pF (n = 25) for GABAergic and 8.5 ± 3.5 pF (n = 25) for non-GABAergic neurons (p = 0.15).

**Data Analysis**

Na conductance (gNa) was calculated with the equation gNa = I/(V-Erev), where Erev was calculated to be +46 mV in 50 mM NaCl at 22°C. Na conductance at each voltage was normalized to the maximum conductance (usually at -25 mV in 50 mM NaCl) in each cell to create a normalized conductance plot. The normalized conductance plot in each neuron was fit with a Boltzmann equation: gmax / (1 + exp(V1/2-V)/k), where gmax is the normalized maximum conductance, V1/2 is the voltage at which half of the channels are open or closed, V is the
voltage at which conductance was calculated, and $k$ is the slope, a measure of the voltage-dependence of the channels.

To calculate the voltage-dependence of fast inactivation, Na current availability was measured at $+15$ mV after 100 ms voltage steps to potentials between $-95$ and $0$ mV. Availability after the 100 ms voltage steps was assessed by normalizing the amplitude of the non-inactivated current by the amplitude of the non-inactivated current after the 100 ms voltage step to $-95$ mV.

Statistical differences were tested with the non-parametric Wilcoxon test for unpaired data and variances reported in the text are standard deviations.

**Results**

*Transient Na current*

To determine whether Na currents were differentially tuned in GABAergic vs. non-GABAergic MVN neurons, transient Na currents were recorded from fluorescently labeled neurons, acutely dissociated from lines of mice established to label GABAergic (GIN) or non-GABAergic (YFP-16) neurons in the MVN (Bagnall et al. 2007). Transient Na currents were elicited with 20 ms voltage steps to positive potentials from a holding potential of $-80$ mV. The amplitudes of transient Na currents in non-GABAergic neurons tended to be larger than those in GABAergic neurons ($13.8 \pm 4.5$ nA, $n = 24$ vs. $10.8 \pm 4.7$ nA, $n = 22$, $p = 0.04$) but their current densities were similar ($1.9 \pm 0.7$ nA/pF vs. $1.8 \pm 0.9$ nA/pF, $p = 0.47$), suggesting their different current amplitudes reflected larger surface areas.
of non-GABAergic neurons (Bagnall et al. 2007) rather than differences in Na current expression.

Activation of the transient Na current at 0 mV was complete within 0.34 ± 0.04 ms in GABAergic (n = 13) and 0.31 ± 0.04 ms in non-GABAergic (n = 15) neurons (p = 0.24). To measure the voltage dependence of activation, a family of voltage steps was delivered in a low Na external solution [50 mM] to reduce the current amplitude and minimize $R_{\text{series}}$ errors (Fig. 1A). Even in 50 mM NaCl, the maximum transient Na current was often > 6 nA, creating 8-12 mV deviations between the command potential of the amplifier and the voltage experienced by the cell. To decrease these errors, the peak Na current was further reduced to < 3.5 nA with subsaturating concentrations of TTX. This allowed for accurate measurement of the voltage-dependence of activation, but precluded measurements of true maximum conductance. As a result, normalized conductance plots were compared across neurons (see methods). In both cell types, Na currents began to activate around -55 mV and were fully activated by about -5 mV (Fig. 1C). Boltzmann fits from individual neurons to determine the voltage of half-maximal activation ($V_{1/2}$) and the slope ($k$) yielded no differences between the cell types ($V_{1/2}$, p = 1; k, p = 0.89, n = 11 GABAergic and 10 non-GABAergic).

To measure the kinetics of inactivation, the decay of transient Na currents at 0 mV (in 150 mM NaCl) were fit with a single exponential. The $\tau$ of fast inactivation was the same in GABAergic (0.34 ± 0.03 ms, n = 13) and non-GABAergic neurons (0.34 ± 0.05 ms, n = 15) (p = 0.96). To compare the voltage
dependence of inactivation, Na channel availability at + 15 mV was assessed following a 100 ms pre-step to different potentials (Fig. 1B). Na channels began to inactivate during 100 ms steps to -70 mV in both cell types and were fully inactivated by 100 ms steps to -35 mV (Fig. 1C). Boltzmann fits of the steady-state inactivation curves from individual cells yielded no differences in $V_{1/2}$ or k ($V_{1/2}, p = 0.28; k, p = 1$) between GABAergic (n = 12) and non-GABAergic neurons (n = 11).

*Na current inactivation and recovery*

The time courses of recovery of transient Na currents in GABAergic and non-GABAergic MVN neurons were compared following either a 2 ms step or a 500 ms step to 0 mV to drive Na channels into fast and slow inactivated states, respectively. Recovery from inactivation was assessed by measuring the Na current availability 1 ms – 1 s after the initial depolarizing step (Fig. 2A).

In both GABAergic and non-GABAergic neurons, transient Na currents were initially reduced to 41% following a 2 ms step to 0 mV ($p = 0.86$). Within 10 ms, more than 80% of the Na current had recovered. Recovery followed a double exponential time course with similar time constants for both GABAergic (1.7 ± 0.3 ms and 138 ± 38 ms, n = 12) and non-GABAergic neurons (1.7 ± 0.4 ms and 117 ± 58 ms, n =11) ($\tau_1 p = 0.64; \tau_2 p = 0.11$) (Fig. 2B).

Following a 500 ms voltage step to 0 mV, transient Na currents were reduced to 10-13% their initial value in both GABAergic and non-GABAergic neurons ($p = 0.25$) (Fig. 2B). Recovery was considerably slower, requiring
almost 500 ms for 80% recovery and followed a double exponential time course with similar time constants for GABAergic (3.6 ± 1.6 ms and 248 ± 103 ms, n = 12) and non-GABAergic neurons (3.9 ± 2.1 ms and 220 ± 134 ms, n = 11) (τ1 p = 0.97; τ2 p = 0.25) (Fig. 2B).

To test for cell type differences in the rate of entry into the slow inactivated state, neurons were held at 0 mV for durations of 1 ms – 2.5 s and Na channel availability was assessed after 75 ms at -80 mV to relieve fast inactivation (Fig 2C). Slow inactivation in both GABAergic and non-GABAergic MVN neurons took almost 100 ms to accumulate at 0 mV and followed a similar time course in both cell types (Fig. 2D). Although τ1 was significantly shorter in GABAergic neurons (60 ± 41 ms vs. 121 ± 53 ms, p = 0.01), there was no differences in the dominant time constant (τ2) between the cell types (GABAergic: 1125 ± 415 ms, n = 12; non-GABAergic: 1360 ± 489 ms, n = 8) (Fig. 2D).

Persistent Na current

Persistent Na currents are present in a number of diverse cell types (reviewed in Crill 1996) and can contribute to autonomous pacemaking (Bevan and Wilson 1999; Do and Bean 2003; Raman and Bean 1999; Shao et al. 2006; Taddese and Bean 2002) or burst firing (Enomoto et al. 2006; Wu et al. 2005; Del Negro et al. 2002). To isolate persistent Na currents in MVN neurons, cells were slowly depolarized with a 1 s ramp stimulus from -95 mV to +20 mV (115 mV/s), before and after application of 1 μM TTX (Fig. 3A). Both cell types expressed a
persistent Na current between -70 and -20 mV and there was no difference in the maximum amplitude or voltage dependence of the current between GABAergic (233 ± 113 pA, n = 11) and non-GABAergic neurons (232 ± 148 pA, n = 11; p = 0.95) (Fig. 3B). Across the population of MVN neurons, the amplitude of the persistent Na current at voltages more hyperpolarized than -55 mV correlated with the rate of rise of the action potential \( r^2 = 0.36, p < 0.01, n = 18 \), but not at voltages more depolarized than -55 mV, including -50 mV where persistent Na currents were largest \( r^2 = 0.18, p = 0.1, n = 18 \).

**Resurgent Na current**

To measure resurgent Na currents in MVN neurons, cells were held at 0 mV for 10 ms, then repolarized to voltages between -60 and -10 mV (Fig. 4A). At these voltages, a ‘resurgent’ Na current flows through channels that were protected from inactivation during the 10 ms depolarization step by a peptide blocking particle (Grieco et al. 2005; Raman and Bean 1997). In both GABAergic and non-GABAergic MVN neurons, resurgent Na currents were largest at -35 mV and were 13 ± 3% and 15 ± 5% of the transient Na current (measured at 0 mV), respectively. At -35 mV, the resurgent current reached its peak amplitude within 2.8 ± 0.6 ms \((n = 13)\) in GABAergic and 2.9 ± 0.4 ms \((n = 14)\) in non-GABAergic neurons \((p = 0.54)\) and decayed exponentially with a time constant of 9.6 ± 1.3 ms in GABAergic and 10.8 ± 1.9 ms in non-GABAergic neurons \((p = 0.13)\). The resurgent Na current tended to be larger in non-GABAergic neurons (-797 ± 304 pA, \( n = 14 \)) compared to GABAergic neurons (-
697 ± 282, n = 13), but this difference was not significant (p = 0.23) (Fig. 4B). Across the population, the peak amplitude of the resurgent Na current (at -35 mV) and the rate of action potential depolarization were weakly correlated $r^2 = 0.24$ (p = 0.03, n = 21).

**Discussion**

This study is the first to describe the biophysical properties of Na currents in MVN neurons which fire at exceptionally high rates. All MVN neurons had persistent Na currents as well as large transient Na currents with resurgent kinetics and voltage dependences similar to those of other fast firing neurons. A comparison of the Na currents expressed in two classes of MVN neurons with different firing properties, GABAergic and non-GABAergic neurons, revealed that their Na currents were very similar. This finding was surprising given that neurons with different firing properties from the same structure more commonly express Na currents with distinct properties (Afshari et al. 2004; Aman and Raman 2007; Martina and Jonas 1997) but see also (Huguenard et al. 1988).

Neurons that can sustain firing rates > 50-60 Hz express ionic currents that are tuned to generate brief action potentials with short refractory periods (reviewed in Bean 2007). This tuning is often associated with the expression of Kv3-type K currents, but it is evident that some properties of voltage gated Na currents are tuned to promote fast firing as well. These include rapid recovery from inactivated states as well as resistance to entry into slow inactivated states (Martina and Jonas 1997) and the expression of transient Na currents with
resurgent kinetics, reflecting a mechanism of protection from fast inactivation during repetitive firing (Afshari et al. 2004; Do and Bean 2003; Mercer et al. 2007; Raman and Bean 1997; Raman et al. 2000). In Nav1.6-/- mice, where resurgent Na currents were reduced, the maximum firing rates of some previously fast firing neurons were diminished to < 50 Hz (Khaliq et al. 2003; Mercer et al. 2007; Van Wart and Matthews 2006), demonstrating the importance of this mechanism in supporting fast firing.

With sustained maximum firing rates often exceeding 150 spikes/s, MVN neurons are among the fastest firing neurons in the brain (Bagnall et al., 2007). In support of the link between a neuron’s firing capabilities and its expression of resurgent Na current, MVN neurons express large resurgent Na currents (13-15% the size of the transient Na current). Na currents from MVN neurons are exceptional in their ability to avoid accumulation into inactivated states. Na currents from MVN neurons are even faster to recover from inactivation than fast firing neurons in the hippocampus (Martina and Jonas 1997), and cerebellum (Aman and Raman 2007) and are more resistant to entry into the slow inactivated state. Both of these properties could enhance Na channel availability beyond levels observed in other fast firing neurons, likely contributing to the capacity of MVN neurons to sustain such high maximum firing rates.

The finding that GABAergic and non-GABAergic MVN neurons express similar persistent Na currents was unexpected given predictions from previous current clamp studies of the firing properties of MVN neurons (Johnston et al. 1994; Serafin et al. 1991). In these studies, TTX-sensitive plateau potentials were
observed during firing in MVN neurons classified as ‘Type B’ but not ‘Type A’. The Type A / Type B classification scheme in these studies was applied largely on the basis of action potential shape, but subsequent studies have shown that ‘Type A’ neurons are GABAergic and ‘Type B’ can be glutamatergic, glycinerigic, or GABAergic (Bagnall et al. 2007; Takazawa et al. 2004). The fact that persistent Na currents were similarly expressed in both GABAergic and non-GABAergic neurons suggests that differences in K currents mask the contribution of persistent Na currents to plateau potentials in GABAergic but not non-GABAergic MVN neurons, demonstrating the importance of both inward and outward currents in shaping a neuron’s firing properties.

Although Na current expression in GABAergic and non-GABAergic MVN neurons was quite similar, these cell types have different action potential shapes and maximum firing rates (Bagnall et al. 2007). Therefore, the differences previously described in the outward current between these two cell types must play a critical role in sculpting the firing properties of these neurons (Gittis and du Lac 2007). An explanation of why non-GABAergic neurons are better able to utilize their Na currents to sustain higher maximum firing rates than GABAergic neurons will require understanding how Na and K currents cooperate during naturalistic firing activity in these neurons.
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Fig. 4.1: Properties of transient Na currents are similar in GABAergic and non-GABAergic MVN neurons. **A.** Transient Na currents, measured in a non-GABAergic neuron during 20 ms depolarizing steps from a holding potential of -80 mV (voltage protocol shown below). Extracellular NaCl was reduced to 50 mM to reduce voltage errors. In some neurons, subsaturating TTX was also applied to reduce the transient Na current to < 3.5 nA. Currents were obtained by digital subtraction after application of 1 μM TTX. **B.** Voltage protocol and representative Na currents, recorded from a non-GABAergic neuron, measuring the voltage dependence of fast inactivation. Recordings were done in 150 mM NaCl and Na currents were isolated by digital subtraction, following application of 1 μM TTX. **Inset,** Non-inactivated Na currents after the depolarizing steps on an expanded time scale for clarity. **C.** Averages of the Na current activation and inactivation curves from the population of GABAergic vs. non-GABAergic neurons. Error bars are SEM. GABAergic neurons: \( V_{1/2} \) activation = -41 ± 3 mV, \( n = 11 \); k activation = 5.3 ± 1.8 mV, \( n = 11 \); \( V_{1/2} \) inactivation = -56 ± 4 mV, \( n = 12 \); k inactivation = 4.7 ± 1.5 mV, \( n = 12 \). Non-GABAergic neurons: \( V_{1/2} \) activation = -40 ± 7 mV, \( n = 10 \); k activation = 5.0 ± 1.8 mV \( n = 10 \); \( V_{1/2} \) inactivation = -55 ± 3, \( n = 11 \); k inactivation = 5.0 ± 0.9 mV, \( n = 11 \).
Fig. 4.2: Kinetics of recovery from inactivation are similar in GABAergic and non-GABAergic neurons. A. Illustration of voltage protocols used to measure recovery from inactivation after a 2 ms step to 0 mV (fast inactivation) and 500 mV step to 0 mV (slow inactivation). B. Population averages of recovery from fast (solid line) and slow (dotted line) inactivation in GABAergic (n = 13) and non-GABAergic neurons (n = 11), fit with double exponential functions for visual comparison. Error bars are SEM. Inset, Na currents, isolated by digital subtraction after 1 μM TTX application, in a non-GABAergic neuron recovering from fast inactivation. C. Illustration of voltage protocol used to measure the rate of entry into the slow inactivated state. D. Population averages of the time course of Na channel entry into the slow inactivated state in GABAergic (n = 12) and non-GABAergic neurons (n = 10), fit with a double exponential function for visual comparison. Error bars are SEM.
Fig. 4.3: Persistent Na currents are similar in both GABAergic and non-GABAergic neurons. 

A. A 1 μM TTX-sensitive persistent Na current (top) measured in a non-GABAergic neuron with a 115 mV/s ramp stimulus from -95 mV to +20 mV (bottom). B. IV curves of the average persistent Na currents measured in GABAergic (n = 11) and non-GABAergic (n = 11) neurons. The current reached similar peak amplitudes at -50 mV in both cell types. Error bars are SEM.
Fig. 4.4: Resurgent Na currents are similar in both GABAergic and non-GABAergic neurons.  
A. Resurgent Na currents from a non-GABAergic MVN neuron, observed at different potentials after a 10 ms voltage step to 0 mV (voltage protocol shown below). The transient current is truncated where indicated for clarity.  
B. IV curves of the average resurgent Na currents measured in GABAergic (n = 13) and non-GABAergic neurons (n = 14). Error bars are SEM. The resurgent Na currents were maximal at voltage steps to -35 mV in both cell types. Although non-GABAergic neurons tended to have more resurgent Na current, this differences was not significant (p = 0.23).
V: Functional regulation of ionic currents during firing establishes distinct firing properties of GABAergic and non-GABAergic neurons in the medial vestibular nuclei

Abstract

Intrinsic excitability is established through a dynamic regulation of ionic currents which shape the firing properties of neurons in a network. In the medial vestibular nuclei (MVN), ionic currents are continuously distributed across neurons but generate distinct firing properties between cell types in the circuit. The functional regulation of ionic currents that generates this cell type diversity was studied in 2 classes of MVN neurons using action potential clamp. Trains of action potentials spanning a neuron’s firing range were used as voltage stimuli to measure the ionic currents activated during firing. Specific contributions from Na, Kv3, and BK currents were isolated during firing with systematic pharmacology. In GABAergic neurons, identified in the GIN line of transgenic mice, action potential repolarization was dominated by Kv3 currents at low firing rates but by BK currents at firing rates greater than 30 – 40 Hz. In non-GABAergic neurons, identified in the YFP-16 line of transgenic mice, action potential repolarization was dominated by Kv3 currents at all firing rates. This led to functional differences in Na current availability at high firing rates between these cell types because Na currents in non-GABAergic neurons were protected from inactivation by a novel Kv3-mediated mechanism. In these neurons, Kv3 currents repolarized action potentials before Na channels had fully entered inactivated or blocked states, transitioning them directly to closed states where
they would be immediately available for the next action potential. This mechanism allows non-GABAergic neurons to fire with greater temporal precision than GABAergic neurons which has important functional implications for information processing in the circuit.

**Introduction**

Intrinsic excitability determines how synaptic inputs are converted to meaningful patterns of spike output in a neuron. The appropriate balance between these parameters sets the baseline for stable network function and provides a modulatory framework for adaptive plasticity (Marder et al., 1996; Zhang and Linden, 2003). Maintaining the appropriate level of intrinsic excitability is a dynamic process that involves the coordination of multiple ionic currents (Turrigiano et al., 1995; Desai et al., 1999; Goldman et al., 2001; Schulz et al., 2006; Pratt and Aizenman, 2007). This dynamic balance creates a parameter space in which neurons with apparently similar output properties can have different responses to plasticity-inducing stimuli (Goldman et al., 2001).

Descriptions of the behavioral correlates of adaptive changes in intrinsic excitability have come largely from invertebrate preparations, where the elegant simplicity of neural networks allows for the direct correlation between neural activity and behavior (Alkon, 1984a, b). In vertebrates, the vestibular system shares many of these attributes, where changes in intrinsic excitability underlie adaptive plasticity of the vestibular-ocular reflex (VOR) (Ris et al., 1995; Darlington and Smith, 1996; Darlington et al., 2002). Although many neurons in
the bilateral vestibular nuclei exhibit changes in intrinsic excitability during
treatment from labyrinthectomy, these changes are not uniformly distributed
across the heterogeneous population of neurons (Beraneck et al., 2003; Beraneck
et al., 2004). Understanding how changes across neurons are coordinated to
appropriately modify the output of the network requires a better understanding of
the ionic mechanisms regulating excitability of distinct cell types in the vestibular
nuclei.

Although all neurons in the medial vestibular nuclei (MVN) exhibit tonic,
spontaneous firing and respond to depolarizing inputs with linear increases in
firing rate (du Lac and Lisberger, 1995; Ris et al., 2001; Smith et al., 2002), there
is considerable variability in the more specific details of their intrinsic firing
properties, including differences in action potential waveforms, rebound burst
firing, spike adaptation, and maximum firing rates that set the dynamic range of a
neuron (Serafin et al., 1991; Sekirnjak and du Lac, 2002; Bagnall et al., 2007).
Recently, the use of transgenic mouse lines has enabled the unambiguous
identification of distinct cell types in the vestibular nuclei whose intrinsic firing
properties cluster in distinct regions of the distribution (Sekirnjak et al., 2003;
Bagnall et al., 2007).

In MVN neurons, the expression levels of potassium (K) currents vary
considerably from neuron to neuron, but correlations between several currents
create a unique balance of current expression between populations of GABAergic
and non-GABAergic neurons with distinct firing properties (Gittis and du Lac,
2007). This differential balance of K currents likely underlies the differences in
their intrinsic firing properties because the total amplitude of outward currents is no different between the cell types and their sodium (Na) currents are similar (Gittis and du Lac, 2007; Gittis and du Lac, in press). During firing, the contribution of any one current can be hard to predict by its biophysical properties alone because its activity is often influenced by the other currents in the neuron (Ma and Koester, 1995; Ma and Koester, 1996; Marder, 1998). For example, two recent papers show that Kv3.3 currents mediating rapid action potential repolarization can change the gating kinetics of Na channels to better protect them from inactivation during firing (Akemann and Knopfel, 2006; Zagha et al., 2008). The fact that GABAergic and non-GABAergic MVN neurons express different balances of outward currents but similar inward : outward current ratios (Gittis and du Lac, 2007) suggests that differences in their firing properties arise through the complex regulation of their ionic currents during firing.

To measure directly how different ionic currents contribute to firing in MVN neurons, a neuron’s own action potentials at multiple firing rates were used as voltage stimuli (Llinas et al., 1982; Bean, 2007) and different classes of ionic currents were isolated with systematic pharmacology. Different voltage-dependencies of ionic currents can lead to firing rate-dependent shifts in their relative contributions (Ma and Koester, 1996; Gu et al., 2007). Because the functional range of MVN neurons is hundreds of Hz in vivo (Cullen and Roy, 2004), these firing rate-dependent shifts are an integral part of their normal function. Our results show that in GABAergic neurons, the current driving action potential repolarization shifts from Kv3 to BK at high firing rates (> 20 – 30 Hz)
but that in non-GABAergic neurons, Kv3 currents repolarize the action potential over the entire firing range. This has important consequences for Na current availability because Kv3 currents repolarize action potentials more rapidly than BK currents, engaging a novel mechanism of Na current protection during firing in non-GABAergic neurons that is not present in most GABAergic neurons. This mechanism creates broader firing ranges in non-GABAergic compared to GABAergic neurons which may have important functional implications for information processing in the vestibular system.

Methods

Cell preparation: 350 μM coronal slices through the rostral 2/3 of the MVN were prepared with a DSK-1500E or Leica VT1000S Vibratome in carbogenated ACSF containing (in mM) 125 NaCl, 26 NaCHO3, 5 KCl, 1.3 MgCl2, 2.5 CaCl2, 1 NaH2PO4, and 11 glucose. Slices were heated for 10-30 minutes at 34°C then maintained at room temperature. Neurons were enzymatically dissociated as described in Gittis and du Lac, 2007 from 24-40-day-old mice, either GIN (Oliva et al., 2000) for GABAergic neurons, or YFP-16 (Feng et al., 2000) for non-GABAergic neurons, both in c57bl6 backgrounds. Briefly, slices were treated with 40 U/mL papain (Worthington) in 9.4 mg/mL MEM powder (Gibco), 10 mM Hepes, 0.2 mM cysteine, for 10 min at 30°C. The bilateral vestibular nuclei were removed from a slice, triturated with fire polished Pasteur pipets, and dissociated neurons were plated on the glass slide of the recording chamber.
**Electrophysiological recording:** For the duration of a recording session (2-3 hours), neurons were continuously perfused with oxygenated Tyrode’s solution (in mM: 150 NaCl, 3.5 KCl, 2 CaCl₂, 1 MgCl₂, 10 Hepes, 10 glucose) and all recordings were done at room temperature. Whole cell recordings were made with Borosilicate pipettes (2-4 MΩ), filled with a K-gluconate based intracellular solution (in mM: 140 Kgluc, 8 NaCl, 10 Hepes, 0.02 EGTA, 2 Mg-ATP, 0.3 Na₂-GTP, and 14 Tris-creatine PO₄).

The measured liquid junction potential was +15 mV and was corrected off-line. All experiments were done at room temperature (22°C) because dissociated neurons were not stable at higher physiological temperatures.

Data were collected and analyzed using IGOR software with a MultiClamp 700B amplifier (Axon Instruments) and an ITC-16 interface (Instrutech). Upon establishment of the whole cell configuration, neurons exhibited regular, spontaneous action potentials at rates of 8.3 ± 4.8 Hz, n = 16 in GABAergic and 15.7 ± 7.7 Hz, n = 11 in non-GABAergic neurons (p = 0.007) and average membrane potentials of -65.8 ± 3.4 mV in GABAergic and -66.6 ± 2.2 mV in non-GABAergic neurons (p = 0.23). Action potentials were recorded in current clamp mode, filtered at 10 kHz and digitized at 40 kHz. To measure action potentials at increased firing rates, neurons were injected with DC current for 1 s in 5 s intervals. Data were collected in discrete epochs, 3 s long consisting of 1 s of spontaneous firing, 1 s of firing in response to DC current injection, and 1 s of the subsequent spontaneous firing. The amplitude of current injection was
increased, usually in 40 pA intervals, until neurons could not sustain firing over the 1 s step, typically once current injections reached 200-300 pA.

Once action potentials had been collected at rates spanning a neuron’s firing range, the amplifier was switched to voltage clamp mode and the 3 s epochs of action potentials were used as a command voltage. Hybrid spikes were created from a neuron’s own action potentials during an experiment by detecting action potential peaks in a train, then changing the membrane voltage over a 3 ms window prior to each peak.

In voltage clamp mode, ionic currents were filtered at 8 kHz and digitized at 40 kHz. Whole cell capacitance was compensated through the amplifier circuitry and series resistance (R_series) was compensated at 70-90%. The average uncompensated series resistance was 2.4 ± 1.3 MΩ in GABAergic and 2.3 ± 1.2 MΩ in non-GABAergic neurons (p = 0.66). The capacitance was measured off the amplifier or by integrating the area of the transient following a step from -65 mV to -75 mV with whole cell capacitance and series resistance compensation turned off. Average cell capacitance was 5.9 ± 1.5 pF for GABAergic and 8.6 ± 3.3 pF for non-GABAergic neurons (p = 0.001).

Pharmacology: To isolate individual ionic currents during action potentials, neurons were perfused with a series of pharmacological solutions, rapidly delivered using a gravity-driven, VC-6 perfusion valve control system (Warner). Transient Na currents were measured by digital subtraction following the application of 1 μM TTX (Tocris). The next solution consisted of either 1 μM Paxilline (Tocris) to block BK currents or 2mM MgCl$_2$ in place of 2 mM CaCl$_2$ to
block Ca and KCa currents. Once BK currents had been blocked with either of the previous 2 solutions, Kv3 currents were isolated by subtraction following application of 1 mM TEA, which under these conditions is specific for Kv3-containing channels (Gittis and du Lac, 2007). In about ¼ of the neurons, 2 additional voltage-gated K currents were also measured: non-Kv3-containing delayed rectifier K currents (by subtraction after 10 mM TEA), and A-type K currents (by subtraction after 5 mM 4-AP).

Ca currents were measured by replacing 2 mM CaCl₂ with 2 mM MgCl₂ in the presence of 1 μM TTX, 1 μM Paxilline, 20 mM TEA, and 5 mM 4-AP.

In experiments where Na currents were measured to test availability during modified action potential waveforms (Fig. 7-10), K and Ca currents were first blocked with 20 mM TEA, 5 mM 4-AP and 2 mM MgCl₂ substituted for 2 mM CaCl₂. Na currents were then isolated from the currents remaining by application of 1 μM TTX.

All stock solutions were prepared in water with the exception of Paxilline which was prepared as a 20,000 x stock in DMSO. TTX, TEA, and Paxilline were stored at 4°C, 4-AP was stored at -20°C. Unless otherwise noted, drugs were purchased from Sigma.

Data Analysis

Action potential width and rate of repolarization were calculated from the average action potential waveform during 3 s of spontaneous firing or during steady state firing at higher frequencies (0.3 s after the onset of DC depolarization until the offset of DC current). Action potential threshold was defined s the
voltage at which the rate of membrane depolarization exceeded 10 V/s. Action potential width was measured halfway between action potential threshold and peak. The rate of action potential repolarization was measured as the greatest rate of change (minimum derivative V/s) during the falling phase of the action potential. The ionic currents flowing during action potentials were aligned using the peak of the action potential as time zero. The currents were averaged once the neuron was firing in steady state (0.3 s after the onset of DC depolarization).

Statistical differences between GABAergic and non-GABAergic neurons were tested with the non-parametric Wilcoxon test for unpaired data. Changes in Na current amplitudes in response to modified action potential waveforms were tested with the Wilcoxin test for paired data. Errors reported in the text are standard deviations.

**Histology**

Immunohistochemistry was performed on slices from GIN or YFP-16 transgenic mice. The tissue was fixed overnight at 4°C in 4% paraformaldehyde then treated in 30% sucrose at room temperature for 1 hour before re-sectioning. The tissue was re-sectioned into 30μm sections, blocked in phosphate-buffered saline containing: 2% normal goat serum, 1% BSA, 0.3% Triton-X-100 and incubated in primary antibody overnight at 4°C. Anti-Kv3.3 was used at a concentration of 1:2500. Goat anti-rabbit secondary, conjugated to Cy3 (1:200, Chemicon) and goat anti-mouse secondary, conjugated to Alexa-fluor 488 (1:500, Molecular Probes), were used to visualize the primary antibody.
**Computer model**

Simulations were performed using the NEURON 6.1 simulator (Hines & Carneval 1997). All simulations used 0.005 ms time steps. The MVN cell model was based on the Type A model of Akemann and Knopfel (2006) (http://senselab.med.yale.edu/ModelDB/ShowModel.asp?model=53876). To capture the properties of fast and slow inactivation as well as resurgent kinetics in the Na current, the transient and persistent Na currents in the Akemann model were replaced with the resurgent Na current model from Khaliq et al., (2003). The sodium current was based on the 13 state, allosteric sodium channel model of Raman and Bean (2001) in the modified form described by Khaliq et al., (2003) (obtained from http://senselab.med.yale.edu/ModelDB/ShowModel.asp?model=80769).

As in Goldfarb et al., (2007), the Coff parameter of the resurgent Na current was tuned to a value of 0.01 ms\(^{-1}\) to match the time course of recovery from fast and slow inactivation recorded in acutely dissociated MVN neurons (Gittis and du Lac, 2008, in press). Following a 2 ms voltage step to 0 mV, the Na current in the model was reduced to 37% its initial value compared with 41% in real neurons. Na currents in both the model and real neurons recovered exponentially with a time constant of 1.7 ms over the first 10 ms, recovering to 71% its initial value in the model and 84% its initial value in real neurons.
Following a 500 ms voltage step to 0 mV, the Na current in the model was reduced to 19% its initial value compared to 11% in real neurons. The Na current recovered exponentially over 10 ms with a time constant of 2.6 ms in the model and 2.8 ms in real neurons, recovering to 43% its initial value in the model and 52% its initial value in real neurons.

The surface area of the model MVN neurons was set to 1068.14 μm² approximating the surface area for cells with a measured capacitance of 10 pF and the standard capacitance density of a membrane at 0.91 μF/cm².

The following adjustments were made to the maximal conductances set by the Akemann and Knopfel model to give good matches to experimentally recorded values of

cell excitability (aKfast (Kv3) = 0.0010667 S/cm²; AHP (BK) = 0.0036117; A (A) = 0.003658 S/cm²; Na leak = 3.75e-05 S/cm²; Na = 0.022 S/cm²). A low Kv3 condition was created by setting aKfast to 0.0003 and a high Kv3.3 condition was created by setting aKfast to 0.01. All other conductances remained the same. For comparing values across these conditions, simulations were injected with enough current to produce 60 Hz firing rates. Reversal potentials were modified to match calculated values, Na rev = +73; K rev = -92.9. The model is based on kinetics data obtained at 22°C.

Firing rates in the model were calculated by allowing the model to reach steady state and then counting the number of spikes in a 1 s period. Steady state was defined by a 1 a period with coefficient of variation less than 0.003.
Results

Intrinsic firing properties are preserved in acutely dissociated neurons

To achieve good space clamp, recordings were made from acutely dissociated neurons (Gittis and du Lac, 2007). Differences in action potential waveforms are preserved in this preparation (Gittis and du Lac, 2007), but previous studies did not address whether other aspects of intrinsic firing properties are preserved as well. To determine whether MVN neurons retain their linear input-output firing responses and high maximum firing rates in the acutely dissociated cell preparation, their firing rates were measured in response to 1 s depolarizing current injections of increasing intensity until neurons were unable to sustain firing across the step (Fig. 1A).

Similar to neurons in slice, dissociated MVN neurons linearly increased their firing rates in response to depolarizing current injections, but had lower maximum firing rates on average (101 ± 53 Hz vs. 213 ± 114 Hz, p < 0.0001) (Fig. 1B). Dissociated neurons that could fire > 100 Hz were less linear in this upper range than neurons in slice, suggesting that dendritic conductances are particularly important in this range. However, some dissociated neurons could still fire up to 250 Hz. Importantly for this study, cell type differences in maximum firing rate between GABAergic and non-GABAergic neurons were preserved (72 ± 35 Hz, GABAergic vs. 148 ± 58 Hz, non-GABAergic, p = 0.0002). Figure 1B shows that these differences in maximum firing rate were well correlated with differences in action potential widths described previously
(Gittis and du Lac, 2007), particularly in the non-GABAergic population with action potential widths < 0.8 ms (Fig. 1B).

*Activation of ionic currents during firing*

To measure how ionic currents in MVN neurons are engaged during firing, trains of a neuron’s own action potentials were recorded and used as a voltage stimulus in the same cell. At spontaneous firing rates (~ 5 – 25 Hz), large inward and outward currents were active during action potentials but the net current flow in between spikes was virtually zero (Fig. 2A). Specific currents contributing to the generation and repolarization of action potentials were isolated with systematic pharmacology and averaged across spikes (Fig. 2B).

The rising phase of the action potential was driven by TTX-sensitive Na currents, which were larger in non-GABAergic (4.8 ± 1.4 nA, n = 11) vs. GABAergic neurons (3.0 ± 0.9 nA, n = 17, p = 0.002) (Fig. 2B-C). Towards the peak of the action potential, small inward Ca currents began to activate and reached peak amplitudes during the falling phase of the action potential of 365 ± 121 pA, n = 7 in GABAergic and 383 ± 64 pA, n = 4 in non-GABAergic neurons (p = 0.52).

At spontaneous firing rates, 1 mM TEA-sensitive Kv3-type K currents were nearly 3-fold larger in non-GABAergic (2.9 ± 1.1 nA. n = 11) vs. GABAergic neurons (1.2 ± 0.6 nA, n = 17, p = 0.0001) and dominated action potential repolarization, reflected by the tight correlation between Kv3 current amplitude and rate of action potential repolarization ($r^2 = 0.74$) (Fig. B-D). Small,
paxilline-sensitive BK-type K currents were also present during repolarization in both cell types, but their contribution to repolarization was only apparent in a subset of GABAergic neurons with small Kv3 currents (Fig. 2B). BK current amplitudes were small in both non-GABAergic (335 ± 180 pA, n = 5) and GABAergic neurons (410 ± 264 pA, n = 10, p = 0.54) (Fig. 2C).

At least 2 other voltage-gated K currents are expressed in MVN neurons: 10 mM TEA-sensitive delayed rectifier currents and 4 AP-sensitive A-type currents (Gittis and du Lac, 2007). Although these currents contributed about 30% of the total outward current during step depolarizations of 150-300 ms, these currents were not substantially activated during firing.

*Na current availability determines firing range of neurons*

The ability of a neuron to generate action potentials depends critically on the availability of its Na currents. To measure changes in the functional availability of Na currents during action potentials across a neuron’s firing range, neurons were driven to fire at increasing frequencies with DC current injection until action potentials could not be sustained across the 1 s step. These trains of action potentials were then used as the voltage stimuli to measure the amplitude of TTX-sensitive Na currents during firing at different frequencies (Fig. 3A). As neurons approached their maximum firing rates, action potentials became shorter and broader. Na current amplitudes steeply declined over the first few action potentials in a train to reach a steady-state value within ~15 ms. Neurons could
not sustain firing across the step once Na current amplitudes dropped below 0.5 – 1.5 nA (data not shown).

The steady-state amplitude of Na currents during action potentials decreased exponentially with firing rate, shown for 3 neurons in Fig. 3B. The neurons selected had similar Na current amplitudes during spontaneous firing but different rates of Na current decline, resulting in a 2.4-fold difference in maximum firing rate. The range over which Na currents declined by 2/3 was significantly smaller (p < 0.0001) in GABAergic (54.5 ± 88 Hz, n = 15) vs. non-GABAergic neurons (502 ± 558 Hz, n = 10) (Fig. 3C). These results demonstrate that Na currents are better protected from inactivation during firing in non-GABAergic vs. GABAergic neurons, even when Na current availability was similar at spontaneous firing rates.

Changes in current ratios over a neuron’s firing range

Neurons required at least 500 pA of outward current during action potential repolarization to maintain firing across a 1 s step (data not shown). In non-GABAergic neurons, Kv3 currents decayed exponentially as a function of firing rate, reaching 2/3 amplitude by 131 ± 103 Hz (n = 8). Given their large amplitudes to start with, they still provided the majority of the current driving action potential repolarization across a neuron’s firing range (Fig. 4A-B). In GABAergic neurons, Kv3 currents were smaller and decayed more rapidly with firing rate (p = 0.003), reaching 2/3 amplitude by 30 ± 29 Hz (n = 12). As a result, Kv3 current amplitudes in GABAergic neurons were typically < 500 pA by
the time neurons were firing 30-40 Hz, too small to sufficiently repolarize action potentials alone (Fig. 4C-D). BK currents did not decline exponentially as a function of firing rate, resulting in a shift from Kv3-dominated action potential repolarization to BK-dominated action potential repolarization at frequencies beyond 30 – 40 Hz in most GABAergic neurons.

*Kv3 currents protect Na currents from inactivation*

Although both Kv3 and BK currents can drive action potential repolarization, the more Kv3 current a neuron expresses, the narrower its action potentials and the faster it can fire (Fig. 2D), suggesting that Kv3 currents preferentially enhance Na current availability. To test this hypothesis, trains of action potentials were recorded from neurons before and after application of 1 mM TEA to block Kv3 currents (Fig. 5A). Neurons with narrow action potentials (0.53 ± 0.13 ms, n = 7) were used to select for cells with large Kv3 currents.

Application of 1 mM TEA slowed action potential repolarization by 72 ± 7% and increased action potential width from 0.53 ± 0.13 ms to 1.19 ± 0.29 ms (n = 7) (Fig. 5B). These changes were specific for the effect of 1 mM TEA on Kv3 currents because application of paxilline to block BK currents (which are also sensitive to 1 mM TEA) only slowed action potential repolarization by 4.4 ± 6% (n = 3).

Blocking fast Kv3-mediated action potential repolarization had only modest effects on the amplitude of Na currents driving action potentials at spontaneous firing rates, reducing them by only 10 ± 12%, n = 7 (Fig. 5A).
contrast, 1 mM TEA strongly affected Na currents flowing during action potential repolarization, representing the presence of Na channels that have escaped inactivation during the action potential (Fig. 5A, inset). Blocking fast Kv3-mediated repolarization decreased the amplitude of this protected current by 58 ± 16%, from 1250 ± 680 pA to 460 ± 240 pA and delayed its peak (relative to the peak of the action potential) by 1.0 ± 0.6 ms, from 1.3 ± 1.6 ms to 2.3 ± 1.2 ms.

One way Na channels can avoid inactivation during an action potential is through a resurgent Na current mechanism, first described in Purkinje cells and now recognized in a number of other fast firing cell types, including MVN neurons. To test for the presence of this mechanism during firing, neurons were depolarized for 3 ms to drive all of their Na channels into either inactivated or blocked states, then allowed to repolarize following their natural trajectory, releasing the blocking particle from channels that had escaped inactivation and generating a resurgent Na current (Do and Bean, 2003; Enomoto et al., 2006). The amplitude of the resurgent Na current measured with this hybrid spike protocol was 286 ± 167 pA (n = 7), only 26 ± 13% the size of the protected Na current during repolarization measured with the natural waveform (Fig. 5B).

When action potential repolarization was slowed with 1 mM TEA, the amplitude of the resurgent Na current did not change significantly (286 ± 167 pA vs. 335 ± 184 pA, n = 7, p = 0.35), but its amplitude was almost as large (77 ± 20%) as the total protected Na current observed during the natural waveform when Kv3-mediated repolarization was blocked (Fig. 5C).
These data suggest that during firing, Na channels in MVN neurons can be protected from inactivation by at least 2 mechanisms. One mechanism is the resurgent Na current mechanism, due to the biophysical properties of Na channels expressed in MVN neurons. The other is a novel mechanism of Na current protection that precedes the resurgent mechanism, mediated by rapid action potential repolarization driven by Kv3 currents. The most likely mechanistic explanation for this novel form of protection is that Kv3 currents repolarize the membrane so quickly that some Na channels have not yet entered either the inactivated or blocked states. This produces a Na tail current through open channels during membrane repolarization.

*Computer model of Na current protection by Kv3 currents*

To test the hypothesis that Na channels could be protected from inactivation via a resurgent-independent mechanism under conditions of rapid membrane repolarization, trajectories for the state variables of the Na channel under different conditions of Kv3 conductance were tested in a computer model of an MVN neuron (see Methods). Figure 6 shows the state variable transitions of the Na channel and the current it produces under conditions of high, medium, and low Kv3 conductances. These changes in Kv3 conductance alone changed the maximum firing rate of the model neuron from 96 Hz (low) to 131 Hz (medium) to 176 Hz (high).

For comparison across conditions, simulations were run at matched firing rates of 60 Hz. Under conditions of high Kv3, the action potential width was 0.6
ms and Na current kinetics were similar to those measured under conditions of high Kv3 in real neurons (Fig. 5A). Under conditions of medium and low Kv3, action potential widths were broader (1.3 ms and 2.3 ms) and the amplitude of the Na current during the action potential and its kinetics during repolarization were distinct from those observed during the high Kv3 condition (Fig. 6B).

An analysis of the state transitions during firing revealed that with increasing levels of Kv3 conductance, the inactivation variable showed markedly less inactivation, but the peak amount of blocking increased only slightly. Instead, decreases in the inactivation variable could be attributed to increases in the closed variable. These behaviors are consistent with the idea of a mechanism of protection from inactivation that drives more Na current to a closed state with larger Kv3 conductances. By protecting Na current from inactivating, increased Kv3 conductance was capable of allowing neurons to reach higher maximal firing rates.

*Na current are protected by Kv3 in non-GABAergic but not GABAergic neurons*

The ability of Kv3 currents to protect Na currents from inactivation by driving them directly from open to closed states has been demonstrated with both recordings from fast repolarizing non-GABAergic neurons and computer simulations with high levels of Kv3 conductance. To determine how this mechanism of protection is utilized across the population of MVN neurons and whether it can account for cell-type differences in maximum firing rates, 2 trains of action potentials with different repolarization rates were used. The action
potential trains were pre-recorded from (1) a GABAergic neuron with a slow rate of action potential repolarization (76 V/s, action potential width = 1.1 ms) (“slow stimulus”) and (2) a non-GABAergic neuron with an intermediate rate of action potential repolarization (125 V/s, action potential width =0.74 ms) (“fast stimulus”) (Fig. 7A). The repolarization rate of the “fast stimulus” is consistent with repolarization driven largely by Kv3 currents, where as the repolarization rate of the “slow stimulus” is consistent with neurons in which repolarization is driven by a more equal contribution of Kv3 and BK currents.

The amplitude of the Na current protected by the “fast stimulus” was significantly larger than the amplitude of the current protected by the “slow stimulus” (323 ± 139 vs. 155 ± 87 pA, n = 10, p =0.002) (Fig. 7A). To determine whether this reflected different mechanisms of Na current protection (fast-close vs. resurgent), the amount of current predicted by a purely resurgent mechanism was estimated using the hybrid spike stimulus. The amount of Na current protected following the “fast stimulus” had faster kinetics and was 61 ± 9 % larger than that expected by the resurgent mechanism alone (322 ± 139 pA vs. 126 ± 61 pA, n = 10) (Fig. 7B). In contrast, the amount of protected current in response to the “slow stimulus” had similar kinetics as that generated by the resurgent mechanism alone and was only 18 ± 16 % larger (155 ± 88 pA vs. 122 ±58 pA, n = 10, p = 0.01) (Fig. 7C).

Across neurons, variability in Na current protection was correlated with action potential width, particularly for action potentials narrower than 0.8 ms (Fig. 7D). From Fig. 1B, most non-GABAergic neurons have action potential widths
narrower than 0.8 ms and most GABAergic neurons have action potential widths wider than 0.8 ms. These results suggest that Kv3 currents particularly in non-GABAergic neurons are tuned to mediate rapid action potential repolarization capable of protecting Na currents from inactivation, even before the resurgent mechanism fully engages.

To determine whether differences in Kv3 currents between GABAergic and non-GABAergic neurons had a molecular basis, brain sections from YFP-16 (non-GABAergic) and GIN (GABAergic) transgenic mouse lines were stained with antibodies against Kv3 subunits Kv3.1-Kv3.4. A particularly strong cell-type distinction eas observed for the expression pattern of Kv3.3. In non-GABAergic neurons 55 / 60 YFP+ neurons were positive for Kv3.3 (92 %) (Fig. 7E). In contrast, 0 / 65 GIN+ neurons were positive for Kv3.3 (Fig. 7F).

Fast Kv3-mediated repolarization enhances Na current availability at firing rates > 70

The model predicts that Na current protection by Kv3 currents influences a neuron’s maximum firing rate. But at spontaneous firing rates, only subtle differences were observed in Na current availability when Kv3 currents were present vs. when they were absent (Fig. 5A). To determine at what firing rates Kv3-mediated protection of Na currents becomes functionally relevant to a neuron’s firing capability, Na current availability with and without Kv3-mediated protection was measured in real neurons at different firing frequencies (Fig. 8). The stimuli for this experiment were generated from action potentials recorded
before and after application of 1 mM TEA in a neuron with an action potential width of 0.48 ms and a maximum firing rate of 162 Hz. Application of 1 mM TEA slowed action potential repolarization from 196 V/s to 65 V/s (corresponding to a broadening of the action potential from 0.48 ms to 1.0 ms) and reduced the maximum firing rate from 162 Hz to 69 Hz. The stimuli consisted of 2 action potentials, both recorded in ACSF at 20, 55, 88, 100, or 127 Hz (Fig. 8A). On some trials, the repolarization phase of the first action potential was substituted with the repolarization phase from an action potential whose fast repolarization mediated by Kv3 currents had been blocked with 1 mM TEA (Fig. 8B-C). After action potential repolarization, the membrane voltage was dropped to match that of the first condition and followed the same trajectory leading up to the second action potential to minimize. This was done to minimize differences in the membrane potential during the inter-spike interval, caused by reductions in the depth of the AHP when Kv3 currents are blocked.

Action potential repolarization in ACSF was sufficiently fast at all frequencies to protect Na currents from inactivation (Fig. 8A). When the rate of action potential repolarization was slowed by 1 mM TEA, the amplitude of the protected Na current was reduced and the kinetics were slowed to a rate consistent with a shift towards protection by the resurgent mechanism alone (Fig. 8B). The extent to which Kv3-mediate protection influenced Na current availability was measured by comparing the ratio of the Na current flowing during the 2nd action potential compared to the first (Fig. 8C-D).
Across neurons, the rate of action potential repolarization had little affect on the availability of Na currents at firing rates < 55 Hz. At 20 Hz, blocking fast action potential repolarization only reduced Na current availability for the next action potential by $3 \pm 3\%$ (n = 9) and at 55 Hz, availability was reduced by $14 \pm 6\%$. As firing rate became faster, the lack of Kv3-mediated action potential repolarization had a larger effect on Na current availability. At 88 Hz, Na current availability for the second action potential was reduced by $33 \pm 5\%$ and remained reduced by $33 \pm 7\%$ and by $35 \pm 6\%$ at firing rates of 100 Hz and 127 Hz, respectively. These data suggest that the amount of Na current protection by Kv3 currents plays an important role in providing sufficient Na current availability to sustain firing at rates $> 70$ Hz, the approximate firing rate which divides the majority of GABAergic from non-GABAergic neurons in the population (Fig. 1A).

**Discussion**

*Balance of currents is dynamically regulated over a neuron’s firing range*

In the MVN, GABAergic and non-GABAergic MVN neurons express a combination of BK and Kv3 currents whose relative ratios vary continuously across the population (Gittis and du Lac, 2007). At low firing rates, both BK and Kv3 currents are active during action potential repolarization, but Kv3 currents dominate in most neurons. The relative contributions from BK and Kv3 currents change as firing rates increase and in GABAergic neurons, action potential repolarization shifts from a Kv3-mediated process to a BK-mediated one at firing
rates > 30-40 Hz. Given that MVN neurons operate over firing ranges of hundreds of Hz in vivo (Cullen and Roy, 2004), this firing rate-dependent shift is likely to occur during normal signal processing in the circuit. Changes in the relative proportions of currents have been reported at different firing rates in other neurons (Ma and Koester, 1995, 1996; McKay and Turner, 2004; Gu et al., 2007), but this is the first example of a change in the dominant current driving action potential repolarization over a neuron’s natural range of frequencies.

The shift from Kv3-mediated to BK-mediated action potential repolarization in GABAergic neurons was facilitated by the different voltage-dependent properties of Kv3 and BK currents. Kv3 currents are purely voltage-gated channels but the voltage-dependence of BK currents is influenced by intracellular calcium concentrations (Vergara et al., 1998). In MVN neurons, Kv3 current amplitudes decline exponentially with Na current amplitudes at elevate firing rates but BK current amplitudes remain more constant across the firing range. This creates a cellular system in GABAergic neurons where Kv3 currents repolarize action potentials at low firing rates, but when their amplitudes become too small at high firing rates, the presence of BK currents provides a failsafe mechanism to sustain firing. MVN neurons continue to act as linear filters over the course of this transition, demonstrating their precise functional coordination of ionic currents during firing.

Across many areas of the brain, Kv3 and BK currents can mediate action potential repolarization, however it has generally been observed that cells that sustain higher firing rates utilize Kv3 currents (Wang et al., 1998; Raman and
Bean, 1999; Rudy and McBain, 2001; Matsukawa et al., 2003; Kasten et al., 2007) and cells with lower firing rates utilize BK currents (Storm, 1987; Chen et al., 1996). Typically cells that rely on Kv3 have comparatively narrower action potentials than neurons that rely on BK. In fast firing neurons, the voltage dependence and kinetics of Kv3 currents are specifically tuned to facilitate the rapid generation and repolarization of action potentials which facilitates a high level of temporal precision (Erisir et al., 1999; Lien and Jonas, 2003; Macica et al., 2003; Kaczmarek et al., 2005). In slower firing neurons, BK control of action potential repolarization facilitates spike broadening (Shao et al., 1999; Gu et al., 2007) which may carry a history-dependent signal of neuronal activity important for short-term plasticity (Byrne and Kandel, 1996). This dichotomy has potentially important functional consequences for the 2 classes of cells studied in the MVN.

*Tuning of firing properties by Kv3 currents during action potential repolarization*

Voltage-gated Na channels are central to neuronal excitability for their fundamental role in action potential generation. During firing, Na current availability is limited by the entry of channels into inactivated states that develop during membrane depolarization (Armstrong, 1981; Stuhmer et al., 1989; Mitrovic et al., 2000). Na channels in MVN neurons, as in most other fast firing neurons, have biophysical properties tuned to minimize the accumulation of inactivation (Martina and Jonas, 1997; Raman and Bean, 1997; Leao et al., 2005)(Gittis and du Lac, in press), but inactivation still accumulates during firing,
causing an exponential decline in Na current amplitude. Although the biophysical properties of Na currents are similar between GABAergic and non-GABAergic MVN neurons (Gittis and du Lac, 2008, in press), Na currents in GABAergic neurons accumulate inactivation more quickly during firing than Na currents in non-GABAergic neurons, creating cell-type differences in maximum firing rates. This suggests the presence of distinct ionic mechanisms regulating Na current availability during firing that likely arise from interactions with other ionic currents.

Likely candidates are Kv3 currents, which are exceptional in their ability to protect Na currents from inactivation during firing (Erisir et al., 1999). Two recent papers use computer models to suggest that Kv3 currents influence Na current availability by changing the rate at which the channels enter and leave the blocked state (Akemann and Knopfel, 2006; Zagha et al., 2008), a gating mechanism that protects Na channels from inactivation in fast firing neurons (Raman and Bean, 1997, 2001; Khaliq et al., 2003; Mercer et al., 2007).

In this study, a combined approach of modeling and electrophysiology shows that rapid membrane repolarization mediated by Kv3 in most non-GABAergic MVN neurons is sufficiently fast to protect Na channels from inactivation by direct transitions from the open to closed state, precluding their entry into the inactivated or blocked states. This is a different mechanism of protection than that previously described in Purkinje cells (Akemann and Knopfel, 2006; Zagha et al., 2008). Electrophysiological recordings support the predictions of the model and suggest that Na currents are well protected by this
mechanism in non-GABAergic neurons but not in most GABAergic neurons, where action potential repolarization mediated by BK currents is slower. In GABAergic neurons, most Na currents that escape inactivation during firing are protected by the resurgent mechanism. At low firing rates, the functional consequences of these different protection mechanisms are indistinguishable, but at higher firing rates, particularly > 60 Hz, differences in Na current availability are more apparent. It is approximately this frequency range that distinguishes the maximum firing rates of GABAergic from non-GABAergic neurons, suggesting this mechanism establishes cell-type diversity in the MVN.

*Expression of Kv3.3 differentiates GABAergic and non-GABAergic neurons in the MVN*

The expression of Kv3.3 channels is particularly abundant in brainstem and cerebellar structures (Chang et al., 2007) and mutations or deletions of this subunit result in movement disorders and altered olivocerebellar functioning (Joho et al., 2006; Waters et al., 2006) (McMahon et al., 2004). Kv3.3 channels are particularly important for Purkinje cell physiology where they regulate both tonic firing (Akemann and Knopfel, 2006) and complex spike activity (Zagha et al., 2008).

Although all 4 major isoforms of Kv3 channels are present in the MVN (Weiser et al., 1994; Weiser et al., 1995), Kv3.3 subunits show the highest level of cell type-specific expression. Approximately 90% of non-GABAergic neurons labeled in the YFP-16 line of transgenic mice express Kv3.3 but this isoform is not present in GABAergic neurons labeled in the GIN line of transgenic mice.
These mouse lines also distinguish neurons with distinct roles in the vestibular circuit (Bagnall et al., 2007)(B. Zingg, unpublished). GABAergic neurons labeled in the GIN line of transgenic mice are probably local inhibitory neurons where as non-GABAergic neurons labeled in the YFP-16 line of transgenic mice are projection neurons. This suggests that the expression of Kv3.3 subunits distinguishes projection from intrinsic neurons in the vestibular circuit.

Ionic diversity provides stability and flexibility to the vestibular system

The vestibular system consists of networks of fast firing neurons where the temporal precision of its projection neurons exceeds that of its local inhibitory neurons (Bagnall et al., 2007). Ionic currents must be tuned to support this framework while at the same time providing variability of firing properties within a cell type, required for the distributive nature of vestibular processing. These data suggest one mechanism through which this is accomplished. Na current availability is dynamically regulated by the relative expression levels of Kv3 and BK currents across neurons. In non-GABAergic neurons, Kv3 currents regulate Na current availability by rapid action potential repolarization, whose variability is established by Kv3 current expression levels and kinetics across neurons. In GABAergic neurons, Na current availability is determined by BK currents and the resurgent kinetics of the Na channels themselves, both properties which have also been demonstrated to vary across neurons.

This framework provides an opportunity for cell type-specific expression of plasticity. For example, the downregulation of BK currents during firing rate
potentiation (FRP) (Nelson et al., 2003) might change the firing properties of GABAergic neurons, but have less of an effect on non-GABAergic neurons that do not rely on BK currents for action potential repolarization. Other potential mechanisms for cell type-specific plasticity would be the selective modulation of resurgent Na channel kinetics by phosphorylation (Grieco et al., 2002) or regulation of Kv3 currents by phosphorylation (Song et al., 2005; Song and Kaczmarek, 2006) or changes in accessory subunits (McCrossan et al., 2003; Lewis et al., 2004).
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Fig. 5.1: Intrinsic firing properties are preserved in acutely dissociated MVN neurons. **A. (Top)** Recording of action potentials from a spontaneously firing neuron, driven to fire 30 Hz with 40 pA of DC current injection for 1 s. **(Bottom)** Average firing rates over 1 s in response to current injections of increasing intensities. The input-output firing rate graph shows the linearity characteristic of MVN neurons, referred to as neuronal gain. The maximum firing rate of this neurons was 100 pA with a gain of 440 spikes/s/nA. **B.** Plot of maximum firing rate vs. action potential width (measured at half height) for the population of GABAergic and non-GABAergic neurons. Most GABAergic neurons had wider action potentials (> 0.8 ms) and lower maximum firing rates (< 70 Hz) than non-GABAergic neurons, but the two populations showed some overlap.
Fig. 5.2: Ionic currents activated during firing in MVN neurons. A. Spontaneous action potentials recorded from an MVN neuron (top) that were used as a voltage stimulus to measure the ionic currents active during firing (bottom). B. Pharmacologically identified ionic currents contributing to action potentials in representative GABAergic and non-GABAergic neurons. Currents were averaged across action potentials in a train. Average action potential waveforms are shown (dotted line). C. Peak amplitudes of Na, BK, and Kv3 currents measured during firing for the population of GABAergic and non-GABAergic neurons. Averages are indicated with lines. D. Scatter plot showing the correlation between the amplitude of Kv3 during repolarization and rate of action potential repolarization ($r^2 = 0.74$).
Fig. 5.3: Na current amplitudes decline exponentially over a neuron’s firing range. **A.** Action potentials recorded at increasing frequencies from a GABAergic neuron which were used as voltage stimuli to measure the TTX-sensitive Na currents shown below. **B.** Change in average peak amplitude of transient Na currents during steady-state firing in 3 representative neurons across their firing range. Na current amplitudes were similar at spontaneous firing rates but declined at different rates. Neurons could not sustain firing once Na current amplitudes dropped below 0.5 – 1.5 nA. Cell 1: GABAergic neuron with a maximum firing rate of 60 Hz. Cell 2: GABAergic neuron with a maximum firing rate of 86 Hz. Cell 3: Non-GABAergic neuron with a maximum firing rate of 144 Hz. Rates of Na current decay are shown. **C.** Rates of Na current decay for the population of GABAergic and non-GABAergic neurons.
Fig. 5.4: Balance of BK and Kv3 currents during action potential repolarization

**A.** Average Kv3 (grey) and BK (black) currents measured during steady-state firing at 10 Hz, 45 Hz, and 100 Hz in a representative non-GABAergic neuron. Action potential waveforms are shown (dotted lines).

**B.** Peak amplitude of BK and Kv3 currents at each firing rate tested in same neuron in A.

**C.** Average Kv3 (grey) and BK (black) currents measured during steady-state firing at 10 Hz, 20 Hz, and 45 Hz in a representative GABAergic neuron. Action potential waveforms are shown (dotted lines).

**D.** Peak amplitude of BK and Kv3 currents at each firing rate tested in same neuron in C.
Fig. 5.5: Novel mechanism of Na current protection by Kv3 currents in non-GABAergic neurons.  

A. Trains of action potentials recorded at spontaneous firing rates in control ACSF (20 Hz, black) and after application of 1 mM TEA (14 Hz, grey).  

B. Average action potential waveforms from A, and average transient Na currents.  

Inset: Expanded view showing Na currents during action potential repolarization. Arrows indicate changes in the amplitude and kinetics of protected Na current after application of 1 mM TEA.  

C. Average Na currents in response to the action potential waveform in ACSF (black) and the corresponding hybrid spike waveform (dashed line), which held neurons at peak action potential voltage for 3 ms.  

D. Average Na currents in response to the action potential waveform in 1 mM TEA (grey) and the corresponding hybrid spike waveform (dashed line). Note the changes in the amplitude and kinetics of protected Na current during the hybrid spike in control but not 1 mM TEA conditions.
Fig. 5.6: Computer simulation of Na current during firing in MVN neurons. 

A. (From top to bottom) Action potentials at 60 Hz with different levels of Kv3 conductance ($G_{\text{max}} = 0.0003$ S/cm$^2$, light grey; $0.0010667$ S/cm$^2$, dashed; $0.01$ S/cm$^2$, dark grey). Traces are aligned to the peak of the 2$^{\text{nd}}$ action potential. Action potential widths are 0.6 ms, 1.3 ms, and 2.3 ms. Bottom graphs represent inactive-state closed-state and open-state probabilities of Na channel under different conditions of Kv3.

B. Simulated action potential waveforms on an expanded time scale and calculated Na currents under different conditions of Kv3.
Fig. 5.7: Mechanism and extent of Na current protection vary across MVN neurons. **A.** (Top) Voltage stimuli used to test the effect of rate of membrane repolarization on Na current protection across cells. Stimuli represent the average waveform over a 5 s train of action potentials recorded from a GABAergic (grey, slow stimulus) and a non-GABAergic neuron (black, fast stimulus). APw = 1.1 ms, slow stimulus; APw = 0.74 ms, fast stimulus. (Bottom) Representative Na currents elicited in a neuron in response to fast and slow stimuli, average across all spikes in the train. Arrow demonstrates the difference in kinetics and amplitude of protected Na current observed during action potential repolarization. **B.** Same stimuli and Na currents as in A, but overlayed with hybrid stimuli and Na current responses used to isolate resurgent current (dotted lines). Traces are for fast stimulus **C.** Same as B but for slow stimulus. **D.** Graph showing the amplitude of the protected current as a function of action potential width. In each cell, the peak amplitude of the protected Na current was normalized by the peak amplitude of the transient Na current during the action potential for comparison across neurons. The amount of Na current protection started increasing as a function of AP width for widths < 0.8 ms ($r^2 = 0.59$). **E.** Section from a YFP-16 mouse (green), stained with Kv3.3 (red). **F.** Section from a GIN mouse (green), stained with Kv3.3 (red).
Fig. 5.8: Kv3-mediated protection enhances Na current availability at high firing rates. A. (Top) Voltage clamp stimulus created from a pair of action potentials in ACSF, recorded from a neuron firing 100 Hz. APw = 0.65 ms. (Bottom) Na current responses to action potentials, recorded in a different neuron. B. Same as A but the repolarization phase of the 1st action potential was substituted with the repolarization phase from an action potential recorded in 1 mM TEA, when the neuron was firing its maximum rate in this condition, 69 Hz. APw = 1.4 ms. Na currents in A and B are from the same neuron. Arrows indicate the change in Na current protection when fast repolarization was present vs. when it was absent. C. Overlay of A and B. Lines represent change in peak Na current amplitude between the 1st and 2nd action potentials. D. Average ratios of Na current amplitudes between 1st and 2nd action potentials at each frequency tested in n = 9 neurons. Error bars represent sd.
VI. Conclusion

In the previous chapters I have described how ionic currents in medial vestibular nucleus (MVN) neurons shape the intrinsic firing properties of identified cell types in the vestibular circuit. This work presents the first direct measurements of the major Na and K currents expressed in MVN neurons and analyzes how they operate as functional units during firing to generate a broad spectrum of intrinsic properties. These studies address the broader question of how neuronal excitability is calibrated through a combination of genetic and functional regulation of ionic currents to generate a stable network with adaptive capabilities. In the MVN, Na currents are similar across neurons, with biophysical properties tuned to promote reliable firing with high temporal precision, but outward K currents exhibit a higher degree of specialization. The amplitude of the total outward K current is similar between distinct classes of MVN neurons, but it is composed of different ratios of the same 4 major outward currents, coordinated to create a different balance of currents between distinct classes of neurons. During firing, these differences in K currents are amplified by their kinetic and voltage-dependent properties, influencing the functional availability of Na currents which diversifies firing properties of neurons in the circuit.

The ionic basis of temporal precision in MVN neurons

The vestibular system rapidly converts sensory information about head and image motion into temporally and spatially precise eye movements which requires specific tuning of the synaptic and intrinsic properties of neurons in the
circuit (du Lac and Lisberger, 1995). MVN neurons fire spontaneously, allowing them to immediately encode both excitatory and inhibitory inputs as bidirectional modulations in firing rate. They reliably fire action potentials at high rates, endowing them with temporal precision on the order of several milliseconds (Sekirnjak and du Lac, 2002; Smith et al., 2002; Bagnall et al., 2007).

Recordings of the ionic currents from MVN neurons reveal how they are genetically tuned for this function by the biophysical properties of their Na channels and expression of Kv3 channel subunits. Variability in temporal precision across neurons is achieved through graded differences in Kv3 currents that lead to different mechanisms of Na current protection across neurons. This has potentially broad implications for fast firing neurons across the brain that express Na and Kv3 channels similar to those found in MVN neurons. These include neurons in the cerebellum and deep cerebellar nuclei, fast-spiking interneurons in the cortex, brainstem auditory neurons, and neurons in basal ganglia such as the globus pallidus and subthalamic nucleus neurons (Perney et al., 1992; Martina and Jonas, 1997; Martina et al., 1998; Bevan and Wilson, 1999; Raman and Bean, 1999; Raman et al., 2000; Do and Bean, 2003; Leao et al., 2005; Mercer et al., 2007).

In Purkinje cell in the cerebellum, Kv3 currents influence Na current availability by changing their resurgent kinetics (Akemann and Knopfel, 2006; Zagha et al., 2008), but the extent of variability of this mechanism across neurons was not investigated. Variability in Kv3 currents across MVN neurons most likely arises through different levels of channel expression across neurons of the
same cell type (Gittis and du Lac, 2007), but differences across cell types may result from differences in the expression of channel subunits, particularly Kv3.3 which is expressed in non-GABAergic neurons but not GABAergic neurons in the MVN. In the globus pallidus, the kinetics of Kv3 currents are tuned by the expression of Kv3.4 subunits that form heteromeric channels with Kv3.1 subunits (Baranauskas et al., 2003). In the auditory brainstem, temporal precision is tuned by graded differences in Kv3 channel phosphorylation (Song et al., 2005). These results demonstrate a wealth of cellular mechanisms available for the tuning of a neuron’s temporal precision and further experiments will be required to determine which of these mechanisms are global and which are specific to different systems.

The ionic basis of linearity in MVN neurons

Changes in the firing rate of MVN neurons are linear in response to sensory inputs due to the properties of the synaptic connections from the vestibular nerve (Bagnall et al., in preparation) and linear transformation of inputs into firing rates, mediated by the intrinsic properties of the neurons themselves (du Lac and Lisberger, 1995; Smith et al., 2002). A fundamental question for network dynamics is how a combination of non-linear ionic currents can give rise to linear cellular properties. Insights into this problem will come through the study of how individual ionic currents in a neuron cooperate as a functional unit.

MVN neurons express a combination of purely voltage-gated channels (Na, Kv3), voltage-gated channels with some calcium sensitivity (BK), and purely
Ca-sensitive channels (SK). The rising and falling phases of an action potential are governed by the coordinated activity of Na, Kv3, and BK currents. The time at which a neuron fires the next action potential is determined by both Na current availability and the presence of currents in the inter-spike interval that oppose membrane depolarization. These inter-spike interval currents are likely to consist of a combination of calcium-sensitive BK and SK currents (Sefafin et al., 1991; Johnston et al., 1994; Smith et al., 2002; Nelson et al., 2003; Nelson et al., 2005).

In MVN neurons, intracellular Ca levels are linearly related to neuronal activity (du Lac, unpublished observations). Recordings from acutely dissociated neurons demonstrate the presence of calcium-sensitive currents during the inter-spike interval (likely SK) whose amplitudes change linearly with firing rate and influence Na current availability before an action potential (Gittis, unpublished observations). This regulation of Na currents by a Ca-sensitive outward current could be the basis of linear input-output signal transformations in MVN neurons. During action potentials, the amplitude of Kv3 currents, and to a lesser extent BK currents, are coordinated with the amplitudes of Na currents by their voltage-dependent properties. This creates a system in which the rate of action potentials is sensitive to changes in inputs, but action potential generation is robust across a broad firing range.

*Stability and plasticity in the vestibular system*

The expression of ionic currents varies continuously in MVN neurons to generate a broad spectrum of firing properties (Gittis and du Lac, 2007), but cell
types in the MVN cluster in distinct regions of this parameter space (Sekirnjak et al., 2003; Sekirnjak and du Lac, 2006; Bagnall et al., 2007). This suggests that within a cell type, a certain amount of ionic diversity is acceptable and perhaps even beneficial, but this diversity obeys specific limits in different cell types. The factors that determine these limits and how they are enforced remain open questions, but studies from the lobster somatogastric ganglion may yield some insights. Work from this system has demonstrated that the expression level of any particular current varies nearly 2 to 4 fold across neurons, but that this variability can be limited by the coordinated expression of multiple ionic currents (Turrigiano et al., 1995; MacLean et al., 2005; Schulz et al., 2006).

Recordings from MVN neurons reveal that functional regulation of ionic currents may contribute to establishing these boarders as well. Both GABAergic and non-GABAergic MVN neurons express Na, BK, and Kv3 currents, but the relative ratio of Kv3 and BK currents during firing determines whether Na currents are protected by a resurgent mechanism or by a more rapid, Kv3-mediated form of protection. In most non-GABAergic neurons, Kv3 currents are sufficiently large to protect Na currents from inactivation, providing these neurons with a high level of temporal precision. In most GABAergic neurons, however, Kv3 currents fall below a critical level and the mechanism of Na current protection switches to the resurgent mechanism which restricts the maximum level of temporal precision.

The ability of neurons to maintain relatively stable outputs over wide variability in current expression is important for network stability, but poses a
theoretical problem for generating adaptive changes with subtle modifications to a single current (Goldman et al., 2001). The results of Goldman et al. suggest that neurons occupy an ‘activity space’ which is robust to changes in the amplitudes of some currents, but sensitive to changes in others. Different neurons within a population can lie in different regions of this parameter space, making some more susceptible to plasticity than others. It is tempting to apply this model to the vestibular system to explain how system-wide insults (ex. labyrinthection) can have differential effects on neuronal activity (Beranek et al., 2003; Beranek et al., 2004). An understanding of which ionic currents contribute to neuronal firing properties in different cell types may lead to a better understanding of these observations. For example, BK currents are important targets of plasticity that increase a neuron’s intrinsic excitability in response to reductions in intracellular calcium levels (Nelson et al., 2003) and this mechanism of plasticity may be engaged during early recovery from labyrinthection (Nelson et al., unpublished). Given the greater relative importance of BK currents in GABAergic neurons than in non-GABAergic neurons during firing, this form of plasticity may specifically affect the GABAergic interneurons in the vestibular circuit. This ability for cell type-specific plasticity in the system would allow for targeted adaptive changes to adjust network output without rearranging the basic architecture.
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