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PHENOMENOLOGY OF INCLUSIVE REACTIONS

Robert N. Cahn
Lawrence Berkeley Laboratory
University of California
Berkeley, California 94720

July 18, 1972

ABSTRACT

Inclusive reactions are examined in the context of the Mueller formalism, which exploits the connection of the inclusive cross section with the six-point amplitude and Regge behavior. Some previous results of the model are reviewed. Internal symmetries together with the Mueller picture are used to produce a large number of testable predictions. The fundamental symmetries of the strong interactions yield predictions which test the validity of the basic assumptions of the model. SU(3) gives predictions which are expected to be violated, and thus furnish extensive information about symmetry breaking. Angular distributions yield information about behavior in the central rapidity region, if the transverse momentum distribution is known. The dual resonance model provides predictions for fragmentation and pionization, but the results are based on a naive model and do not agree with the data. Inclusive photon distributions are examined in detail. They provide information mainly about the inclusive $\pi^0$ distribution. In the low-transverse momentum region, bremsstrahlung is significant and can provide a measure of the charged multiplicity. The photon distribution arising from $\pi^0$ decays in the central region obeys an equality relating the spectrum at zero transverse momentum to the integral of

the spectrum over all transverse momenta. A variety of experimental data are reviewed and compared with the predictions and prescriptions of the preceding chapters.
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INTRODUCTION

This is not intended as a review of inclusive processes. Such an effort would be nearly futile in a field which is expanding as quickly as is this one. Fortunately, a few brave persons have undertaken such a task and the uninitiated reader is referred to their works for an introduction to the subject (Frazer et al., 1972; Berger, 1971a, 1971b; Quigg, 1971a, 1971b; Bjorken, 1971; Young, 1971; Arnold, 1971; Horn, 1971; Gasiorowicz, 1971). Among the original papers, those of DeTar (DeTar 1971) and Mueller (Mueller, 1970) provide an excellent starting point.

The title "Phenomenology of Inclusive Reactions" is meant to suggest that we shall focus on questions which are immediate to the interpretation of data. Consequently, we do not consider to any great extent a number of important topics such as the helicity structure of the six-point amplitude (Goddard and White, 1970, 1971, 1971a, 1972; DeTar et al., 1971a; Weis, 1971, 1972; Jones, Low, and Young, 1971). In addition, a number of important phenomenological topics are not discussed. One of these is the question of "exoticity." For this continuing controversy, the reader is referred to the original literature (Chan et al., 1971; Ellis et al., 1971; Chan and Hoyer, 1971a; Einhorn, Green, and Virasoro, 1972). An equally important topic is the analogue of finite energy sum rules for inclusive reactions (Dias De Deus, and Lam, 1972; Kwiecinski, 1972; Sanda, 1972; Einhorn, Ellis, and Finkelstein, 1972).

Phenomenological theories not based on the Mueller approach have been developed by several authors (Grote et al., 1971; G. Ranft, 1971; J. Ranft, 1971; Hwa and Lam, 1971, 1972; Jacob and Slansky, 1971, 1972; Jacob, Slansky, and Wu, 1972).
CHAPTER ONE
PRELIMINARIES

A. Kinematics, Notation, and Definitions

An inclusive reaction or process is one in which not all the outgoing particles are specified. Thus the total cross section for \( a + b \to (c + \text{anything}) \), where \( s \) is the center-of-mass energy squared, might be called an inclusive measurement. The primary focus of this work is single particle inclusive processes, the archetype of which is \( a + b \to c + \text{anything} \). We shall develop notation and investigate the kinematics first for single particle inclusive processes and then consider generalizations to \( n \)-particle inclusive processes of the form \( a + b \to c_1 + c_2 + \cdots + c_n + \text{anything} \).

To begin, consider \( a + b \to c + \text{anything} \) in a frame in which the momenta \( p_a \) and \( p_b \) are colinear. We can parameterize the momenta as

\[
\begin{align*}
    p_a &= (m_a \cosh \xi_a, 0, 0, m_a \sinh \xi_a) \\
    p_b &= (m_b \cosh \xi_b, 0, 0, m_b \sinh \xi_b) \\
    p_c &= (\omega_c \cosh \zeta_c, p_{xc}, p_{yc}, \omega_c \sinh \zeta_c)
\end{align*}
\]

(1.1)

where

\[
\begin{align*}
    \omega_c^2 &= p_{c_\perp}^2 + p_{xc}^2 + p_{yc}^2 \\
    &= m_c^2 + p_{c_\perp}^2.
\end{align*}
\]

(1.2)

Three frames have special significance: the rest frames of particles \( a \) and \( b \), and the center of mass frame. Explicitly, in the rest frame of particle \( b \) (the "lab frame" if \( b \) is the target) we have:

\[
\begin{align*}
    p_a &= (m_a \cosh \xi_a, 0, 0, m_a \sinh \xi_a) \\
    p_b &= (m_b, 0, 0, 0) \\
    p_c &= (\omega_c \cosh \zeta_c, p_{xc}, p_{yc}, \omega_c \sinh \zeta_c).
\end{align*}
\]

(1.3)

On the other hand, in the center of mass frame, we have

\[
\begin{align*}
    p_a &= (m_a \cosh \zeta_a, 0, 0, m_a \sinh \zeta_a) \\
    p_b &= (m_b \cosh \zeta_b, 0, 0, m_b \sinh \zeta_b) \\
    p_c &= (\omega_c \cosh z, p_{xc}, p_{yc}, \omega_c \sinh z).
\end{align*}
\]

(1.4)

The variables \( \xi, \zeta, \) and \( z \) are called rapidities. Their utility derives from their intimate connection with the Lorentz group. The rapidities of particles measured relative to two different frames moving colinearly with the momenta \( p_a \) and \( p_b \) are related by a constant which reflects the boost necessary to bring one frame into equivalence with the other. In particular, \( \zeta_a = \zeta_b + \zeta \). Furthermore, the Lorentz invariant phase space factor, \( d^3p/E \), is given by \( d^2p_{c_\perp} dy \).

We can relate the rapidities defined above to the center of mass energy squared, \( s = (p_a + p_b)^2 \). Directly from (1.3) and (1.4) we find
\[ s = m_a^2 + m_b^2 + 2m_a m_b \cosh Y \]
\[ m_a \cosh Z_a = \frac{s + m_a^2 - m_b^2}{2(s)^{\frac{1}{2}}} \quad (1.5) \]
\[ m_b \cosh Z_b = \frac{s + m_b^2 - m_a^2}{2(s)^{\frac{1}{2}}} \]

For large \( s \), Eqs. (1.5) yield immediately
\[ Y \simeq \ln \left( \frac{s}{m_a m_b} \right) \]
\[ Z_a \simeq \ln [(s)^{\frac{1}{2}}/m_a] \]
\[ Z_b \simeq -\ln [(s)^{\frac{1}{2}}/m_b] \quad (1.6) \]

B. The Phase Space Boundary

The phase space boundary for \( a + b \rightarrow c + \text{anything} \) can be determined by calculating the missing mass, \( M^* \):
\[ M^{*2} = (p_a + p_b - p_c)^2 = s + m_c^2 - 2s^{\frac{1}{2}} \omega_c \cosh z \quad (1.7) \]

There is a minimum value of \( M^* \) determined by the quantum numbers of \( a, b, \) and \( c \). For example, for \( p + K^- \rightarrow \Lambda^+ + \text{anything} \), \( M^* \geq m_{\pi^-} \) while for \( p + p \rightarrow \pi^+ + \text{anything} \), \( M^* \geq \text{mass of the deuteron} \). Let
\[ \Delta = (M^{*}_{\text{min}})^2 - m_c^2 \quad (1.8) \]

Then from (1.4) we find that
\[ \frac{\Delta}{s} = 1 - 2s^{\frac{1}{2}} \omega_c \cosh z \quad (1.9) \]
is the equation of the phase space boundary. For large \( s \), to lowest order in \( \Delta/s \), the curve has a universal shape in the center of mass, independent of particles \( a \) and \( b \):
\[ \cosh z = s^2/(2\omega_c) \quad (1.10) \]

For fixed \( \omega_c \) and for large \( s \), the extreme values of \( z \) permitted are
\[ z_{\text{ext}} \simeq \ln \left( \frac{s^{\frac{1}{2}}}{\omega_c} \right) \quad (1.11) \]

Using Eq. (1.6) we can find equivalent forms in the rest frame of particle \( b \):
\[ Y_{\text{max}} \simeq Y + \ln \left( \frac{m_a}{\omega_c} \right) \]
\[ Y_{\text{min}} \simeq \ln \left( \frac{m_a}{m_b} \right) \quad (1.12) \]

C. Fragmentation and Pionization

We define three important domains for single particle inclusive processes:
1. \( p \perp \) fixed, \( Z_a = z \) fixed, \( s \) increasing,
2. \( p \perp \) fixed, \( z = Z_b \) fixed, \( s \) increasing,
3. \( p \perp \) fixed, \( z \) fixed, \( s \) increasing.
The first and second we call fragmentation of \( a \) and \( b \) respectively. The third we call pionization. We denote these three symbolically by \((b|c|a)\), \((b|c|a)\), and \((b|c|a)\). A colon indicates a fixed rapidity difference and a vertical slash a growing one. With \( b \) at rest in the laboratory, the process \((b|c|a)\) is a function of the lab rapidity, \( Y \), of particle \( a \), the lab rapidity, \( y \), of particle \( c \), and \( p_\perp \), its transverse momentum. The hypothesis of limiting fragmentation (Benecke et al., 1969; Chou and Yang, 1970; Feynman, 1969) suggests that as \( Y \to \infty \), \( d\sigma/dp_\perp dy \) \((y, p_\perp, Y)\) approaches a limit which is independent of \( Y \) and which we shall indicate by \( f(y, p_\perp) \).

Similarly, \((b|c|a)\) is a function of \( Z_a - Z_b = Y, z, \) and \( p_\perp \). As \( Y \to \infty \), with \( z \) and \( p_\perp \) fixed, it is expected that \( d\sigma/dp_\perp dz \) \((z, p_\perp, Y)\) approaches a limit which is a function of \( p_\perp \) only.

The generalization of these concepts is straightforward. Consider \((b|c_1|c_2|c_3|c_4|a)\). Here we are interested in the five-particle inclusive cross section with \( Z_a - Z_1 = Z_1 - Z_2 \), \( Z_4 - Z_3 \), and \( Z_2 - Z_4 \) increasing while \( Z_1 - Z_2 \), \( Z_3 - Z_2 \), and \( Z_a - Z_3 \) are held fixed.

It is understood that all the transverse momenta are fixed as well. We expect that at high values of \( s \), \( d\sigma/dp_\perp dz \) becomes a function of the transverse momenta and the fixed, finite, rapidity differences only.

D. Kinematic Relations

While rapidities are generally the most useful longitudinal variables, in some applications, Feynman's variable (Feynman, 1969)

\[ x = \frac{p_\perp}{|p_\perp|} \]

(z is the beam direction) has advantages. In this language, \( x = 0 \) corresponds to the pionization limit defined above. As \( s \to \infty \), with \( p_\perp \) fixed, the phase space boundary is given simply by \(|x| = 1\). The relation between \( x \) and \( z \) is easily determined:

\[ x = \frac{\omega_c \sinh z/(2s^2)}{\omega_c \sinh z/(2s^2)} \]

If we consider \( x \neq 0 \), as \( s \to \infty \), we have

\[ x = \frac{\omega_c \sinh z/(2s^2)}{\omega_c \sinh z/(2s^2)} \]

If \( z > 0 \)

\[ x = \frac{\omega_c \sinh z/(2s^2)}{\omega_c \sinh z/(2s^2)} \]

where \( y' \) is the rapidity of \( c \) in the rest frame of \( a \). If, on the other hand, \( z < 0 \), then

\[ x = \frac{\omega_c \sinh z/(2s^2)}{\omega_c \sinh z/(2s^2)} \]

where \( y \) is the rapidity of \( c \) in the rest frame of \( b \).

For \( x > 0 \), from (1.4) and (1.9), as \( s \to \infty \)

\[ \frac{M^2 - m_c^2}{s} = 1 - \left( \frac{1}{s} \right)^{\frac{3}{2}} \]

where

\[ \omega_c \sinh z/(2s^2) \]

\[ \omega_c \sinh z/(2s^2) \]

\[ \omega_c \sinh z/(2s^2) \]

\[ \omega_c \sinh z/(2s^2) \]
It is also convenient to be able to express the standard invariants \(s\), \(t\), and \(u\) in terms of the rapidities or \(x\). Of course one has the usual relation between the Mandelstam invariants:

\[
s + t + u = m_a^2 + m_b^2 + m_c^2 + M^2.
\]

Using rapidities in the rest frame of \(a\),

\[
t = (p_a - p_c)^2 = m_a^2 + m_c^2 - 2m_a \omega \cosh y'.
\]

Using (1.15) we find

\[
t \geq m_a^2 + m_c^2 - m_a \omega \left(\frac{m_a \omega}{\omega} + \frac{m_a \omega}{m_a x}\right)
\]

\[
\geq -\frac{p_{\perp}^2}{x^2} + m_a^2(1 - x) + m_c^2(1 - 1/x).
\]

The analogous calculation for \(u\) yields:

\[
u \geq -xs.
\]

In deriving (1.19) and (1.20), we have assumed \(x > 0\) as \(s \to \infty\). For \(x > 0\), the roles of \(t\) and \(u\) would be interchanged. An interesting combination of Mandelstam invariants is given by \(tu/s\). For fixed \(y'\) and \(Y \to \infty\), we see that

\[
tu = (m_a^2 + m_c^2 - 2m_a \omega \cosh y')(m_b^2 + m_c^2 - 2m_b \omega \cosh \[Y - y'])
\]

\[
\geq s(\omega_c^2 - [m_a^2 + m_c^2]x + m_a^2 x^2).
\]

Thus in the pionization domain,

\[
\frac{tu}{s} \geq \omega_c^2.
\]

For convenience we record here the phase-space volume in a variety of variables (the approximate relations are true asymptotically at high \(s\)):

\[
\frac{d^3 p}{E} = \frac{d^2 p_{\perp}}{dz}
\]

\[
= \pi dp_{\perp}^2 dz
\]

\[
= \pi dp_{\perp}^2 dx
\]

\[
\sim \pi dx(-dt)
\]

\[
\sim \pi dx(-dt)
\]
CHAPTER TWO
MODEL INDEPENDENT RELATIONS

Certain relations involving inclusive reactions may be derived without the introduction of models or assumptions such as Feynman scaling. These fundamental relations rely on kinematics and conservation laws, and their usefulness comes from the tests they provide on the consistency of both data and theories.

Let us abbreviate $dP_i = d^3p_i/E_i$. Then

$$\int dP_c \frac{d\sigma}{dP_c} = \langle n_c \rangle \sigma_{\text{tot}}. \quad (2.1)$$

The factor $\langle n_c \rangle$ is the mean multiplicity of particle type $c$. It arises because by integrating over $dP_c$ we count up each particle of type $c$ which occurs. We could define $\langle n_c \rangle$ independently of

(2.1) by

$$\langle n_c \rangle \sigma_{\text{tot}} = \sum_{m=1}^{\infty} m \sigma_m. \quad (2.2)$$

where $\sigma_m$ is the cross section for producing precisely $m$ particles of type $c$.

If $c$ and $d$ are distinct particle types, then

$$\int dP_c dP_d \frac{d\sigma}{dP_c dP_d} = \langle n_c n_d \rangle \sigma_{\text{tot}}. \quad (2.3)$$

If $c = d$, then

$$\int dP_c dP_d \frac{d\sigma}{dP_c dP_d} = \langle n_c^2 - n_c \rangle \sigma_{\text{tot}} \quad (2.4)$$

since each $n$-particle production event will be counted $n(n - 1)$ times. Equations (2.3) and (2.4) can of course be generalized further.

Consider a conserved, additive quantity $Q$ (such as charge). It is clear that

$$Q_a + Q_b = \sum_c \int dP_c Q_c \left( \frac{1}{\sigma_{\text{tot}}} \frac{d\sigma}{dP_c} \right). \quad (2.5)$$

Four momentum conservation yields (DeTar, Freedman, and Veneziano, 1971; Predazzi and Veneziano, 1971)

$$(p_a + p_b)^\mu = \sum_c \int dP_c P_c^\mu \left( \frac{1}{\sigma_{\text{tot}}} \frac{d\sigma}{dP_c} \right). \quad (2.6)$$

The extension to double inclusive cross sections is immediate:

$$\sum_d \int dP_d P_d^\mu \frac{1}{\sigma_{\text{tot}}} \frac{d\sigma}{dP_c dP_d} = (p_a + p_b - p_c)^\mu \frac{1}{\sigma_{\text{tot}}} \frac{d\sigma}{dP_c}. \quad (2.7)$$

We define

$$N(p_c) = \frac{1}{\sigma_{\text{tot}}} \frac{d\sigma}{dP_c} \quad (2.9)$$

$$N(p_c', p_d) = \frac{1}{\sigma_{\text{tot}}} \frac{d\sigma}{dP_c dP_d}$$

$$g(p_c', p_d) = N(p_c', p_d) - N(p_c) N(p_d) \quad (2.9)$$

where $g$ is called the correlation function. Then from (2.6) and (2.7)
The case \( \mu = 0 \) shows that \( g \) cannot vanish identically.

Constraints are placed on inclusive reactions by the symmetries of the strong interactions. Certain of these are quite obvious. For example

\[
(b:c|a) = (b':c'|a')
\]

(2.11)

where \( \bar{a} \) is the conjugate, \( \text{Ca} \), of particle \( a \). Similarly, if \( I_1 \) are the generators of isospin \( \text{SU}(2) \), and if

\[
a' = \exp(-i\pi I_2)a
\]

(2.12)

then

\[
(b:c|a) = (b':c'|a').
\]

(2.13)

This analysis has been extended by Lipkin and Peshkin (1972) to cover combinations of inclusive reactions involving various members of the same isomultiplets.

While the hypothesis of limiting fragmentation, Feynman scaling has an extensive history, its plausibility and attractiveness were enormously increased by the seminal work of Mueller (1970) and its elaboration by Abarbanel (1971a, 1971b). The key insight of Mueller was to recognize that inclusive cross sections are related to discontinuities of three-to-three amplitudes. While Mueller did not specify precisely the discontinuity required, that point has been investigated subsequently (Stapp, 1971; Tan, 1971; Polkinghorne, 1971). In most applications, the specification is inessential. We shall return to this point in Chapter Six.

The importance of this insight was enhanced by the introduction of Regge concepts to the analysis of the three-to-three amplitude. This was achieved through group theoretic analysis \( \text{a la} \) Toller. Just as two-body reggeology can be phrased in terms of \( O(1,2) \) expansions, so can inclusive reaction phenomenology. Since the inclusive cross section is related to a discontinuity of the forward three-to-three amplitude, in fact \( O(1,3) \) can be used, just as it can for forward two-to-two amplitudes.

In spite of much elegant phraseology concerning Plancherel measures and the like, at heart the basic Regge assumptions are still required—almost nothing can really be proved mathematically. Indeed, nearly all the content of these analyses can be summarized in terms of "Mueller diagrams" and some rules for the amplitudes they represent.
Consider \((b;c|a)\) in the rest frame of particle \(b\). Let \(y\) and \(p_\perp\) be fixed while \(Y \to \infty\). Our rules for evaluating the cross section corresponding to the diagram in Fig. 3.1 are:

1. For each growing rapidity difference, insert a sum of Regge poles, each with a factor \(\exp(\alpha_1 \Delta y)\) where \(\alpha_1\) is the Regge intercept at \(t = 0\) and \(\Delta y\) is the growing rapidity difference.

2. Each Regge vertex has a residue which is a function of the rapidity difference of the particles attached to the vertex and the perpendicular momenta of those particles. For convenience we shall call the vertex with \(b\) entering and \(c\) exiting, and a reggeon \(i\) at \(t = 0\) \(f_i^{bc}(y,p_\perp)\exp(y)\).

3. The invariant differential cross section is \(\exp(-Y)\) times the amplitude obtained from 1. and 2.

Thus for \((b;c|a)\) in Fig. 3.1, we have

\[
\frac{d\sigma}{dp_c} = \sum_i \beta_i^a \exp(-\alpha_1[Y - y]) f_i^{bc}(y,p_\perp) \tag{3.1}
\]

where \(\Delta\alpha_1 = 1 - \alpha_1\) and \(\beta_i^a\) is the two-body Regge vertex. If the leading pole is a Pomeron with \(\alpha_p = 1\), then we find

\[
\frac{d\sigma}{dp_c} = \beta_p^a f_p^{bc}(y,p_\perp) + \sum_{i \neq p} \exp(-\alpha_1[Y - y]) \beta_i^a f_i^{bc}(y,p_\perp) . \tag{3.2}
\]

This shows how Feynman scaling is related to the constancy of total cross sections at high energy.

As a second example consider \((b|c|a)\) as shown in Fig. 3.2. By our rules, using center of mass rapidities, we obtain:

\[
\frac{d\sigma}{dp_c} = e^{-(z_a - z_b)} \sum \exp[\alpha_1(z_a - z) + \alpha_j(z - z_a)] f_{ij}^c(p_\perp) \beta_i^a \beta_j^b \tag{3.3}
\]

\[
= \beta_p^a \beta_p^b f_{pp}^c(p_\perp) + \sum_{j \neq p} \beta_j^a \beta_p^b f_{pj}^c(p_\perp) \exp(-\alpha_j(z_a - z))
\]

\[
+ \sum_{j \neq p} \beta_j^a \beta_j^b f_{j}^c(p_\perp) \exp(\alpha_j(z_b - z)) f_{pj}^c(p_\perp)
\]

\[
+ \sum_{i \neq p} \beta_i^a \beta_j^b f_{i}^c(p_\perp) \exp[-\alpha_i z_a + \alpha_j z_b + (\alpha_j - \alpha_i) z] . \tag{3.4}
\]

Even if the rapidity separation between \(b\) and \(c\) is not growing, as long as it is large we might anticipate that an expansion like that in (3.4) would be appropriate. Clearly this requires

\[
e^{Y} f_j^{bc}(y,p_\perp) \xrightarrow{y \to \infty} \sum_i \beta_i^b f_{ij}^c(p) e^{\alpha_j Y} \tag{3.5}
\]

or

\[
f_j^{bc}(y,p_\perp) \xrightarrow{y \to \infty} \sum_i \beta_i^b f_{ij}^c(p_\perp) e^{-\alpha_i Y} . \tag{3.6}
\]

With our conventions, the value of \(\sigma_{ab}(s = \infty)\) is \(\beta_p^a \beta_p^b\). Thus \(\beta\) has the dimensions of \((\text{mb})^{1/2}\) while \(f_{ij}^c\) has the dimensions of GeV\(^{-2}\).
The Mueller expansion for \((b;c_1,c_2;a)\) can be derived similarly:

\[
\frac{d\sigma}{dp_1 dp_2} = \sum_J \theta_j^a f_j^{bc} q_1^2 (y_1,y_2;r_{11},r_{12}) e^{-\alpha_j(y-y_2)}.
\] (3.7)

B. The Triple Regge Expansion

In a particular kinematic region, we can say something explicit about the residue \(f_j^{bc}\). Consider \(t = (p_b - p_c)^2\) fixed, and \(|x|\) near 1. Any particle \(c'\) other than \(c\) must have \(|x'| < 1 - |x|\) by energy conservation. In terms of rapidity

\[
y' > \log \left( \frac{\omega_c}{m_b} - 1 - \frac{\omega_c}{m_b} e^{-y} \right) \quad \text{or} \quad y' > \log \frac{\omega_c}{m_b} - \log \left(1 - \frac{\omega_c}{m_b} e^{-y}\right).
\] (3.8)

A fortiori, with \(y(\omega) = \ln \left(\frac{\omega_c}{m_b}\right)\)

\[
y' > \log \frac{\omega_c}{m_b} - \log \left(1 - e^{-[y-y(\omega)]}\right)
\]

\[
y' > \log \frac{\omega_c}{m_b} - \log (y - y(\omega))
\] (3.9)

Thus by choosing \(y\) sufficiently near \(y(\omega)\), we can insure that there must be a large rapidity separation between \(c\) and the nearest outgoing particle. This justifies inserting Regge pole in the \(bc\) channel. See Fig. 3.3a. If we now require \(M^*\) to be large and consider the sum over final states we see that we should have a reggeized \(aa\) channel as well (Abarbanel et al., 1971a, 1971b; DeTar et al., 1971a). See Fig. 3.3b. What is the contribution of this so-called triple-Regge term to the invariant cross section? At fixed \(M^*\) it should behave as \(s^{2\alpha_1(t) - 1}\) if \(\alpha_1\) is the Regge trajectory in the \(bc\) channel. This comes from \(s^{\alpha_1(t)}\) for the reggeon in Fig. 3.3a, squared, times \(s^{-1}\) for a flux factor. On the other hand, from the general principles of fragmentation outlined above, we know that for fixed \(t\) and fixed \(x\) or \(y\), it must go like \(s^{\alpha_j(0) - 1}\), where \(\alpha_j\) is the trajectory in the \(aa\) channel. Thus the \(s\) and \(M^*\) dependence must be

\[
\left(\frac{s}{M^*}\right)^{\alpha_1(t) - \alpha_j(0)} \left(\frac{s}{s_0}\right)^{\alpha_j(0) - 1}
\] (3.10)

where \(s_0 \approx 1 \text{ GeV}^2\) and thus sets the scale. If the two-body residues are \(\beta_1\) and \(\beta_j\) and if the triple-Regge coupling is \(g_{1ij}(t)\) we have, using a standard normalization,

\[
\frac{d\sigma}{dp} = \frac{1}{16\pi} \sum_{i,j} |\beta_1(t)|^2 \beta_j(0) g_{1ij}(t) \left(\frac{s}{M^*}\right)^{2\alpha_1(t) - \alpha_j(0)} \left(\frac{s}{s_0}\right)^{\alpha_j(0) - 1}
\] (3.11)

\[
\frac{d\sigma}{dp} = \frac{1}{16\pi} \sum_{i,j} |\beta_1(t)|^2 \beta_j(0) g_{1ij}(t)(1 - x)^{\alpha_j(0) - 2\alpha_1(t)} \left(\frac{s}{s_0}\right)^{\alpha_j(0) - 1}
\] (3.12)
where in (3.13) we have expanded as in (3.9). We have defined the triple-Regge domain by

\[ t \text{ fixed} \]

\[ s \to \infty \]

\[ \frac{s}{M^2} \text{ large} \]

\[ \frac{s}{M^2} = \frac{1}{1 - x} \text{ large} \]

In terms of rapidity the last two conditions mean \( y - y(w) \) is small and \( s(y - y(w)) \) is large. Let us therefore say that the triple-Regge region is given by

\[ s > y - y(w) > \frac{K}{s/s_0} \]

where \( s \) is small and \( K \) is large. We now investigate the contribution of the triple-Regge region to the distribution in \( x \) and in \( y \) and its contribution to the multiplicity. In fact, its contribution to multiplicity times the cross section is the same as its contribution to the cross section since no event can have two particles in the triple-Regge region as we showed above.

The most important result (Abarbanel et al., 1971a, 1971b) is that if \( \alpha_p(0) = 1 \), then \( \varepsilon_{ppp}(t = 0) = 0 \). To prove this, we integrate the contribution of the triple pomeron to find its contribution to the total cross section

\[
\sigma_{ppp} = \frac{1}{16} \int \frac{d^2 \mathbf{p}_\perp}{y^{(\omega) + K/(s/s_0)}} dy |\beta_p(t)|^2 \beta_p(0) \varepsilon_{ppp}(t)\]

\[ \chi \left(\frac{y - y(w)}{1 - 2\alpha_p(t)}\right) \]

\[
\sigma_{ppp} \approx \frac{1}{16} |\beta_p(0)|^2 \beta_p(0) \varepsilon_{ppp}(0) \int \mathbf{p}_\perp^2 \frac{1}{-2\alpha_p(t)}
\]

\[ \chi \left\{ -2\alpha_p^t \left[ \frac{K}{s/s_0} \right] ^{-2\alpha_p^t} \right\} \]

In this region \( t \approx \mathbf{p}_\perp^2 \), so that we can write

\[
\sigma_{ppp} \approx \frac{1}{16} |\beta_p(0)|^2 \beta_p(0) \varepsilon_{ppp}(0) \int_0^\infty \frac{dt}{-2\alpha_p^t} \left\{ \exp(-2\alpha_p^t \log s) \right. \]

\[ - \exp \left( -2\alpha_p^t \log \left[ \frac{K}{s/s_0} \right] \right) \]

\[
\approx \frac{1}{16} |\beta_p(0)|^2 \beta_p(0) \varepsilon_{ppp}(0) \lim_{\epsilon \to 0} \frac{1}{2\alpha_p^t} \left[ E_1 \left(2\alpha_p^t \log \frac{s}{K} \right) \right] \]

\[ - E_1 \left(2\alpha_p^t \log \frac{s}{K} \right) \]
Thus this partial contribution to the cross section grows like \( \log(\log s) \) while the cross section itself is constant by assumption. This contradiction shows that we must have \( g_{\text{PPP}}(t = 0) = 0 \) if the pomeron is a pole with unit intercept.

If we start with the ansatz
\[
g_{\text{PPP}}(t) \approx y_{\text{PPP}}(-t)^n
\]
we have
\[
g_{\text{PPP}} \approx \frac{1}{16} |\beta_p(0)|^2 \beta_p(0) y_{\text{PPP}} \int_0^1 \frac{dt}{2\alpha_p} (-t)^{n-1} \left\{ \exp(-\alpha_p t \log s) - \exp\left(-\frac{\alpha_p t \log \frac{s}{s_0}}{\log \frac{1}{1-x}}\right) \right\}
\]
\[
\times \left\{ \beta_p(0) \right\} (\frac{\alpha_p}{\log \frac{s}{s_0}})^n
\]
\[
= \frac{1}{16} |\beta_p(0)|^2 \beta_p(0) y_{\text{PPP}} \left(\frac{\alpha_p}{\log \frac{s}{s_0}}\right)^n
\]
\[
\left(\frac{\alpha_p}{\log \frac{s}{s_0}}\right)^n
\]
so that the triple pomeron contribution is \( a + b(\log s)^n \), which is consistent with a pomeron with unit intercept, provided \( n > 0 \).

We turn now to the contribution of the triple-Regge region to the inclusive cross section integrated over \( p_\perp^2 \). In this region, \( t \approx -p_\perp^2 \) and we have
\[
x \frac{d\sigma}{dx} \approx \frac{1}{16} \int dt |\beta_1(t)|^2 \beta_j(0) \delta_1(t)(1 - x)^{-2\alpha_1(t)x_j(0)} \times \left(\frac{s}{s_0}\right)^{\alpha_j(0) - 1} (1 - x)^{\alpha_j(0) - x_j(t_{\text{max}}) \log \frac{s}{s_0}} \left(\frac{1}{1-x}\right) \right.
\]
The integral is dominated by the region near the largest \( t \) value, \( t_{\text{max}} \). We have roughly,
\[
x \frac{d\sigma}{dx} \approx \frac{1}{16} |\beta_1(t_{\text{max}})|^2 \beta_j(0) \delta_1(t_{\text{max}}) \left(\frac{s}{s_0}\right)^{\alpha_j(0) - 1} \times \left(\frac{1}{1-x}\right)^{\alpha_j(0) - x_j(t_{\text{max}}) \log \frac{s}{s_0}} \left(\frac{1}{1-x}\right) \right.
\]
We can check that for \( \alpha_j(0) = 1 \) this gives a finite contribution to the cross section if \( 1 - 2\alpha_1(t_{\text{max}}) > -1 \), i.e., if \( i \neq P \).

If, on the other hand, \( i = P \), and \( g_{\text{PPP}} = y_{\text{PPP}}(-t)^n \)
\[
x \frac{d\sigma}{dx} \approx \frac{1}{16} |\beta_p(0)|^2 \beta_p(0) y_{\text{PPP}} \int_0^{t_{\text{max}}} \frac{dt}{(1 - x)^{(1 - x)}} \left(1 - x\right)^{-1} \alpha_p \log \frac{1}{1-x} \right)^{-n-1}
\]
\[
\approx \frac{1}{16} |\beta_p(0)|^2 \beta_p(0) y_{\text{PPP}} (1 - x)^{-1} \Gamma(n + 1) \left[ \alpha_p \log \frac{1}{1-x} \right]^{-n-1}.
\]
Thus with a linear zero in $\varepsilon_{\text{ppp}}$, the triple pomeron contribution goes like $(1 - x)^{-1}(-\log(1 - x))^{-2}$, while a reggeon-reggeon-pomeron contribution with $\alpha_R = 1/2$ goes like $(-\log(1 - x))^{-1}$. See Fig. 3.2.

C. Mean Multiplicity at High Energies

Let us see what Muellerism tells us about the average multiplicity of some species. For simplicity, we will consider the symmetric case $a = b$. Then

$$
\langle n_c \rangle = 2 \int_{y_{\text{min}}}^{Y/2} dy \int d^2 p_\perp \frac{1}{\sigma_{\text{tot}}} \frac{d\sigma}{dp}(y, p_\perp, s). 
$$

Let us define

$$
\frac{dN}{dy}(y, s) = \frac{1}{\sigma_{\text{tot}}} \int d^2 p_\perp \frac{d\sigma}{dp}(y, p_\perp, s)
$$

so that

$$
\langle n_c \rangle = 2 \int_{y_{\text{min}}}^{Y/2} dy \frac{dN}{dy}(y, s),
$$

If we make the definitions:

$$
F_{ij}^c = \int d^2 p_\perp f_{ij}^c(p_\perp) 
$$

$$
F_{ij}^{bc}(y) = \int d^2 p_\perp f_{ij}^{bc}(y, p_\perp)
$$

we can express the rapidity distributions as

$$
\frac{dN}{dy}(y, s) = \beta_p^a \beta_p^b \frac{dF_{\text{pp}}^c}{dy}
$$

$$
\frac{dN}{dy}(y, s) = \beta_p^a F_{\text{P}}^{bc}(y)
$$

$$
\frac{dN}{dy}(y, s) = \sum_{i, j} \beta_i^a \beta_j^b F_{ij}^c(y) \exp[-\alpha_i(y - y)] F_{ij}^{bc}(y).
$$

Then for large $y$, we have by virtue of (3.1) and (3.6)

$$
\frac{dN}{dy}(y, s) = \beta_p^a \sum_j \beta_j^b F_{\text{Pj}}^{c} \exp[-\alpha_j(y - y)] e^{-\alpha_j y}
$$

Using (3.33) and (3.36) we find that

$$
\int_0^\infty dy \left( \frac{dN}{dy}(y, s) - \frac{dN}{dy}(y, s) \right) < \infty.
$$

For large $y$ we have

$$
\int_{y_{\text{min}}}^{Y/2} dy \left( \frac{dN}{dy}(y, s) - \frac{dN}{dy}(y, s) \right) \sim -\beta_p^a \sum_j \beta_j^b F_{\text{Pj}}^{c} \frac{e^{-\alpha_j y}}{\alpha_j}
$$

(3.39)
Now as \( Y \to \infty \) the integral (3.40) over \( y \) up to some fixed \( Y_0 \) gives a result of order \( \exp(-\alpha_s Y) \). Now consider the contribution from large \( y > Y_0 \):

\[
- \int_{Y_0}^{Y/2} dy \left( \frac{dN}{dy}(y, \infty) - \frac{dN}{dy}(y, \infty) \right) = \sum_{j \not= P} \beta_j^a \beta_P \int_{Y_0}^{Y/2} dy \, f_{jP} \tilde{b}^c(y) e^{-\alpha_s Y}
\]

(3.41)

\[
\times \exp(-\alpha_1 (Y - y) - \alpha_2 Y)
\]

\[
= \sum_{j \not= P} \beta_j^a \beta_P^b \int_{Y_0}^{Y/2} dy \, f_{jP} \tilde{b}^c \left( \frac{\alpha_j Y}{\alpha_j} - \frac{\alpha_j Y_0}{\alpha_j} \right)
\]

\[
+ \sum_{j \not= P} \beta_j^a \beta_P \beta_j^b \int_{Y_0}^{Y/2} dy \, f_{jP} \tilde{b}^c (Y - y) e^{-\alpha_s Y}
\]

(3.42)

Combining the third and fourth terms of (3.30) yields,

\[
- 2 \sum_{j \not= P} (\beta_P^a \beta_j^b - \beta_j^a \beta_P^b) \int_{y_{min}}^{0} dy \, f_{jP} \tilde{b}^c e^{-\alpha_s Y_j \frac{Y}{\alpha_j}}
\]

\[
+ \sum_{j \not= P} \beta_j^a \beta_P \beta_j^b \int_{y_{min}}^{0} dy \, f_{jP} \tilde{b}^c e^{-\alpha_s Y_j} + \mathcal{O}(e^{-\alpha_s Y_j}, j \not= P).
\]

(3.43)

The last term in (3.30) is evaluated in the \( s \to \infty \) limit:

\[
\int_{y_{min}}^{0} dy \left[ \frac{dN}{dy}(y, \infty) - \frac{dN}{dy}(y, \infty) \right] = \sum_{j \not= P} \beta_j^a \int_{y_{min}}^{0} dy \, f_{jP} \tilde{b}^c(y) e^{-\alpha_s Y}
\]

(3.44)

which is of order \( \exp(-\alpha_s Y_j) \).

Combining these results, we have for \( a = b \),

\[
\langle n_c \rangle = AY + B + CY e^{-\alpha_R Y} + \mathcal{O}(e^{-\alpha_R Y})
\]

(3.45)

where \( \alpha_R \) is the leading non-pomeron pole and \( \alpha_R = 1 - \alpha_1 \) (so that \( \alpha_R \approx 1/2 \)). The coefficients \( A, B, \) and \( C \) are given by

\[
A = \beta_P^a \beta_P^b \beta_P^c
\]

\[
B = 2 \int_{y_{min}}^{0} dy \, \beta_P^a \left( f_P \tilde{b}^c(y) - f_{PP} \beta_P^b \right)
\]

(3.46)

\[
C = \beta_R^a \beta_R^b \beta_R^c.
\]
Even if \( a \neq b \), the term proportional to \( \exp(-\lambda_Y Y/2) \) in Eq. (3.42) vanishes when the distribution for \( y > Y/2 \) is added in.¹

The most relevant case is \( a = b = p \). We can re-express (3.45) as

\[
\langle n_\epsilon \rangle = A' \log s + B' + C' \log s + \mathcal{O}(\log s). \tag{3.47}
\]

At first sight, the expansion for the average multiplicity seems to contradict the results for the triple-Regge region. There we found that the triple pomeron domain could contribute an amount \( a + b(\log s)^{-n} \), while no such term turned up in the multiplicity expansion. A careful examination of our procedures reveals the cause of this discrepancy. In the triple pomeron case, we required \( M^2 \) to be large in order to insure that the \( \alpha \bar{\alpha} \) channel had reggeized. This gave rise to the condition \( (y - y(\omega)) > \lambda/s(s_0) \). On the other hand, in the multiplicity expansion, we assumed that for all values of \( y \) the \( \alpha \bar{\alpha} \) channel had reggeized. This is equivalent to assuming in the triple-Regge estimate the integration continues right up to the phase-space boundary (\( K \to 0 \)). This would have the effect of eliminating the \( (\log s)^{-n} \) term. Of course this may not be justified. The presence or absence of logarithmic terms causes difficulties as well for the sum rules discussed in Chapter 2. Most simply put, the problem is that in a pure pole model for two-body cross sections, the total cross section has terms of the form \( s^{-\lambda_Y} \), while the diffractive contributions (triple pomeron say) appear to give logarithmic contributions. Of course, these logarithmic contributions may be cancelled by other logarithmic contributions. On the other hand, this quandry may be an indication that pure pole models are inconsistent—that "dynamical" cuts are a necessity.

D. Sum Rule Constraints on Fragmentation Distributions

The energy-momentum conservation sum rule, (2.6), places constraints for the residues \( f_{dJ} \). (Caneschi, 1971.) Let us work in the rest frame of \( a \), and consider the \( Y \to \infty \) limit. From (2.6),

\[
P_a \cdot P_b + m_a^2 = \sum_c \int dp_c \, p_a \cdot P_c \, \frac{1}{s} \frac{d\sigma}{dp_c}. \tag{3.48}
\]

Considering only a pomeron with \( \alpha_p = 1 \), and an effective non-pomeron with intercept \( \alpha_R < 1 \),

\[
\frac{d\sigma}{dp_c} = \beta_p^a f_p^b c(Y - y, p_c) + \beta_R^a f_R^b c(Y - y, p_c) e^{-\lambda_Y Y}. \tag{3.49}
\]

when \( y \) is large. This is the dominant region for (3.48), since

\[
P_a \cdot P_c = m_a \omega_c \cosh y. \tag{3.50}
\]

Thus as \( Y \to \infty \) (3.48) yields

\[
\frac{m_a^b e^Y}{2} = \sum_c \int dp_c \, \frac{m_a \omega_c}{2} e^Y \frac{1}{s} \left( \beta_p^a f_p^b c(Y - y, p_c) + \beta_R^a f_R^b c(Y - y, p_c) e^{-\lambda_Y Y} \right). \tag{3.51}
\]

Now in analogy with (3.49)

\[
\sigma_{ab}(s) = \beta_p^a \beta_p^b \sigma^{ab} + \beta_R^a \beta_R^b e^{-\lambda_Y Y}. \tag{3.52}
\]

Inserting this in (3.51) and expanding, we have
Let $y_{l} = Y - y$, so that (3.53) becomes

$$\chi \left( \frac{a}{b} f(b) \left( Y - y_{l}, p_{l} \right) + \beta_{R} a \beta_{R} b e^{-\alpha_{R} Y} \right).$$

(3.53)

Let $y' = Y - y$, so that (3.53) becomes

$$1 = \sum_{c} \sum_{y'_{\text{min}}}^{y'_{\text{max}}} d_{p_{c}}^{2} m_{c}^{a} \omega_{c} e^{-y'} \left( 1 - \beta_{R} a \beta_{R} b e^{-\alpha_{R} Y} \right)$$

(3.54)

Taking $Y \rightarrow \infty$, we obtain the fragmentation sum rules:

$$1 = \sum_{c} \int_{y'_{\text{min}}}^{y'_{\text{max}}} d_{p_{c}}^{2} m_{c}^{a} \omega_{c} e^{-y'} \frac{f(b) \left( y', p_{l} \right)}{\beta_{R} a \beta_{R} b}$$

(3.55)

and

$$1 = \sum_{c} \int_{y'_{\text{min}}}^{y'_{\text{max}}} d_{p_{c}}^{2} m_{c}^{a} \omega_{c} e^{-\alpha_{R} Y} \frac{f(b) \left( y', p_{l} \right)}{\beta_{R} a \beta_{R} b}.$$ 

(3.56)

Superficially, the sum rule (2.8) is a cause for concern. To see why, begin with (2.10) in the form

$$\sigma_{ab} \sum_{d} \int_{p_{d}} d_{p_{d}} d_{p_{d}} \sigma_{d} \left( p_{d}, p_{c} \right) = -m_{c}^{2} \frac{d\sigma_{c}}{dp_{c}}.$$ 

(3.57)

Now

$$p_{d} p_{c} = \omega_{c} \cosh(y_{d} - y_{c}) - p_{d}, p_{c}.$$ 

(3.58)

The right-hand side of (3.57) is bounded, so the integral on the left-hand side must converge. But for $y_{d}$ large,

$$p_{d} p_{c} \sim \omega_{c} \frac{\cosh(y_{d} - y_{c})}{2}.$$ 

Thus we must have some cancellation near the upper limit of the $y$ integration. To see how this comes about, let us evaluate $g(p_{d}, p_{c})$ for $y_{d}$ large and $y_{c}$ fixed. See Fig. 3.3. By our Mueller rules,

$$\frac{d\sigma}{dp_{c} dp_{d}} = f_{p} b_{d} \left( Y - y_{d}, p_{d} \right) f_{p} a_{c} \left( y_{c}, p_{c} \right) + f_{R} b_{d} \left( Y - y_{d}, p_{d} \right)$$

and

$$f_{R} a_{c} \left( y_{c}, p_{c} \right) e^{-\alpha_{R} \left( y_{d} - y_{c} \right)}.$$ 

(3.59)

From (2.10), (3.49), (3.52), and (3.59), we obtain

$$\sigma_{ab} \left( p_{d}, p_{c} \right) = f_{p} b_{d} f_{p} a_{c} + f_{R} b_{d} f_{R} a_{c} e^{-\alpha_{R} \left( y_{d} - y_{c} \right)}$$

$$- \frac{1}{\beta_{R} a \beta_{R} b} \left( 1 - \beta_{R} a \beta_{R} b e^{-\alpha_{R} Y} \right) \left( f_{p} b_{d} a_{p} + f_{R} b_{d} a_{p} e^{-\alpha_{R} Y_{d}} \right)$$

$$\times \left( f_{p} a_{c} b_{p} + f_{R} a_{c} b_{p} e^{-\alpha_{R} \left( y_{c} \right)} \right) \left( \alpha_{R} \left( y_{d} - y_{c} \right) \right)$$ 

(3.60)

$$= \left( f_{R} b_{d} e^{-\alpha_{R} Y_{d}} - \frac{\beta_{R} b_{R} e^{-\alpha_{R} Y}}{\beta_{p}} \right) \left( f_{R} a_{c} e^{-\alpha_{R} \left( y_{c} \right)} - \frac{\beta_{R} a_{R} e^{-\alpha_{R} Y_{d}}}{\beta_{p}} \right)$$

$$+ \text{higher order in } Y \text{ and } y_{d}.$$ 

(3.61)
where the arguments are the same as those in (3.59). The terms shown explicitly in (3.61) are the ones which appeared to cause trouble on account of the \( \exp(y_d) \) in the integrand. However, by virtue of the sum rules (3.55) and (3.56), the displayed terms in (3.61) cancel, leaving the high-order terms which permit the saturation of this sum rule (Ellis, Finkelstein, and Peccei, 1972; Cahn and Koplik, 1972).

E. Behavior in the Central Region

One of the most interesting consequences of Mueller analysis concerns the behavior at high energies of the inclusive differential cross section near \( z = 0 \). (Abramov, 1971, 1971a). From (3.4) we have for \( (b|c|a) \)

\[
\frac{d\sigma}{dp_c} = \beta_P \alpha_P b f_{PP} c(p_L) + \sum_{j \neq P} \beta_P \alpha_j b f_{PJ} c(p_L) \left[ \beta_P \alpha_j b e^{-\alpha_j (Z_b - Z)} \right]
\]

\[
+ \sum_{j \neq P} \sum_{i \neq P} \beta_j \alpha_i b \left[ \beta_j \alpha_i c^{\alpha_i \alpha_j} c^{\alpha_j \alpha_i} \right]
\]

\[
\times f_{ij} c(p_L^{2}) .
\]

(3.62)

For simplicity consider only two Regge poles, \( P \) and \( R \), with \( \alpha_P = 1 \), and \( \alpha_R < 1 \) and suppose \( a = b \). Then the inclusive cross section is

\[
\frac{d\sigma}{dp_c} = \beta_P^2 f_{PP} c(p_L) + 2 \beta_P \beta_R \alpha_R e^{-2\alpha_R Z} f_{PR} c(p_L)
\]

\[
+ \beta_R^2 e^{-2\alpha_R Z} f_{RR} c(p_L^{2}) .
\]

(3.63)

Since \( s \propto \exp(2Z_a) \), the cross section at \( z = 0 \) approaches its asymptotic value as \( s \to \infty \) (typically \( s^{\alpha_R / 2} \)). For fixed large \( s \), the \( z \) dependence for small \( z \) is

\[
\frac{d\sigma}{dp_c} = A(p_L) + B(p_L) \cosh \alpha_R Z .
\]

It is clear that the sign of \( B \) is related to the rising or falling of \( d\sigma/dp_c \) at \( z = 0 \) as \( s \) increases. A cross section increasing with \( s \) requires \( B \) to be negative and vice versa.
CHAPTER FOUR

CONSEQUENCES OF INTERNAL SYMMETRIES IN A MUELLER MODEL

A. Quantum Numbers of the J-plane Singularities

In its simplest form the Mueller model assumes that $\langle a:clb \rangle$ is dominated by poles in the $b\bar{b}$ channel of the corresponding six-point function. The spirit of the model is more general though, and the existence of cuts as well as poles is expected. In a pure model with $\alpha_p(0) = 1$, scaling obtains [Eq. (3.2)]. In a pure pole model with $\alpha_p(0) < 1$, scaling holds for $\frac{1}{\sigma(s)} \frac{d\sigma}{dp}(s)$. By the factorizability of poles,

$$\frac{1}{\sigma_{ab}(s)} \frac{d\sigma}{dp}[(a:clb),s]$$

is independent of $b$ as $s \to \infty$. It is probably too much to ask that all the important j-plane singularities be poles and so factorizability may indeed be broken. This alone would not invalidate the Mueller approach any more than the existence of cuts in two-body reactions vitiates Regge phenomenology in that domain.

Whatever the nature of the j-plane singularities, they must have well-defined quantum numbers for certain symmetries of the strong interactions, including charge conjugation, C, and isospin. Thus we can decompose the cross section quite generally as

$$\frac{d\sigma}{dp}(a:clb) = \sum_j f_j^{(a:clb)}(y, p_{\perp}, Y) \exp(-\alpha_j [Y - y]) \quad (4.2)$$

If the charge conjugation eigenvalue of the singularity $j$ is $C_j$, then

$$\frac{d\sigma}{dp}(a:clb) = \sum_j C_j f_j^{(a:clb)}(y, p_{\perp}, Y) \quad (4.3)$$

If $G = \exp(-i\pi I_2)$ is the G-parity operator and $G_j$ the eigenvalue of the singularity $j$,

$$\frac{d\sigma}{dp}(a:clb) = \sum_j G_j f_j^{(a:clb)}(y, p_{\perp}, Y) \quad (4.4)$$

and

$$\frac{d\sigma}{dp}(a:clb) = \sum_j G_j C_j f_j^{(a:clb)}(y, p_{\perp}, Y) \quad (4.5)$$

In a model in which cuts are generated by double pole exchange, it is easy to see how the cuts remain pure $C$ and $G$ objects while losing their factorizability. We might schematically represent the amplitude for Fig. 4.1 as

$$\int d^4 q \exp[\alpha_j(t) [Y - y] + \alpha_1(t) [Y - y]] \beta_1^b(t) \beta_2^b(t) \frac{1}{-2p_{\perp} q} \mathcal{M}(p_a, p_b, q) \quad (4.6)$$

with $t = -q^2$, and where $\mathcal{M}$ is a forward four-particle, two-reggeon amplitude. Although factorizability is clearly lost, this contribution to the amplitude for $\langle a:clb \rangle = \langle a:clb \rangle$ is $C_1 C_j$ times the amplitude
for the $i \otimes j$ contribution to $(a;c|b)$. Of course the existence of well-defined $C_j$'s and $G_j$'s does not depend on such an explicit model, but is a consequence of the symmetries themselves.

By taking combinations of reactions, we can isolate certain \begin{equation}
\begin{aligned}
\langle \pi^+|\pi^-|b\rangle - \langle \pi^-|\pi^+|b\rangle \text{ is pure } G = +1, \\
C = -1 \text{ in the } b\bar{b} \text{ channel} -- \text{what we would ordinarily call "p", but including singularities like the } \rho \otimes \rho \text{ cut as well}.\end{aligned}
\end{equation}
Similarly \begin{equation}
\begin{aligned}
\langle \pi^+|\pi^-|b\rangle - \langle \pi^-|\pi^+|b\rangle \text{ is pure } C = -1 \text{ with } \rho-, \omega-, \text{ and } \phi\text{-like contributions.}
\end{aligned}
\end{equation}

The significance of this decomposition into amplitudes with well-defined quantum numbers in the $b\bar{b}$ channel is that it enables us to see whether or not the singularities correspond to those in two-body scattering. Does the $G = +1$, $C = +1$ amplitude dominate at high energies? Do the other amplitudes vanish as $s \rightarrow \infty$ with $\alpha_R \sim 1/2$? These are the fundamental points to be verified in establishing the correctness of the Mueller approach.

B. Isospin Equalities

Let us proceed under the assumption that the leading singularity--the pomeron--has $C = +1$ and $I = 0$. Then we may analyze the isospin structure of $f_{p^\bar{b}}^{ac}$. We turn again to the six-point function and see that, in effect, $f_{p^\bar{b}}^{ac}$ is a vertex which we may represent \begin{equation}
f_{p^\bar{b}}^{ac} \propto \langle ac|p|ac\rangle. \tag{4.7}
\end{equation}
Because $P$ is an $I = 0$ operator the Wigner-Eckart theorem gives us an especially simple decomposition: \begin{equation}
\begin{aligned}
\langle ac|P|ac\rangle &= \sum_{I,I'_Z,I'_Z} \langle ac|I,I_Z\rangle \langle I,I_Z|P|I',I'_Z\rangle \langle I',I'_Z|ac\rangle \\
&= \sum_{I,I_Z} \langle ac|I,I_Z\rangle^2 P^I_{AC}
\end{aligned}
\end{equation}
where $P^I_{AC}$ represents the reduced matrix element for isomultiplets $A$ and $C$ of which $a$ and $c$ are members. Now the range of $I$ is from $|I_A - I_C|$ to $I_A + I_C$, i.e. a range of $2I_{\text{min}} + 1$, where $I_{\text{min}} = \min(I_A,I_C)$. The number of fragmentations $(a;c)$ is $(2I_A + 1)(2I_C + 1)$ so there are $2I_{\text{min}} + 1$ independent amplitudes and $2I_{\text{max}} = (2I_{\text{min}} + 1)$ linear relations. Thus for example as $s \rightarrow \infty$ (so that the $I = 0$ b$\bar{b}$ amplitude dominates) \begin{equation}
\begin{aligned}
(p\pi^-) &= (n\pi^+) \tag{4.9a} \\
(p\pi^+) &= (n\pi^-) \tag{4.9b} \\
(p\pi^0) &= (n\pi^0) \tag{4.9c}
\end{aligned}
\end{equation}
where we have dropped $b$ since it remains unchanged throughout. Of course these relations hold read either as fragmentation of nucleons into pions or vice versa: the isospin structure is the same in both instances.

Many of the isospin relations follow just from $C$ and $G$. Of the relations (4.9), only (4.9d) requires $I = 0$ in the $b\bar{b}$...
The channel; the other follow from \( C = G = 1 \). The following asymptotic equalities follow just from \( C = G = 1 \):

\[
(K^+:\Lambda) = (K^0:\Lambda) \\
(\pi^+:\Lambda) = (\pi^-:\Lambda) \\
(\pi^+:\Sigma^-) = (\pi^-:\Sigma^+) \\
(\pi^+:\Sigma^+) = (\pi^-:\Sigma^-) \\
(\pi^+:\Omega) = (\pi^-:\Omega^0) .
\]

\( (4.10) \)

**C. SU(3) Equalities**

In analogy to (4.7), we can find the relations which would follow from exact \( SU(3) \) and the assumption that the pomeron is a unitary singlet. The Wigner-Eckart theorem becomes slightly trickier to apply because the Clebsch Gordan series for \( SU(3) \) is more complex. For example we have the famous decomposition:

\[
8 \otimes 8 = 27 \oplus 10 \oplus 10^* \oplus 3 \oplus 1. \quad \text{Two 8's occur, while in the Clebsch Gordan series for } SU(2) \text{ no irreducible representation occurs more than once. With this caveat we continue as in (4.8). For a and c members of octets A and C,}^3
\]

\[
\langle ac|P|ac\rangle = \sum_{\mu_\gamma,\nu} \left( \begin{array}{cc} 8 & 8 \\ \nu_a & -\nu_c \end{array} \right) \left( \begin{array}{cc} 8 & 8 \\ \nu_a & -\nu_c \end{array} \right) X \langle \mu_\gamma,\nu|P|\mu_\gamma',\nu'\rangle .
\]

\( (4.11) \)

In general we have seven reduced matrix elements; \( P^{27,27}, P^{10,10}, P^{10 \otimes 10^*}, P^8, P^8, P^8, P^8, P^8, P^8, P^8, P^8 \), and \( P^{1,1} \). By time reversal invariance for the six-point function, \( P^8 = P^8 \). Let us consider first the case in which a is a pseudoscalar meson, and c is an octet baryon: \( (P:B) \). There are 64 reactions of this sort. By the isospin analysis above there are \( 21_{\text{min}} + 1 \) independent reactions for each isomultiplet fragmentation. Thus the number of independent reactions remaining after isospin equalities is

\[
(\pi:3) \rightarrow 3 \quad (K:3) \rightarrow 2 \quad (K:3) \rightarrow 2 \quad (\eta:3) \rightarrow 1 \\
(\pi:N) \rightarrow 2 \quad (K:N) \rightarrow 2 \quad (K:N) \rightarrow 2 \quad (\eta:N) \rightarrow 1 \\
(\pi:3) \rightarrow 2 \quad (K:3) \rightarrow 2 \quad (K:3) \rightarrow 2 \quad (\eta:3) \rightarrow 1 \\
(\pi:A) \rightarrow 1 \quad (K:A) \rightarrow 1 \quad (K:A) \rightarrow 1 \quad (\eta:A) \rightarrow 1
\]

\( (4.12) \)

\( \text{a total of 26. Since there are seven } SU(3) \text{ invariant amplitudes, there are nineteen linear relations. These are determined from (4.12).} \)

The explicit decomposition into \( SU(3) \) invariant amplitudes is given in Table 4.1. One choice for the 19 independent relations is

\[
(\pi:p) = (K^-:\Sigma^+) = (K^+:\Omega^0) \\
(\pi^+\pi) = (K^0:3) = (K^+:\Sigma^+) \\
(\pi^-:\Sigma^+) = (K^-:\pi) = (K^+:\Sigma^-) \\
(\pi^-:\Sigma^-) = (K^-:\Sigma^+) = (K^+:\pi) \\
(\pi^-:\Sigma^+) = (K^-:\Sigma^-) = (K^+:\pi) \\
(\pi^-:\Sigma^-) = (K^-:\Sigma^-) = (K^+:\pi)
\]

\( \text{Equation (4.13) continued next page} \)
Equation (4.13) continued

\[ 2(\pi^+;p) + 2(K^+;n) + 4(\pi^+;\Sigma^0) = (\pi^+;p) + (K^+;n) + 6(K^+;\Lambda) \]
\[ 2(\pi^+;p) + 2(K^-;n) + 4(\pi^+;\Sigma^0) = (\pi^-;p) + (K^+;n) + 6(K^-;\Lambda) \]
\[ (\pi^+;p) + (\pi^-;p) + (K^-;n) + (K^+;n) = (\pi^+;\Sigma^0) + 3(\pi^+;\Lambda) \]
\[ (\eta;\Sigma^+) = (\pi^+;\Lambda) \]
\[ (\pi^+;\Sigma^0) + (\eta;\Lambda) = (\pi^+;\Sigma^+) + (\pi^+;\Sigma^-) \]
\[ 6(\eta;p) + (\eta^-;p) + (\pi^+;p) = 2(K^+;n) + 2(K^-;n) + 4(\pi^+;\Sigma^0) \]
\[ 6(\eta;\Sigma^-) + (K^-;p) + (K^+;n) = 2(\eta^-;p) + 2(\pi^+;p) + 4(\pi^+;\Sigma^0) \] (4.13)

We turn now to the case (P:0). Since the pomeron is C even, \( s = 0 \), and \( p^{10,10} = p^{10,10} \). Consequently, there are only five SU(3) invariant amplitudes for (P:0) and (4.12) simplifies to

\[ \langle a\bar{c}|p|a\bar{c} \rangle = \sum_{\mu\nu} \binom{8}{8} \binom{8}{8} \mu\nu p^{\mu\nu} \] (4.14)

Since

\[ \binom{8}{8} \binom{8}{8} \mu\nu = \binom{8}{8} \mu\nu \] (4.15)

we have

\[ \langle a\bar{c}|p|a\bar{c} \rangle = \langle c\bar{a}|p|c\bar{a} \rangle \] (4.16)

where \( a \) and \( c \) are members of the same SU(3) multiplet. Thus asymptotically, where \( P \) dominates in the b\( \Sigma \) channel, (a:c) = (c:a).

We have as an example of the power of this SU(3) relation, the predictions for

\[ (\pi^-;K^+) = (K^-;\pi^+) \]
\[ (\pi^-;\pi^+) = (K^-;\pi^+) \]
\[ (\eta;\pi^-) = (K^-;\pi^+) \] (4.17)

Among the twelve independent amplitudes there must be seven more SU(3) relations beyond those of the form (a:c) = (c:a). We may choose them to be

\[ (\pi^-;\pi^+) = (K^-;K^+) \]
\[ (K^-;K^+) = (K^-;\pi^+) \]
\[ (K^-;\pi^-) = (\pi^-;K^+) \] (4.18)
\[ 3(K^-;\pi^-) = 2(\pi^-;\pi^+) + (K^-;\pi^+) \]
\[ 3(\pi^-;\eta) = 4(K^-;\pi^+) - (\pi^-;\pi^+) \]
\[ (\eta;\pi^-) = (\pi^-;\pi^+) + (\pi^-;\pi^+) \] (4.19)

The last relation is written for completeness only. The others are experimentally accessible. Notice that it is unnecessary to observe (K^-;\pi^+) since by isospin and C,

\[ (K^-;\pi^+) = \frac{1}{2}(K^-;\pi^+) \] (4.20)
By similar manipulations, these relations can be written in a variety of other forms.

A multitude of SU(3) relations can be derived for (B:B), (B:P), (P:B), etc. from (4.13) and (4.14) mutatis mutandis. Fragmentation into vector mesons can also be treated. If we consider the vector mesons as a degenerate nonet, designating the isosinglets by \( \omega_1 \) and \( \omega_2 \) we find for the number of independent reactions after invoking C and isospin invariance in the case (P:V)

\[
egin{align*}
(\pi:K^*) & \rightarrow 2 & (K:K^*) & \rightarrow 2 & (\eta:K^*) & \rightarrow 1 \\
(\pi:p) & \rightarrow 3 & (K:K^*) & \rightarrow 1 & (\eta:K^*) & \rightarrow 1 \\
(\pi:\omega_1) & \rightarrow 1 & (K:\omega_1) & \rightarrow 1 & (\eta:K^*) & \rightarrow 1 \\
(\pi:\omega_2) & \rightarrow 1 & (K:\omega_2) & \rightarrow 1 & (\eta:p) & \rightarrow 1 \\
(K:p) & \rightarrow 2 \\
\end{align*}
\]

With seven SU(3) invariant amplitudes, there are twelve linear relations. It is possible to choose eight which do not involve \( \omega_1 \) or \( \omega_2 \), thus obviating the problem of the mixing angle. The relations involving the mixing angle are more complex and not accessible to tests. One choice of relations not involving \( \omega_1 \) and \( \omega_2 \) is

\[
egin{align*}
(K^+:p^+) & = (\pi^+:K^*) \\
(K^+:p^-) & = (\pi^-:K^*) \\
(K^-:K^{*0}) & = (K^-:p^+) \\
(K^-:K^{*-}) & = (\pi^-:p^-)
\end{align*}
\]

Using isospin invariance in conjunction with these relations, one can generate other experimentally testable predictions, such as

\[
2(K^-:p^0) = (K^-:K^{*0}) + (K^-:K^{*0}).
\]

D. Symmetries in Pionization

From Fig. 3.2 and Eq. (3.7), we see that \( \langle a|c|b \rangle \) is controlled by double pomeron exchange. The residue \( f_{PP}^c \) corresponds to a four-point amplitude for two pomerons at \( t = 0 \) and particle \( c \) coming in and going out. Thus the SU(3) content might be summarized as

\[
f_{PP}^c \propto \langle c|PP|c \rangle.
\]

If \( P \) is a unitary singlet, then \( f_{PP}^c \) is the same for every \( c \) in the SU(3) multiplet. For members of the same isomultiplet, this relation should be exact (up to electromagnetic effects), as it should be for particles related by C.

A primitive model for SU(3) breaking in the pionization region can be obtained by assuming the pomeron has a small octet contribution:
\[ P = P_0 + \epsilon P_8. \]  

(4.22)

Then, to first order, (4.21) becomes

\[ f_{pp} \propto \langle c|P_0 P_0|c\rangle + 2\epsilon \langle c|P_0 P_8|c\rangle. \]  

(4.23)

Of course (4.23) is analogous to the Gell-Mann-Okubo prescription for mass splittings. We can immediately conclude that (4.24) implies

\[ \frac{1}{2} \left[ (|N|) + (1\Xi) \right] = \frac{3}{4} \left[ (|\Sigma|) + 3(|\Lambda|) \right] \]

\[ (|K|) = \frac{1}{4} \left[ (|\pi|) + 3(|\eta|) \right] \]  

(4.24)

where \( N \) denotes any one member of the \( N \) isomultiplet, etc.

---

### Table 4.1

<table>
<thead>
<tr>
<th></th>
<th>( p^{27,27} )</th>
<th>( p^{10,10} )</th>
<th>( p^{10,10} )</th>
<th>( 8_s )</th>
<th>( 8_a )</th>
<th>( 8_s )</th>
<th>( 8_a )</th>
<th>( p^{1,1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \pi^+ \rightarrow p )</td>
<td>1/5</td>
<td>1/6</td>
<td>1/6</td>
<td>3/10</td>
<td>1/6</td>
<td>2\sqrt{5}/10</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>( \pi^- \rightarrow p )</td>
<td>1/2</td>
<td>1/2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( K^+ \rightarrow p )</td>
<td>7/10</td>
<td>1/12</td>
<td>1/12</td>
<td>1/5</td>
<td>1/3</td>
<td>0</td>
<td>1/8</td>
<td></td>
</tr>
<tr>
<td>( K^+ \rightarrow n )</td>
<td>1/5</td>
<td>1/6</td>
<td>1/6</td>
<td>3/10</td>
<td>1/6</td>
<td>-2\sqrt{5}/10</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>( K^- \rightarrow p )</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( K^- \rightarrow n )</td>
<td>1/2</td>
<td>0</td>
<td>1/2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \eta \rightarrow p )</td>
<td>9/20</td>
<td>0</td>
<td>1/4</td>
<td>1/20</td>
<td>1/4</td>
<td>-\sqrt{5}/10</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>( \pi^- \rightarrow \Sigma^+ )</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \pi^+ \rightarrow \Sigma^0 )</td>
<td>1/2</td>
<td>1/12</td>
<td>1/12</td>
<td>0</td>
<td>1/3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \pi^+ \rightarrow \Sigma^+ )</td>
<td>7/10</td>
<td>1/12</td>
<td>1/12</td>
<td>1/5</td>
<td>1/3</td>
<td>0</td>
<td>1/8</td>
<td></td>
</tr>
<tr>
<td>( K^+ \rightarrow \Sigma^+ )</td>
<td>1/5</td>
<td>1/6</td>
<td>1/6</td>
<td>3/10</td>
<td>1/6</td>
<td>2\sqrt{5}/10</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>( K^- \rightarrow \Sigma^+ )</td>
<td>1/2</td>
<td>0</td>
<td>1/2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( K^- \rightarrow \Sigma^0 )</td>
<td>1/2</td>
<td>1/2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \eta \rightarrow \Sigma^+ )</td>
<td>3/10</td>
<td>1/4</td>
<td>1/4</td>
<td>1/5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \pi^+ \rightarrow \Lambda )</td>
<td>3/10</td>
<td>1/4</td>
<td>1/4</td>
<td>1/5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( K^+ \rightarrow \Lambda )</td>
<td>9/20</td>
<td>1/4</td>
<td>0</td>
<td>1/20</td>
<td>1/4</td>
<td>-\sqrt{5}/10</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>( K^- \rightarrow \Lambda )</td>
<td>9/20</td>
<td>0</td>
<td>1/4</td>
<td>1/20</td>
<td>1/4</td>
<td>\sqrt{5}/10</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1 continued next page
ANGULAR DISTRIBUTIONS IN THE CENTRAL REGION

A. General Relations between Rapidity and Angular Distributions

In the previous chapters we have seen how the rapidity is a natural variable for the study of inclusive reactions. Some experimental data, however, cannot be treated in rapidity or Feynman's $x$ variable because only the production angle is measured. This is frequently true for cosmic ray data, and is so for some accelerator data. In this chapter we shall investigate how distributions for which the rapidity is the natural variable appear when viewed only as angular distributions. Of course nothing precise can be said without specifying the actual distribution which is to be viewed as a function of production angle. Nevertheless, from the general behavior of the particle spectra as a function of transverse momentum we can form an adequate estimate of the modification of the spectra which occurs when the total particle momentum is averaged over.

The first step is to choose an angular variable which resembles the rapidity variable. The center of mass rapidity defined by Eq. (1.1) can be expressed as

$$z = \frac{1}{2} \ln \left( \frac{E + p_{||}}{E - p_{||}} \right)$$  \hspace{1cm} (5.1)$$

where $E$ is the center of mass energy of the particle and $p_{||}$ is the momentum parallel to the beam direction. With $p_{||} = p \cos \theta$, this becomes

$$z = \frac{1}{2} \ln \left( \frac{1 + \frac{p}{E} \cos \theta}{1 - \frac{p}{E} \cos \theta} \right)$$  \hspace{1cm} (5.2)$$

Table 4.1 continued.

<table>
<thead>
<tr>
<th>$\eta \to \Lambda$</th>
<th>$\pi^+ \to \Xi^-$</th>
<th>$\pi^- \to \Xi^-$</th>
<th>$K^+ \to \Xi^-$</th>
<th>$K^+ \to \Xi^0$</th>
<th>$K^- \to \Xi^-$</th>
<th>$K^- \to \Xi^0$</th>
<th>$\eta \to \Xi^-$</th>
</tr>
</thead>
<tbody>
<tr>
<td>27/40</td>
<td>0</td>
<td>1/5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1/2</td>
<td>0</td>
<td>1/2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1/5</td>
<td>1/6</td>
<td>1/6</td>
<td>3/10</td>
<td>1/6</td>
<td>-2\sqrt{5/10}</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1/2</td>
<td>1/2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7/40</td>
<td>1/12</td>
<td>1/12</td>
<td>1/5</td>
<td>1/3</td>
<td>0</td>
<td>1/8</td>
<td>0</td>
</tr>
<tr>
<td>1/6</td>
<td>1/6</td>
<td>3/10</td>
<td>1/6</td>
<td>2\sqrt{5/10}</td>
<td>0</td>
<td>1/8</td>
<td>0</td>
</tr>
<tr>
<td>9/20</td>
<td>1/4</td>
<td>0</td>
<td>1/20</td>
<td>1/4</td>
<td>\sqrt{5/10}</td>
<td>0</td>
<td>1/8</td>
</tr>
</tbody>
</table>
For \( p \gg m_c \), \( z \) is evidently determined by the production angle and approximates the angular variable

\[
\eta = \frac{1}{2} \ln \left( \frac{1 + \cos \theta}{1 - \cos \theta} \right)
\]

(5.3)

\[
\approx \ln \left( \cot \frac{\theta}{2} \right)
\]

(5.4)

Fixed angle behavior corresponds to \((b|c|a)\) since for fixed total momentum, it corresponds to fixed momentum parallel to the beam direction. Thus we begin with Eq. (3.64), which assumes two effective Regge poles—one pomeron with \( \alpha_p = 1 \), and one non-pomeron (which we call the reggeon here) with \( \alpha_R = 1/2 \). For simplicity we shall assume \( a = b \), although this is certainly not necessary. Absorbing some kinematical factors, we can write

\[
\frac{d\sigma}{dp} = f_{PP}(p_\perp) + f_{PR}(p_\perp) s^{-\frac{1}{2}} \cosh(\eta) + \mathcal{O}(s^{-\frac{1}{2}})
\]

(5.5)

In Chapter 3 we pointed out that this form indicates a correlation between the cross section at \( z = 0 \) as a function of \( s \) and the variation with \( z \) near \( z = 0 \) at fixed \( s \): rising cross sections must have a local maximum at the center while falling cross sections must develop a local minimum there. Clearly the same holds true for

\[
\frac{d\sigma}{dz} = \int d^2 p_\perp \frac{d\sigma}{dp}
\]

(5.6)

To investigate the nature of angular distributions we require some kinematical identities:

\[
\text{sech } \eta = \sin \theta
\]

(5.7a)

\[
\tanh \eta = \cos \theta
\]

(5.7b)

\[
p_\perp = p \text{ sech } \eta
\]

(5.7c)

\[
p_\parallel = p \tanh \eta
\]

(5.7d)

\[
d^2 \frac{\sigma}{x} = d^2 p_\perp \frac{d\sigma}{dz}
\]

(5.7e)

\[
= \pi d^2 p_\perp \frac{d\sigma}{dz}
\]

(5.7f)

\[
= \pi d^2 p_\perp \frac{d\sigma}{dz} \left( 1 + \frac{m^2}{p_\perp^2 \cosh^2 \eta} \right)^{-\frac{1}{2}}
\]

(5.7g)

Equation (5.7g) follows from

\[
z = \ln \left[ \frac{(p_\perp \cosh \eta + m^2)^{\frac{1}{2}} + p_\parallel \sinh \eta}{m_\perp} \right]
\]

(5.8)

where \( m_\perp^2 = p_\perp^2 + m^2 \). Thus the cross section analogous to (5.6) is

\[
\frac{d\sigma}{d\eta} = \int d^2 p_\perp \left( 1 + \frac{m^2}{p_\perp^2 \cosh^2 \eta} \right)^{-\frac{1}{2}} \frac{d\sigma}{dp}
\]

(5.9)

We define

\[
\frac{d\sigma}{dz} = \frac{d\sigma}{dz} (P - P) + \frac{d\sigma}{dz} (P - R)
\]

(5.10a)

\[
\frac{d\sigma}{d\eta} = \frac{d\sigma}{d\eta} (P - P) + \frac{d\sigma}{d\eta} (P - R)
\]

(5.10b)
with
\[
\frac{dz}{dz} (P - P) = \pi \int dp_\perp^2 q_{PP}(p_\perp) \tag{5.11a}
\]
\[
\frac{dz}{dz} (P - R) = \pi s^{-1/2} \cosh(\frac{z}{2}) \int dp_\perp^2 q_{PR}(p_\perp) \tag{5.11b}
\]
\[
\frac{dz}{dz} (P - P) = \pi \int dp_\perp^2 q_{PP}(p_\perp) \left( 1 + \frac{m^2}{p_\perp^2 \cosh^2 \eta} \right)^{-1/2} \tag{5.11c}
\]
\[
\frac{dz}{dz} (P - R) = \pi s^{-1/2} \int dp_\perp^2 q_{PR}(p_\perp) \left( 1 + \frac{m^2}{p_\perp^2 \cosh^2 \eta} \right)^{-1/2}
\times \left[ \frac{1}{2} + \frac{1}{2} \left( 1 + \frac{p_\perp^2 \sinh^2 \eta}{m^2} \right) \right] + \mathcal{O}(\eta^2) \tag{5.11d}
\]
Equation (5.11d) can be expanded for small \(\eta\) as
\[
\frac{dz}{dz} (P - R) = \pi s^{-1/2} \int dp_\perp^2 q_{PR}(p_\perp) \left( 1 + \frac{m^2}{p_\perp^2} \right)^{-1/2}
\times \left[ 1 + \frac{\eta^2}{8} \left( \frac{p_\perp^2}{m^2} + \frac{\hbar m^2}{m^2} \right) \right] + \mathcal{O}(\eta^4) \tag{5.12}
\]
Thus we can make the comparisons,
\[
\frac{dz}{dz} (P - P) = \left\langle \left( 1 + \frac{m^2}{p_\perp^2 \cosh^2 \eta} \right)^{-1/2} \right\rangle \tag{5.13a}
\]
\[
\frac{dz}{dz} (P - R) = \left\langle \left( 1 + \frac{m^2}{p_\perp^2 \cosh^2 \eta} \right)^{-1/2} \right\rangle + \mathcal{O}(\eta^4) \tag{5.13b}
\]
\[
\frac{dz}{dz} (P - R) = \left\langle \left( 1 + \frac{m^2}{p_\perp^2 \cosh^2 \eta} \right)^{-1/2} \right\rangle + \mathcal{O}(\eta^4) \tag{5.13c}
\]
From (5.13a) we see that
\[
\frac{dz}{dz} (P - P) < \frac{dz}{dz} (P - P) \tag{5.14}
\]
for all \(\eta\) and \(\frac{dz}{dz} (P - P)\) approaches \(\frac{dz}{dz} (P - P)\) monotonically as \(\eta \to \infty\). From (5.13b)
\[
\frac{dz}{dz} (P - R) \eta=0 < \frac{dz}{dz} (P - R) \tag{5.15}
\]
From (5.13c) and (5.14), for \(\eta = z \to \infty\)
\[
e^{-\frac{\eta^2}{2}} = \frac{dz}{dz} (P - R) \eta=0 = \left\langle \left( \frac{p_\perp}{m} \right)^{\frac{1}{2}} \right\rangle \frac{dz}{dz} (P - R) \eta=0 = \left\langle \left( \frac{p_\perp}{m} \right)^{\frac{1}{2}} \right\rangle \tag{5.16}
\]
Using (5.13b) and (5.16), for \(\eta = z\)
\[
\frac{dz}{dz} (P - R) \eta=0 < \frac{dz}{dz} (P - R) \eta=\infty < 1 \tag{5.17}
\]
B. Expansions about the Center

Asymptotically, the rapidity distribution becomes flat near $z = 0$. Its curvature comes from the pomeron-reggeon term what has $s^{-4}$ behavior. We can expand the rapidity distribution (5.10a) as

$$\frac{d\sigma}{dz} = \pi \int dp_\perp^2 f_{pp}(p_\perp) + \pi s^{-4} \left(1 + \frac{z^2}{5} + \ldots\right) \int dp_\perp^2 f_{PR}(p_\perp)$$

$$= A_0 + s^{-4} (B_0 + z^2 B_1 + \ldots)$$

(5.18)

(5.19)

with $B_1/B_0 = 1/8$.

The angular distribution on the other hand does not become flat asymptotically, but develops a local minimum at the center. We can write an analogous expansion for small $\eta$:

$$\frac{d\sigma}{d\eta} = (A'_0 + A'_1 \eta^2 + \ldots) + s^{-4} (B'_0 + B'_1 \eta^2 + \ldots)$$

(5.20)

where

$$A'_0 = \pi \int dp_\perp^2 f_{pp}(p_\perp) \left(1 + \frac{m^2}{p_\perp^2}\right)^{1/2}$$

(5.21a)

$$= A_0 \langle \frac{p_\perp}{m_\perp} \rangle$$

(5.21b)

$$A'_1 = A_0 \langle \frac{m^2}{2m^2} \frac{p_\perp}{m_\perp} \rangle$$

(5.21c)

$$B'_0 = B_0 \langle \frac{p_\perp}{m_\perp} \rangle$$

(5.22a)

Thus the center of the $\eta$ distribution is depressed by a factor

$$\frac{A'_0}{A_0} = \frac{\langle \frac{p_\perp}{m_\perp} \rangle}{\langle \frac{m^2}{2m^2} \frac{p_\perp}{m_\perp} \rangle}$$

(5.23)

The asymptotic curvature is given by

$$\frac{A'_1}{A_0} = \frac{\langle \frac{m^2}{2m^2} \frac{p_\perp}{m_\perp} \rangle}{\langle \frac{p_\perp}{m_\perp} \rangle}$$

(5.24)

The curvature of the nonasymptotic reggeon-pomeron term is

$$\frac{B'_1}{B_0} = \frac{1}{8} \frac{\left\langle 1 + \frac{m^2}{2m^2} \frac{p_\perp}{m_\perp} \right\rangle}{\langle \frac{p_\perp}{m_\perp} \rangle}$$

(5.25)

As $m_c \to 0$, $\eta$ and $z$ become equivalent. It is easy to verify that in this limit, all the primed coefficients tend to the unprimed coefficients.

Because the asymptotic pomeron-pomeron term in the rapidity distribution is flat, the curvature of the distribution at finite $s$ can be attributed to the nonasymptotic terms. For the angular distributions, the situation is not so simple. At finite $s$, the curvature depends on both the asymptotic and nonasymptotic terms.

From (5.24) and (5.25) we see
If at finite $s$ we have

$$\frac{dg}{d\eta} = C_0' + C_1' \eta^2 + \cdots \quad (5.27)$$

with $C_1' < 0$, then we can conclude $B_0' < 0$, since

$$C_1' = A_1' + s^{-1} B_0' \left( \frac{B_1'}{B_0'} \right) \quad (5.28)$$

If $C_1' > 0$, $B_0'$ may be either positive or negative. No matter what the sign of $B_0'$, eventually $C_1'$ is simply determined by $A_1'$, which is positive.

C. Numerical Examples

To clarify these ideas, consider a hypothetical distribution with

$$f_{\text{PP}}(p_\perp) = \frac{\sigma_{\text{PP}}}{m^2} e^{-\frac{ap_\perp^2}{2}} \quad (5.29a)$$

$$f_{\text{PR}}(p_\perp) = \frac{\sigma_{\text{PR}}}{m^{3/2}} e^{-\frac{ap_\perp^2}{2}} \quad (5.29b)$$

Then

$$\frac{dg}{dz} (P - P) = \frac{\pi \sigma_{\text{PP}}}{am^2} \quad (5.30a)$$

$$\frac{dg}{dz} (P - R) = \frac{\pi \sigma_{\text{PR}}}{m^2} \int dp_\perp^2 e^{-\frac{ap_\perp^2}{2}} \left( 1 + \frac{m^2}{p_\perp^2 \cosh^2 \eta} \right)^{-\frac{1}{2}} \quad (5.30b)$$

$$\frac{dg}{dz} (P - P) = \frac{\pi \sigma_{\text{PP}}}{m^2} \int dp_\perp^2 e^{-\frac{ap_\perp^2}{2}} \left( 1 + \frac{m^2}{p_\perp^2 \cosh^2 \eta} \right)^{-\frac{1}{2}} \quad (5.30c)$$

$$\frac{dg}{dz} (P - R) = \frac{\pi \sigma_{\text{PR}}}{m^2} \int dp_\perp^2 e^{-\frac{ap_\perp^2}{2}} \left( 1 + \frac{m^2}{p_\perp^2 \cosh^2 \eta} \right)^{-\frac{1}{2}} \quad (5.30d)$$

The evaluation of (5.30c) is straightforward and yields

$$\frac{dg}{dz} (P - P) = \frac{\pi \sigma_{\text{PP}}}{am^2} e^x [K_1(x) - K_0(x)] \quad (5.31)$$

with $x = (am^2 \text{sech}^2 \eta)/2$ and where $K_0$ and $K_1$ are the usual modified Bessel functions. From (5.31) we find easily the expressions for $A_0'$ and $A_1'$

$$A_0' = \frac{\pi \sigma_{\text{PP}}}{am^2} e^x [K_1(x) - K_0(x)] \quad (5.32a)$$
\[ A'_1 = \frac{\pi \sigma_{pp}}{am^2} \cdot e^{x[K_0(x) - 2x[K_1(x) - K_0(x)]]} \quad (5.32b) \]

where \( x = am^2/2 \). In a similar fashion we find

\[ B'_0 = \frac{\sigma_{pp}}{am^2} \cdot e^{\frac{1}{2}x[K_0(x) - K_0(x)]} \quad (5.33a) \]

\[ B'_1 = \frac{\sigma_{pp}}{am^2} \cdot \frac{1}{8} \cdot e^{x[K_1(x) - K_0(x)] + 6[K_0(x) - 2x[K_1(x) - K_0(x)]]} \]  

\[ (5.33b) \]

The ratios \( A'_1/A'_0 \) and \( B'_1/B'_0 \) are shown in Figs. 5.1 and 5.2 as a function of the parameter \( a \). A full evaluation of the angular distributions arising from the pomeron-pomeron and pomeron-reggeon terms is shown in Figs. 5.3-6. The full expressions (5.11) have been evaluated numerically for transverse momentum distributions of the form \( \exp(-ap_L^2) \) and \( \exp(-bp_T) \). Clearly the general features are quite similar. At the center of the distributions, the angular distribution, \( \frac{d\sigma}{d\eta} \), is about 70 to 90% as great as the rapidity distribution, \( \frac{d\sigma}{dz} \).

CHAPTER SIX

INCLUSIVE REACTIONS IN A DUAL RESONANCE MODEL

A. Introduction

One of the most exciting and remarkable developments in particle physics has been the dual resonance model.\(^1\) Not only has this model had success in representing theoretical concepts such as Regge behavior, factorization, crossing, and duality, but it has even had some success as a phenomenological tool. It was natural that it be applied to the problem of inclusive reactions.

Since the dual resonance model provides an explicit six-point amplitude, the inclusive cross sections can be deduced by examining the appropriate discontinuity. This suggests a lack of ambiguity which is unfortunately not real. In the Mueller framework, we know that scaling arises from a pomeron with intercept \( \alpha_v = 1 \). However, a trajectory with intercept \( \alpha_v = 1 \) in the simplest dual model is not believed to be the way to represent the pomeron. This belief relies on duality: the pomeron is supposed to the dual to nonresonant production in the crossed channel, while the "bare" Regge poles in the simple dual models are all dual to resonances. A more popular representation of the pomeron is the "twisted loop" which is, in fact dual to nonresonant production. Unfortunately, it is not yet possible to do calculations with the twisted loop pomeron--nor is it even clear that this is the proper representation for the pomeron. We are left with a choice: we can take \( \alpha_v = 1 \) so as to obtain scaling and ignore the complications mentioned above, or we can take \( \alpha_v < 1 \) and sacrifice scaling. Since both procedures have serious drawbacks, it is worthwhile to see what conclusions follow from one or the other, or perhaps both of the assumptions.
This chapter relies heavily on the work of Virasoro (1971) and of DeTar et al. (1971b). Independent, but similar work to that presented here has been performed by Thomas (1972). Virasoro and DeTar et al. give detailed explanations of the identification of the inclusive cross section with the appropriate six-point amplitude. The work of Thomas contains extensive numerical calculations. We shall pursue a middle course, half pedagogical, half phenomenological.

At this point it becomes necessary to delve slightly more seriously into the question of precisely which discontinuity of the six-point amplitude is connected with the inclusive cross section. (Stapp, 1971; Tan, 1971; Polkinghorne, 1971). We follow Tan, but present only the simplest heuristic arguments.

The optical theorem for two-body scattering relates the discontinuity of the forward amplitude to the total cross section. See Fig. 6.1a. The required inclusive cross section is represented in Fig. 6.1b. A discontinuity formula for three-to-three amplitudes can be written down (if not justified) by inspection. See Fig. 6.1c. In a region in which all channels except abc are below threshold, "extended" unitarity would give the relation shown in Fig. 6.1d, where the ab and a'b' channels have no + or - labels since they are below threshold.

To achieve the arrangement of Fig. 6.1b, we have to set $s_{ab}$ above its cut and $s_{a'b'}$ below its cut as we raise $s_{ab}$ from below threshold to above threshold. Thus we have the equality in Fig. 6.1e as our discontinuity relation for inclusive cross sections. The reader is referred to Stapp and Tan for further discussion.

The dual resonance model provides a prescription for evaluating the six-point amplitudes occurring in Fig. 6.1e. Even in the simple approach in which only tree diagrams are used, there are numerous contributions arising from the various permutations of the particles. As DeTar et al. show, the contributions of the various diagrams can be calculated in terms of a single configuration, say that given in Fig. 6.2a. If we consider $(a|x|b)$, it turns out that the contributing diagrams are those shown in Fig. 6.2c. This is, as DeTar et al. note, precisely what we expect from Mueller-like considerations. On the other hand, for $(a|x|b)$ we have contributions only from the diagram in Fig. 6.2d.

B. Explicit Calculations

For simplicity, we shall consider only the last diagram, 6.2a, both for $(a|x|b)$ and for $(a|x|b)$. This diagram alone possesses most of the properties we wish to discuss. In the small $x$ region it should give an adequate representation of fragmentation since the other contributing diagrams vanish as $x \to 0$. Evaluation of the other fragmentation diagrams has been performed by Thomas.

We begin without assuming that the vacuum trajectory, $\alpha_V$, necessarily has intercept unity. Accordingly, we define, as $s \to \infty$,

$$T(x,p_t) = \lim_{s \to \infty} \frac{1}{\sigma_{ab}} \frac{d^2x}{d^3p} (x,p_t) s) . \quad (6.1)$$

If $\alpha_t = \alpha (t)$ is the value of the Regge trajectory in the $ax$ channel, then Eq. (3.3) of DeTar et al. may be written
\[
\mathcal{F}(x, p_\perp) = (1 - x)^{\alpha_V} \int_0^1 dz \int_0^{1-z} dy \, (yz)^{\alpha_V - 1}
\]

\[
X \left[ (1 + \frac{r}{s})^\frac{\alpha_t + \alpha_y}{2} (r + y + z) \right]^{\alpha_t \alpha_y} (1 - y - z)^\alpha_V
\]

(6.2)

where \( y = x/(1 - x) \). We assume that both the \( \bar{a}a \) and \( b\bar{b} \) channels have the same vacuum trajectory. The outgoing particle, \( x \) is assumed to be spinless and to lie on the trajectory of the \( \bar{a}ax \) (or \( a\bar{a}x \)) channel. We shall further assume that \( \alpha_t = -1 + t \) so that particles \( a \) and \( b \) are spinless, with unit mass.

Next we transform variables until one integration in (6.2) can be done conveniently. Let

\[
s = y + z
\]

(6.3a)

\[
t = yz
\]

(6.3b)

Calculating the Jacobian, we find

\[
dy \, ds = (s^2 - 4t)^{-\frac{1}{2}} \, ds \, dt
\]

(6.3b)

\[
\mathcal{F}(x, p_\perp) = 2(1 - x)^{\alpha_V} \frac{\alpha_V (\frac{1}{2})^{\frac{\alpha_V + \alpha_t}{2}}}{\alpha_t + \frac{1}{2}} \int_0^1 ds \, s^{2\alpha_V - 1} (r + s)^{-2\alpha_V}
\]

\[
X \left( (1 + \frac{r}{s})^\frac{\alpha_t + \alpha_y}{2} (r + s) \right)^{\alpha_t \alpha_y} (1 - s)^\alpha_V
\]

(6.4)

Letting \( t = t's^2/4 \), we can do the \( t' \) integration to get

\[
\mathcal{F}(x, p_\perp) = 2(1 - x)^{\alpha_V} \frac{\alpha_V (\frac{1}{2})^{\frac{\alpha_V + \alpha_t}{2}}}{\alpha_t + \frac{1}{2}} \int_0^1 ds \, s^{2\alpha_V - 1} (r + s)^{-2\alpha_V}
\]

where \( F(a,b,c; z) \) is the usual hypergeometric function. Equation (6.5) is a convenient form for numerical integration since the argument of the hypergeometric function has a modulus less than unity and thus the power series for \( F \) converges.

Typical results are shown in Fig. 6.3. In these calculations, the vacuum trajectory was taken to have an intercept of 0.5 (the choice of DeTar et al.). Each fixed \( p_\perp \) curve rises from zero at the kinematical boundary, attains a maximum value and then falls to its asymptotic value which is only a fraction of the maximum. The asymptotic value is, of course, the \( x = 0 \) result. In particular, this naive model predicts that the central value is a local minimum.

C. Limiting Cases

From Eq. (6.5) we can evaluate certain limiting cases. First consider \( p_\perp >> 1 \) (Our units are always determined by the slope of the trajectories, which we assume to be about 1 GeV\(^{-2} \)). From (1.29) for fixed \( x \), as \( p \to \infty \) we find that \( t \to \infty \). This can be exploited by using the properties of the hypergeometric function:
Now the hypergeometric function on the right hand side goes to unity as $t \to -\infty$ (Erdelyi et al., 1953, p. 76) if $\gamma > 0$.

Thus we have

$$\bar{F}(x, p_\perp \gg 1) \simeq 2(1 - x)^{\alpha_v} \frac{\frac{1}{2}}{\Gamma(-\alpha_t + \frac{1}{2})} \int_0^1 ds \frac{s^{\alpha_v - 1}}{s^{1 + 2r \gamma}}$$

$$\times (r + s)^{\frac{1}{2}} \left(1 - s\right)^{\frac{r}{s} + \frac{r^2}{s^2}} \left(1 + \frac{2r \gamma}{s}\right).$$

(6.7)

Since $\alpha_t \gg 1$, the integral is dominated by $s$ near 1, so that we may write

$$\bar{F}(x, p_\perp \gg 1) \simeq 2(1 - x)^{\alpha_v} \frac{\frac{1}{2}}{\Gamma(-\alpha_t + \frac{1}{2})} \frac{r(\frac{1}{2}) \Gamma(-\alpha_t)}{r(-\alpha_t + \frac{1}{2})} (4r)^{\frac{1}{2}} (1 + r)^{-\frac{1}{2} - 2\alpha_v}$$

$$\times \int_0^1 ds' \left(s'\right)^{\alpha_v} \left(1 + \frac{2r \gamma}{s'^{-1}}\right)^{2(\alpha_t + \alpha_v) + 1}$$

(6.8)

where we have put $s = 1 - s'$. The integral now is dominated by $s'$ near zero and we find

$$\bar{F}(s, p_\perp \gg 1) \simeq 2(1 - x)^{\alpha_v \frac{1}{4} - \alpha_v} \frac{r(\frac{1}{2}) \Gamma(-\alpha_t)}{r(-\alpha_t + \frac{1}{2})} (4r)^{\frac{1}{2}} (1 + r)^{-\frac{1}{2} - 2\alpha_v}$$

$$\chi \frac{(1 + 2r)^{2(\alpha_t + \alpha_v) + 1}}{(2r + 1)^2} \left(\frac{2r + 1}{1 + 2r}\right)^{\alpha_v - 1} \left(-2(\alpha_t + \alpha_v) - 1\right)^{-\alpha_v}$$

(6.9)

With

$$q^2 = -(1 + \alpha_t)x$$

$$=- p_\perp^2 - m_a^2 x(1 - x) - m_c^2 (x - 1),$$

(6.10)

we have, for $q^2 \gg 1$

$$\bar{F}(x, p_\perp \gg 1) \simeq \frac{r(\frac{1}{2}) \Gamma(-\alpha_t + 1)}{r(-\alpha_t + \frac{1}{2})} 2^{-\frac{3}{2} \alpha_v} q^2 \chi \frac{(1 - x)^{\alpha_v} (1 - x)^{\frac{3}{2} \alpha_v}}{\left(1 + x - \frac{x}{1 - x}\right)^{-2q^2/x}}.$$
\[ \text{where } \tilde{\mathbb{F}}(a, c; z) \text{ is the usual confluent hypergeometric function whose}
\]
\[ \text{integral representation is (Erdelyi, 1953)} \]
\[ \tilde{\mathbb{F}}(a, c; z) = \frac{1}{\Gamma(a)} \int_0^\infty dt \ e^{-st} t^{a-1}(1 + t)^{c-a-1}. \]

In this limit, \(-\alpha_t \to q^2/r\) and we have

\[ \mathcal{F}(x = 0, p_\perp \gg 1) \sim \Gamma(\frac{1}{2}) \Gamma(\alpha_v + 1) 2^{-\alpha_v^2} (q^2)^{-\alpha_v - 3/2} \ e^{-k m^2}. \]

For small values of the transverse momentum, the distribution is much steeper, and in fact diverges for \(m_\perp = 0\).

\[ \mathcal{F}(x = 0, p_\perp \gg 1) \sim \Gamma(\frac{1}{2}) \Gamma(\alpha_v + 1) 2^{-\alpha_v^2} (q^2)^{-\alpha_v - 3/2} \ e^{-k m^2}. \]

Experimental data in the final chapter (see Fig. 8.8a). The asymptotic form of the pionization can be found easily from (6.11):

\[ \mathcal{F}(x = 0, p_\perp \gg 1) \sim \Gamma(\frac{1}{2}) \Gamma(\alpha_v + 1) 2^{-\alpha_v^2} (q^2)^{-\alpha_v - 3/2} \ e^{-k m^2}. \]

Numerical evaluation of the pionization distribution is shown

in Fig. 6.4 for two values of the vacuum intercept: \(\alpha_v = 0.5\) and \(\alpha_v = 0.9\). Both give rather steep behavior which is compared with
CHAPTER SEVEN
INCLUSIVE PHOTON DISTRIBUTIONS

A. Introduction

The most extensively studied inclusive processes are the single-particle inclusive reactions of the form \((a:c|b)\). If particle \(c\) is not a hadron, but rather the decay product of a hadron, \(d\), the observed spectrum is an indirect image of the original inclusive process \((a:d|b)\). In particular, the observation of \((a:γ|b)\) yields information primarily about \((a:π^0|b)\). Of course the information is not as precise as would be a direct measurement of \((a:π^0|b)\) in a coincidence experiment.

There are further complications in interpreting the photon spectrum. Some photons arise from the decays of hadrons other than \(π^0\)’s, most notably from the decays of \(η\)’s. The \(η \rightarrow 3π^0\) mode is an especially copious source of photons. Each \(η\) yields an average of 3.2 photons. Because of the much greater production of \(π^0\)’s and because the photons from the \(η \rightarrow 3π^0\) mode are essentially indistinguishable from "true" \(π^0\) photons we shall generally ignore the complication introduced by \(η\) decays.

A second complication is the production of photons by charged particle bremsstrahlung. For soft photons bremsstrahlung must be taken into account. We shall do this in Sec. F in the context of a model.

The basic assumption of the paper is that at high energies hadronic processes exhibit Feynman scaling. Beyond this, we shall need little more than kinematics. Since these kinematics are essential and somewhat unfamiliar, we present them in some detail in Sec. B. These results are combined with Feynman scaling in Sec. C. A numerical example is presented in Sec. D to clarify the preceding sections. The prescription of Sternheimer (1955) for extracting the \(π^0\) spectrum from the observed photon spectrum is examined in Sec. E. The bremsstrahlung contribution to the photon distribution is analyzed in Sec. F. Finally, the principles derived are applied to an analysis of the CERN ISR data on \((p:γ|p)\) in Chapter 8.

The principal results are

1. If \((a:π^0|b)\) scales, so that the inclusive \(π^0\) differential cross section gives

\[
\frac{\lim \frac{E}{s \to \infty} \frac{d\sigma}{d^2 p} (x, p_L^2, s)}{\sigma_{\text{inel}}} = \frac{1}{\sigma_{\text{inel}}} \frac{f_0(x, p_L^2)}{\pi} = \frac{f_0(x, p_L^2)}{\pi},
\]

where \(p_L\) is the component of the \(π^0\) momentum perpendicular to the beam direction and \(x = p_L^2/[(s)^{3/2}]\), then the photon spectrum resulting from the \(π^0\) decays also scales:

\[
\lim \frac{k}{s \to \infty} \frac{d\sigma}{d^2 k} (x, k_L^2, s) = \frac{1}{\sigma_{\text{inel}}} \frac{f_0(x, k_L^2)}{\pi} = \frac{f_0(x, k_L^2)}{\pi},
\]

where \(k_L\) is the component of photon momentum perpendicular to the beam direction and \(x = k_L^2/[(s)^{3/2}]\).
2. \( f_\gamma(x, k_\perp^2) \) is continuous as \( x \to 0 \) except for \( k_\perp^2 = 0 \), where we have

\[
\lim_{x \to 0} \lim_{k_\perp \to 0} f_\gamma(x, k_\perp^2) = \frac{1}{2} \lim_{k_\perp \to 0} \lim_{x \to 0} f_\gamma(x, k_\perp^2).
\]

3. For the photon spectrum arising from \( \pi^0 \) decays,

\[
\lim_{k_\perp \to 0} f_{\gamma}(x = 0, k_\perp^2) = \frac{3}{2\pi^2} \int_0^\infty dk_\perp^2 f_{\gamma}(x = 0, k_\perp^2)
\]

on the assumption that the \( \pi^0 \) distribution has scaled.

4. For the photon spectrum arising from bremsstrahlung, we derive the result for large \( s \), small \( k_\perp \) and \( x = 0 \),

\[
\frac{k d\sigma}{d^2k} (k_\perp, s) = \frac{\alpha}{4\pi k_\perp^2} \langle n_c \rangle
\]

where \( \alpha \) is the fine structure constant, and \( \langle n_c \rangle \) is the mean charged multiplicity.

**B. DECAY KINEMATICS**

The calculation of the photon distribution from a known \( \pi^0 \) distribution is straight-forward. If a single \( \pi^0 \) with four-momentum \( \mathbf{p} \) and mass \( m \) decays into two photons, the distribution of photons is given, in invariant form, by

\[
k \frac{dN}{d^2k} (p, k) = \frac{1}{\pi} \delta \left( p \cdot k - \frac{m^2}{2} \right).
\]

Consequently, the Lorentz invariant cross section for photon production is

\[
k \frac{d\sigma}{d^2k} = \int \frac{d^3p}{E} \left( \frac{d\sigma}{d^2p} (p, s) \right) \frac{1}{\pi} \delta \left( p \cdot k - \frac{m^2}{2} \right)
\]

where

\[
E \frac{d\sigma}{d^2p} (p, s)
\]

is the invariant differential cross section for the production of \( \pi^0 \)'s at a center-of-mass energy squared equal to \( s \). For definiteness we shall assume that the \( \pi^0 \)'s result from p-p collisions, and the center of mass is that of the p-p system. It will be apparent that all the results apply equally to \( \langle a|\pi^0|b \rangle \) with only trivial modifications, if any.

The \( \pi^0 \)'s which contribute to the photon spectrum at a given momentum, \( k \), are constrained by Eq. (7.1) to satisfy

\[
E - p'_\parallel = \frac{m^2}{2k}
\]
where \( p'_{\parallel} \) is the component of \( \pi^0 \) momentum parallel to the photon momentum. From (7.3) we find

\[
p'_{\parallel} = p_0 + \frac{k}{m} p'_{\perp}^2
\]

(7.4)

where \( p'_{\perp} \) is component of \( \pi^0 \) momentum perpendicular to the photon momentum and where

\[
p_0 = k - \frac{m^2}{4k}\]

(7.5)

See Fig. 7.1. In momentum space, the \( \pi^0 \)'s contributing at a given photon momentum are confined to a paraboloid whose axis is along the direction of the photon, and whose apex is at \( p'_{\parallel} = p_0 \). For large \( k/m \) the paraboloid becomes very narrow. The limit \( k \to 0 \) is degenerate and must be handled with care.

The delta function in (7.2) can be eliminated by integrating over \( \Theta \), the angle between the \( \pi^0 \) and the photon, with the result

\[
k \frac{d\sigma}{d^2k} = \frac{1}{\pi k} \int_{E_0}^\infty dE \int_0^{2\pi} d\phi \cdot E \frac{d\sigma}{d^3p}(p,s)
\]

(7.6)

where \( \phi \) is the azimuthal angle in the plane perpendicular to the photon, and where

\[
E_0 = (p_0^2 + m^2)^{\frac{1}{2}} = k + \frac{m^2}{4k}.
\]

(7.7)

In (7.6) we have taken the upper in the \( E \) integration to be infinite and assumed the kinematical limits are incorporated into the \( \pi^0 \) differential cross section. The \( \pi^0 \) three momentum in (7.6) is given, in co-ordinates relative to the photon, by

\[
P = \left\{ p'_{\parallel}, p'_x = \cos \phi \left( \frac{m^2}{k} (p'_{\parallel} - p_0) \right)^{\frac{1}{2}}, p'_y = \sin \phi \left( \frac{m^2}{k} (p'_{\parallel} - p_0) \right)^{\frac{1}{2}} \right\}
\]

(7.8)

The \( \pi^0 \) inclusive cross section is a function of \( s, p_z \), the component of momentum parallel to the beam direction, and \( p'_{\perp} \) the component perpendicular to it. If the azimuthal angle \( \phi \) is measured away from the plane containing the photon and the beam direction, and if the photon has components of momentum parallel and perpendicular to the beam direction \( k_{\parallel} \) and \( k_{\perp} \) respectively, then

\[
p'_{\perp}^2 = \left\{ \left( \frac{m^2}{k} (E - E_0) \right)^{\frac{1}{2}} \frac{k_{\parallel}}{k} \cos \phi + \left( E - \frac{m^2}{2k} \right)^{\frac{k_{\perp}}{k} \right\}^2 + \frac{m^2}{k} (E - E_0) \sin^2 \phi \sin \phi
\]

(7.9)

where \( E \) is the \( \pi^0 \) energy. See Fig. 7.2. Thus we have explicitly

\[
k \frac{d\sigma}{d^2k} (k,s) = \frac{1}{\pi k} \int_{E_0}^\infty dE \int_0^{2\pi} d\phi \cdot E \frac{d\sigma}{d^3p} \left\{ s, p'_{\perp}^2 \right\}
\]

(7.10)
For $k/m \gg 1$, the paraboloid over which the integration takes place becomes narrow. If it is approximated by one of vanishing width, Eq. (7.10) becomes

$$k \frac{d\sigma}{d^3k} (k,s) = \frac{2}{k} \int_{E_0}^{\infty} dE \frac{d\sigma}{d^2p} (p,s)$$

where $p$ lies in the same direction as $k$. In this limit we can also approximate $E_0$ by $k$. Then we have the approximation of Sternheimer (1955):

$$\frac{\partial}{\partial k} \left[ k^2 \frac{d\sigma}{d^3k} (k,s) \right] = -2 \frac{d\sigma}{d^2p} (p = k, s).$$

(7.12)

We postpone until Sec. E an evaluation of the reliability of Sternheimer's approximation.

C. SCALING

The scaling hypothesis is that as $s \to \infty$, the invariant differential production cross-section becomes a function of $p^2_\perp$ and $x = p_{||} / [(s)^{1/2}]$ only. (See Sec. A) To see how this scaling manifests itself in the photon spectrum arising from $\pi^0$ decay, we begin with Eq. (7.10) and introduce new co-ordinates:

$$Q^2 = \frac{m_1^2}{k} (E - E_0)$$

$$Q_x = Q \cos \phi$$

$$Q_y = Q \sin \phi$$

(7.13)

Then we have

$$k \frac{d\sigma}{d^3k} (k, s) = \frac{2}{\pi m^2} \int d^2Q \frac{d\sigma}{d^2p} \left( E = \frac{kQ^2}{m} + E_0, p^2_\perp = \left\{ \frac{k^2}{k} Q_x + \left( \frac{kQ^2}{m^2} + P_0 \right) \frac{k}{k} Q_y^2 \right\}, s \right).$$

(7.14)

If we take $s \to \infty$ with $x_\pi \neq 0$, in the notation of Sec. A we have

$$f(x, k^2) = \frac{2}{\pi m^2} \int dQ f_\pi \left( x_\pi = x_\pi \left( 1 + \frac{Q^2}{m^2} \right) \right),$$

$$p^2_\perp = \left\{ Q_x + k \left( 1 + \frac{Q^2}{m^2} \right) Q_y + Q^2 \right\}.$$  (7.15)

Equation (7.15) makes manifest the scaling of the photon distribution for $x \neq 0$. 
The \( \pi^0 \) spectrum is expected to become a function of \( P_\perp \) alone as \( s \to \infty \) with \( P_\perp \) and \( P_\parallel \) fixed. This carries over to the photon spectrum as we show below. From (7.14), we have in the \( x_\gamma = 0 \) limit (with \( k_\perp \) and \( k_\parallel \) fixed),

\[
f_\gamma(0,k_\perp^2) = \frac{2}{\pi m^2} \int d^2Q f_x(0,p_\perp^2 = \left\{ \frac{k_\parallel}{m} Q_x + \left( \frac{k_0^2}{m^2} + p_\gamma \right) k_\parallel \right\}^2 + Q_\gamma^2 \}
\]

Only \( \pi^0 \)'s with \( x_\pi = 0 \) contribute, since from (7.14), \( \pi^0 \)'s with \( x_\pi \neq 0 \) would have \( p_\perp^2 \to \infty \), and we assume the cross section falls off in \( p_\perp^2 \). We can change variables in (7.16) to

\[
Q_x' = Q_x + \frac{m^2 k_\parallel}{k_\perp}
\]

\[
Q_\gamma' = Q_\gamma
\]

(7.17)

to get

\[
f_\gamma(0,k_\perp^2) = \frac{2}{\pi m^2} \int d^2Q' f_x(0,p_\perp^2 = \left\{ p_0(k_\perp) + \frac{k_\parallel}{m} Q_\gamma' \right\}^2 + Q_\gamma'^2 \}
\]

(7.18)

where

\[p_0(k_\perp) = k_\perp - \frac{m^2}{k_\perp}.\]

From (7.18), we see that the photon spectrum in the central region is indeed independent of \( k_\parallel \).

If \( k_\perp \neq 0 \), then \( f_\gamma(x_\gamma,k_\perp^2) \) [Eq. (7.15)] joins smoothly to \( f_\gamma(0,k_\perp^2) \) [Eq. (7.18)]. To prove this, let

\[
Q_x' = Q_x + \frac{m^2}{2k_\perp}
\]

\[
Q_\gamma' = Q_\gamma
\]

in Eq. (7.15) and let \( x_\gamma \to 0 \). Then we find

\[
\lim_{x_\gamma \to 0} f_\gamma(x_\gamma,k_\perp^2) = \frac{2}{\pi m^2} \int d^2Q' f_x(0,p_\perp^2 = \left\{ p_0(k_\perp) + \frac{k_\parallel}{m} Q_\gamma' \right\}^2 + Q_\gamma'^2 \}
\]

(7.20)

On the other hand, if \( k_\perp = 0 \), the transformation given by (7.19) cannot be used. Instead, we have from (7.15),

\[
f_\gamma(x_\gamma,0) = \frac{2}{\pi m^2} \int d^2Q f_x(x_\pi = x_\gamma \left( 1 + \frac{Q_\gamma^2}{m^2} \right), p_\perp^2 = Q_\gamma'^2)
\]

(7.21)

Evaluation of the \( k_\perp \to 0 \) limit of \( f_\gamma(0,k_\perp^2) \) requires some care. Because \( p_0(k_\perp) = -\frac{m^2}{k_\perp} \), \( p_\perp^2 \) is large unless [see Eq. (7.18)]

\[
\frac{k_\parallel Q_\gamma}{m^2} - \frac{m^2}{4k_\perp} = 0.
\]

(7.22)

With

\[
Q_x' = Q_x + \frac{m^2}{2k_\perp}
\]

\[
Q_\gamma' = Q_\gamma
\]

(7.23)

we have from (7.18),
\[ p_{\perp}^2 = Q_x^2 - 2Q_x k_{\perp} \left( 1 + \frac{Q_x^2}{m^2} \right) + k_{\perp}^2 \left( 1 + \frac{Q_x^2}{m^2} \right)^2. \] (7.24)

Hence there are two identical contributions to the photon spectrum. We can write (7.18) as

\[ f_r(0,k_{\perp}^2) = \frac{\hbar}{\pi m^2} \int_{-\infty}^{\infty} dq_x \int_{-\infty}^{\infty} dq_x f_x \left( 0, p_{\perp}^2 = Q_x^2 + 2Q_x k_{\perp} \left( 1 + \frac{Q_x^2}{m^2} \right) \right) \times \left( 1 + \frac{Q_x^2}{m^2} \right) + k_{\perp}^2 \left( 1 + \frac{Q_x^2}{m^2} \right)^2. \] (7.25)

For \( k_{\perp}/m \ll 1 \), we separate out an integral over the entire \( Q_x^2 \) plane

\[ f_r(0,k_{\perp}^2) = \frac{\hbar}{\pi m^2} \int d^2q_x f_x \left( 0, p_{\perp}^2 = Q_x^2 + 2Q_x k_{\perp} \left( 1 + \frac{Q_x^2}{m^2} \right) \right) + k_{\perp}^2 \left( 1 + \frac{Q_x^2}{m^2} \right)^2 + E \] (7.26)

where we anticipate that \( E \) will die exponentially in \( m/k_{\perp} \). In particular,

\[ \lim_{k_{\perp}^2 \to 0} f_r(0,k_{\perp}^2) = \frac{\hbar}{\pi m^2} \int d^2q_x f_x \left( 0, p_{\perp}^2 = Q_x^2 \right). \] (7.27)

\[ \lim_{x \to 0} f_r(x,0) = \frac{2}{\pi m^2} \int d^2q_x f_x \left( 0, p_{\perp}^2 = Q_x^2 \right). \] (7.28)

Thus \( f_r(x,k_{\perp}^2) \) is not continuous at the point \( x = 0, k_{\perp} = 0 \). To understand how this comes about, examine Eq. (7.15). Contributions to the integral come from small values of \( p_{\perp}^2 \). For \( Q_y = 0 \),

\[ p_{\perp}^2 = \left[ Q_x + k_{\perp} \left( 1 + \frac{Q_x^2}{m^2} \right) \right]^2 \] (7.29)

while the integral in Eq. (7.15) extends to \( x = 1 \), or

\[ \frac{Q_x^2}{m^2} = \frac{1}{x^2} - 1. \] (7.30)

The condition \( p_{\perp}^2 = 0 \) yields, for \( (k_{\perp}/m) \ll 1 \),

\[ Q_x = k_{\perp} \quad \text{or} \quad k_{\perp}^2 = \frac{m^2}{k_{\perp}}. \]

Thus the small \( p_{\perp}^2 \) regions are near \( Q_x = k_{\perp}, Q_y = 0 \) and \( Q_x = -m^2/k_{\perp}, Q_y = 0 \). If \( x > (k_{\perp}/m)^2 \), then by (7.30), the second region falls outside the integration domain determined by the kinematical limits. Thus as \( x \) decreases to values less than about \( (k_{\perp}/m)^2 \), the second region is introduced into the integrations, giving rise to the factor of two between (7.27) and (7.28).

We can reformulate (7.27) in an interesting fashion. To do this we first note that

\[ \int_{0}^{\infty} dp_{\perp}^2 f_r(0,p_{\perp}^2) = \frac{1}{2} \int_{0}^{\infty} dk_{\perp}^2 f_r(0,k_{\perp}^2). \] (7.31)

This relation can be proved directly from (7.1). It reflects the fact that the central rapidity region for the photons must be twice as heavily populated as the central region for pions.
As a consequence, we have a theorem for the photon spectrum arising from the decays of a scaled $\pi^0$ spectrum:

$$\lim_{k_\perp \to 0} f_\gamma(0, k_\perp^2) = \frac{2}{m^2} \int_0^\infty dk_\perp^2 f_\gamma(0, k_\perp^2). \quad (7.32)$$

Equation (7.32) is a striking consequence of scaling in hadronic collisions, relating the photon spectrum in the central region at zero transverse momentum, to the spectrum in the central region integrated over transverse momentum. Since the equation is linear in the photon cross section, it is unaffected by uncertainties in overall normalization.

The integral in Eq. (7.26) can be expanded in powers of $k_\perp/m$:

$$f_\gamma(0, k_\perp^2) = \frac{h}{m^2} \int_0^\infty dq^2 \int_0^{2\pi} d\phi \left\{ f_\pi(0, q^2) + \left[ 2q \cos \phi k_\perp \left( 1 + \frac{q^2}{m^2} \right) \right] f'_\pi(0, q^2) 
+ k_\perp^2 \left( 1 + \frac{q^2}{m^2} \right) f''_\pi(0, q^2) + \frac{1}{2} \left[ 2q \cos \phi k_\perp \left( 1 + \frac{q^2}{m^2} \right) \right]^2 f'''_\pi(0, q^2)
+ \mathcal{O}\left(k_\perp^4/m^4\right) \right\} \quad (7.33)$$

$$= \frac{h}{m^2} \int_0^\infty dq^2 \left\{ f_\pi(0, q^2) + k_\perp^2 \left( 1 + \frac{q^2}{m^2} \right) f'_\pi(0, q^2)
+ q^2 k_\perp^2 \left( 1 + \frac{q^2}{m^2} \right) f''_\pi(0, q^2) + \mathcal{O}\left(k_\perp^4/m^4\right) \right\} \quad (7.34)$$

where primes denote differentiation with respect to $q^2$. Assuming $q^2 f_\pi(0, q^2)$ and $q^2 f'_\pi(0, q^2)$ vanish for $q^2 = 0$, we integrate by parts to get

$$f_\gamma(0, k_\perp^2) = \frac{h}{m^2} \int_0^\infty dq^2 f_\pi(0, q^2) \left\{ 1 + \frac{k_\perp^2}{m^2} \left[ 2 + \frac{hq^2}{m^2} \right] + \mathcal{O}\left(\frac{k_\perp^4}{m^4}\right) \right\}. \quad (7.35)$$

As $k_\perp$ increases, the $E$ term in Eq. (7.26) must be considered as well. From Eq. (7.35), though, we expect a rise in the photon spectrum for transverse momenta increasing from zero to small values. For larger values of $k_\perp$, the $E$ term reduces the value of the right-hand side of (7.26). We expect $E$ to become significant when\( m^2/2k_\perp \approx \left<p_\perp\right> \), where \( \left<p_\perp\right> \) is the average transverse pion momentum.

The general principles outlined here are displayed explicitly in the next section.
D. A SIMPLE EXAMPLE

An appreciation for the results of the preceding sections can be gained by considering an especially simple example. Suppose that the scaled \( \pi \) distribution is independent of \( x \) and given by

\[
f_{\pi}(x, p^2_{\perp}) = e^{-x p^2_{\perp}} \quad 0 < |x| < 1 . \tag{7.36}
\]

From (7.15) we find

\[
f_{\gamma}(x, k_{\perp}^2) = \frac{2}{m^2} \int_0^\infty \left[ \frac{2 \pi}{2} \right] ^{\frac{1}{2}} \int_0^{2\pi} \exp \left\{ -a \left[ \frac{q^2}{m^2} + k_{\perp}^2 \left( 1 + \frac{q^2}{m^2} \right)^2 \right] \right\} \tag{7.37}
\]

\[
= \frac{2}{m^2} \int_0^\infty dq^2 \ exp \left\{ -a \left[ \frac{q^2 + k_{\perp}^2 \left( 1 + \frac{q^2}{m^2} \right)^2}{m^2} \right] \right\} \tag{7.38}
\]

\[
\times I_0 \left( 2ak_{\perp} \left[ 1 + \frac{q^2}{m^2} \right] \right)
\]

where \( I_0 \) is the usual modified Bessel function. Similarly, from (7.18) we find

\[
f_{\gamma}(0, k_{\perp}^2) = \frac{1}{am^2} \int_0^\infty dz \exp \left\{ -a \left[ \frac{2k_{\perp}}{am^2} + p_0(k_{\perp}) \right]^2 \right\} e^{-z} I_0(z) . \tag{7.39}
\]

We can find the \( k_{\perp} \to 0 \) limit of the two expressions. From (7.38),

\[
f_{\gamma}(x, k_{\perp}^2 = 0) = \frac{2}{am^2} \left\{ 1 - \exp \left( -am^2 \left[ \frac{1}{x} - 1 \right] \right) \right\} \tag{7.40}
\]

while from (7.39)

\[
\lim_{k_{\perp} \to 0} f_{\gamma}(0, k_{\perp}^2) = \frac{4}{am^2} \tag{7.41}
\]

This shows explicitly the factor of two associated with interchanging the order of the limits \( x \to 0 \) and \( k_{\perp} \to 0 \), which we proved generally in Eqs. (7.27) and (7.28).

The numerical evaluation of Eq. (7.39) with \( am^2 = 0.3 \) is shown in Figs. (7.3) and (7.4). In Fig. (7.3) we see that the fall-off in \( k_{\perp} \) is much steeper than that of the generating \( \pi^0 \) spectrum. For \( k_{\perp}/m \gg 1 \), (7.39) becomes

\[
f_{\gamma}(0, k_{\perp}^2 \gg m^2) = \frac{e^{-ak_{\perp}^2}}{ak_{\perp}^2 e^{am^2/2}} . \tag{7.42}
\]

In Fig. 7.4, the quadratic rise away from \( k_{\perp} = 0 \) is clearly visible in confirmation of Eq. (7.35). Also shown is the \( x = 0 \) spectrum arising from a \( \pi^0 \) distribution

\[
f_{\pi}(0, p_{\perp}^2) = e^{-bp_{\perp}^2} \tag{7.43}
\]

with the value of \( b \) chosen to give the same \( (p_{\perp}^2) \) as (7.36) \((b^2 m^2 = 1.8 \) corresponds to \( am^2 = 0.3 \)).

Figure (7.4) shows that two rather different \( \pi^0 \) spectra can give rise to quite similar photon spectra, provided the \( (p_{\perp}^2) \) values are roughly the same. It also shows the turn-over as the \( E \) term in Eq. (7.26) becomes significant, around \( (m^2/2k_{\perp})^2 = (p_{\perp}^2) \). Numerical
calculations reveal that \( f_r(0, k^2) \) is not terribly sensitive to the parameter \( a \) in Eq. (7.36), if the results are normalized to the same value at \( k^2 = 0 \). For example, with \( a^2 = 0.2 \) the curve differs from that with \( a^2 = 0.3 \) by no more than 15\% in the range \( 0 \leq k^2/m \leq 1 \).

The evaluation of \( f_r(x, k^2) \) [Eq. (7.38)] is shown in Fig. 7.5. For small \( k^2/m \) and \( x \) not too small, Eq. (7.40) is a good representation of the photon spectrum. For very small \( x \), the distribution rises towards the value dictated by Eq. (7.39). The transition takes place in the region \( x \approx m^2/k^2 \).

---

**E. STERNHEIMER'S PRESCRIPTION**

At any finite energy, Sternheimer's prescription, Eq. (7.12), may be used to derive the \( \pi^0 \) spectrum from a known photon spectrum if \( k/m \gg 1 \). A scaled form of Sternheimer's prescription is also easily obtained. From Eq. (7.12),

\[
2E \frac{d\sigma}{dp} (p = k, s) = - \left( \frac{\partial}{\partial k^2} \left[ k \frac{d\sigma}{dk} (k, s) \right] \right)_{k = p_n}.
\]  

(7.44)

In terms of \( k^2 \) and \( k^2 \), we have

\[
2E \frac{d\sigma}{dp} (p = k, s) \approx - \left( 1 + k^2 \frac{\partial}{\partial k^2} + k^2 \frac{\partial}{\partial k^2} \right) \left[ k \frac{d\sigma}{dk} (k, s) \right].
\]  

(7.45)

Passing to the scaling limit,

\[
2f_{\pi^0}(p = k, s) = - \left( 1 + x \frac{\partial}{\partial x} + k^2 \frac{\partial}{\partial k^2} \right) f_r(x, k^2).
\]  

(7.46)

If \( k^2 = px \) and if

\[
P_r(x, \beta) = f_r(x, k^2)
\]  

(7.47)

then

\[
\frac{\partial}{\partial x} \left[ xf_r(x, \beta) \right] = \frac{\partial}{\partial x} \left[ xf_r(x, k^2 = \beta x) \right]
\]

\[
= \left( 1 + x \frac{\partial}{\partial x} + x \beta \frac{\partial}{\partial k^2} \right) f_r(x, k^2 = \beta x).
\]  

(7.48)

Thus we can write (7.46) as
In effect, \( k \) has been replaced by \( x \), and \( \tan \theta = k_1/k_\parallel \) by \( \beta = k_1/x \). From (7.46) the \( x = 0 \) analogue is

\[
2f_\pi^0(x,k_\perp) = -\frac{d}{dk_\perp} \left[ x f_\gamma(x,\beta) \right] \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldotted{...}
where \( \langle n_c \rangle \) is the mean multiplicity of charged particles. Since
\( \langle n_c \rangle \) is believed to grow like \( \log s \), this contribution, unlike that
from \( \pi^0 \) decay does not scale, but increases with increasing \( s \).

We shall now treat the bremsstrahlung in a more complete
fashion. Our model will be based on a number of assumptions. Firstly,
we shall assume that the photons are emitted incoherently from the
charged particles. Secondly, we shall assume that all the created
charged particles are pions. Thirdly, we shall neglect bremsstrahlung
from the incident particles. Finally, we shall assume that the
relevant diagrams are like that in Fig. 7.6. We shall restrict ourselves
to low photon momenta and assume that the extrapolation of the hadronic
matrix element is negligible. Thus a typical matrix element squared is

\[
|M(P_a, P_b, q_1 - k, q_2, \ldots, q_n)|^2 \frac{e^2}{[(q_1 - k)^2 - m^2]^2} \sum_{i} |(2q_i - k) \cdot \epsilon_i|^2
\]  

(7.55)

where \( M(P_a, P_b, q_1, \ldots, q_n) \) is the matrix element for the nonradiative
process. The sum is over the photon polarizations. Because we have
assumed incoherent production of the photons, and negligible extrapola-
tion of the matrix element, after summing over exclusive processes, we
get a form which factorizes between the hadronic production and the
emission of bremsstrahlung:

\[
2(2\pi)^3 \frac{d\sigma}{d^3 q} = 2(2\pi)^3 \frac{d\sigma}{d^3 q} \frac{|q \times k|^2}{(q-k)}
\]  

(7.56)

Making manifest the correspondence with the classical result, we
have

\[
kq_0 \frac{d\sigma}{d^3 k d^3 q} = \frac{\alpha}{4\pi^2} \frac{\beta^2}{k^2} \left( \frac{\sin^2 \theta'}{1 - \beta \cos \theta'} \right)^2 q_0 \frac{d\sigma}{d^3 q} ,
\]  

(7.57)

where \( \beta = |q|/q_0 \) and \( \theta' \) is the angle between \( \hat{q} \) and \( \hat{k} \). The
bremsstrahlung spectrum then is

\[
k \frac{d\sigma}{d^3 k} = \frac{\alpha}{4\pi^2} \int \frac{d^3 q}{q_0} \left( \frac{q_0}{q} \frac{d\sigma}{d^3 q} \right) \left( \frac{q_0}{q} \right)^2 \frac{\sin^2 \theta'}{1 - \beta \cos \theta'}^2
\]  

(7.58)

Specializing to the case of photons at 90° to the beam direction, we
can re-express the result in terms of angles relative to the beam
direction rather than the photon direction. Thus we have

\[
k \frac{d\sigma}{d^3 k} = \frac{\alpha}{4\pi^2} \int \frac{d\phi}{2q_0} \left( \frac{q_0}{q} \frac{d\sigma}{d^3 q} \right) \int_0^{2\pi} d\phi \frac{1 - \frac{q^2}{2q_0^2} \cos^2 \phi}{\left( \frac{q_0}{q} - \frac{q}{q_0} \cos \phi \right)^2}
\]

Equation (7.59) continued next page
Equation (7.59) continued.

\[
\frac{k}{d^3k} \frac{d\sigma}{\sigma} = \frac{\alpha}{4\pi^2} \int \frac{d^2q_{\perp}}{q_0^2} \frac{d^2q_{\parallel}}{q_0^2} \left( \frac{\sigma_0}{\sigma} \frac{d^2q}{d^3q} \right) \left\{ 1 + 2 \left[ \left( 1 - \frac{q_{\perp}^2}{q_0^2} \right)^{-3/2} \left( 1 - \frac{q_{\parallel}^2}{q_0^2} - \frac{\sigma_{\perp}^2}{2q_0^2} \right) - 1 \right] \right\} \tag{7.59}
\]

\[
= \frac{\alpha}{4\pi^2} (n_c) (1 + R). \tag{7.60}
\]

As we shall see, \( R \) is a small correction. The basic result is simply that at 90 degrees, each charged particle contributes to the bremsstrahlung according to the classical 90° result for relativistic particles:

\[
k \frac{dN}{d^3k} = \frac{\alpha}{4\pi^2} \frac{d^3q}{d^3q}. \tag{7.61}
\]

We can derive an estimate for \( R \) by considering a model in which \((q_0/\sigma) (d\sigma/d^3q)\) is a function of \( q_{\perp} \) only, except that it vanishes for \( q_{\parallel}^2 > P^2 \) with \( s = 4P^2 \). With \((q_0/\sigma)(d\sigma/d^3q) = g(q_{\perp}^2)\), we have

\[
2 \int d^2q_{\perp} \int d^2q_{\parallel} \left( \frac{q_0^2 - q_{\perp}^2}{2} - q_0^{-1} \frac{m^2}{2} \left( q_0^2 - q_{\perp}^2 - \frac{2q_0^2}{2} \right) \right) g(q_{\perp}^2) \frac{d^2q_{\parallel}}{d^2q_{\perp}} \frac{d^2q_{\perp}}{q_0^{-1}}
\]

\[
= 2 \int \frac{d^2q_{\perp}}{q_0^{-1}} \int d^2q_{\parallel} g(q_{\perp}^2) \frac{d^2q_{\parallel}}{q_0^{-1}} \frac{d^2q_{\perp}}{d^2q_{\parallel}} \tag{7.62}
\]

where \( m_{\perp}^2 = q_{\perp}^2 + m^2 \) and where we have assumed \( s \gg m^2 \). In addition to the \( \log(s/m^2) \) suppression, \( R \) is reduced by cancellation between the two terms in the numerator. For example, if \( g(q_{\perp}^2) = \exp(-q_{\perp}^2) \),

\[
\left\langle \log \frac{m_{\perp}^2}{m^2} \right\rangle = \exp(-m_{\perp}^2) E_1(a m_{\perp}^2) \tag{7.64}
\]

where \( E_1 \) is the usual exponential integral function. For a reasonable value of \( a m_{\perp}^2 \), say \( a m_{\perp}^2 = 0.3 \), \( \left\langle \log \frac{m_{\perp}^2}{m^2} \right\rangle = 0.2 \) so that

\[
R = 0.4 / \log(s/m^2). \tag{7.65}
\]

For photons with fixed center of mass momentum, but not necessarily perpendicular to the beam direction, we have similarly,

\[
k \frac{d\sigma}{d^3k} = \frac{\alpha}{4\pi^2} (n_c) (1 + R'). \tag{7.65}
\]

where \( R' \) is given by the previous expression for \( R \) except that the argument of the pion inclusive differential cross section is shifted by the amount necessary to bring the photon to a 90° orientation.
CHAPTER EIGHT
COMPARISON OF THEORY AND EXPERIMENT
A. The Nature of Inclusive Data
An extraordinary variety of experimental data on inclusive reactions has appeared in the past two years. Much of the data is from bubble chamber experiments. A smaller fraction is from counter experiments. There are in addition angular data from cosmic ray experiments and from the CERN Intersecting Storage Rings (ISR). Each type of data has certain advantages and disadvantages.

Bubble chamber data have the advantage that they provide results over a continuous kinematic range. They also allow the detection of hyperons and $K^0$'s which are not as amenable to counter experiments. On the other hand, there are severe problems of particle identification for high momentum particles of the same charge. Rejection of events with ambiguities of identification can be a source of bias in the data. Since it is impossible to obtain high statistics in a small kinematic interval, the bubble chamber data is particularly suitable for comparison of integrated spectra, e.g., $\frac{d\sigma}{dz}$ or $\frac{d\sigma}{dy}$.

Counter data basically provide information only on long-lived particles. On the other hand, it is possible to make precise comparisons, say, of particle ratios at fixed values of the kinematic parameters.

Cosmic ray data have had the advantage of providing the highest energy reactions, but their usefulness in this regard may have come to an end with the completion of the ISR. The ISR has provided during the past year the most exciting data on inclusive reactions. Its range of $s$, from about 400 to 2800 GeV$^2$, is invaluable for testing predictions about the approach to (or existence of!) scaling. Of course, the ISR data are limited in accuracy by normalization problems more severe than those of conventional accelerators.

NAL's 200-500 GeV machine should make a substantial contribution to the understanding of inclusive reactions. While not reaching as high a c.m. energy as the ISR, it should provide high quality data in the near asymptotic region, as well as giving data on processes other than proton-proton collisions.

In this chapter we review some of the inclusive data bearing on the assumptions and conclusions of the preceding chapters. This is by no means a comprehensive review of the inclusive data, but it should provide a means of evaluating our present understanding of these processes.

B. Do Inclusive Reactions Scale?
Apparently they do. Figure 8.1 shows data (Allaby, 1971) for $(p\pi^+|p)$ at $P_{inc} = 14$ and 24 GeV/c at $p_\perp = 0.1$ GeV/c. The data for the two energies are strikingly similar as functions of $x$.

Figure 8.2 and 8.3 show data for $(p\pi^+|p)$ and $(p\pi^-|p)$ as a function of the lab rapidity, $y$, with $p_\perp$ fixed, at incident (or equivalent) momenta from 12 to 1500 GeV/c. (Sens, 1972.) The data show no sign of having a local minimum at $z = 0$, as anticipated by the dual resonance model (see Fig. 6.3, and Brower and Ellis, 1972), or by some multiperipheral models (Pignotti and Ripa, 1971).

None of these data are precise enough to determine whether the cross section is really independent of $s$. Certainly a behavior like $(\log s)^{-1}$ or $s^{-0.02}$ cannot be excluded. As we emphasized in
Chapter Four, the Mueller picture does not require a pure pole pomeron with intercept one. We might consider four possibilities:

1. The leading singularity does not have vacuum quantum numbers. For example there could be two cuts which coincide, one having \( C = +1 \) and \( G = +1 \) and another weaker one with \( C = -1 \) and \( G = +1 \).

2. The leading singularity has vacuum quantum numbers, but is not factorizable.

3. The leading singularity has pure vacuum quantum numbers and is a factorizable pole with intercept less than one.

4. The leading singularity has vacuum quantum numbers and is a factorizable pole with intercept one.

Possibility \#4 is the simplest and was implicitly assumed in most of Chapter 3 and 5. Possibility \#3 is quite similar if we consider everywhere the differential cross section normalized by the total cross section at the appropriate value of \( s \). Possibility \#1 is clearly undesirable, but how can it be distinguished from \#2?

Consider \( (\pi^+\pi^-|p) \), \( (\pi^+\pi^+|p) \), \( (\pi^+\pi^-|p) \), and \( (\pi^+\pi^-|p) \). If the leading singularity is purely \( C = +1 \), then (see footnote 2, Chapter 4)

\[
(\pi^+\pi^-|p) = (\pi^-\pi^+|p) \tag{8.1a}
\]

\[
(\pi^+\pi^-|p) = (\pi^-\pi^+|p) \tag{8.1b}
\]

\[
(\pi^+\pi^+|p) = (\pi^-\pi^-|p) \tag{8.1c}
\]

\[
(\pi^+\pi^-|p) = (\pi^-\pi^-|p) \tag{8.1d}
\]

at high \( s \), independent of whether there is factorization. These relations would be a consequence of a Pomeranchuk-type Theorem for inclusive processes. In Fig. 8.4 these proposed equalities are displayed schematically. Data for six of the eight processes are shown in Fig. 8.5 (Alston-Garnjost, 1972; Alston-Garnjost et al., 1972). The data of Fig. 8.5 are at relatively low energy and a good deal of energy dependence is apparent. The curves have yet to coalesce at \( x = 0 \). At \( x < 0 \) \( (\pi^-|\pi^-p) \) and \( (\pi^+|\pi^-p) \) are not equal, but lie distinctively below \( (\pi^+|\pi^-p) \). The overall appearance, nevertheless, is similar to that of Fig. 8.4. Further study of these reactions could demonstrate that the leading singularity has \( C = +1 \). Later we shall mention a test of isospin nature of the leading singularity.

Evidence on the factorization of the leading singularity is inconclusive at present. In Fig. 8.6 (Chen et al., 1971) we see \((1/\sigma)ds/dp\) for \( (p\pi^-|\pi^+) \), \( (p\pi^-|\pi^-) \), \( (p\pi^-|\pi^+) \), and \( (p\pi^-|p) \) at 7, 24.8, 12.7, and 28.5 GeV/c respectively. If all reactions had reached their limiting values and if the leading singularity were factorizable, the curve would coincide. While this is clearly not realized, the largest discrepancy is between \( (p\pi^-|\pi^-) \) and \( (p\pi^-|\pi^+) \) whose asymptotic equality depends not on factorization, but only on the leading singularity having \( C = +1 \) as we noted above.

On the basis of the exoticity requirement of Chan et al. (1971), Chen et al. (1971) interpreted the data to indicate the \( (p\pi^-|\pi^+) \) had reached its scaling limit while the other reactions had not. Whether this is true or not, the comparison of \( (p\pi^-|\pi^+) \) with \( (p\pi^-|\pi^-) \) is not a test of factorization, but of the \( C \) quantum number of the leading \( j \)-plane singularity.
C. Symmetry Relations  

Some of the relations derived in Chapter Four have been discussed in connection with the quantum number of the leading trajectory. We continue these considerations turning to the data from the ISR. In the pionization limit, we have the C invariance predictions:

\[
(|\pi^+|) = (|\bar{\pi}^+|) \quad (8.2a)
\]
\[
(|\pi^-|) = (|\bar{\pi}^-|) \quad (8.2b)
\]
\[
(|\pi^+|) = (|\bar{\pi}^-|) \quad (8.2c)
\]

and by isosinglet dominance,

\[
(|\pi^+|) = (|\pi^0|) = (|\pi^-|) \quad (8.3)
\]

In the fragmentation region we have the weaker statement:

\[
(p|\pi^0) = \frac{1}{2}[p|\pi^+] + (p|\pi^-)] \quad (8.4)
\]

In Fig. 8.7 we show the data of the Saclay-Strasbourg group (Sens, 1972) for \((p|p|p)\) and \((p|\bar{p}|p)\) at 90 degrees to the beam direction and \(s = 2600 \text{ GeV}^2\). The p curve is similar in shape to, but about a factor of two higher than, the \(\bar{p}\) curve. If the asymptotic term is given by \(P \otimes P\) (a pomeron in both the \(aa^\mp\) and \(bb^\mp\) channels), we have, up to lowest order in nonleading terms

\[
(p|p|p) = P \otimes P + 2P \otimes (P' + \rho + \omega + A_2) \quad (8.5a)
\]
\[
(p|\bar{p}|p) = P \otimes P + 2P \otimes (P' - \rho - \omega + A_2) \quad (8.5b)
\]

where we use \(\rho\) to indicate the \(G = +1, \ C = -1\) contribution, etc. If we accept the two-body Regge lore that \(p\bar{p}\) couples weakly to \(I = 1\) exchanges we have

\[
(p|p|p) \approx P \otimes P + 2P \otimes (P' + \omega) \quad (8.6a)
\]
\[
(p|\bar{p}|p) \approx P \otimes P + 2P \otimes (P' - \omega) \quad (8.6b)
\]

The discrepancy between \((p|p|p)\) and \((p|\bar{p}|p)\) indicates large \(P'\) and \(\omega\) contributions which tend to cancel for \(\bar{p}\) production. In this same framework, we would have for neutron and anti-neutron production

\[
(p|n|p) = P \otimes P + 2P \otimes [P' - \rho + \omega - A_2] \quad (8.7a)
\]
\[
(p|\bar{n}|p) = P \otimes P + 2P \otimes [P' + \rho - \omega - A_2] \quad (8.7b)
\]

In the approximation in which we ignore all but \(I = 0\) exchanges, we have

\[
(p|p|p) \approx (p|n|p) \quad (8.8a)
\]
\[
(p|\bar{p}|p) \approx (p|\bar{n}|p) \quad (8.8b)
\]

These relations have not yet been tested.

Data for \((p|\pi^+|p)\) and \((p|\pi^-|p)\) at \(x = 0\) are in excellent agreement. In Figs. 8.8 we again show data of the Saclay Strasbourg Group at 90 degrees. A simple exponential in \(p_{\perp}\) gives an excellent fit to the data, while the dual resonance model with \(\alpha_v = 0.9\) gives behavior which is too steep. To terms of order \(s^{-\frac{1}{2}}\)

\[
(p|\pi^+|p) = P \otimes P + 2P \otimes (P' + \rho) \quad (8.9a)
\]
\[
(p|\pi^-|p) = P \otimes P + 2P \otimes (P' - \rho) \quad (8.9b)
\]
If the near equality of the data for $s$ from 960 to 2800 GeV$^2$ indicates an absence of $s^{-1/4}$ terms, then we must have [see Eq. (3.3)]

$$f_{pp}^+(p_\perp) \simeq f_{pp}^+(p_\perp) \simeq 0. \quad (8.10)$$

e is no obvious reason for expecting this. In Fig. 8.9 we show data for the ratio $\pi^+/\pi^-$ as a function of $x$ (Albrow et al., 1972). We expect the ratio to approach unity as $x \to 0$. This is consistent within the errors.

While the vanishing of the $s^{-1/4}$ terms for $(p|\pi|p)$ seems surprising, it is consistent with the flatness of the rapidity distributions shown in Fig. 8.2 and 8.3. The absence of the $s^{-1/4}$ behavior implies the absence of the $\cosh(z/2)$ behavior of Eq. (3.64). We postpone analysis of the inferred $\pi^0$ distribution to a later section of this chapter.

The SU(3) relations both in the fragmentation and pionization regions have yet to be tested. An extensive experiment at Brookhaven should provide interesting information for the fragmentation of pseudoscalar mesons into pseudoscalar mesons (Beier et al., 1972).

D. Angular Distributions of Charged Particles at ISR

Barbiellini et al. (1972) and Breidenbach et al. (1972) have measured the angular distribution of charged particles at $s = 910$, $\sim 450$, and 2800 GeV$^2$. Breidenbach et al. have also measured the distribution at $s = 450$ GeV$^2$. The data of the two groups are consistent, except perhaps at $s = 2000$ GeV$^2$. The data of Breidenbach et al. are displayed in Fig. 8.10. There is no noticeable curvature to the data as a function of $\eta = \ln(\cot \Theta/2)$. There is, however, a clear rise in the cross section with increasing $s$. As we noted in Chapter Five, for distributions with a flat behavior in $\eta$ the cross section is expected to be an increasing function of $s$. At $\eta = 0$, the data can be fitted with

$$\frac{1}{s} \frac{d\sigma}{d\eta} = A' + B' s^{-1/4} \quad (8.11)$$

where plausible fits range from $A' = 2.0$, $B' = -4.0$ to $A' = 2.6$, $B' = -7.0$, with $s$ measured in GeV$^2$. In Fig. 8.10, we compare the data with a fit assuming the charge particles have a transverse momentum distribution given by

$$f_{pp} \propto e^{-b p_\perp} \quad (8.12a)$$

$$f_{PR} \propto e^{-b p_\perp} \quad (8.12b)$$

The normalizations are determined by Eq. (8.11). We have taken $b = 6$ GeV$^{-1}$, approximately the figure obtained by the Saclay Strasbourg group for pions at 90 degrees (Sens, 1972). The curves in Fig. 8.10 were obtained by evaluating Eq. (5.11) numerically. The quality of the fits is quite good.

E. Multiplicity at High Energies

From the angular distribution analysis above we can estimate the asymptotic multiplicity of charged particles. The coefficient of $\log s$ in the mean multiplicity is

$$A_0 = \sum_{c \text{ charged}} \int d^2 p_\perp c \frac{d\sigma}{dz \, d^2 p_\perp} (z = 0) \quad (8.13)$$
where $A_0$ is the variable of Eq. (5.19). We found above that $A_0' \simeq 2.0-2.6$. Now from (5.21b)

$$A_0 = A_0'/\left(\frac{p_L}{m_0}\right)^4.$$

(8.14)

For a pion distribution proportional to $\exp(-bp_L)$ with $b = 6 \text{ GeV}^{-1}$, we obtain $\langle p_L/m_0 \rangle = 0.83$ and $A_0 = 2.4-3.1$. This is a surprisingly large number. Cosmic ray data indicated a value of about 0.7 (L. W. Jones et al., 1970). A naive interpretation of the photon data of Neuhofer et al. (1971, 1972) suggest a value of about 1.5 [see Eq. (8.26)].

We can check the consistency of the angular distributions against the Saclay Strasbourg results (Sens, 1972) for pion production at 90 degrees. Both the positive and negative pions can be fitted, independent of $s$ in the range 900 to 2800 GeV$^2$, with

$$E \frac{d \sigma}{d^3 p} = N e^{-bp_L}$$

so that, for either $\pi^+$ or $\pi^-$,

$$\frac{d \sigma}{dz} (z = 0, \ s = 900-2800 \text{ GeV}^2) \simeq 22.5 \text{ mb}.$$

We can apply a correction to relate this to the angular distribution, $\frac{d \sigma}{d \eta}$. As we noted above, this correction is about 0.83. Thus we have, with $\sigma_{\text{inel}} = 33 \text{ mb},$

$$\frac{1}{\sigma_{\text{inel}}} \frac{d \sigma}{d \eta} (\eta = 0, \ s = 900-2800 \text{ GeV}^2) \simeq 1.15.$$

On the other hand, the data of Breidenbach et al. (1972) for charged particles of all kinds increases from about 1.1 to about 1.5 as $s$ increases from 150 to 2800 GeV$^2$. If these data were taken literally, they would mean that the increasing charged multiplicity was due entirely to nonpion sources.

F. Analysis of the ISR Photon Data

Data are available for photon distributions at $s = 900, 2000,$ and 2800 GeV$^2$, at 10, 16, 24, and 90 degrees. Neuhofer et al. (1971, 1972) provide a parametrization of the data for photon energies between 100 MeV and 5 GeV as

$$\frac{k}{\sigma_{\text{inel}}} \frac{d \sigma}{d^3 k} = A \frac{k}{k_0} \exp\left(-\frac{k}{k_0} - \frac{x}{x_0}\right)$$

(8.19)

with $A = 1.48 \text{ GeV}^{-1}$, $k_0 = 0.162 \text{ GeV}$, and $x_0 = 0.063$.

The parametrization in Eq. (8.19) clearly does not satisfy the requirements of Eq. (7.32). But it does permit a reasonable evaluation of the right-hand side of the equation. Thus we have the prediction

$$\lim_{k_L \to 0} F(x = 0, k_L) \simeq 53 \text{ GeV}^{-2}.$$

(8.20)

Verification of this prediction is obscured by the bremsstrahlung. If at $s = 2800 \text{ GeV}^2$, $\langle n_c \rangle \simeq 10$, then from Eq. (7.32)

$$\frac{k}{\sigma_{\text{inel}}} \frac{d \sigma}{d \eta} (\eta = 0, \ s = 2800 \text{ GeV}^2) \simeq 2 \times 10^{-3} k^{-2}.$$

(8.21)
Comparing the bremsstrahlung prediction with the parametrization of the data, we see that the bremsstrahlung becomes significant in the region $k_\perp \approx 1$-10 MeV. The data cited above have been binned by total photon momentum into bins of 100 MeV. The bremsstrahlung contribution primarily in the first bin. Formally, the integrated bremsstrahlung contribution diverges: the actual bremsstrahlung contribution to the measured cross section depends critically on the detection efficiency at low photon momenta. In principle, careful measurement of the photon spectrum at low transverse momentum could identify the bremsstrahlung by its characteristic $1/k_\perp^2$ behavior. After subtracting the bremsstrahlung, the remaining cross section should conform to the condition imposed by Eq. (7.32).

Figure 8.11 shows that the data of Neuhofer et al. are consistent with this interpretation. The cross section for the lowest transverse momenta lies above the curves anticipated on the basis of a spectrum like that of Eq. (7.36). Presumably this is a reflection of the bremsstrahlung contribution. The data shown in Fig. 8.12 are not exactly at $x = 0$. At fixed production angle, as $k_\perp$ increases, so does $x$. Since we expect a fall-off in $x$ (c.f. Fig. 7.5), the data might be expected to be below the anticipated curve for $x = 0$ for larger values of $k_\perp$. Such a trend seems to be present in the 10 degree data. On the other hand, the choice of a hypothetical $\pi^0$ spectrum at $x = 0$ is quite arbitrary; different spectra would give somewhat different photon distributions. (See Fig. 7.4.)

Using the Sternheimer prescription and the parametrization of the photon data of Neuhofer et al., we deduce a neutral pion distribution

$$
\frac{E}{d\sigma_{\text{inel}}} \frac{d\sigma}{dp} (p = k, s) \simeq -\frac{1}{2} \left[ 1 + k \frac{\frac{3}{k_\perp} + x \frac{3}{k_\perp}}{k_\perp} \right] \exp \left(-\frac{k_\perp}{k_0} - \frac{x}{x_0}\right)
$$

Formally, the integrated bremsstrahlung contribution diverges: the actual bremsstrahlung contribution to the measured cross section depends critically on the detection efficiency at low photon momenta. In principle, careful measurement of the photon spectrum at low transverse momentum could identify the bremsstrahlung by its characteristic $1/k_\perp^2$ behavior. After subtracting the bremsstrahlung, the remaining cross section should conform to the condition imposed by Eq. (7.32).

Figure 8.11 shows that the data of Neuhofer et al. are consistent with this interpretation. The cross section for the lowest transverse momenta lies above the curves anticipated on the basis of a spectrum like that of Eq. (7.36). Presumably this is a reflection of the bremsstrahlung contribution. The data shown in Fig. 8.12 are not exactly at $x = 0$. At fixed production angle, as $k_\perp$ increases, so does $x$. Since we expect a fall-off in $x$ (c.f. Fig. 7.5), the data might be expected to be below the anticipated curve for $x = 0$ for larger values of $k_\perp$. Such a trend seems to be present in the 10 degree data. On the other hand, the choice of a hypothetical $\pi^0$ spectrum at $x = 0$ is quite arbitrary; different spectra would give somewhat different photon distributions. (See Fig. 7.4.)

Using the Sternheimer prescription and the parametrization of the photon data of Neuhofer et al., we deduce a neutral pion distribution

$$
\frac{E}{d\sigma_{\text{inel}}} \frac{d\sigma}{dp} (x = 0, p_\perp) \simeq \frac{A}{2k_0} e^{-p_\perp/k_0}
$$

Using $\sigma_{\text{inel}} = 33$ mb, we have for the $\pi^0$ cross section

$$
\frac{E}{d\sigma_{\text{inel}}} \frac{d\sigma}{dp} (x = 0, p_\perp) \simeq 150 e^{-6.2p_\perp/\text{mb/GeV}^2}.
$$

This distribution is closely similar to the charged pion cross section (8.15 and 8.16) of the Saclay-Strasbourg collaboration, in confirmation of the prediction that at $x = 0$ the $\pi^+$, $\pi^-$, and $\pi^0$ distributions must coincide at very high energies.

For $x > 0$, isospin invariance requires for scaled fragmentation of protons [Eq. (4.9d)],

$$
(p:\pi^0|p) = \frac{1}{2} [(p:\pi^+|p) + (p:\pi^-|p)].
$$

A comparison is shown in Fig. 8.12. The agreement is less satisfactory for $x > 0$ than for $x = 0$. The data shown are for $(p:\pi^-|p)$ and are taken from the Saclay-Strasbourg Collaboration ($x = 0$) (Sens, 1972) and Bertin et al. (1972) ($x > 0$). For $x > 0$, we would expect the $\pi^0$ curve to lie above the data, since the $\pi^+$ data of Ratner et al. (1971) are slightly higher. While the relation
in Eq. (8.25) does not appear to be satisfied by the data for \( x > 0 \),
we should like to emphasize that this relation is on very good footing.
It requires only the dominance of an \( I = 0 \) amplitude in the \( b \bar{b} \)
channel: factorization of the pomeron is not required. Thus the
good agreement with the data at \( x = 0 \) is reassuring and we expect
to see similar agreement for \( x > 0 \) as the accuracy of the experiments
improves. Since Eq. (8.25) ignores \( \eta \) production, the number of
photons observed should exceed the number of charged pions. With very
precise measurements, this discrepancy could be used to deduce the
magnitude of the \( \eta \) production.

A comparison similar to those made above has been performed
by Charlton and Thomas (1972) who found good agreement between the
charged and neutral pion data. In their comparison, however, they
treated the data of Ratner et al. and Bertin et al. as if it were
taken at 90 degrees, and compared it with the inferred spectrum at
90 degrees. Actually, the charged pion data they used were for
\( x > 0.05 \) and should have been compared with the inferred pion spectrum
for the same \( x \) values. Had this been done, the inferred \( \pi^0 \)
spectrum would lie below the charged pion data as in Fig. 8.12.
This is a strong reminder that in many instances a value of \( x = 0.05 \)
is not necessarily small!

The parametrization of Neuhofer et al. gives us a means of
evaluating the photon multiplicity and implicitly the charged pion
multiplicity. From Eq. (8.14) we find

\[
\langle n_\gamma \rangle \sim 2\pi A k_0 \log \left( \frac{x_0^2}{\frac{1}{2} s} \right) \tag{8.26}
\]
CONCLUSION

Inclusive reactions are certain to be extensively studied for years to come, partly because of the impossibility of studying high multiplicity events as exclusive processes and partly as a result of the many theoretical problems which are associated with inclusive processes. The correctness of the Mueller picture has not been thoroughly established, but it seems to be in accord with existing data and provides a powerful means of analysis. In this paper we have exploited the Mueller picture to derive tests of its basic hypotheses and to isolate quantities of significant interest, such as symmetry breaking effects and the high-energy behavior of the mean multiplicity.

The use of the fundamental symmetries of the strong interactions provides a means of isolating certain crossed channel j-plane singularities. The energy dependence of these contributions to the inclusive cross section is a decisive test of the Mueller picture, independent of the factorization of the singularities. The failure of these contributions to exhibit behavior like that anticipated from two-body scattering would indicate the presence of important j-plane singularities outside the two-body framework. The experimental data available indicate that the dominant crossed channel singularity has $C = +1$, and probably $I = 0$, but little can be said about lower lying singularities.

The application of $SU(3)$ leads to numerous predictions of equalities of inclusive cross sections. Each prediction offers an opportunity to measure the effects of $SU(3)$ breaking. The potential here is very great in view of the scarcity of testable $SU(3)$ predictions for two-body scattering.

The predictions of the Mueller picture for the behavior of particle distributions in the central rapidity region can be translated into predictions for wide-angle production. The data extant are consistent with these predictions and indicate, with a large uncertainty, an asymptotic multiplicity much greater than previously expected.

Inclusive photon production gives significant information on the inclusive $\pi^0$ distribution. This in turn can be used to check isospin relations. At low transverse momentum, the photon spectrum consists of two contributions, one coming from $\pi^0$ decays, and the other from bremsstrahlung associated with charged particle production. Both can be related to the magnitude of the charged particle production. The data from the CERN Intersecting Storage Rings are consistent with these predictions. More refined photon measurements at low transverse momentum would furnish valuable information about the charged multiplicity.
FOOTNOTES

Introduction

1. See Cocconi (1958) and references therein for earlier developments of "fireball" theories.

Chapter 3

1. D. Tow, private communication.

Chapter 4

1. This chapter is based on work done in collaboration with Dr. Martin B. Einhorn (Cahn and Einhorn, 1971).

2. We shall use \( |a:clb| \) to represent both the amplitude and the cross section for the process. This is slightly inaccurate since the kinematical factors relating the two may manifest some symmetry breaking in the instance of SU(3) symmetry. Since this is most likely not the entirety of the symmetry breaking, we may just as well ignore the effect since we make little effort to analyze possible symmetry breaking effects.


Chapter 5

1. This chapter is based on work done in collaboration with Dr. Martin B. Einhorn and Professor J. D. Jackson. This problem has also been treated in part by Lyon, Risk, and Tow (1971).

Chapter 6

1. For a review of the dual resonance model, see Mandelstam (1971).

Chapter 7

1. This chapter has appeared as a part of a report, LBL-943, with the same title.

2. See, for example, J. D. Jackson, Classical Electrodynamics (1962).
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FIGURE CAPTIONS

Fig. 3.1. A Mueller diagram representing the process \((b;c|a)\) and factors entering into the evaluation of the diagram.

Fig. 3.2. A Mueller diagram representing the process \((b;c|a)\) and factors entering into the evaluation of the diagram.

Fig. 3.3a. A diagram representing \(a + b \rightarrow c + \text{missing mass}\) in a domain in which Regge exchange dominates in the \(bc\) channel.

Fig. 3.3b. A triple-Regge Mueller diagram and associated couplings.

Fig. 3.4. Schematic representation of \(x\, \frac{d\sigma}{dx}\) for a triple-Regge dominated cross section. Curve (a) triple-pomeron with pomeron intercept = 1 and a linear zero in the triple-pomeron vertex, \(g_{ppp}(t)\), at \(t = 0\). Curve (b) reggeon-reggeon-pomeron with reggeon intercept = 1/2. The actual curves plotted are \(y = \left(1 - x\right) \log\left((1 - x)^{-1}\right)^{-1}\) and \(b\) \(y = 5\left(\log\left((1 - x)^{-1}\right)^{-1}\right)\).

Fig. 4.1. A Mueller diagram in which there is double Regge exchange in the \(b\bar{c}\) channel. The J-plane singularity thus generated does not factorize, but has a charge conjugation quantum number of \(C_i C_j\), where \(C_i\) and \(C_j\) are the \(C\) values for reggeons \(i\) and \(j\), similarly for \(G\), etc.

Fig. 5.1. The ratio \(A_i/A_0^2\) vs. \(am^2\) for a transverse momentum distribution proportional to \(\exp(-ap^2)\). See Eqs. (5.20), (5.24), and (5.32).

Fig. 5.2. The ratio \(B_i/B_0^2\) vs. \(am^2\) for a transverse momentum distribution proportional to \(\exp(-ap^2)\). See Eqs. (5.20), (5.25), and (5.33).

Fig. 5.3. The angular distribution \(\frac{d\sigma}{d\Omega}\) resulting from the asymptotic, \(\text{P}-\text{R}\) term in Eq. (5.5), with a transverse momentum dependence proportional to \(\exp(-ap^2)\) for various values of \(am^2\). The normalization is such that the rapidity distribution, \(d\sigma/dz\) is unity for all \(z\).

Fig. 5.4. The angular distributions \(\frac{d\sigma}{d\Omega}\) resulting from the asymptotic, \(\text{P}-\text{R}\) term in Eq. (5.5) with a transverse momentum dependence proportional to \(\exp(-bp^2)\) for various values of \((bm)^2\). The normalization is such that the rapidity distribution, \(d\sigma/dz\) is unity for all \(z\).

Fig. 5.5. The angular distributions \(\frac{d\sigma}{d\Omega}\) resulting from the non-asymptotic, \(\text{P}-\text{R}\), term in Eq. (5.5), with a transverse momentum dependence proportional to \(\exp(-ap^2)\) for various values of \(am^2\). The normalization is such that the rapidity distribution, \(d\sigma/dz(\text{P}-\text{R})\) is \(\cosh(z/2)\).

Fig. 5.6. The angular distributions \(\frac{d\sigma}{d\Omega}\) resulting from the non-asymptotic, \(\text{P}-\text{R}\), term in Eq. (5.5), with a transverse momentum dependence proportional to \(\exp(-bp^2)\) for various values of \((bm)^2\). The normalization is such that the rapidity distribution, \(d\sigma/dz(\text{P}-\text{R})\) is \(\cosh(z/2)\).

Fig. 6.1a. The two-body optical theorem for \(a + b \rightarrow \text{anything}\).

Fig. 6.1b. The inclusive cross section for \(a + b \rightarrow c + \text{anything}\) as sum of squares of amplitudes.

Fig. 6.1c. A discontinuity equation for the six-point function. The summations indicate permutations of initial or final particles. The equation holds for nonforward amplitudes so the momenta of the primed particles need not be the same as those of the unprimed particles. (Tan, 1971.)
The discontinuity equation in Fig. 6.1c below threshold for all but the abc channel. (Tan, 1971.)

The inclusive cross section as a discontinuity of the six-point amplitude.

Four tree diagrams in the dual resonance model contributing to $\langle a|z|b \rangle$. The diagrams are distinct because the ordering determines which channels have resonances and Regge behavior.

The inclusive distribution, $\tilde{F}(y,p_\perp)$, of the dual resonance model using only the diagram of Fig. 6.2a. The curves are for fixed $p_\perp$ as a function of the lab rapidity, $y$. The vacuum intercept is taken to be one-half.

The pionization function, $\tilde{F}(x = 0,p_\perp)$, of the dual resonance model vs. $p_\perp$, with the vacuum intercept taken to be 0.5 and 0.9.

Cross sections of the paraboloids in momentum space on which $\pi^0$'s must lie to contribute at given values of photon momentum.

The geometry for determining the photon spectrum from a given pion spectrum.

The photon spectrum as a function of $k_\perp/a$ at $x = 0$ resulting from a pion spectrum given by $\exp(-ap_\perp^2)$ with $a^2 = 0.3$. The behavior at extremely small values of $k_\perp$ is shown in more detail in Fig. 7.4.

Photon spectra as functions of $k_\perp/a$ at $x = 0$ resulting from two pion spectra having the same $p_\perp^2$: solid line, $\exp(-ap_\perp)$ with $a^2 = 0.3$; dashed line, $\exp(-bp_\perp)$ with $(bm)^2 = 1.8$. Both spectra are normalized to unity at $k_\perp = 0$.

The photon spectrum $f_r(x,k_\perp^2)$ as a function of $x$ for various fixed values of $k_\perp$ in GeV/c. The original pion spectrum is $\exp(-ap_\perp^2)$ with $a^2 = 0.3$.

A typical bremsstrahlung diagram in charged particle production.

Data for $(p:\pi^+|p)$ at $p_{inc} = 14.25$ and 24.04 GeV/c:
$$\frac{d^2 \sigma}{dtot} \frac{d\Omega}{d^3p}$$

as a function of $x$ at fixed $p_\perp = 0.1$ GeV/c. (Allaby, 1971).

Invariant cross section for $(p:\pi^+|p)$ at various fixed values of $p_\perp$ as a function of lab rapidity, $y$. From the compilation of Sens (1972).

Invariant cross section for $(p:\pi^-|p)$ at various fixed values of $p_\perp$ as a function of lab rapidity, $y$. From the compilation of Sens (1972).

A schematic representation of scaled distributions, $x \frac{d\sigma}{dx}$, for $(\pi^+\pi^+|p)$, $(\pi^+\pi^-|p)$, $(\pi^+\pi^+|p)$, and $(\pi^+\pi^-|p)$ as functions of $x$.

Low-energy data for $(\pi^+\pi^+|p)$, $(\pi^+\pi^-|p)$, $(\pi^-\pi^-|p)$, and $(\pi^-\pi^-|p)$. The quantity plotted is $F(x) = x \frac{d\sigma}{dx}$ as a function of $x$.

A test of factorization and scaling: $\frac{1}{\sigma_{tot}} \frac{d\sigma}{dp_\perp}$ vs $p_\perp$ for $(a|\pi^-|p)$ with $a = \pi^-(A)$, $p(B)$, $K^+(C)$ and $\pi^+(D)$, in the proton rest frame. The incident momenta are 24.8, 28.5, 12.7, and 7 GeV/c respectively. If the distributions had scaled and if the leading singularity factorized, the curves would coincide. Chen et al. (1971).
Fig. 8.7. Data of the Saclay-Strasbourg Group as presented by Sens (1972) on the invariant cross section for \((p|p|p)\) (circles) and \((p|\bar{p}|p)\) (triangles) as a function of \(p_{\perp}\) at \(P_{\text{inc}} = 1500\ \text{GeV}/c\)-equivalent. Charge conjugation invariance requires the distributions to coincide asymptotically.

Fig. 8.8a. Data on the invariant cross section as a function of \(p\) for \((p|\pi^-|p)\), \(x = 0\), from the Saclay-Strasbourg Group as presented by Sens (1972). Also shown is the data of Bertin et al. (1972) for \((p|\pi^-|p)\) at \(x = 0.076\). The solid curve is a fit (Sens, 1972) given by \(140 \exp(-6.25 p_{\perp})\). The dashed curve is a dual resonance pionization function with \(\alpha_{\pi} = 0.9\). The normalization was determined by fitting to the data at \(p_{\perp}^2 = 0.3\ \text{GeV}^2\). See Fig. 6.4.

Fig. 8.8b. Data on the invariant cross section as a function of \(p_{\perp}\) for \((p|\pi^+|p)\), \(x = 0\), from the Saclay-Strasbourg Group as presented by Sens (1972). Also shown is the data of Ratner et al. (1971) for \((p|\pi^+|p)\) at \(x = 0.07\).

Fig. 8.9. Particle ratios \(\pi^+/\pi^-\) and \(\bar{p}/\pi^-\) from p-p collisions at ISR energies as a function of \(x\). From the data and compilation of Albro et al. (1972).

Fig. 8.10. Data for the angular distribution \(\frac{1}{\delta_{\text{inel}}} \frac{d\sigma}{d^2k}\) vs. \(\eta\) of charged particles (Breidenbach et al., 1972). The center-of-mass energy squared is (a) 450 GeV\(^2\), (b) 910 GeV\(^2\), (c) 2000 GeV\(^2\), and (d) 2820 GeV\(^2\). The curves were obtained by assuming a transverse momentum dependence in the FF and FR terms [Eq. (5.5)] of \(\exp(-bp_{\perp})\) with \(b = 6(GeV/c)^{-1}\), and using Eqs. (5.11c) and (5.11d).

Fig. 8.11. Some of the data of Neuhofer et al. (1972) for \(\frac{k}{\delta_{\text{inel}}} \frac{d\sigma}{d^2k}\) at low transverse photon momentum and fixed angles of 10 and 24 degrees away from the beam direction. The curves are predictions for \(x = 0\) photons based on an assumed pion spectrum proportional to \(\exp(-a p_{\perp}^2)\) with \(a m^2 = 0.3\). The normalization for the curve is determined by Eq. (7.32). See Eq. (8.20). The data pions have values of \(x\) between zero and 0.05.

Fig. 8.12. The data of Bertin et al. (1972) and the Saclay-Strasbourg Group as reported by Sens (1972) for \((p|\pi^-|p)\). The solid curves are fits to lower energy data for \((p|\pi^-|p)\). The dashed curve is the value of the invariant cross section for \((p|\pi^0|p)\) at \(p_{\perp} = 0.4\ \text{GeV}/c\) derived with the Sternheimer approximation, Eq. (8.22). The data of Ratner et al. (1971) for \((p|\pi^+|p)\) are slightly higher than those shown for \((p|\pi^-|p)\). Isospin invariance, together with the assumption that the leading J-plane singularity has \(I = 0\), requires that asymptotically, \((p|\pi^0|p) = [(p|\pi^+|p) + (p|\pi^-|p)]/2\). Cahn (1972).
Fig. 5.5.
Fig. 5.6.
Figs. 6.1a. and 6.1e.
\[ \sum_{N} \begin{vmatrix} a & b & c \\ b & c & a \\ c & a & b \end{vmatrix} = \sum_{N} \begin{vmatrix} a & b & c \\ b & c & a \end{vmatrix}^2 \]
\[ a b c' - a b c' = \]
\[
\sum_{N} (a b c' - a' b c') + \sum_{f} \sum_{i} \sum_{N} (a b c' - a' b c') 
\]
\[
+ \sum_{f} \sum_{N} (a b c' - a' b c') + \sum_{i} \sum_{N} (a b c' - a' b c') 
\]

Fig. 6.1c.
\[ a \rightarrow c' \rightarrow a' = \sum_{N} b \rightarrow c \rightarrow b' \rightarrow a' \]

Fig. 6.1d.
Fig. 7.5.

The graph shows the function $f_y(x, k^2_{\perp})$ for different values of $k^2_{\perp}$:

- $k^2_{\perp} = 0.01$
- $k^2_{\perp} = 0.025$
- $k^2_{\perp} = 0$
- $k^2_{\perp} = 0.05$
- $k^2_{\perp} = 0.1$
- $k^2_{\perp} = 0.2$
Fig. 8.2.
Fig. 8.3.
\[
\frac{\sigma_p}{\sigma_p} \times \left( \frac{\pi^+}{\pi^-} \right)
\]

Fig. 0.4.
\begin{equation*}
\pi^+ p \rightarrow \pi^+ \\
\pi^- p \rightarrow \pi^-
\end{equation*}

\begin{equation*}
F(x)
\end{equation*}

\begin{equation*}
X = 2p (\text{cm}) / \sqrt{s}
\end{equation*}

Fig. 8.5.
Fig. 8.6.

Longitudinal momentum of \( \pi^- \) in lab frame (GeV/c)

\[ A = \pi^- p^+ \rightarrow \pi^- \]
\[ B = p + p \rightarrow \pi^- \]
\[ C = K^+ + p \rightarrow \pi^- \]
\[ D = \pi^+ + p \rightarrow \pi^- \]
Fig. 8.7.
Fig. 8.8a.
Fig. 8.8b.

\[ E \frac{d\sigma}{d^3p} (\text{mb/GeV}^2) \]

\[ p_\perp^2 (\text{GeV/c})^2 \]

- Saclay/Strasbourg coll.
- Ratner et al.
s = 450 GeV$^2$

Fig. 8.10a.
$s = 910 \text{ GeV}^2$

$\frac{d\sigma}{d\cos \theta}$
Fig. 8.12.
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